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1. INTRODUCTION 1
1. Introduction
This paper deals with a special case of Kontsevich’s “homological mirror sym-
metry” conjecture [38]. Before formulating the statement, we need to introduce
the relevant coefficient rings.
Notation 1.1. Let ΛN = C[[q]] be the ring of formal power series in one variable.
We denote by ΛZ its quotient field, obtained by formally inverting q. By adjoining
roots q1/d of all orders to ΛZ, one obtains its algebraic closure ΛQ. Elements of this
field are formal series
(1.1) f(q) =
∑
m
amq
m
where m runs over all numbers in (1/d)Z ⊂ Q for some d ≥ 1 which depends
on f , and am ∈ C vanishes for all sufficiently negative m. Geometrically, one
should think of ΛN as functions on a small (actually infinitesimally small) disc.
Then ΛZ corresponds to the punctured disc (with the origin removed), and ΛQ to
its universal cover. Consider the semigroup End(ΛN) of q-adically continuous C-
algebra endomorphisms of ΛN. More concretely, these are substitutions
(1.2) ψ∗ : q 7−→ ψ(q)
with ψ ∈ qC[[q]]. For each nonzero ψ, ψ∗ extends to an endomorphism of the
quotient field. The q-adically continuous Galois group of ΛZ/C is the group of
invertibles End(ΛN)
×, consisting of those ψ with ψ′(0) 6= 0. Moreover, the Ga-
lois group of ΛQ/ΛZ is the profinite group Zˆ = Hom(Q/Z,C
∗), whose topological
generator 1ˆ takes qm to e2πimqm.
On the symplectic side of mirror symmetry, take any smooth quartic surface
X0 ⊂ CP
3, with its standard symplectic structure. To this we associate a triangu-
lated category linear over ΛQ, the split-closed derived Fukaya category D
πF(X0),
defined using Lagrangian submanifolds of X0 and pseudo-holomorphic curves with
boundary on them (as well as a formal closure process). The use of formal power se-
ries to take into account the area of pseudo-holomorphic curves is a familiar device
(the relevant coefficient rings usually go under the name “Novikov rings”, see e.g.
[30]; what we are using here is a particularly simple instance). ΛQ appears because
we allow only a certain class of Lagrangian submanifolds, namely the rational ones
(there is also another restriction, vanishing of Maslov classes, which is responsible
for making the Fukaya category Z-graded).
On the complex side, we start with the quartic surface in P3ΛQ defined by
(1.3) y0y1y2y3 + q(y
4
0 + y
4
1 + y
4
2 + y
4
3) = 0.
Note that here q is a “constant” (an element of the ground field). The group Γ16 =
{[diag(α0, α1, α2, α3)] : α4k = 1, α0α1α2α3 = 1} ⊂ PSL(V ), Γ16
∼= Z/4 × Z/4,
acts on this surface in the obvious way. We denote by Z∗q the unique minimal
resolution of the quotient orbifold. Note that ΛQ is an algebraically closed field of
characteristic zero, so the standard theory of algebraic surfaces applies, including
minimal resolutions. The associated category is the bounded derived category of
coherent sheaves, DbCoh(Z∗q ), which is also a triangulated category linear over ΛQ.
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Remark 1.2. In fact, Z∗q can be defined over the smaller field ΛZ. This is easy to
see if one argues “by hand” as follows. The action of Γ16 on (1.3) has 24 points with
nontrivial isotropy; their isotropy subgroups are isomorphic to Z/4. Each of these
points is defined over ΛZ, hence can be blown up over that field. Take the blowup,
and divide it by the action of the subgroup Z/2× Z/2 = Γ16 ∩ {(±1,±1,±1,±1)}.
The quotient is a regular algebraic variety over ΛZ, and carries an action of the
group Γ16/(Z2 × Z2) ∼= Z2 × Z2, with 24 points that have nontrivial isotropy Z/2.
These points are again defined over ΛZ, and one repeats the previous process to
get an algebraic surface which is a ΛZ-model of Z
∗
q . (There are also other possible
strategies, such as using a toric resolution of P3ΛZ/Γ16 and realizing the desired
algebraic surface inside that).
Theorem 1.3. There is a ψ ∈ End(ΛN)× and an equivalence of triangulated cate-
gories,
(1.4) DπF(X0) ∼= ψˆ
∗DbCoh(Z∗q ).
Here ψˆ is a lift of ψ to an automorphism of ΛQ, which we use to change the
ΛQ-module structure of D
bCoh(Z∗q ), by letting ψˆ
∗f act instead of f . The theorem
says that the outcome of this “reparametrization” is equivalent to DπF(X0). The
choice of lift ψˆ is irrelevant because DbCoh(Z∗q ) carries a Zˆ-action (and so does
DπF(X0) by [18]).
The function ψ which occurs in the theorem is unknown at present (or rather,
it is not known to agree with the standard “mirror map” obtained from the Picard-
Fuchs equation for Z∗q , see [47] or the more recent [28]). Nevertheless, certain
consequences can already be drawn from the result as given. Let Aut(X0) be the
group of symplectic automorphisms. This admits a natural central extension, the
graded symplectic automorphism group [58]
(1.5) 1→ Z −→ A˜ut(X0) −→ Aut(X0)→ 1.
Let M∗ be the classifying space (or moduli stack, depending on the reader’s pref-
erence) for smooth K3 surfaces equipped with an ample cohomology class A whose
square is A · A = 4, and with a choice of nonzero holomorphic two-form. By ap-
plying Moser’s theorem, one sees that M∗ carries a fibre bundle with structure
group Aut(X0), and the presence of the holomorphic two-forms on the fibres pro-
vides a natural lift of this to A˜ut(X0). In particular, there is an associated parallel
transport map
(1.6) π1(M
∗) −→ π0(A˜ut(X0)).
On the other hand, graded symplectic automorphisms act on the Fukaya category.
Denote by Aut(DπFuk(X0)/ΛQ) the group of isomorphism classes of exact (with
respect to the triangulated structure) ΛQ-linear autoequivalences. We use the same
notation on the other side of mirror symmetry. Then, the outcome is a map
(1.7) π0(A˜ut(X0)) −→ Aut(D
πFuk(X0)/ΛQ) ∼= Aut(D
bCoh(Z∗q )/ΛQ).
(If one is willing to divide the autoequivalence groups by the subgroups of even
degree shifts, one can drop the adjective “graded” and define such a map on
π0(Aut(X0)) itself). Finally, combining (1.6) and (1.7) yields a homomorphism
(1.8) π1(M
∗) −→ Aut(DbCoh(Z∗q )/ΛQ).
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This is interesting because the objects on both sides are algebro-geometric, but the
construction itself necessarily seems to go through symplectic geometry and mirror
symmetry. The existence of (1.8) had been postulated by several people, starting
with Kontsevich himself, and motivated a large amount of work on autoequivalences
of derived categories, see e.g. [63, 32, 2, 33]; however, the kernel and cokernel
of that map remain unknown. Another direct implication of Theorem 1.3 is the
equality of certain simpler invariants, such as the Grothendieck groups
(1.9) K0(D
πF(X0)) ∼= K0(D
bCoh(Z∗q )) = K0(Z
∗
q ).
Every object of the Fukaya category (in particular, every oriented Lagrangian sphere
in X0) determines a class in K0(D
πF(X0)), and π0(Aut(X0)) acts linearly on this
group. Recall that Grothendieck’s theorem says that K0(Z
∗
q )⊗Q
∼= CH∗(Z
∗
q )⊗Q,
and that Mumford’s work shows that CH0(Z
∗
q ) is quite an interesting object.
Having stated our result, it is time to review briefly some work on homological
mirror symmetry preceding this paper. The first case to be considered was that of
elliptic curves, where Polishchuk and Zaslow [52] proved a result roughly similar
to Theorem 1.3, with an explicit mirror map ψ but not taking into account the
triangulated structure (although subsequent work on Massey products [51] largely
made up for this deficiency). Many beautiful and deep results on abelian varieties
have been obtained [16, 39, 14, 49], giving partial descriptions of their Fukaya
categories. A common thread of all these papers has been to establish an explicit bi-
jection between objects on both sides (Lagrangian submanifolds and sheaves). The
prevailing view is that this correspondence should be set up as a Fourier-Mukai type
transform associated to a Strominger-Yau-Zaslow torus fibration. This approach
was pursued in [39], in the situation where the SYZ fibration has no singularities,
and where the Lagrangian submanifolds are supposed to be transverse to the fibres.
Both restrictions are serious ones from the point of symplectic topology, and there
has been some work on how to remove them, see in particular [16].
Actually, this entire circle of ideas is of little importance for our proof (although
the SYZ conjecture does serve as a source of intuition in some places). We rely
instead on techniques from symplectic topology and homological algebra, which are
maybe closer to the spirit of Kontsevich’s original paper. The computation on the
algebraic geometry side involves a classical idea of Beilinson, together with a Massey
product computation which the author learned from [12]. On the symplectic side,
where the overwhelming majority of the work is invested, there are three steps,
namely (slightly simplified, and in reverse logical order):
• First, we prove that DπF(X0) can be entirely reconstructed from the full
A∞-subcategory of F(X0) consisting of a particular set of 64 Lagrangian
two-spheres, which are vanishing cycles for the standard Fermat pencil
(the choice of these cycles is best explained by physics considerations,
compare for instance [31]). There is a general algebraic part to this,
based on the notions of (spherical) twist functors and split-generators: we
formulate this in Lemma 2.8, which generalizes [62, Corollary 5.8]. The
translation to geometry depends on the identification of Dehn twist and
twist functors (at least on the level of the action of objects), which is
our Proposition 9.4, generalizing [62, Corollary 17.17]. The additional
geometric ingredient is a “negativity” property of the monodromy of the
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Fermat pencil around the “large complex structure limit”, which is the
subject of Section 7. Corollary 9.6 summarizes the outcome.
• By construction, all 64 vanishing cycles lie in an affine Zariski-open sub-
set M0 ⊂ X0. Following a proposal from [60], the relation between the
Fukaya categories F(M0) and F(X0) can be formulated in terms of the de-
formation theory of A∞-structures (this recourse to abstract deformation
theory is the reason why we cannot determine ψ explicitly). The alge-
braic part of the deformation theory is set up in Section 3, in particular
Lemma 3.5 (in the end, we will find it convenient to use a variation on the
theory which exploits additional finite symmetries present in our case, see
Lemma 10.7). For the geometric application, one has to introduce a “rel-
ative Fukaya category” which interpolates between the Fukaya categories
ofM0 and X0. This is done in Section 8d. Then, a more specific argument
shows that the resulting deformation of F(M0) is nontrivial to first order
in the parameter q (which implies that ψ′(0) 6= 0). Very roughly speaking,
our argument for nontriviality depends on having non-isomorphic objects
of F(M0) which survive to F(X0) and become isomorphic there. The pre-
cise algebraic criterion is given in Lemmas 3.11 and 3.12; the geometric
strategy is developed in Sections 8f and 8g, see in particular Corollary
8.23; and its specific application to our example is carried out in Section
11a.
• Having reduced our problem to a finite collection of Lagrangian two-
spheres in the affine four-manifoldM0, we apply a general dimensional in-
duction argument from [62] to compute the relevant full A∞-subcategory
of F(M0). Even though that method yields a complete computation of
the A∞-structure, it is not practical to carry out all of it, so we use the
general classification theory of A∞-structures (a close relative of the pre-
vious deformation theory) to reduce the necessary information to knowing
the Floer cohomology groups, their product structure, and a single higher
order product. The algebraic idea is introduced in Lemma 3.2, and then
adapted to the specific application in Lemma 10.2. The actual Floer co-
homology computation is based on Picard-Lefschetz theory one dimension
down, which means fibering our M0 by a pencil of affine algebraic curves.
The elementary geometric theory is explained in Section 6f, and the re-
lation with Fukaya categories in Section 9d. In practice, the first step
is to draw the actual vanishing cycles (as circles on the fibre, which is a
topological surface). This is done by a braid monodromy method, based
on explicitly solving the equation for the branch curve (11.19). We then
count polygons bounding the vanishing cycles by hand (see the figures
and tables in Section 11c). The outcome is plugged into a purely alge-
braic computation involving twisted complexes (11.21), which we carry
out using a computer. The reason why this step in the proof is less trans-
parent is that, unlike the previous two, it has no known meaning in terms
of mirror symmetry.
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Overall, the organisation of the paper is as follows. Section 2 contains the
necessary background material from homological algebra. Section 3 is devoted
to algebraic deformation theory. Section 4 concerns finite group actions on al-
gebras, in particular exterior algebras, which are the specific algebraic structures
relevant for our argument. Section 5 contains the rather modest algebro-geometric
background we need. Section 6 covers elementary symplectic geometry, including
Picard-Lefschetz theory. Section 7 is more specifically about gradings and their
application to monodromy maps. Section 8 explains the basics of Fukaya cate-
gories in the affine, projective and relative sense, and their relationship. Section 9
describes the dimensional induction machinery from [62]. The final part (Sections
10–11) contains the computations which are really specific to the case of the quartic
surface.
Acknowledgments. This paper could not have been written without the assis-
tance of Michael Douglas, who showed me the “quiver presentation” of the derived
category of coherent sheaves which appears as the algebras Q4 and Q64 in this pa-
per, and also the crucial Massey product formula (Lemma 10.11) from [12]. Maxim
Kontsevich helped me in many ways, one of them being the Hochschild cohomology
computations for semidirect products (Lemma 4.2). Simon Donaldson introduced
me to the notion of matching cycle, on which the main dimensional induction pro-
cedure is based. To all of them, thanks! ETH Zu¨rich invited me to give a lecture
course on Fukaya categories, and provided a responsive audience on which parts
of this paper were tested. The following computer algebra packages were used:
singular for elimination theory, mathematica for visualization, and the Python
sympy module for matrix computations.
Comments on the revised version. Because of the need for completing [62] and
for other reasons, this paper has languished in preprint form for years (2003-2011).
I have not tried to update the introduction or references to reflect more recent de-
velopments, since at least part of those developments (Sheridan’s recent work, for
instance) were based on this paper, which puts one in danger of creating a “closed
loop” of references. In the body of the paper, I have made one technical simpli-
fication (a better treatment of finite group actions on Fukaya categories: Section
8b) and removed one mistake (the original proof that the first order deformation of
the affine Fukaya category is nontrivial was incorrect, and has been replaced by the
new Sections 8g and 11a). Elsewhere, the exposition has been slightly smoothed.
Finally, parts of the computer code have been updated (and made accessible on the
author’s homepage).
2. A∞-categories
This section is designed to serve as quick reference for the basic algebraic termi-
nology, for the benefit of readers with a geometry background. The main construc-
tion is that of the bounded derived category of an A∞-category, following Kontse-
vich [38]. We then consider the idempotent (Karoubi, or split-closed) completion,
and the corresponding notion of split-generators. A brief look at twist functors
and exceptional collections completes the tour. Some references for more in-depth
treatments of various matters touched on here are [37, 36, 42, 56, 19, 17, 62].
The exposition here is closest to [62], even though that is obviously not the earliest
source.
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2a. A non-unital A∞-category C consists of a set (all our categories are small)
of objects Ob C, together with a graded C-vector space homC(X0, X1) for any two
objects, and multilinear maps
(2.1) µdC : homC(Xd−1, Xd)⊗ · · · ⊗ homC(X0, X1) −→ homC(X0, Xd)[2− d]
for all d ≥ 1 and all (d + 1)-tuples of objects (X0, . . . , Xd), satisfying the A∞-
associativity equations
(2.2)
∑
e,i
(−1)∗µd−e+1C (ad, . . . , ai+e+1, µ
e
C(ai+e, . . . , ai+1), ai, . . . , a1) = 0,
where ∗ = |a1| + · · ·+ |ai| − i (the decreasing numbering of the ak is the result of
trying to bring together various standard conventions). The underlying (non-unital)
cohomological category H(C) has the same objects as C, with
(2.3) Hom∗H(C)(X0, X1) = H
∗(homC(X0, X1), µ
1
C)
and composition induced by the cochain level map a2a1 = (−1)
|a1|µ2C(a2, a1). There
is also the subcategory H0(C) ⊂ H(C) which has the same objects, but retains only
the morphisms of degree zero. One says that C is c-unital (cohomologically unital)
if H(C) has identity morphisms. It is true, but not entirely obvious, that this is a
good class of A∞-categories to work with: the proofs of many properties rely on the
fact that c-unitality turns out to be equivalent to the less flexible but more visibly
well-behaved notion of strict unitality [42, 62]. From now on, all A∞-categories
are assumed to be c-unital. Similarly, when considering A∞-functors F : C → D,
we always require that H(F) : H(C)→ H(D) be unital (carries identity morphisms
to identity morphisms). F is called a quasi-equivalence if H(F) is an equivalence.
One can prove that for any quasi-equivalence, there is a G : D → C such that H(G)
is an inverse equivalence to H(F).
Remark 2.1. A linear category with one object is the same as an associative alge-
bra, and similarly, an A∞-category with one object is an A∞-algebra. Slightly more
generally, given a category C with only finitely many objects X1, . . . , Xm, one can
form the total morphism algebra
(2.4) A =
⊕
j,k
HomC(Xj , Xk)
which is linear over the semisimple ring Rm = C⊕ · · · ⊕C (m summands). Again,
the same holds for A∞-categories versus Rm-linear A∞-algebras, and we will use
that frequently. Our notation will be that e1, . . . , em are the orthogonal idempotents
in Rm, so ekAej = HomC(Xj , Xk).
Remark 2.2. For concreteness, we take the ground field to be C for our exposition
of the basic algebraic theory, but any other field would do just as well (later on
though, we will make use of deformation theoretic ideas which work best in char-
acteristic 0). Defining A∞-categories over a ring is a more difficult issue, and
the only elementary solution is apparently to assume that all the hom spaces are
projective modules. Besides Rm (where this problem does not really arise because
of semi-simplicity), the other ring of interest for us is ΛN, which requires special
treatment because of its topological nature. Recall that for a ΛN-module Vq which
is complete in the q-adic topology, the following conditions are equivalent: (1) Vq
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is torsion-free, which means that multiplication by q is an injective endomorphism;
(2) Vq is topologically free, which means that projection Vq → V to the vector space
V = Vq ⊗Λq C = Vq/qVq can be lifted to an isomorphism Vq → V ⊗ˆΛN. Of course,
for finitely generated modules completeness is automatic, and topological freeness is
the same as ordinary freeness. A topological A∞-category Cq over ΛN consists of a
set of objects, together with graded ΛN-modules homCq (X0, X1) whose homogeneous
pieces are topologically free (the compositions are automatically continuous).
2b. The twisted complex construction embeds C into a larger A∞-category
which is closed under (appropriately understood) mapping cones. This can be
broken into two steps:
• The additive enlargement ΣC has objects which are formal sums
(2.5) X =
⊕
f∈F
Xf [σf ],
where F is some finite set, Xf ∈ Ob C, and σf ∈ Z. The morphisms
between any two objects are
(2.6) homΣC
(⊕
f∈F
Xf [σf ],
⊕
g∈G
Yg[τg]
)
=
⊕
f,g
homC(Xf , Yg)[τg − σf ],
and the compositions are defined using those of C and the obvious “matrix
multiplication” rule, with additional signs put in as follows: for a1 ∈
homΣC(X0[σ0], X1[σ1]), . . . , ad ∈ homΣC(Xd−1[σd−1], Xd[σd]),
(2.7) µdΣC(ad, . . . , a1) = (−1)
σ0µdC(ad, . . . , a1).
• A twisted complex is a pair (C, δ) consisting of C ∈ ObΣC and δ ∈
hom1ΣC(C,C), with the “strict upper triangularity” property that the in-
dexing set F for C =
⊕
f∈F Cf can be ordered in such a way that all
components δfg with f ≥ g are zero, and subject to the generalized
Maurer-Cartan equation
(2.8) µ1ΣC(δ) + µ
2
ΣC(δ, δ) + · · · = 0.
Upper triangularity says that this is a finite sum, hence the condition
makes sense. We define an A∞-category TwC of which the (C, δ) are the
objects. The spaces of morphisms are the same as for ΣC, but composition
involves the δs: for ak ∈ homTwC((Ck−1, δk−1), (Ck, δk)),
(2.9) µd
TwC(ad, . . . , a1) =
∑
j0,...,jd≥0
µdΣC(
jd︷ ︸︸ ︷
δd, . . . , δd, ad,
jd−1︷ ︸︸ ︷
δd−1, . . . , δd−1, ad−1, . . . ).
The c-unitality of C implies that of TwC. The underlying cohomological category in
degree zero is (somewhat improperly, since there is no localization involved) called
the bounded derived category Db(C) = H0(TwC). Given two twisted complexes
(Ck, δk), k = 0, 1, and a morphism a ∈ hom
0
TwC(C0, C1) such that µ
1
TwC(a) = 0,
one can define the mapping cone as usual:
(2.10) Cone(a) =
{
C0
a
→ C1
}
def
=
(
C0[1]⊕ C1,
(
δ0 0
a δ1
))
∈ ObTwC.
The isomorphism class of this in the derived category depends only on the coho-
mology class α = [a] ∈ HomDb(C)(C0, C1), hence we will sometimes write sloppily
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Cone(α). Declare exact triangles in the derived category to be those which are
isomorphic to the standard mapping cone triangles C0 → C1 → Cone(a)→ C0[1].
This makes Db(C) into a triangulated category. It contains H0(C) as a full subcate-
gory, and the objects of that subcategory generate Db(C) in the usual triangulated
sense, that is, any object of Db(C) can be obtained from objects of H0(C) by suc-
cessive shifts, mapping cones, and isomorphism. This does not mean that on the
cohomology level, H∗(C) determines Db(C).
Example 2.3. Take an A∞-category C with three objects Xk (k = 1, 2, 3), and
where the only nonzero morphism spaces are
(2.11)
hom0C(Xk, Xk)
∼= C,
hom0C(X1, X2)
∼= C,
hom0C(X2, X3)
∼= C,
hom1C(X3, X1)
∼= C.
The differential µ1C then necessarily vanishes, and the only nontrivial µ
2
C multipli-
cations are those involving identity endomorphisms. Hence, H∗(C) is unique up to
isomorphism. However, there are different choices for the higher order operations,
and those affect Db(C). Specifically, there is an A∞-structure with a nontrivial µ3C
for which X3 becomes isomorphic to the cone {X1 → X2} [62, Section 3g]; in that
case, Db(C) is the well-known derived category of representations of the (A2) quiver,
and in particular the Xk are the only indecomposable objects up to a shift. On the
other hand, one can consider the formal A∞-structure, with vanishing higher order
products. For that A∞-structure, the twisted complex schematically denoted by
(2.12) C = {X1 → X2 → X3}
is an indecomposable object of Db(C), not isomorphic to the shift of any Xk.
The idempotent completion Cπ of a category C has objects which are pairs
(X, p), where X is an object of the original category and p ∈ HomC(X,X) an
idempotent endomorphism. One thinks of this as the “direct summand im(p)”,
and defines HomCπ((X0, p0), (X1, p1)) = p1HomC(X0, X1)p0. It is proved in [5]
that the idempotent completion of a triangulated category is again triangulated, in
a unique way which makes the embedding C → Cπ into an exact functor. The result
of applying this construction to the bounded derived category of an A∞-category is
called the split-closed derived category Dπ(C). Suppose that we have a set of objects
in an idempotent complete triangulated category; these are called split-generators if
one can obtain any object from them by successive shifts, mapping cones, splitting
off direct summands, and isomorphism.
Here are some easy but useful facts about derived categories of A∞-categories:
Lemma 2.4. If two A∞-categories are quasi-equivalent, their derived categories D
b
and Dπ are equivalent triangulated categories.
Proof. Any A∞-functor F : C → D admits a canonical extension TwF :
TwC → TwD, and Db(F) = H0(TwF) : Db(C)→ Db(D) is exact (roughly speak-
ing, since it takes cones to cones). Suppose that F is a quasi-equivalence, and
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consider the full subcategory of Db(C) consisting of those objects X with the fol-
lowing property:
For all Y ∈ Ob C, the map
(2.13) Db(F) : Hom∗Db(C)(X,Y ) −→ Hom
∗
Db(D)(D
bF(X),F(Y ))
is an isomorphism.
By assumption this subcategory contains H0(C), and it is a standard exercise to
show that it is triangulated, so it is the whole of Db(C). Another step of the same
kind proves that Db(F) is full and faithful. Its image is a triangulated subcategory
of Db(D) which, up to isomorphisms, contains all objects of H0(D). Since these are
generators forDb(D), we conclude thatDb(F) is an equivalence. The corresponding
statement for Dπ follows immediately. 
Lemma 2.5. Let C′ ⊂ C be a full A∞-subcategory such that the set of all objects of
C′ split-generates Dπ(C). Then Dπ(C′) ∼= Dπ(C) as triangulated categories.
Proof. Inclusion induces a full and faithful functor Dπ(C′) → Dπ(C), the
image of which contains the objects of H0(C′) and is closed under shifts, cones, and
idempotent splittings. 
Combining the two previous Lemmas, we have:
Lemma 2.6. Let C, D be two A∞-categories. Suppose that they contain full A∞-
subcategories C′ ⊂ C,D′ ⊂ D which are quasi-equivalent to each other. If the objects
of C′,D′ split-generate Dπ(C) respectively Dπ(D), then these two derived categories
are equivalent. 
2c. Let C be a C-linear triangulated category, and X,Y two objects such that
the graded vector spaceHom∗C(X,Y ) =
⊕
k∈ZHomC(X,Y [k]) is finite-dimensional.
Then one can form two new objects TX(Y ), T
∨
Y (X) which fit into exact triangles
(2.14)
TX(Y )[−1]→ Hom
∗
C(X,Y )⊗X
ev
−→ Y → TX(Y ),
T∨Y (X)→ X
ev∨
−−→ Hom∗C(X,Y )
∨ ⊗ Y → T∨Y (X)[1].
The notation means that we choose a homogeneous basis {fk} of Hom
∗
C(X,Y ), set
Hom∗C(X,Y )⊗X =
⊕
kX [−|fk|], and take the evaluation map ev =
⊕
k fk[−|fk|].
The dual map ev∨ is defined in the same way, using the dual basis {f∨k }. It is easy
to see that the choice of basis is essentially irrelevant. As a consequence, these alge-
braic twist and untwist operations are well-defined up to non-unique isomorphism
(and the isomorphism type of the new objects depends only on those of X and Y ).
The construction can be formulated in a particularly simple and natural way
in the case where C = Db(C) is the bounded derived category of an A∞-category
C such that: (1) the cochain level morphism space homTwC(X,Y ) is itself finite-
dimensional; and (2) X has a strict cochain level identity morphism eX . One can
then form the tensor product homTwC(X,Y ) ⊗ X ∈ ObTwC, which is a finite
direct sum of shifted copies of X with a differential µ1
TwC ⊗ eX (added to that of
X itself, if X is a twisted complex). The evaluation map has a canonical cochain
representative, and TX(Y ) can be defined as its mapping cone (2.10):
(2.15) TX(Y ) = {hom
∗
TwC(X,Y )⊗X −→ Y }.
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In fact, if the finite-dimensionality condition holds for all Y , one can realize TX by
an A∞-endofunctor of TwC, inducing an exact functor on Db(C). Similarly, if (1)
holds and (2’) Y has a strict cochain level identity morphism eY , a definition of the
untwist as T∨Y (X) = {X → hom
∗
TwC(X,Y )
∨⊗Y }[−1] works. Fukaya categories are
not in general strictly unital, so the previous observation does not apply directly
to them. This can be remedied [62, Section 5], but instead of entering into a full
discussion, we just record the technical statement that will be used later on:
Lemma 2.7. Let C be a c-unital A∞-category whose homC spaces are finite-dimen-
sional, and X,Y, Z objects of it. Any pair
(2.16) k ∈ hom0C(Y, Z), h : homC(X,Y ) −→ homC(X,Z)[−1]
satisfying
(2.17) µ1C(k) = 0, µ
1
Ch(a)− h(µ
1
Ca) + µ
2
C(k, a) = 0 for a ∈ homC(X,Y ),
determines a morphism TX(Y ) → Z in D
b(C). This is an isomorphism if for all
objects W of C, the following complex of vector spaces is acyclic:
(homC(X,Y )⊗ homC(W,X))[2]⊕ homC(W,Y )[1]⊕ homC(W,Z),
∂(a2 ⊗ a1, b, c) =
(
µ1C(a2)⊗ a1 + (−1)
|a2|−1a2 ⊗ µ
1
C(a1), µ
1
C(b)
+ µ2C(a2, a1),−µ
1
C(c) + µ
2
C(k, b) + µ
3
C(k, a2, a1) + µ
2
C(h(a2), a1)
)
.
(2.18)
Proof. Suppose first that C is strictly unital. Then (k, h) do indeed define a
(µ1C-closed) cochain level morphism from the object TX(Y ) as defined in (2.15) to
Z. Composition with this morphism is a map of complexes of vector spaces
(2.19) homTwC(W,TX(Y )) −→ homC(W,Z)
and (2.18) is the mapping cone of it, so the assumption that this is acyclic means
that our morphism induces isomorphisms
(2.20) Hom∗Db(C)(W,TX(Y ))
∼= Hom∗Db(C)(W,Z)
for all W ∈ Ob C. A straightforward long exact sequence argument extends this
to objects W in the derived category, and then the Yoneda Lemma implies that
TX(Y ) ∼= Z.
There are two possibilities for extending this argument to the c-unital case.
One can use A∞-modules instead of twisted complexes, as in [62]. Alternatively,
one could pass from the given category to a quasi-isomorphic strictly unital one (in
which case one has to show that the morphisms (2.16) carry over). We omit the
details. 
Lemma 2.8. Let C be a C-linear idempotent closed triangulated category, such
that Hom∗C(X,Y ) is finite-dimensional for all X,Y . Take a collection of objects
X1, . . . , Xm and another object Y , and consider Yd = (TX1 . . . TXm)
d(Y ) for d ≥ 0.
Suppose there is a d such that HomC(Y, Yd) = 0 (that is, there are no nontriv-
ial morphisms of degree zero). Then Y lies in the idempotent closed triangulated
subcategory of C split-generated by X1, . . . , Xm.
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Proof. By definition, we have exact triangles
(2.21) TXi+1 . . . TXm(Yj) // TXi . . . TXm(Yj)
[1]vv♠♠♠
♠♠
♠♠
♠♠
♠♠
♠
Hom∗C(Xi, TXi+1 . . . TXm(Yj))⊗Xi
ev
hh◗◗◗◗◗◗◗◗◗◗◗◗◗
The octahedral axiom allows us to conflate these, for all i and all j < d, into a
single exact triangle
(2.22) Y // Yd
[1]~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
Rd
``❅❅❅❅❅❅❅❅
where Rd is an object built by taking repeated mapping cones from the objects
in the same positions in (2.21), hence which lies in the triangulated subcategory
generated by X1, . . . , Xm. The assumption says that the → in (2.22) must be zero,
hence Rd ∼= Y ⊕ Yd[−1]. 
Our applications will be along the following lines: if C = Dπ(C) and there are
fixed X1, . . . , Xm ∈ Ob C such that any Y ∈ Ob C has the property required above,
then the Xk are split-generators for D
π(C).
2d. Let C→ be a C-linear graded category with finitely many objects, ordered
in a fixed way as {X1, . . . , Xm}. We say that C→ is directed if
(2.23) Hom∗C→(Xi, Xj) =

0 i > j,
C · idXi i = j,
finite-dimensional i < j.
If C is a category with finite-dimensional Hom∗’s, and {X1, . . . , Xm} an ordered fi-
nite collection of nonzero objects in it, we can define the associated directed subcat-
egory to be the subcategory C→ ⊂ C with objects {X1, . . . , Xm}, which is directed
and satisfies Hom∗C→(Xi, Xj) = Hom
∗
C(Xi, Xj) for i < j. This is a full subcategory
iff the Xi form an exceptional collection, which means that their morphisms in C
already satisfy the conditions of (2.23).
Similarly, let C→ be an A∞-category with objects {X1, . . . , Xm}. We call it
directed if the chain level hom-spaces satisfy the analogous conditions as in (2.23),
where the generators ei of homC→(Xi, Xi) are assumed to be strict units. Given
a finite collection of objects {X1, . . . , Xm} in an arbitrary A∞-category C with
finite-dimensional hom’s, one can define an associated directed A∞-category C→ by
requiring that homC→(Xi, Xj) = homC(Xi, Xj) for i < j, and µ
d
C→(ad, . . . , a1) =
µdC(ad, . . . , a1) for all ak ∈ homC(Xik−1 , Xik) with i0 < · · · < id. This is not really
an A∞-subcategory of C (unless that happens to have strict units), but after some
more work one can still construct an A∞-functor C→ → C which is the identity on
the spaces homC→(Xi, Xj), i < j. We will tolerate a slight abuse of terminology,
and call C→ the directed A∞-subcategory associated to {X1, . . . , Xm}.
The main interest in exceptional collections and directed categories comes from
the notion of mutations. Occasional glimpses of this theory will be visible later in
the paper, in particular in Section 9, but it is not strictly necessary for our purpose,
so we will just refer the interested reader to [56, 37, 59].
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3. Deformation theory
We need to put together some material (well-known in the right circles) from
the classification theory of A∞-structures. Using the Homological Perturbation
Lemma [25], the “moduli space” of quasi-isomorphism types of A∞-algebras with
fixed cohomology algebra can be written as the quotient of an infinite-dimensional
space of solutions to the A∞-equations, by the action of an infinite-dimensional
“gauge” group. There is a canonical base point, represented by the trivial A∞-
structure (the one where the higher order composition maps are all zero); A∞-
algebras quasi-isomorphic to the trivial one are called formal. The “Zariski tangent
space” at the base point is a product of suitable Hochschild cohomology groups of
the cohomology algebra. Moreover, the “moduli space” carries a C-action which
contracts it to the base point. As noted by Kadeishvili [34], this implies that the
“tangent space” already carries a lot of information about the “moduli space”. A
more straightforward argument along the same lines applies to the classification
of infinitesimal deformations of a fixed possibly nontrivial A∞-structure, using a
suitable generalization of Hochschild cohomology [21]. We will recall these and
some similar ideas, aiming in each case for uniqueness results with easily verifiable
criteria, tailored to the specific computations later on. The proofs are exercises in
abstract deformation theory a` la Deligne [22], and we postpone them to the end.
3a. Let A be a graded algebra. Consider the set A(A) of those A∞-algebras
A whose underlying graded vector space is A, and where the first two composition
maps are
(3.1) µ1A = 0, µ
2
A(a2, a1) = (−1)
|a1|a2a1.
This means that the cohomology algebra is H(A) = A itself. A,A′ ∈ A(A) are con-
sidered equivalent if there is an A∞-homomorphism G : A → A′ whose underlying
linear map is G1 = idA. After writing out the relevant equations, of which the first
one is
µ3A′(a3, a2, a1) = µ
3
A(a3, a2, a1)
+ G2(a3, µ
2
A(a2, a1)) + (−1)
|a1|−1G2(µ2A(a3, a2), a1)
− µ2A(a3,G
2(a2, a1))− µ
2
A(G
2(a3, a2), a1),
(3.2)
one sees that A and G determine A′ completely, and that there are no constraints
on G. In other words, one can define a group G(A) of gauge transformations which
are arbitrary sequences of multilinear maps {G1 = idA,G2 : A ⊗ A → A[−1], . . . },
and then (3.2) and its successors define an action of G(A) on A(A), whose quotient
is the set of equivalence classes (this becomes entirely transparent in a geometric
formulation, where it is the action of formal noncommutative diffeomorphisms on
integrable odd vector fields). Additionally, there is a canonical action of the multi-
plicative semigroup C on A(A), by multiplying µd with ǫd−2, which we denote by
A 7→ ǫ∗A. For ǫ 6= 0, it is still true that A is isomorphic to ǫ∗A, even though not
by a gauge transformation: the isomorphism is multiplication by ǫk on the degree
k component. The C-action obviously descends to A(A)/G(A).
The main justification for imposing conditions (3.1) is the Homological Per-
turbation Lemma, which says the following. Let B be an A∞-algebra with an
isomorphism (of graded algebras) F : A → H(B). Then one can find an A∞-
structure A on A satisfying (3.1), and an A∞-homomorphism F : A → B such that
3. DEFORMATION THEORY 13
H(F) = F . This establishes a bijection
(3.3)
A(A)
G(A)
∼=
{pairs (B, F : A→ H(B))}
{A∞-quasi-isomorphisms compatible with F}
.
Remark 3.1. The construction of A is explicit: take maps
(3.4) π : B → A, λ : A→ B, h : B → B[−1]
such that πµ1B = 0, µ
1
Bλ = 0 (with the map induced by λ on cohomology being F ),
πλ = idA, λπ = idB+µ
1
Bh+hµ
1
B. Then µ
d
A is a sum over planar trees with d leaves
and one root. The contribution from each tree involves only the µkB for 2 ≤ k ≤ d,
and the auxiliary data (3.4) (this particular formulation is taken from [39], see also
[45]). For instance, writing bk = λ(ak) one has
µ4A(a4, a3, a2, a1) = πµ
4
B(b4, b3, b2, b1) +(3.5)
πµ2B(hµ
3
B(b4, b3, b2), b1) + πµ
2
B(b4, hµ
3
B(b3, b2, b1)) +
πµ3B(hµ
2
B(b4, b3), b2, b1) + πµ
3
B(b4, hµ
2
B(b3, b2), b1) +
πµ3B(b4, b3, hµ
2
B(b2, b1)) + πµ
2
B(hµ
2
B(b4, b3), hµ
2
B(b2, b1)) +
πµ2B(hµ
2
B(hµ
2
B(b4, b3), b2), b1) + πµ
2
B(hµ
2
B(b4, hµ
2
B(b3, b2)), b1) +
πµ2B(b4, hµ
2
B(hµ
2
B(b3, b2), b1)) + πµ
2
B(b4, hµ
2
B(b3, hµ
2
B(b2, b1))).
There is nothing particularly memorable about this formula, but µ4A happens to be
the higher order product that is crucial in our specific computation later on.
The Hochschild cohomology of the graded algebra A is a bigraded vector space.
In our slightly unusual notation, elements of HH s+t(A,A)t are represented by co-
cycles τ ∈ CC s+t(A,A)t, which are multilinear maps τ : A⊗s → A of degree t.
Suppose that for A ∈ A(A), the compositions µsA vanish for 2 < s < d. Then µ
d
A is
a Hochschild cocycle; its class
(3.6) odA = [µ
d
A] ∈ HH
2(A,A)2−d,
the order d obstruction class of A, forms the obstruction to making µdA trivial by a
gauge transformation which is itself equal to the identity to all orders < d− 1. In
particular, if all the obstruction groups HH 2(A,A)2−s, s > 2, are zero, A(A)/G(A)
reduces to a point, which means that each A∞-algebra structure on A can be
trivialized by a gauge transformation (this is the intrinsically formal situation from
[26, 34]). A slightly more general result allows the total obstruction group to be
one-dimensional:
Lemma 3.2. Suppose that there is some d > 2 such that
(3.7)
{
HH 2(A,A)2−d ∼= C,
HH 2(A,A)2−s = 0 for all s > 2, s 6= d.
Suppose also that there exists an A ∈ A(A) such that µsA = 0 for 2 < s < d, and
whose obstruction class odA is nonzero. Then any A
′ ∈ A(A) is equivalent to ǫ∗A
for some ǫ ∈ C, which means that the C-orbit of [A] is the whole of A(A)/G(A).
We say that A is versal. We will now consider another deformation problem,
which is different but related.
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3b. Let A be an A∞-algebra. A one-parameter deformation of A is a topolog-
ical A∞-algebra Aq over ΛN, whose underlying graded vector space is A⊗ˆΛN, and
whose composition maps reduce to those of A if one sets q = 0. More concretely,
(3.8) µdAq = µ
d
A + qµ
d
Aq,1 + q
2µdAq,2 + · · · = µ
d
A +O(q),
where each coefficient µdAq,k is a C-linear map A
⊗d → A[2−d]. Two one-parameter
deformations are equivalent if there is a ΛN-linear A∞-homomorphism Gq between
them of the form
(3.9) Gdq =
{
id+O(q) d = 1,
O(q) d > 1.
Let Aq(A) be the set of all one-parameter deformations, and Gq(A) the group of
sequences of multilinear maps {G1q ,G
2
q , . . . } on A⊗ˆΛN which satisfy (3.9). Then
Aq(A)/Gq(A) is the set of equivalence classes. The semigroup End(ΛN) acts on
Aq(A) by reparametrizations q 7→ ψ(q); we denote the action by Aq 7→ ψ
∗Aq. In
this context, versality means that the End(ΛN)-orbit of some equivalence class [Aq]
is the whole of Aq(A)/Gq(A).
Remark 3.3. We will also occasionally use terminology from finite order deforma-
tion theory. An order d infinitesimal deformation of A would be an A∞-algebra Aq
as before, except that the ground ring is now C[[q]]/qd+1. The notion of equivalence
is obvious. Of course, a one-parameter deformation can be truncated to any desired
finite order in q.
Hochschild cohomology generalizes to A∞-algebras [21] as a graded (no longer
bigraded) space HH ∗(A,A). Consider
(3.10) CC d(A,A) =
∏
s+t=d
Hom(A⊗s,A[t])
with the Gerstenhaber product
(3.11) (σ ◦ τ)d(ad, . . . , a1) =
∑
i,j
(−1)♯σd−j+1(ad, . . . , τ
j(ai+j , . . . , ai+1), . . . , a1),
where ♯ = (|τ | − 1)(|a1|+ · · ·+ |ai| − i), and the corresponding Lie bracket [σ, τ ] =
σ◦τ−(−1)(|σ|−1)(|τ |−1)τ ◦σ. As µ∗A itself lies in CC
2(A,A) and satisfies µ∗A◦µ
∗
A = 0
by definition, one can define a differential δτ = [µ∗A, τ ], and this is the A∞ version
of the Hochschild differential. The (complete decreasing) filtration of CC ∗(A,A)
by length, which means by s in (3.10), yields a spectral sequence with
(3.12) Es,t2 = HH
s+t(A,A)t
for A = H(A), and this converges to HH ∗(A,A) under suitable technical assump-
tions (for instance, if the nonzero terms in the E2 plane are concentrated in a
region cut out by t ≤ c1, t ≥ c2 − c3s for c1, c2 arbitrary and c3 < 1). If µdA, d ≥ 3,
is the first nonzero higher order composition, then the first potentially nontrivial
differential in the spectral sequence is
(3.13) δd−1 = [o
d
A, ·] : E
s,t
2 −→ E
s+d−1,t+2−d
2
where odA is (3.6). The spectral sequence is a quasi-isomorphism invariant, so
one can study it under the assumption (3.1). Then, either A is equivalent to
the trivial A∞-structure on A and the spectral sequence degenerates; or else, after
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using gauge transformations to make as many higher order terms zero as possible,
one encounters a nontrivial obstruction class odA for some d > 2. In that case,
taking the Euler element τ ∈ HH 1(A,A)0 given by the derivation which is k times
the identity on Ak, one finds that
(3.14) [odA, τ ] = (d− 2)o
d
A.
By (3.13), δd−1 is nonzero and kills o
d
A ∈ E
d,2−d
d−1 = HH
2(A,A)2−d.
Having come this far by straightforward adaptation of the previously used no-
tions, we encounter a slight snag, which is that the deformation problem governed
by HH ∗(A,A) reaches beyond the class of A∞-algebras into that of “curved” or
“obstructed” ones (with a µ0Aq term of order O(q)), and the correspondingly “ex-
tended” notion of A∞-homomorphisms (with a G0q term of order O(q)).
Example 3.4. Start with an A∞-algebra A, and let δ ∈ A1[[q]] be an element of
order O(q) which solves the generalized Maurer-Cartan equation (2.8) in A[[q]].
Consider on one hand the trivial (constant) A∞-deformation A, and on the other
hand the A∞-deformation Aq obtained by inserting arbitrarily many copies of δ
into the A∞-operations, just as in (2.9). In general, these two deformations are
not equivalent in the ordinary sense (they may not even have isomorphic cohomology
algebras). However, they are related by an extended equivalence, which is defined
by setting G0q = δ, G
1
q = id, and G
d
q = 0 for d ≥ 2.
Even though this extension of the A∞-deformation problem is natural, it is
not always desirable for applications. One can get rid of the additional parts as
follows. Let A be an A∞-algebra with µ1A = 0, and denote by A the associated
graded algebra. The truncated Hochschild cohomology is a graded vector space
HH ∗(A,A)≤0, built from the subcomplex CC ∗(A,A)≤0 of Hochschild cochains τ :
A⊗s → A[t] with t ≤ 0. There is a spectral sequence leading to it as before, where
now
(3.15) Es,t2 =
{
HH s+t(A,A)t t ≤ 0,
0 otherwise.
All remarks made above carry over to this modification, including (3.14) be-
cause the Euler element lies in (3.15). For the application to deformation theory,
consider the subset Aq(A)≤0 ⊂ Aq(A) of those one-parameter deformations Aq
during which the differential remains trivial, µ1Aq = 0. This still carries actions of
Gq(A) and of End(ΛN). The first order (in q) term of a deformation of this kind
defines a deformation class
(3.16) m≤0Aq = [µ
∗
Aq ,1] ∈ HH
2(A,A)≤0,
which is the obstruction to transforming Aq into a deformation with leading order
q2 (or in other words, making the associated first order deformation trivial). The
desired versality result is:
Lemma 3.5. Suppose that HH 2(A,A)≤0 ∼= C. Let Aq be a one-parameter defor-
mation with µ1Aq = 0, whose deformation class is nonzero. Then Aq is versal in
Aq(A)≤0/Gq(A), which means that any other one-parameter deformation of A is
equivalent to ψ∗Aq for some ψ ∈ End(ΛN).
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Corollary 3.6. Suppose that A satisfies the conditions from Lemma 3.5, and
let Aq be a versal deformation as described there. Let B be an A∞-algebra quasi-
isomorphic to A, and Bq a one-parameter deformation of it such that H(Bq) is
torsion-free. Then Bq is quasi-isomorphic to some reparametrization ψ∗Aq, where
ψ ∈ End(ΛN).
Proof. Split B into a copy of H(B) and an acyclic complex. The Perturbation
Lemma then constructs a minimal A∞-structure on H(B) quasi-isomorphic to B.
The same machinery yields an A∞-deformation of that minimal structure quasi-
isomorphic to Bq. With this in mind, we can assume from now on that the original
B was already minimal.
In that case, if µ1Bq was nonzero, then H(Bq) would have q-torsion; so, the
torsion-freeness assumption implies that µ1Bq = 0. Now B is isomorphic to A, and
hence Bq will be isomorphic to a deformation Aq of the kind considered in Lemma
3.5. 
Remark 3.7. When H(A) is concentrated in even degrees, the torsion-freeness of
H(Bq) is automatic. This follows directly from the argument just given: one passes
to the minimal case, and then µ1Bq must vanish for degree reasons.
3c. The abstract framework of one-parameter deformation theory [22] is as
follows. Let g be a dg Lie algebra, with differential δ. We consider the space Aq(g)
of elements αq ∈ g1⊗ˆ qΛN which satisfy the equation
(3.17) δαq +
1
2 [αq, αq] = 0.
In particular, if we expand αq = αq,1q+αq,2q
2+ · · · , the leading order term defines
a deformation class [αq,1] ∈ H1(g). An infinitesimal abstract gauge transformation
γq ∈ g0⊗ˆqΛN defines a formal vector field Xq on Aq(g), Xq(αq) = δγq + [αq, γq].
These vector fields exponentiate to an action of a group Gq(g) on Aq(g), which we
denote by exp(γq)(αq). The deformation class is an invariant of this action. As
usual, there is also an action of End(ΛN) on Aq(g) by reparametrizations. The
abstract formality and versality theorems are:
Lemma 3.8. If H1(g) = 0, Aq(g)/Gq(g) is a point.
Lemma 3.9. Suppose that H1(g) ∼= C. Then, every αq ∈ Aq(g) whose deforma-
tion class is nonzero is versal. As before, this means that any other element of
Aq(g)/Gq(g) can be obtained from αq by applying a reparametrization in End(ΛN).
These are both standard results, but for the convenience of the reader we
reproduce the conventional induction-by-order proof of the second one.
Proof of Lemma 3.9. Take an arbitrary βq ∈ Aq(g). Suppose that for some
d ≥ 1, we have ψ(d) ∈ End(ΛN) and β
(d)
q ∈ Aq(g) gauge equivalent to βq, such that
(3.18) β(d)q − (ψ
(d))∗αq
def
= ǫq ∈ O(q
d).
Because δǫq =
1
2 [(ψ
(d))∗αq + β
(d)
q , ǫq] ∈ O(qd+1), the leading order term ǫq,d ∈ g1 is
closed. By assumption, one can therefore write β
(d)
q = (ψ(d))∗αq+ ǫq = (ψ
(d))∗αq+
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cqdαq,1 + q
dδb+O(qd+1) for some c ∈ C, b ∈ g0. With
(3.19) ψ(d+1)(q) = ψd(q) + cqd, β(d+1)q = exp(−q
db)(β(d)q )
one finds that (3.18) holds for d+1 as well. Since the parameter change and gauge
transformation in (3.19) are equal to the identity up to O(qd), the process converges
to (ψ(∞))∗αq = β
(∞)
q , with β
(∞)
q gauge equivalent to βq. 
When applied to gA = CC
∗+1(A,A)≤0, this yields Lemma 3.5. To get Lemma
3.2, one needs to modify the framework a little. The traditional way to do that
is to consider dg Lie algebras g which are pro-nilpotent. By this we mean that g
comes with a complete decreasing filtration g = F 1g ⊂ F 2g ⊂ · · · , such that
(3.20) d(Fug) ⊂ Fug, [Fug, F vg] ⊂ Fu+vg.
There is an associated group, defined in terms of formal exponentation, and this
will act on the set of solutions of the Maurer-Cartan equation in g. Use of the
filtration replaces that of the parameter q in ensuring convergence of order-by-
order arguments, such as the proof of Lemma 3.9. To obtain Lemma 3.2 in this
way, one sets g[−1] =
∏
t<0 CC
∗(A,A)t, with Fug the subspace where t ≤ −u.
There is also an alternative (but ultimately equivalent) viewpoint, which consists
in introducing an auxiliary formal parameter. For that, let’s think of the bigrading
on the Hochschild complex of A as giving a C∗-action, which has weight t on
CC s+t(A,A)t. Combine this with the C∗-action on ΛN which has weight d on
Cqd, so as to obtain an action on CC ∗(A,A)[1]⊗ˆΛN. Given an A∞-structure A on
A satisfying (3.1), one can define a one-parameter deformation Aq of the trivial
A∞-structure by µ
d
Aq
= qd−2µdA, and this corresponds to a C
∗-invariant element of
CC ∗(A,A)[1]⊗ˆqΛN. The only possible changes of parameter in this context are the
C∗-equivariant (which means homogeneous) ones q 7→ ǫq, ǫ ∈ C. An equivariant
version of the argument from Lemma 3.9 can then be used to prove Lemma 3.2.
3d. The previous discussion generalizes effortlessly to A∞-categories. For ex-
pository reasons, start with a category C with finitely many objects {X1, . . . , Xm};
and let A be its total morphism algebra, which is linear over Rm. Consider
Hochschild cochains that preserve this structure, which means that they are Rm-
bimodule maps A⊗Rm · · · ⊗Rm A→ A. By writing this out, one sees that the rel-
evant complex can be generalized to arbitrary categories, leading to a Hochschild
cohomology theory HH ∗(C,C). The same applies to Hochschild cohomology of
A∞-categories, and to the other notions of deformation theory.
Remark 3.10. For any category C with finitely many objects, the Hochschild coho-
mology HH ∗(C,C) of the category is the same as that of the total morphism algebra
A =
⊕
i,j HomC(Xi, Xj) seen as an algebra over C. In other words, the inclusion
of the subcomplex of Rm-multilinear Hochschild cochains into the whole cochain
complex is a quasi-isomorphism. The reason is that the relative bar resolution
(3.21) · · · −→ A⊗Rm A⊗Rm ⊗A −→ A⊗Rm A −→ A
is also a resolution by projective A-bimodules in the non-relative sense (which means
over C). By quasi-isomorphism invariance of abstract deformation theories, this
shows that any A∞-structure A on A satisfying (3.1) comes, up to gauge equiva-
lence, from an A∞-category structure C on C. The previous observation combined
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with the standard spectral sequence argument also proves that for any A∞-category
C with finitely many objects and total morphism A∞-algebra A, we have
(3.22) HH ∗(C, C) ∼= HH ∗(A,A),
and similarly for the truncated version (when that is defined, meaning in the case of
vanishing differential). This implies that the one-parameter deformation theory of
A as an A∞-algebra is the same as that of C as an A∞-category. On occasion, these
facts will allow us to be somewhat sloppy about the distinction between categories
and their total morphism algebras.
We will need an elementary criterion for non-triviality of the Hochschild co-
homology classes associated to deformations of A∞-categories. Let C be an A∞-
category. Suppose that it contains objects Y0, Y1, Y2 with the following properties:
• For all i ≤ j, the space H0(homC(Yi, Yj)) is one-dimensional.
• The product
(3.23) H0(homC(Y1, Y2))⊗H
0(homC(Y0, Y1)) −→ H
0(homC(Y0, Y2))
vanishes.
Lemma 3.11. Suppose that Cq is a deformation of C, such that the map induced by
µ2Cq ,
(3.24) H0(homCq (Y1, Y2)⊗ΛN C[q]/q
2)⊗H0(homCq (Y0, Y1)⊗ΛN C[q]/q
2)

H0(homCq (Y0, Y2)⊗ΛN C[q]/q
2)
is nonzero. Then, the class in HH 2(C, C) describing this deformation to first order
is nontrivial.
Proof. Without loss of generality, we may assume that C is minimal, since
that can be achieved by a quasi-isomorphism (more precisely, one should say that
any deformation of C carries over to its minimal model, in such a way that the “trun-
cated” cohomology groups appearing in (3.24) are preserved; the first statement is
abstract deformation theory, and the second is an easy Five Lemma argument). We
may further assume that C is strictly unital. Take generators x2 ∈ hom
0
C(Y1, Y2),
x1 ∈ hom
0
C(Y0, Y1). We necessarily have
(3.25) µ1Cq (xk) = O(q
2),
and H0(homCq (Yk−1, Yk) ⊗ΛN C[q]/q
2) is generated by [xk]; otherwise, that coho-
mology would be zero, in contradiction with the assumption on (3.24). Suppose
that the result is false, meaning that the first order term of the deformation is the
boundary of a Hochschild cochain γ. Taking minimality and (3.25) into account,
one finds that
(3.26)
1
q
(
µ2Cq (x2, x1)− µ
2
C(x2, x1)
)
= −µ3C(γ
0, x2, x1)− µ
3
C(x2, γ
0, x1)− µ
3
C(x2, x1, γ
0)
− µ2C(γ
1(x2), x1)− µ
2
C(x2, γ
1(x1))
+ γ1(µ2C(x2, x1)) +O(q).
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By assumption µ2C(x2, x1) = 0, and since γ
1(xk) is necessarily a multiple of xk,
the other two µ2C terms also vanish. Similarly, three different γ
0 ∈ hom0C(Yk, Yk)
appear, but each is a multiple of the identity, hence by strict unitality the µ3C terms
vanish. This shows that µ2Cq (x2, x1) ∈ O(q
2), which is a contradiction. 
To make the connection with Section 2, we need to relate the deformation
theory of an A∞-algebra with that of its derived category. Suppose that we have
a finite set of split-generators of C, whose total endomorphism A∞-algebra is A.
Take a deformation Cq, and the associated deformation Aq of A. By the general
derived invariance of Hochschild cohomology, the restriction map
(3.27) HH ∗(C, C) −→ HH ∗(A,A)
is an isomorphism. Hence, if Cq gives rise to a nontrivial class in HH
2(C, C), then
the same applies to the class of Aq in HH
2(A,A). Assume from now on that
H(Aq) is torsion-free. Without essential loss of generality, one can assume that
A is minimal (has vanishing differential); and thanks to our assumption, the same
applies to the deformation Aq (compare the proof of Corollary 3.6). Hence, the
associated deformation class lies in HH (A,A)≤0.
Lemma 3.12. Suppose that H(Aq) is torsion-free, and that the deformation Cq gives
rise to a nontrivial class in HH 2(C, C). Suppose also that each split-generator Xi
in the given set satisfies H1(homA(Xi, Xi)) = 0. Then the deformation class of Aq
in HH 2(A,A)≤0 is nontrivial.
Proof. By definition, we have a long exact sequence
(3.28) · · · → H1(CC ∗(A,A)>0) −→ HH 2(A,A)≤0 −→ HH 2(A,A)→ · · ·
where CC ∗(A,A)>0 = CC ∗(A,A)/CC ∗(A,A)≤0 is the quotient complex of Hoch-
schild cochains A⊗s → A[t] with t ≥ 1. These contribute in total degree s + t,
hence CC 1(A,A)>0 =
⊕
i hom
1
A(Xi, Xi), which vanishes by assumption. Hence,
the Hochschild cohomology class associated to our deformation in HH 2(A,A)≤0 is
necessarily nontrivial. 
4. Group actions
The semidirect product ΛV ⋊ Γ of an exterior algebra and a finite abelian
group appears naturally in the context of homological mirror symmetry for Calabi-
Yau hypersurfaces in projective spaces. This is a consequence of Serre duality
and Beilinson’s description of DbCoh(CPn) [6]. The Hochschild cohomology of
such algebras can be computed by a version of the classical Hochschild-Kostant-
Rosenberg (HKR) theorem [29], and this will later form the basis for applying the
deformation theory from the previous section. Besides discussing that theorem,
we also use the opportunity to assemble some elementary facts about semidirect
products, both of algebras and A∞-algebras. The exposition here is by no means as
general as possible; readers interested in learning more could start with [46] (note
that what we call the “semidirect product” A⋊ Γ also appears in the literature as
“skew group ring” A ∗ Γ or “smash product” A#Γ).
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4a. Let A be a graded (unital, as usual) algebra carrying an action ρ of a
finite group Γ. The semidirect product A⋊Γ (or A⋊ρ Γ if one wants to remember
the action) is the tensor product A⊗ CΓ with the twisted multiplication
(4.1) (a2 ⊗ γ2)(a1 ⊗ γ1) = a2ρ(γ2)(a1)⊗ γ2γ1.
The purpose of this construction is to turn the automorphisms ρ(Γ) ⊂ Aut(A) into
inner ones: in fact, if e ∈ Γ is the unit then (1⊗ γ)(a⊗ e)(1⊗ γ)−1 = ρ(γ)(a) ⊗ e.
Therefore, it is not surprising that A⋊ Γ depends only on the “outer part” of the
group action, in the following sense: suppose that ρ˜ is another action related to the
previous one by
(4.2) ρ˜(γ) = ι(γ)ρ(γ)ι(γ)−1,
where ι : Γ→ A× is a map (landing in the multiplicative group of degree 0 invertible
elements) which satisfies ι(γ2γ1) = ι(γ2)ρ(γ2)(ι(γ1)). Then A⋊ρ Γ and A⋊ρ˜ Γ are
isomorphic by a ⊗ γ 7→ aι(γ)−1 ⊗ γ. This kind of consideration appears naturally
in connection with the following construction: suppose that we have a short exact
sequence of groups
(4.3) 0→ Γ0 −→ Γ1 −→ Γ1/Γ0 → 0
together with a splitting θ : Γ1/Γ0 → Γ1, so that Γ1 ∼= Γ0 ⋊ (Γ1/Γ0) (here, ⋊
means the ordinary semidirect product of groups [65, p. 68]; recall that, unless the
groups are abelian, the existence of a splitting does not mean that Γ1 is actually
the product of Γ0 and Γ1/Γ0). If Γ1 acts on A, we then have
(4.4) A⋊ Γ1 ∼= (A⋊ Γ0)⋊ (Γ1/Γ0).
More precisely, let ρΓ1 be the given action, and ρΓ0 its restriction. Through the
splitting θ, we also have an action ρΓ1/Γ0 of the quotient on A⋊ Γ0:
(4.5) ρΓ1/Γ0([γ2])(a1 ⊗ γ1) = ρΓ1(θ([γ2]))(a1)⊗ θ([γ2])γ1θ([γ2])
−1,
and these are the three actions involved in (4.4). Different choices of θ lead to
actions (4.5) which differ by a map ι : Γ1/Γ0 → (A ⋊ Γ0)× as in (4.2). The
discussion there shows that the right hand side of (4.4) is independent of θ, as
indeed it ought to be in order for the isomorphism to hold.
From now on, we will assume for simplicity that Γ is abelian. The group ring
CΓ has a basis of orthogonal idempotents, which are the normalized characters
eχ = |Γ|
−1χ. Now A⋊ Γ is a (unital) algebra over CΓ, hence can be thought of as
a category with objects Xχ corresponding to characters, and morphism spaces
(4.6) HomA⋊Γ(Xχ1 , Xχ2) = eχ2(A⋊ Γ)eχ1 .
By construction, A⋊Γ has a splitting into pieces A⊗Cγ, γ ∈ Γ, which is such
that the product of the γ2-piece and γ1-piece lands in the γ2γ1-piece. Since we are
assuming that Γ is abelian, one can think of this splitting as being given by an
action ρΓ∗ of the dual group Γ
∗ = Hom(Γ,C∗). Explicitly,
(4.7) ρΓ∗(χ)(a⊗ γ) = χ(γ)a⊗ γ.
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4b. Because we are working over a characteristic zero field, taking Γ-invariants
is an exact functor. In particular, if Γ acts on a graded algebraA, HH ∗(A,A)Γ is the
cohomology of the subcomplex of CC ∗(A,A)Γ of equivariant Hochschild cochains.
There is a canonical chain map
(4.8)
CC ∗(A,A)Γ −→ CC ∗(A⋊ Γ, A⋊ Γ)Γ
∗
, τ 7−→ (τ ⋊ Γ), where
(τ ⋊ Γ)(as ⊗ γs, . . . , a1 ⊗ γ1) =
= τ(as, ρ(γs)(as−1), ρ(γsγs−1)(as−2), . . . )⊗ γs · · · γ1.
Lemma 4.1. (4.8) is a quasi-isomorphism (of dg Lie algebras, if one includes the
Lie bracket on CC ∗+1 into our consideration). 
The map (4.8) has an obvious deformation-theoretic meaning: Γ-equivariant
A∞-deformations of A induce deformations of the semidirect product, which are in
their turn equivariant for the action of Γ∗. Lemma 4.1 says that the two deformation
problems are equivalent. This should be thought of as a deformation-theoretic
version of results about duality of group actions [7]. Even though that is the most
natural explanation, we also want to outline an approach to the injectivity of the
cohomology level map induced by (4.8), which is formulated in more classical terms.
If P is an A-bimodule equivariant with respect to Γ, then P⋊Γ is an A⋊Γ-bimodule.
For any A⋊ Γ-bimodule Q, this satisfies
(4.9) HomA⋊Γ−A⋊Γ(P ⋊ Γ, Q) ∼= HomA−A(P,Q)
Γ.
Here, the Γ-action on the right hand side is obtained from that on P and the
diagonal action on Q, which is q 7→ (1 ⊗ γ)q(1 ⊗ γ−1). In particular, if P is
projective then so is P ⋊ Γ. Applying this observation to a projective A-bimodule
resolution P ∗ → A which carries a compatible Γ-action, one obtains
(4.10)
HH ∗(A⋊ Γ, A⋊ Γ) = Ext∗A⋊Γ−A⋊Γ(A⋊ Γ, A⋊ Γ)
= Hom∗A⋊Γ−A⋊Γ(P
∗ ⋊ Γ, A⋊ Γ)
= Hom∗A−A(P
∗, A⋊ Γ)Γ.
The splitting of A ⋊ Γ into summands A ⊗ Cγ, γ ∈ Γ, is compatible with the
A-bimodule structure. Since Γ is abelian, each summand is invariant under the
diagonal action, hence we get an induced splitting of (4.10). In particular, γ =
e contributes Hom∗A−A(P
∗, A)Γ = HH ∗(A,A)Γ, which is precisely the image of
(4.8). More generally, each summand A⊗Cγ is isomorphic to the graph bimodule
Graph(ρ(γ)), which is a copy of the diagonal bimodule with the module structure
on one side twisted by the automorphism ρ(γ). Therefore,
(4.11) HH ∗(A⋊ Γ, A⋊ Γ) =
⊕
γ
Ext∗A−A
(
A,Graph(ρ(γ))
)Γ
.
The HKR theorem describes the Hochschild cohomology of polynomial algebras
(and more general smooth commutative algebras). There is a generalization to
graded algebras [44, Proposition 5.4.6], including exterior algebras as a special case,
for which the statement is as follows. Take A = ΛV for some finite-dimensional
complex vector space V , with the usual grading. Let SymV ∨ be the symmetric
algebra of the dual space. Then there is an explicit isomorphism
(4.12) φHKR : Sym
sV ∨ ⊗ Λs+tV −→ HH s+t(A,A)t.
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For instance, the cocycle [τ ] = φHKR(p⊗ 1) corresponding to a homogeneous poly-
nomial p of degree s is (in terms of a basis vj and dual basis v
∨
j )
(4.13) τ(as, . . . , a1) =
1
s!
∑
js,...,j1
∂p
∂vj1 . . . ∂vjs
(v∨jsx as) ∧ · · · ∧ (v
∨
j1x a1);
and conversely, if τ ∈ CC 0(A,A)−s is any cocycle, we recover a homogeneous
polynomial p⊗ 1 = φ−1
HKR
([τ ]) by setting
(4.14) p(v) = τ(v, . . . , v).
φHKR is compatible with the actions of GL(V ) on both sides. Moreover, it carries
the canonical bracket on HH ∗+1(A,A) to the Schouten bracket on SymV ∨ ⊗ ΛV ,
which in particular satisfies
(4.15) [v∨i1 . . . v
∨
ir ⊗ 1, v
∨
ir+1 . . . v
∨
is ⊗ a] =
∑
k≤r
v∨i1 . . . v̂
∨
ik
. . . vis ⊗ v
∨
ik
x a
for a ∈ ΛV . The standard proof of the HKR formula is via the Koszul bimodule
resolution P ∗ → A, which in our case consists of P s = A ⊗ SymsV ⊗ A[−s] with
the differential
(4.16) ∂(1⊗ vi1 . . . vis ⊗ 1) =
∑
k
vik ⊗ vi1 . . . v̂ik . . . vis ⊗ 1+
+ (−1)s1⊗ vi1 . . . v̂ik . . . vis ⊗ vik .
Because A is supercommutative, the induced differential on Hom(P ∗, A) vanishes,
which shows that an abstract isomorphism (4.12) exists; of course, the explicit
formula and other properties have to be verified separately, by exhibiting a map
between the Koszul and bar resolutions.
We now look at (4.11) in the special case where A is an exterior algebra, and
ρ the action of a finite abelian group Γ ⊂ GL(V ). Taking the Koszul resolution
as P ∗, one sees that the γ-summand of HH ∗(A ⋊ Γ, A ⋊ Γ) can be obtained by
computing the cohomology of the complex HomC(SV,ΛV ) ∼= SymV ∨ ⊗ ΛV with
the differential
(4.17) (δγη)(vi1 . . . vis) = (−1)
s
∑
k
η(vi1 . . . v̂ik . . . vis) ∧ (γ(vik )− vik),
and then restricting to the Γ-invariant part of that. To carry out the computation,
we decompose V into eigenspaces of γ, and consider the corresponding tensor prod-
uct decomposition of SymV ∨⊗ΛV . On the fixed part V γ , the differential vanishes
as before; the remaining components can be identified with classical Koszul com-
plexes, which have one-dimensional cohomology. After chasing the bidegrees and
Γ-action through the argument, this amounts to a proof of the following:
Proposition 4.2. The Hochschild cohomology of A = ΛV ⋊Γ, for Γ a finite abelian
subgroup of GL(V ), is
(4.18) HH s+t(A,A)t ∼=
∼=
⊕
γ∈Γ
(
Syms(V γ)∨ ⊗ Λs+t−codim(V
γ)(V γ)⊗ Λcodim(V
γ)(V/V γ)
)Γ
. 
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4c. A Γ-action on anA∞-algebraA is a linear action on the underlying graded
vector space, such that all the µdA are equivariant (this may seem quite naive as a
definition, but it will turn out to be sufficient for our purposes). The semidirect
product A∞-algebra A⋊ Γ is then defined as A⊗ CΓ with the compositions
(4.19) µdA⋊Γ(ad ⊗ γd, . . . , a1 ⊗ γ1) =
= µdA(ad, ρ(γd)(ad−1), ρ(γdγd−1)(ad−2), . . . )⊗ γd · · · γ1.
Most of the discussion of semidirect products above applies to the A∞-case without
significant changes (the only exception is the part involving A×; but one can at least
allow “invertible elements” A× = C∗e which are nonzero multiples of the identity,
provided that A is strictly unital).
In the same way, one can consider Γ-actions on A∞-categories (if there are
only finitely many objects, these are the same as Rm-linear Γ-actions on Rm-linear
A∞-algebras). We will need the following weak “transfer” property:
Lemma 4.3. Let D be an A∞-category with an action of a finite group Γ, and
D = H(D) the associated cohomology level category. Suppose that we have another
graded linear category C with a Γ-action, and an equivalence F : D → C which
is equivariant. Then there is an A∞-category C with H(C) isomorphic (not just
equivalent) to C, which carries an action of Γ, and an equivariant A∞-functor
F : D → C such that H(F) = F .
Proof. We first remind the reader of the argument in the non-equivariant
case. Without loss of generality, one can assume that D has vanishing differential
(by applying the Perturbation Lemma). Consider the bigraded complex
(4.20) Zs+t,t = CC s+t−1(D,C)t ⊕ CC s+t(C,C)t.
Here, the first piece is Hochschild cochains of D with coefficients in the D-bimodule
C (formed by using F on both sides). The differential δZ combines the two
Hochschild differentials with the pullback map CC ∗(C,C) → CC ∗(D,C). Since
F is an equivalence, the pullback map is a quasi-isomorphism, hence Z is acyclic.
One now constructs F and µC simultaneously by solving an obstruction problem
in Z. Start with the trivial ansatz where F has only the linear term F1 = F ,
and µdC similarly is nontrivial only for d = 2, where it reproduces the composition
of morphisms in C. The failure of this ansatz to satisfy the required equation, at
lowest order, is an element of Z3,−1 consisting of
(4.21)
F ◦ µ3D ∈ CC
2(D,C)−1,
0 ∈ CC 3(C,C)−1.
Because F is a functor and D is an A∞-category, (4.21) is a cocycle in (4.20).
Acyclicity shows that there is a bounding cochain in Z2,−1. By the definition of
the differential on Z, the components
(4.22)
F2 ∈ CC 1(D,C)−1,
µ3C ∈ CC
2(C,C)−1
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of that bounding cochain must satisfy
(4.23)
F (µ3D(d3, d2, d1)) = (−1)
|d2|+|d1|−1F (d3)F
2(d2, d1) + (−1)
|d1|F2(d3, d2)F (d1)
+ µ3C(F (d3), F (d2), F (d1))
+ (−1)|d1|+|d2|F2(d3d2, d1) + (−1)
|d1|−1F2(d3, d2d1),
0 = (−1)|c1|+|c2|+|c3|µ3C(c4c3, c2, c1) + (−1)
|c1|+|c2|−1µ3C(c4, c3c2, c1)
+ (−1)|c1|µ3C(c4, c3, c2c1)
+ (−1)|c1|+|c2|+|c3|−1c4µ
3
C(c3, c2, c1)− µ
3
C(c4, c3, c2)c1.
As already indicated in the notation, that bounding cochain contains the next term
F2 of the A∞-functor, together with the next term µ3C of the A∞-structure on C.
The subsequent steps are parallel, in that one constructs (Fd−1, µdC) at the same
time order-by-order in d. In each step, the equation that these must satisfy can
be written in the form δZ(Fd−1, µdC) = · · · , where the right hand side depends
only on the initial data of the problem and the previously chosen F2, . . . ,Fd−2,
µ3C , . . . , µ
d−1
C . One shows that this right hand side is a cocycle, and then uses
acyclicity to solve the equation.
In the presence of a group action, one can apply the Perturbation Lemma to
D equivariantly (this, and other parts of the proof, rely crucially on the fact that
our ground field has characteristic 0). Then, the same argument as before applies
to the invariant part ZΓ of (4.20), yielding an equivariant A∞-structure and A∞-
functor. 
As a final element of this circle of ideas, suppose that we have an A∞-category
C with an action of Γ which is trivial on objects. One can then introduce an A∞-
category TwΓC of equivariant twisted complexes, which has a Γ-action with the
same property (and if one forgets that action, TwΓC becomes equivalent to a full
subcategory of the ordinary category of twisted complexes TwC). The definition is
similar to the standard one for twisted complexes, with the following modifications:
• The equivariant version ΣΓC of the additive completion has objects which
are formal direct sums
(4.24)
⊕
f
(Xf ⊗ Vf )[σf ],
where the Vf are finite-dimensional representations of Γ. The morphism
spaces are correspondingly
(4.25) homΣΓC
(⊕
f
(Xf ⊗ Vf )[σf ],
⊕
g
(Yg ⊗Wg)[τg]
)
=
=
⊕
f,g
homC(Xf , Yg)[τg − σf ]⊗HomC(Vf ,Wg),
and they carry the obvious tensor product Γ-actions.
• In the definition of an equivariant twisted complex, the differential δ has
to belong to the Γ-invariant part of hom1ΣΓC .
The “equivariant derived category” DbΓ(C) = H
0(TwΓ C) carries, in addition to
the usual shift functor, endofunctors − ⊗ Z for any (graded finite-dimensional)
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representation Z of Γ. In particular, we have an action of Γ∗ by tensoring with
characters.
Remark 4.4. DbΓ(C) is not triangulated, since mapping cones exist only for the Γ-
invariant morphisms (whereas we are allowing non-equivariant ones in the category
as well). Fortunately, the evaluation maps ev, ev∨ used in the definition of the
twist and untwist operations are invariant, so TX(Y ), T
∨
Y (X) are well-defined in
DbΓ(C) (at least assuming that the necessary finite-dimensionality conditions hold).
In particular, the theory of exceptional collections and mutation works well in the
equivariant context.
5. Coherent sheaves
To apply the theory from Section 3 to the derived category of coherent sheaves,
one needs to introduce an underlying differential graded category. Concretely, this
means choosing a class of cochain complexes which compute Ext groups, with
cochain maps realizing the Yoneda product. Out of the many possibilities offered
by the literature, we take the lowest-tech path via Cˇech cohomology, which is easy
to work with but slightly more difficult to relate to the usual derived category (a
few readers may prefer to skip that argument, and to take the Cˇech version as
definition of the derived category; in which case some of the properties discussed
later on have to be taken for granted).
5a. Let Y be a noetherian scheme over an algebraically closed field (C or ΛQ,
in the cases of interest here). Fix a finite affine open cover U. We introduce a
differential graded category Sˇ(Y ) whose objects are locally free coherent sheaves
(algebraic vector bundles), and where the morphism spaces are Cˇech cochain com-
plexes with values in Hom sheaves,
(5.1) hom Sˇ(Y )(E0, E1) = Cˇ
∗(U,Hom(E0, E1)).
Composition is the shuffle product combined with the local tensor product maps
Hom(E1, E2) ⊗OY Hom(E0, E1) → Hom(E0, E2). One can think of any dg cate-
gory as an A∞-category with vanishing compositions of order ≥ 3, and therefore
define a triangulated category DbSˇ(Y ) in the way explained in Section 2, as the
cohomological category of twisted complexes (we emphasize that there is no “in-
verting of quasi-isomorphisms” involved in this process). By refining covers and
using standard results about Cˇech cohomology, one sees that Sˇ(Y ) is independent
of U up to quasi-isomorphism, hence that DbSˇ(Y ) is well-defined up to equivalence
of triangulated categories.
Lemma 5.1. DbSˇ(Y ) is equivalent to the full triangulated subcategory of the usual
bounded derived category of coherent sheaves, DbCoh(Y ), which is generated by lo-
cally free sheaves. If Y is a regular projective variety, this is the whole of DbCoh(Y ).
Proof. The usual approach to dg structures on derived categories of coherent
sheaves is through injective resolutions, see for instance [63, Section 2]. In our cur-
rent language, this can be formulated as follows. For each locally free coherent sheaf
E, fix a resolution I∗E by quasi-coherent injective sheaves. Consider a differential
graded category I(Y ) with the same objects as Sˇ(Y ), but where homI(Y )(E0, E1) =
homOY (I
∗
E0
, I∗E1) is the space of sheaf homomorphisms I
∗
E0
→ I∗E1 of all degrees,
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with the obvious differential. If we then define DbI(Y ) = H0(Tw I(Y )) through
twisted complexes, it is equivalent to the subcategory of DbCoh(Y ) appearing in
the Lemma. To see that, one associates to each object of Tw I(Y ) its total complex;
this defines an exact, fully faithful functor from DbI(Y ) to the chain homotopy cat-
egory K+(Y ) of bounded below complexes of injective quasi-coherent sheaves. The
image of this functor is the triangulated subcategory generated by resolutions of
locally free sheaves, and by standard properties of derived categories, this is equiv-
alent to the triangulated subcategory of DbCoh(Y ) generated by such sheaves. If
Y is smooth and projective, all coherent sheaves have finite locally free resolutions,
so we get the whole of DbCoh(Y ).
To mediate between Cˇech and injective resolutions, we use a triangular ma-
trix construction. Given two locally free sheaves E0 and E1, one can consider
the Cˇech complex Cˇ∗(Hom(E0, I
∗
E1
)) with coefficients in the complex of sheaves
Hom(E0, I
∗
E1
) ∼= E∨0 ⊗OY I
∗
E1
. There are canonical cochain maps
(5.2) homOY (I
∗
E0 , I
∗
E1) −→ Cˇ
∗(Hom(E0, I
∗
E1))←− Cˇ
∗(Hom(E0, E1)).
The first one is defined by composing a sheaf homomorphism I∗E0 → I
∗
E1
with the
resolution map E0 → I∗E0 , and then restricting the resulting section of Hom(E0, I
∗
E1
)
to open subsets in U. The second one is just the map induced from E1 → I
∗
E1
.
Both maps are quasi-isomorphisms: for the first map, note that the Cˇech complex
computes the hypercohomology of E∨0 ⊗I
∗
E1
, which on the other hand is the ordinary
cohomology of homOY (E
∗
0 , I
∗
E1
) because each E∨0 ⊗ I
k
E1
is injective. For the second
map one uses a standard spectral sequence comparison argument, together with
the fact that the cohomology of homOU (E0|U, I
∗
E1
|U) for each affine open subset U
is HomOU (E0|U,E1|U). Along the same lines, there are canonical homomorphisms
homOY (I
∗
E1 , I
∗
E2)⊗ Cˇ
∗(Hom(E0, I
∗
E1)) −→ Cˇ
∗(Hom(E0, I
∗
E2)),
Cˇ∗(Hom(E1, I
∗
E2))⊗ Cˇ
∗(Hom(E0, E1)) −→ Cˇ
∗(Hom(E0, I
∗
E2)).
(5.3)
We introduce another dg category T , still keeping the same objects as before, and
where the homs are the direct sums of three components
(5.4) homT (E0, E1) =
(
homOY (I
∗
E0
, I∗E1) Cˇ
∗(Hom(E0, I
∗
E1
))[1]
0 Cˇ∗(Hom(E0, E1)).
)
The differential consists of the given differentials on each summand together with
the chain homomorphisms (5.2). Similarly, composition in T combines the usual
compositions of morphisms in I(Y ) and Sˇ(Y ) with the maps (5.3). By definition,
this comes with dg functors T → I(Y ), T → Sˇ(Y ), both of which are quasi-
isomorphisms, and therefore one has induced exact equivalences DbSˇ(Y ) ∼= DbT ∼=
DbI(Y ). 
Remark 5.2. At least if one supposes that the ground field has characteristic zero,
the entire argument carries over to the derived category of equivariant coherent
sheaves with respect to the action of a finite group Γ on Y . First, by taking inter-
sections over Γ-orbits one can find an invariant affine open cover. One then intro-
duces the dg category SˇΓ(Y ) whose objects are locally free sheaves with Γ-actions,
and whose morphism spaces are the Γ-invariant summands of the Cˇech complexes.
In the regular projective case,
(5.5) DbSˇΓ(Y ) ∼= D
bCohΓ(Y ),
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where CohΓ(Y ) is the abelian category of Γ-equivariant coherent sheaves. We will
now make the connection between this observation and the material from Section 4.
If E is a coherent sheaf with a Γ-action, then so is E⊗W for any finite-dimensional
Γ-module W . Suppose for simplicity that Γ is abelian, and take equivariant locally
free sheaves E1, . . . , Em. Then the full dg subcategory C ⊂ Sˇ(Y ) with objects Ek
carries a Γ-action, and the semidirect product C⋊Γ can be identified with the full dg
subcategory of SˇΓ(Y ) whose objects are Ek ⊗Wχ for all k and all one-dimensional
representations Wχ.
5b. Consider a Noetherian scheme Yq which is projective and flat over ΛN.
Geometrically, this is a formal one-parameter family of schemes. Starting with this,
one can carry out the following constructions:
• Setting q = 0 yields the special fibre Y = Yq×ΛN C, which is a scheme over
C.
• Inverting q and passing to the algebraic closure yields the general fibre
Y ∗q = Yq ×ΛN ΛQ, which is a scheme over ΛQ.
• Finally, formal completion with respect to the ideal (q) yields a formal
scheme Yˆq. This is in a sense intermediate between Y and Yq: the topo-
logical space underlying Yˆq agrees with that of Y , and it carries a sheaf of
complete ΛN-algebras whose specialization to q = 0 recovers the structure
sheaf of Y . On the other hand, Grothendieck’s formal GAGA theorem
(see for instance [27, Theorem 3.2.1]) says that the categories of coherent
sheaves on Yq and Yˆq are equivalent.
There are corresponding constructions on the level of differential graded cate-
gories. Take a finite cover Uq of Yq by affine open subsets. By the same procedure as
before, one can define a differential graded category Sˇ(Yq) whose objects are locally
free sheaves over Yq, and whose morphism spaces are flat ΛN-modules. The derived
category DbSˇ(Yq) is equivalent to a full triangulated subcategory of DbCoh(Yq).
Let U∗q be the associated cover of the general fibre Y
∗
q . One can use that to define
an analogous dg category Sˇ(Y ∗q ) over ΛQ, whose derived category describes a part
of DbCoh(Y ∗q ). Moreover, this comes with a full and faithful dg functor
(5.6) Sˇ(Yq)⊗ΛN ΛQ −→ Sˇ(Y
∗
q ).
On the other hand, one has an associated cover U of the special fibre Y . Using that
cover and the ringed space structure from Yˆq, we define another dg category Sˇ(Yˆq).
The morphism spaces in this category are complete torsion-free modules over ΛN.
It is the target of a completion dg functor
(5.7) Sˇ(Yq) −→ Sˇ(Yˆq),
which is cohomologically full and faithful by (the easier part of) the formal GAGA
theorem. Finally, we have a full and faithful dg functor
(5.8) Sˇ(Yq)⊗ΛN C −→ Sˇ(Y0).
This puts us in a situation to apply the formal deformation theory from Section
3. To see explicitly how this works, fix a finite collection of locally free sheaves
Eq,1, . . . , Eq,m on Yq. The key object is the full dg subcategory of Sˇ(Yˆq) whose
objects are the completions Eˆq,1, . . . , Eˆq,m
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sense of Remark 2.2). Specialization to q = 0 recovers the full dg subcategory of
Sˇ(Y ) whose objects are the restrictions E1, . . . , Em to the special fibre. On the
other hand, taking the tensor product with ΛQ yields a dg category which, by a
combination of (5.7) and (5.6), is quasi-isomorphic to the full dg subcategory of
Sˇ(Y ∗q ) whose objects are the restrictions E
∗
q,1, . . . , E
∗
q,m of our sheaves to the generic
fibre.
5c. We end our discussion by listing two properties ofDbCoh(Y ) for a smooth
projective variety over a field, which are well-known to specialists (I am indebted
to Drinfeld for suggesting simplified proofs and giving references). The first result
is classical, and explains why passage to Dπ is unnecessary.
Lemma 5.3. DbCoh(Y ) is idempotent closed.
One way to prove this is to consider the chain homotopy category K+(Y ),
which is idempotent closed by an infinite direct sum trick [48, Proposition 1.6.8] or
[43, Lemma 2.4.8.1]. Having done that, one recognizes that the direct summand of
any object of DbCoh(Y ) ⊂ K+(Y ) again lies in DbCoh(Y ), because its cohomology
sheaves are coherent and almost all zero [63, Proposition 2.4]. Alternatively, one
can use the stronger result from [8] which says that the bounded derived category
is saturated.
Lemma 5.4. If ι : Y →֒ PN is a projective embedding, and F1, . . . , Fm are split-
generators for DbCoh(PN ), their derived restrictions Ek = Lι
∗(Fk) are split-gene-
rators for DbCoh(Y ).
This is due to Kontsevich, and the proof follows the same pattern as Lemma
2.8. By assumption, on PN one can express O(m) for any m as direct summand
of a complex built from the Fk. Hence, on Y one can express O(m) in the same
way using Ek. It therefore suffices to show that all the O(m) together are split-
generators for DbCoh(Y ). Any locally free coherent sheaf E on Y has a finite left
resolution of the form
(5.9) 0→ E′ → O(ml)
⊕rl → · · · → O(m1)
⊕r1 → E → 0
for some E′, and one can make l arbitrarily large. For l > dimY we have
Ext l(E,E′) = H l(Y,E∨ ⊗ E′) = 0, hence the resulting exact triangle
(5.10)
{
O(ml)⊕rl → · · · → O(m1)⊕r1
}
// E

E′[l][1]
bb
splits in such a way that E ⊕E′[l− 1] is isomorphic to the top left complex. Once
one has split-generated all locally free sheaves from the O(m), the rest follows as
in Lemma 5.1.
6. Symplectic terminology
The purpose of this section is to assemble the necessary nuts and bolts from
elementary symplectic geometry. The origin of the main notions, to the author’s
best knowledge, is as follows. Rational Lagrangian submanifolds have a long history
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in quantization (going back to Einstein [13]); the first place where they occur
in connection with Floer homology is probably Fukaya’s paper [15]. Lagrangian
submanifolds with zero Maslov class also originated in (Maslov’s) quantization; the
essentially equivalent notion of grading was introduced by Kontsevich [38]. The
symplectic viewpoint on Lefschetz pencils and higher-dimensional linear systems
emerged gradually from the work of Arnol’d [1], Donaldson [11, 10], Gompf [23],
and Auroux [3, 4]. In particular, matching cycles were invented by Donaldson
(unpublished).
6a. By a projective Ka¨hler manifold we mean a compact complex manifold X
carrying a unitary holomorphic line bundle oX , which is positive in the sense that
the curvature of the corresponding connection ∇X defines a Ka¨hler form
(6.1) ωX =
i
2π
F∇X .
From a symplectic viewpoint, this is an integrality condition on the symplectic class,
which leads one to make corresponding restrictions on the other objects which live
on X . A Lagrangian submanifold L ⊂ X is called rational if the monodromy of the
flat connection ∇X |L consists of roots of unity. This means that one can choose
a covariantly constant multisection λL of oX |L which is of unit length everywhere
(as a multisection, this is the multivalued dL-th root of a section λ
dL
L of o
⊗dL
X |L, for
some dL ≥ 1).
Remark 6.1. Rationality is invariant under exact Lagrangian isotopy. More pre-
cisely, take such an isotopy (Lr), and denote by Λ =
⋃
r{r} × Lr ⊂ [0, 1] × X
its domain. The curvature of the pullback connection on oX |Λ can be written as
2π
i ωX |Λ =
2π
i dH ∧ dr for some function H (that is a time-dependent Hamiltonian
function generating the isotopy). Subtracting 2πi H dr makes the pullback connection
flat, allowing one to transport the given λL0 to multisections λLr for all r.
Rationality takes its name from the effect on the periods of action functionals.
Take two rational Lagrangian submanifolds L0, L1. For each of them, choose a
covariantly constant unit length dLk -fold multisection λLk . The mod Q action
A¯(x) of a point x ∈ L0 ∩ L1 is defined by
(6.2) e2πiA¯(x) = λL1(x)/λL0(x).
It is unique up to adding a number in l.c.m.(dL0 , dL1)
−1Z ⊂ Q, whence the name.
Now suppose that we have two intersection points x0, x1 and a connecting disc
between them: this is a smooth map u : R × [0, 1] → X with u(R × {k}) ⊂ Lk,
such that u(s, ·) converges to the constant paths at x0, x1 as s → −∞,+∞. By
definition of curvature,
(6.3)
∫
R×[0,1]
u∗ωX ∈ A¯(x0)− A¯(x1) + l.c.m.(dL0 , dL1)
−1Z.
Similarly, a symplectic automorphism φ of X is rational if the monodromy
of the induced flat connection on Hom(oX , φ
∗oX) consists of roots of unity; and
this condition is invariant under Hamiltonian isotopy. We write Aut(X) for the
group of such automorphisms, which acts in the obvious way on the set of rational
Lagrangian submanifolds.
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6b. Equally important for us will be the relative situation, where in addi-
tion to the previous data we have a holomorphic section σX,∞ of oX such that
X∞ = σ
−1
X,∞(0) is a divisor with normal crossings, along which σX,∞ vanishes with
multiplicity one, and such that each irreducible component C ⊂ X∞ is smooth (no
self-intersections). We call M = X \X∞ an affine Ka¨hler manifold. One can use
σX,∞/‖σX,∞‖ to trivialize oX |M , and by writing the connection with respect to
this trivialization as ∇X |M = d − 2πiθM , one gets a one-form θM which satisfies
dθM = ωM = ωX |M , so that M is an exact symplectic manifold in the usual sense
of the word.
A compact Lagrangian submanifold L ⊂ M is called exact if θM |L = dKL for
some function KL. Note that if this is the case, then
(6.4) λL = exp(2πiKL)
σX,∞
‖σX,∞‖
is a covariantly constant section of oX |L, so that must be the trivial flat line bundle.
Conversely, suppose that L is some Lagrangian submanifold of M , such that oX |L
is trivial and admits a covariantly constant section which can be written in the
form (6.4) for some KL. Then dKL = θM |L, hence L is exact. We have proved:
Lemma 6.2. L is exact iff oX |L is trivial, and its nonzero covariantly constant
sections lie in the same homotopy class of nowhere zero sections as σX,∞|L. 
Remark 6.3. As in Remark 6.1, suppose that (Lr) is an exact Lagrangian isotopy,
with total space Λ ⊂ [0, 1]×M , and write ωM |Λ = dH ∧ dr. Then
(6.5) θM |Λ−H dr ∈ Ω
1(Λ)
is closed. Given a function KL0 such that dKL0 = θM |L0, there is a unique prim-
itive K for (6.5) which restricts to KL0 on the slice r = 0, and at the other end
gives a function KL1 satisfying dKL1 = θM |L1, in particular proving that L1 is
again exact.
Let L0, L1 be exact Lagrangian submanifolds of M , and choose functions KL0,
KL1. One can then define the action of an intersection point x ∈ L0 ∩ L1 to be
(6.6) A(x) = KL1(x) −KL0(x) ∈ R.
For any two such points x0, x1 and any connecting disc u in X , the intersection
number u ·X∞ is well-defined, and
(6.7)
∫
R×[0,1]
u∗ωX = A(x0)−A(x1) + (u ·X∞).
In particular, if we allow only connecting discs which lie in M , the action gives an
a priori bound on their symplectic areas.
Let φ be a symplectic automorphism of M , which extends smoothly to X in
such a way that X∞ remains pointwise fixed (we denote the extension equally
by φ). We say that φ exact if φ∗θM − θM = dKφ for some function Kφ on M .
This condition is invariant under Hamiltonian isotopies keeping X∞ fixed. Exact
symplectic automorphisms form a group Aut(M), which acts naturally on the set
of exact Lagrangian submanifolds. The analogue of Lemma 6.2 is
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Lemma 6.4. φ is exact iff the following conditions hold. First, Hom(oX , φ
∗oX) is
the trivial flat bundle. Secondly, if we take a nonzero covariantly constant section
of that bundle and restrict it to M , the result lies in the same homotopy class of
nowhere zero sections as φ∗σX,∞/σX,∞. 
Remark 6.5. The conditions for exactness which appear in Lemma 6.4 are auto-
matically satisfied if H1(X) = 0. This is obvious for the first one, and for the second
one the argument goes as follows: take the meridian γ in M around a component
of X∞, and bound it by a small disc going through X∞ once. The homotopy class
of nowhere zero sections of Hom(oX , φ
∗oX)|γ containing the covariantly constant
ones is characterized by the fact that they extend to nowhere zero sections over the
disc. On the other hand, σX,∞|γ extends to a section with one simple zero on the
disc, and so does φ∗σX,∞|γ. Hence, (φ
∗σX,∞/σX,∞)|γ lies in the same homotopy
class of nowhere zero sections as the covariantly constant ones. Finally, note that
the meridians generate H1(M).
The relation between the affine and projective notions is clear: Lemma 6.2
shows that an exact L ⊂M is a rational Lagrangian submanifold of X , and Lemma
6.4 does the same for automorphisms. Given a pair of exact Lagrangian subman-
ifolds L0, L1, the multivalued action (6.2) is a reduction of the single-valued one
(6.6), and (6.7) is a refinement of (6.3).
6c. Let M be an affine Ka¨hler manifold, coming from X and σX,∞ as always.
Suppose that we have a second holomorphic section σX,0 of oX , linearly independent
from σX,∞. Let {Xz}z∈CP1 be the pencil of hypersurfaces generated by these two
sections. This means that we set
(6.8) σX,z = σX,0 − zσX,∞ and Xz = σ
−1
X,z(0)
for z ∈ C. Assume that X0 = σ
−1
X,0(0) is smooth in a neighbourhood of the base
locus X0,∞ = X0 ∩ X∞, and that it intersects each stratum of X∞ transversally;
then the same will hold for each Xz, z ∈ C. Every nonsingular Xz, z ∈ C, is a
projective Ka¨hler manifold with ample line bundle oXz = oX |Xz, and it carries a
preferred holomorphic section σXz = σX,∞|Xz whose zero set is X0,∞. By assump-
tion, this is a divisor with normal crossings, so that Mz = Xz \X0,∞ is an affine
Ka¨hler manifold. One can also see the Mz as the regular fibres of the holomorphic
function
(6.9) πM = σX,0/σX,∞ :M −→ C.
We denote by Critv (πM ) the critical value set, which is finite by Bertini. Given
z, z′ ∈ C \ Critv (πM ), we denote by Iso(Mz ,Mz′) the space of symplectic isomor-
phisms φ : Mz → Mz′ which extend to Xz → Xz′ in such a way that X0 ∩ X∞
remains pointwise fixed, and such that φ∗θMz′ − θMz is exact. These spaces form
a groupoid under composition, and for z = z′ they reduce to the groups Aut(Mz)
defined before. Take a smooth path c : [0, l] → C \ Critv (πM ). The c′(t) can be
lifted in a unique way to vector fields Zt ∈ C∞(TM |Mc(t)) which are horizontal
(orthogonal to ker(DπM ) with respect to the symplectic form). By integrating
these one gets an exact symplectic parallel transport map
(6.10) hc ∈ Iso(Mc(0),Mc(l)).
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To show that hc is well-defined, one embeds M into the graph Xˆ = {(z, x) ∈
C × X : x ∈ Xz}. The projection πXˆ : Xˆ → C is a properification (fibrewise
compactification) of πM . It is a standard fact that parallel transport with respect
to the product symplectic form ωXˆ = (ωX +ωC)|Xˆ gives a symplectic isomorphism
Xc(0) → Xc(l). This extends the original hc, because adding the pullback of ωC to
ωM does not change the vector fields Zt. Moreover, at a point (z, x) ∈ C ×X0,∞
we have
(6.11) T Xˆ(z,x) = C× {ξ ∈ TXx : DσX,0(x)ξ − z DσX,∞(x)ξ = 0},
and since this splitting is ωXˆ-orthogonal, the parallel transport vector field will lie
in C × {0}. This implies that the extension of hc to Xc(0) leaves X0,∞ pointwise
fixed. Finally, the exactness of h∗cθMc(l) − θMc(0) follows from the Cartan formula
(LZtθM ) |Mc(t) = d(iZtθM ) |Mc(t) + iZtωM |Mc(t), where the last term vanishes
because of the horizontality of Zt.
6d. We say that {Xz} is a quasi-Lefschetz pencil if πM is nondegenerate in the
sense of Picard-Lefschetz theory, meaning that it has only nondegenerate critical
points, no two of which lie in the same fibre. This is the same as saying that the
set of critical points Crit(πM ) is regular (DπM is transverse to the zero-section)
and πM : Crit(πM )→ Critv(πM ) is bijective. Lefschetz pencils are the special case
where X∞ is smooth.
An embedded vanishing path for a quasi-Lefschetz pencil is an embedded path
c : [0, 1]→ C with c−1(Critv (πM )) = {1}. By considering the limiting behaviour of
parallel transport along c|[0, t] as t→ 1, one defines an embedded Lagrangian disc
∆c ⊂M , the Lefschetz thimble, whose boundary is a Lagrangian sphere Vc ⊂Mc(0),
the associated vanishing cycle. The Picard-Lefschetz formula [61, Proposition 1.15]
says that the monodromy around a loop γ which doubles around c in positive sense
is the Dehn twist associated to the vanishing cycle, up to isotopy inside the group
of exact symplectic automorphisms:
(6.12) hγ ≃ τVc ∈ Aut(Mc(0)).
To be precise, Vc carries a small additional piece of structure, called a framing in
[59, 61], and the definition of Dehn twist uses that too. However, framings contain
no information if the vanishing cycles are of dimension ≤ 3, so omitting them will
not matter for our applications.
Now choose a base point z∗ ∈ C \ Critv (πM ) and base path c∗ : [0,∞) →
C \ Critv (πM ), meaning an embedded path with c∗(0) = z∗ which eventually goes
off to infinity in a straight half-line (there is a ζ ∈ C∗ such that c∗(t) = ζt for
all t ≫ 0). By a distinguished basis of embedded vanishing paths, we mean an
ordered collection of such paths (c1, . . . , cr), r = |Critv(πM )|, starting at z∗ and
with the following properties: the tangent directions R≥0c′k(0) are pairwise distinct
and clockwise ordered, and different ck do not intersect except at z∗. Moreover,
R≥0c′∗(0) should lie strictly between R
≥0c′r(0) and R
≥0c′1(0), and no ck may intersect
c∗ except at z∗. The composition of the corresponding loops γk is freely homotopic
in C \ Critv(πM ) to a circle γ∞(t) = Rζeit of some large radius R ≫ 0, and hence
the product of all the associated Dehn twists is the monodromy around that circle.
More precisely, taking into account the change of base point, one has
(6.13) τVc1 . . . τVcr ≃ (hc∗|[0,R])
−1hγ∞hc∗|[0,R] ∈ Aut(Mz∗).
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This becomes more familiar for actual Lefschetz pencils, where one can extend the
graph over CP1, in such a way that the fibre at infinity is regular. Proceeding as
before, one can define symplectic parallel transport for paths in CP1 \ Critv (πM ).
In particular, since γ∞ can be contracted by passing over ∞, its monodromy is
isotopic to the identity, so that (6.13) simplifies to the following relation between
Dehn twists in the symplectic mapping class group π0(Aut(Mz∗)):
(6.14) τVc1 ◦ · · · ◦ τVcr ≃ id.
Remark 6.6. It is no problem (except terminologically) to allow several nondegen-
erate critical points to lie in the same fibre. One should then choose a vanishing
path for every critical point. Two paths ck, cl going to the same critical value should
either coincide or else satisfy ck(t) 6= cl(t) for t ∈ (0; 1), and R≥0c′k(0) 6= R
≥0c′l(0).
In the first case, the associated vanishing cycles in Mz∗ will be disjoint.
6e. Let {Xz} be a quasi-Lefschetz pencil. Consider a smooth embedded path
d : [−1, 1]→ C such that d−1(Critv (πM )) = {−1, 1}. Split it into a pair of vanishing
paths c± : [0, 1]→ C, given by c−(t) = d(−t), c+(t) = d(t). Consider the associated
vanishing cycles
(6.15) Vc− , Vc+ ⊂Md(0).
We say that d is a matching path if Vc− , Vc+ are isotopic as exact Lagrangian spheres
(actually, there is an additional condition concerning the framings, which we do not
spell out here since it is vacuous in the dimensions that we will be interested in).
If d is a matching path, one can glue together the Lefschetz thimbles ∆c− , ∆c+ to
obtain a Lagrangian sphere in the total space, the matching cycle Σd ⊂M . In the
naive situation where the two vanishing cycles coincide, this would simply be the
set-theoretic union of the Lefschetz thimbles. In general, the construction involves
a choice of isotopy between the cycles, and Σd might theoretically depend on that
choice. Note however that this can never happen if the fibres are Riemann surfaces
with boundary, since there, the space of exact Lagrangian submanifolds (circles)
having a fixed isotopy class is contractible.
6f. Let σX,0, σX,∞ be two sections of oX which generate a quasi-Lefschetz
pencil {Xz}. Suppose that we have yet another section σ′X,0, linearly indepen-
dent from the previous ones. We require that its zero set should be smooth in a
neighbourhood of the base locus X0,∞, and should intersect each stratum of X0,∞
transversally. Consider the associated map
(6.16) M
bM=
(
σX,0
σX,∞
,
σ′X,0
σX,∞
)
−−−−−−−−−−−−−→ C2,
its critical point set Crit(bM ) and critical value set C = Critv(bM ). Concerning
this, we make the following additional assumptions:
• Crit(bM ) is regular, and bM : Crit(bM ) → C is an embedding away from
finitely many points.
Regularity means that DbM ∈ Γ(M,HomC(TM,C2)) is never zero, and is trans-
verse to the subset of rank one linear maps. The second statement implies that
for generic z ∈ C \ Critv (πM ), the curve Crit(bM ) is transverse to b
−1
M ({z} × C),
and the projection bM |Crit(bM )× b
−1
M ({z}×C)→ C × ({z}×C) is a bijection. In
this case, the sections (σ′X,0|Xz, σX,∞|Xz) generate a quasi-Lefschetz pencil on Xz,
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and the critical value set of the associated holomorphic function qMz : Mz → C is
precisely
(6.17) Critv(qMz ) = C ∩ ({z} × C).
There is a finite subset of C \ Critv (πM ) where this fails, and we denote it by
Fakev(πM ). These “fake critical values” will play a role similar to the real ones,
see (6.18) below.
• Let x be a critical point of πM , πM (x) = z. Then the restriction of D2πM
to the complex codimension one subspace ker(DxbM ) is nondegenerate.
Moreover, all critical points of qMz | (Mz \ {x}) are nondegenerate, and
their qMz -values are pairwise distinct and different from qMz (x).
As a consequence, bM : Crit(bM ) → C is an embedding on Crit(bM ) ∩Mz, and
moreover the projection C ⊂ C2 → C to the first variable has an ordinary (double)
branch point at bM (x), and is a local isomorphism at all other points of C∩({z}×C).
If the two conditions stated above are satisfied, we say that σ′X,0 is a generic
auxiliary section of oX . Practically, the situation is that we have a quasi-Lefschetz
pencil on X , almost every regular fibre Xz of which again admits a quasi-Lefschetz
pencil. Moreover, we have a good understanding of how these pencils degenerate
as Xz becomes singular. We will now explain the consequences of this for the
vanishing cycles of πM . For that, suppose that our base point z∗ /∈ Fakev (πM ).
Alongside the ordinary monodromy of the pencil,
π1(C \ Critv (πM ), z∗) −→ π0(Aut(Mz∗)),
there is a “relative” or “braid” monodromy homomorphism
π1(C \ (Critv (πM ) ∪ Fakev(πM )), z∗) −→ π0(Diff
c(C,Critv(qMz∗ ))),(6.18)
which describes how (6.17) moves in C as z changes. Here, Diff c(C,Critv (qMz∗ ))
is the group of compactly supported diffeomorphisms preserving the finite set
Critv(qMz∗ ), hence its π0 is isomorphic to the appropriate braid group. Take an
embedded vanishing path for πM , c : [0, 1]→ C, with the additional property that
c([0, 1])∩Fakev(πM ) = ∅. Let γ be a loop doubling around c in positive sense. As
we know, the monodromy around γ is the Dehn twist along Vc. The correspond-
ing statement for (6.18) is that there is an embedded path d : [−1, 1] → C, with
d−1(Critv(qMz∗ )) = {±1}, such that the image of γ under the relative monodromy
is the half-twist along d. The relation between the two is as follows, see [62, Section
16] for the proof:
Proposition 6.7. d is a matching path for qMz∗ , and the vanishing cycle Vc ⊂Mz∗
is, up to Lagrangian isotopy, a matching cycle Σd for that path. 
Figure 1 summarizes the situation schematically.
Example 6.8. Suppose that dimC(M) = 2, so that the Mz are affine algebraic
curves. Suppose first that z /∈ Critv (πM ) ∪ Fakev (πM ). Then Mz is smooth, and
the map
(6.19) σ′X,0/σX,∞ :Mz −→ C
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point of πM
“downstairs” branch curve C
Mz
M
{z} × C
C2
bM
which is also the matching
cycle of a path in {z} × C
vanishing cycle in Mz,
image of a critical
Figure 1.
is a generic branched covering (which means that the monodromy around each
branch point in C is a transposition). As z approaches a point of Critv (πM ), Mz de-
generates to a curve with an ordinary (nodal) singularity, and the effect on (6.19)
is that two branch points in C come together. This degeneration gives rise to a
vanishing cycle (a simple closed curve) in each nearby smooth fibre Mz, which un-
der (6.19) maps to an path in C connecting the two collapsing branch points. On
the other hand, for a point z ∈ Fakev (πM ), the fibre Mz remains smooth, but the
branched covering degenerates to a non-generic one.
6g. We temporarily digress from Ka¨hler to general symplectic geometry. Let
(M2n, ωM ) be any connected symplectic manifold with c1(M) = 0. Take an almost
complex structure JM which tames ωM , and a complex volume form (a nowhere
vanishing (n, 0)-form with respect to JM ) ηM . Let LM → M be the bundle of
(unoriented) Lagrangian Grassmannians. The phase (also sometimes called squared
phase) function associated to ηM ,
(6.20) αM : LM −→ S
1,
is defined as follows. Given x ∈ M and Λ ∈ LM,x, take any (not necessarily
orthonormal) basis e1, . . . , en of Λ, and set
(6.21) αM (Λ) =
ηM (e1 ∧ · · · ∧ en)2
|ηM (e1 ∧ · · · ∧ en)|2
.
We distinguish the special case where JM is ωM -compatible by calling αM a classical
phase function. These are the most commonly used ones, and they are better
behaved. General phase functions will be needed later for technical reasons.
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Given αM , one can associate to a Lagrangian submanifold L ⊂ M or a sym-
plectic automorphism φ :M →M a phase function
(6.22)
{
αL : L −→ S1, αL(x) = αM (TLx),
αφ : LM −→ S1, αφ(Λ) = αM (Dφ(Λ))/αM (Λ).
A grading of L or φ is a real-valued lift α˜L resp. α˜φ, where the convention is that
R covers S1 by a 7→ exp(2πia). Pairs L˜ = (L, α˜L), φ˜ = (φ, α˜φ) are called graded
Lagrangian submanifolds resp. graded symplectic automorphisms. The latter form
a group, with a natural action on the set of graded Lagrangian submanifolds. The
composition law and action are defined by
(6.23)
{
α˜ψ◦φ = α˜ψ ◦Dφ+ α˜φ,
α˜φ(L) = α˜L ◦ φ
−1 + α˜φ ◦Dφ−1.
In particular, for k ∈ Z we have the k-fold shift [k] = (φ = idM , α˜φ = −k), which
reduces the grading of each Lagrangian submanifold by k. All the “graded” notions
actually depend only on the homotopy class of η2M as a trivialization of K
2
M , or
equivalently on the cohomology class µM = [αM ] ∈ H
1(LM ), called a global Maslov
class in [58]. Namely, suppose that we have two cohomologous phase functions,
which can be written as α′M = αMe
2πiχ for some χ : LM → R. Gradings with
respect to the two are related in an obvious way,
(6.24)
{
α˜′L(x) = α˜L(x) + χ(TLx),
α˜′φ(Λ) = α˜φ(Λ) + χ(Dφ(Λ))− χ(Λ).
Note that χ is unique only up to an integer constant. This is irrelevant for α˜′φ; it
affects α˜′L but not in a really important way, since changing χ shifts the grading of
all Lagrangians simultaneously.
Remark 6.9. There is a canonical square root α
1/2
M : L
or → S1 of αM on the bundle
Lor of oriented Lagrangian Grassmannians, defined by removing the squares from
(6.21) and using positively oriented bases e1, . . . , en. As a consequence, any graded
Lagrangian submanifold carries a preferred orientation, characterized by
(6.25) exp(πiα˜L(x)) = α
1/2
M (TLx).
6h. There is an obvious notion of graded symplectic fibre bundle, which is
a locally trivial symplectic fibration p : E → B with an almost complex structure
JEb and complex volume form ηEb on each fibre Eb. The monodromy maps of such
a fibration are naturally graded: given a loop γ : [0, l]→ B and the corresponding
parallel transport maps φt = hγ|[0,t] : Eγ(0) → Eγ(t), one takes the unique smooth
family of functions a˜t on the Lagrangian Grassmannian bundle of Eγ(0) with a˜0 = 0
and
(6.26) exp(2πia˜t) = (αEγ(t) ◦Dφt)/αEγ(0) .
The graded symplectic monodromy is h˜γ = (φl, α˜φl = a˜l). An example which
is relevant for our purpose is where we have a trivial fibre bundle E = C∗ ×M
over B = C∗ with a varying complex volume form ηEz = z
µηM . The “invisible
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singularity” of this family at z = 0 leads to a monodromy which, for a circle γ
turning around the origin in clockwise direction, is the shift
(6.27) h˜γ = [2µ].
6i. Gradings make it possible to assign absolute Maslov indices to Lagrangian
intersection points. This depends on the following notion from symplectic linear
algebra: a smooth path of Lagrangian subspaces Λt (0 ≤ t ≤ 1) in a fixed symplectic
vector space is crossingless if it satisfies Λ0 ∩ Λt = Λ0 ∩ Λ1 for all t > 0, and the
crossing form [54] on Λ0/Λ0 ∩ Λ1 associated to (dΛt/dt)t=0 is negative definite.
Crossingless paths with given endpoints exist and are unique up to homotopy, see
again [54].
Lemma 6.10. Suppose that αM is classical. Let Λt be a crossingless path in TMx
for some x. Choose a˜ : [0, 1]→ R such that exp(2πia˜t) = αM (Λt). Then
(6.28) a˜1 − a˜0 ∈ (−n, 0].
Proof. We can choose an isomorphism Φ : TMx → Cn in such a way that
the complex structure and symplectic form become standard, Φ(Λ0) = R
n and
Φ(Λ1) = e
iπc1R× · · · × eiπcnR with ck ∈ (−1, 0]. For the obvious crossingless path
Λt = e
iπtc1R× · · · × eiπtcnR we have a˜1 − a˜0 = c1 + · · ·+ cn ∈ (−n, 0]. Because of
homotopy uniqueness, the same holds for any other crossingless path. 
Take two graded Lagrangian submanifolds L˜0, L˜1, and a point x ∈ L0 ∩ L1.
Choose a crossingless path from Λ0 = TL0 to Λ1 = TL1, and take a˜t ∈ R such that
exp(2πia˜t) = αM (Λt). The absolute Maslov index is defined as
(6.29) I(x) = (α˜L1(x) − a˜1)− (α˜L0(x) − a˜0) ∈ Z.
Lemma 6.10 implies that this is approximately the difference of the phases:
Lemma 6.11. If αM is classical, I(x) − α˜L1(x) + α˜L0(x) ∈ [0, n). 
This was pointed out to the author by Joyce, but it is known to many other
people in mathematics and physics, see for instance the proof of [66, Theorem
4.3]. In fact, ideas of this kind can be traced back at least to [57]. Another easy
consequence of Lemma 6.10, this time for symplectic automorphisms, will be useful
later:
Lemma 6.12. Suppose that αM is classical. Let φ˜ = (φ, α˜φ) be a graded symplectic
automorphism of M . For any two Lagrangian subspaces Λ0,Λ1 ∈ LM,x at the same
point,
(6.30) |α˜φ(Λ1)− α˜φ(Λ0)| < n.
Proof. Choose a crossingless path Λt joining our two subspaces. Lemma 6.10
shows that as we go along this path, αM (Λt) changes by an angle in (−2πn, 0],
and so does αM (Dφ(Λt)). The change in αM (Dφ(Λt))/αM (Λt) is the difference
between the two, hence lies in (−2πn; 2πn). 
38 CONTENTS
6j. We now return to the case of an affine Ka¨hler manifold M = X \ X∞.
We say that M is affine Calabi-Yau if X comes with a preferred isomorphism of
holomorphic line bundles,
(6.31) βX : KX
∼=
−→ o⊗−mXX
for some mX ∈ Z (called the monotonicity index). On M we have a preferred
trivialization of oX given by σX,∞|M , hence through βX a holomorphic volume
form ηM . In the special case where mX = 0, X itself is Calabi-Yau, and ηM
extends to a holomorphic volume form ηX on it. We denote by A˜ut(M) the group
of exact symplectic automorphisms of M equipped with a grading. Similarly, if
mX = 0, we write A˜ut(X) for the graded rational automorphisms of X .
Remark 6.13. In the mX = 0 case, there is a canonical embedding
(6.32) A˜ut(M) −→ A˜ut(X).
We already know that every φ ∈ Aut(M) extends to a rational symplectic auto-
morphism of X. There are no obstructions to extending gradings over subsets of
codimension ≥ 2, so the grading of φ extends uniquely from M to X.
If {Xz ⊂ X} is a quasi-Lefschetz pencil, we have for z ∈ C \ Critv(πM ) a
canonical isomorphism βXz : KXz ∼= (KX ⊗ oX)|Xz ∼= o
⊗−mX+1
X , so the Mz are
again affine Calabi-Yaus, with monotonicity index mXz = mX − 1. More explicitly,
the complex volume form is obtained as a quotient ηM/dz, which means that it is
the unique solution of
(6.33) dz ∧ ηMz = ηM .
The first consequence of this is that the monodromy maps along loops γ in C \
Critv(πM ) have canonical gradings, h˜γ ∈ A˜ut(Mγ(0)). If c is a vanishing path, the
associated vanishing cycle Vc admits a grading; this is trivial if its dimension is
≥ 2, and otherwise follows from the fact that it is bounded by a Lagrangian disc
in M . Hence, the associated Dehn twist τVc has a canonical grading τ˜Vc , which is
zero outside a neighbourhood of Vc itself. Taking the loop γ which doubles c, we
have the following graded version of the Picard-Lefschetz theorem:
(6.34) h˜γ ≃ τ˜Vc ∈ A˜ut(Mc(0)).
The analogue of (6.14) is
Lemma 6.14. Suppose that {Xz} is a Lefschetz pencil, and c1, . . . , cr a distinguished
basis of vanishing paths. Then there is a graded isotopy
(6.35) τ˜Vc1 ◦ · · · ◦ τ˜Vcr ≃ [4− 2mX ] ∈ A˜ut(Mz∗).
Proof. What we need to show is that the graded monodromy around a large
circle γ∞ is [4 − 2mX ]. For simplicity, change variables to ζ = z−1, so that γ∞
becomes a small circle going clockwise around ζ = 0. Recall that ηMz is obtained
by dividing ηM , which has a zero or pole of order −mX along X∞, by dz = dζ/ζ2,
which has order −2. Hence, after extending the graph of our Lefschetz pencil over
infinity, one has a locally trivial symplectic fibration near ζ = 0, with a family of
complex volume forms on the fibres that grows like ζ2−mX . Now we are in the same
situation as in (6.27). 
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7. Monodromy and negativity
Continuing the discussion above, suppose that mX = 1, so that the fibres Xz
are Calabi-Yau manifolds. In the Lefschetz pencil case, Lemma 6.14 tells us that
the “large complex structure limit monodromy” is a downward shift. We will need
a generalization of this statement to the case when X∞ has normal crossings. This
has a single purpose, namely to provide Proposition 7.22, which enters into the
proof of Corollary 9.6; readers willing to take that Proposition for granted may
want to skip most of this section.
7a. Before entering into the details, some motivation may be appropriate.
The intuition underlying our approach comes from both the homological and geo-
metric (SYZ) aspects of mirror symmetry. In the context of homological mirror
symmetry, we have a conjectured general formula for the autoequivalence which is
mirror to the large complex structure limit monodromy, which goes back to Kont-
sevich [2, Equation (5)]. For simplicity, let’s consider Y ∗q ⊂ P = P(Λ
4
Q), the quartic
surface over ΛQ defined by (1.3), and work with Γ16-equivariant coherent sheaves
on it (this is derived equivalent to working with coherent sheaves on Z∗q , see Lemma
10.14 below for further discussion). Then, the mirror autoequivalence is given by
tensoring with a line bundle followed by a shift:
(7.1) Φ(E) = E ⊗OP (−4)[2].
In particular, for any pair of objects (E0, E1) and any integer k, there is a d > 0
such that all morphisms from E0 to Φ
d(E1) are of degree < k, because the effect
of the shift will predominate as we iterate.
To explain the geometric side, let’s look at a toy example one dimension down,
namely the pencil of elliptic curves
(7.2) Xz = {z · x0x1x2 +
1
3 (x
3
0 + x
3
1 + x
3
2) = 0} ⊂ CP
2.
X∞ = {x0x1x2 = 0} is a closed chain of three rational curves. Hence, the mon-
odromy around it is the product of three inverse Dehn twists along parallel curves
on a torus, combined with a shift [2] (the shift comes from the same consideration
as in Lemma 6.14). If we identify the generic fibre Xz with the standard symplectic
torus T 2 = R2/Z2 in an appropriate way, the monodromy is isotopic to the linear
map
(7.3)
(
1 0
3 1
)
∈ SL2(Z).
Now look at graded Lagrangian submanifolds on our torus. The map (7.3) (with
its choice of grading coming from writing it as a product of three inverse Dehn
twists) preserves the grading of the circles {p = const}, which are the fibres of the
SYZ fibration. Generally, it raises gradings by < 1, and the same uniform bound
holds for all its iterates. In contrast, the shift adds −2 to all the gradings, and this
number grows linearly as we iterate. This “negativity” property has implications
for Maslov indices of Lagrangian intersections, which mirror the property of (7.1)
mentioned previously.
In our application, there is no overall description of the monodromy as sim-
ple as (7.3) (Mark Gross has pointed out that one can potentially obtain such a
description by hyperkaehler rotation, under which the SYZ fibration becomes an
elliptic fibration, for which holomorphic automorphisms can be constructed easily;
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however, it has not been proved that this description is indeed correct). Instead, we
will look at the behaviour in various local models around points of X∞. The local
behaviour near smooth points of X∞ is the same as in the Lefschetz pencil case.
Near singular points of X∞ which do not lie on X0 (hence are not contained in the
base locus of our pencil), the local picture is the same as that for a degeneration to
a normal crossing: its structure is classical and not too different from that of Dehn
twists in one dimension (a simplified local model is described by Assumptions 7.4).
The most complicated local behaviour (Assumptions 7.5) occurs near the singular
points of X∞ which also lie on X0. In the elliptic curve case there were no such
points, for dimension reason; in the K3 surface case there are finitely many, and
that still makes it relatively easy to deal with them, since we can adjust the Ka¨hler
form to be standard locally near those points.
7b. We start with some generalities. Let M2n be a compact connected sym-
plectic manifold (possibly with boundary), with a tame almost complex structure
JM , complex volume form ηM , and associated phase function αM .
Definition 7.1. A graded symplectic automorphism φ˜ of M is negative if there is
a d0 > 0 such that
(7.4) α˜φd0 (Λ) < 0 for all Λ ∈ LM .
Here, the grading of φd0 is defined by the composition rule (6.23). The same
rule shows that if negativity holds, the grading of the iterates goes to −∞. Namely,
the grading of φd0 is ≤ −ǫ for some ǫ > 0, and the grading of φ is ≤ C for some C
(which could be positive). By writing d = kd0+ l with 0 ≤ l ≤ d0− 1 one sees that
(7.5) α˜φd(Λ) ≤ Cl − kǫ < Cd0 − ǫ[d/d0],
as claimed. A closely related property is that the negativity of a given graded
symplectic automorphism depends only on the global Maslov class µM , and not on
the choice of αM within that class. For this take two cohomologous phase functions
α′M = e
2πiχαM . Since χ is bounded, it follows from (6.24) that the gradings of φ
d
with respect to αM , α
′
M differ by a uniformly bounded amount, which in view of
(7.5) gives the desired property.
Lemma 7.2. Let φ˜ be a negative graded symplectic automorphism, and L˜0, L˜1 two
graded Lagrangian submanifolds. For any k ∈ Z one can find a d > 0 and a small
exact perturbation L′1 of L1 such that the intersection L0 ∩ φ
d(L′1) is transverse,
and each intersection point x has absolute Maslov index
(7.6) I(x) < k.
Proof. Since negativity is independent of the choice of phase function, we may
assume that that function is classical. Suppose that the grading of L1 is bounded
above by C1, and that of L0 bounded below by C0. Choose some d such that
C1 − C0 + Cd0 − ǫ[d/d0] ≤ k − n. From (7.5) and (6.23) it follows that
(7.7) α˜φd(L1)(x)− α˜L0(x) < k − n
at every intersection point x. This estimate continues to hold if one perturbs L1
slightly, to make the intersections transverse. Now apply Lemma 6.11. 
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Negativity is well-behaved with respect to abelian symplectic reduction (this
fact is related to the quotient construction of special Lagrangian submanifolds, see
for instance [24]). The situation is as follows: M = M2n carries a free Hamil-
tonian T k-action, with moment map µ : M → Rk. We have an almost complex
structure JM which is ωM -compatible and T
k-invariant, and a T k-invariant com-
plex volume form ηM , with associated (classical and T
k-invariant) phase function
αM . Denote by K1, . . . ,Kk the Killing fields of the action. Let φ be a symplec-
tic automorphism which preserves µ, hence is T k-equivariant; and α˜φ a grading of
it (necessarily T k-invariant). For every moment value r we have the symplectic
quotient M red,r = µ−1(r)/T k. This carries the reduced symplectic form ωMred,r
and a compatible almost complex structure JMred,r , the latter of which is obtained
by taking the complexified tangent spaces along the orbits, and identifying their
orthogonal complement with the tangent spaces of M red,r. Moreover, φ induces
symplectic automorphisms φred,r. In our situation, we also have a reduced complex
volume form ηMred,r , defined by restricting iK1 . . . iKrηM to the same orthogonal
complement as before. Projection identifies Lagrangian subspaces Λ ⊂ TM con-
taining the tangent space to the orbit with Lagrangian subspaces Λred ⊂ TM red,r.
The phase functions defined by ηM , ηMred,r are related by αMred,r (Λ
red) = αM (Λ).
In particular, we can define a grading of the reduced symplectic automorphisms by
(7.8) α˜φred,r(Λ
red) = α˜φ(Λ).
Lemma 7.3. Suppose that the φ˜red,r are all negative. Then φ˜ is negative.
Proof. Choose some r. By assumption there is a d0 such that the grading
of (φ˜red,r)d0 is negative, and then the same thing holds for neighbouring r. By
a covering argument (remember the general assumption that M is compact), one
sees that there is a d0 such that the gradings of the d0-th iterates of all reduced
maps are negative. Applying (7.5) shows that for some large d, the grading of each
(φ˜red,r)d will be < −n everywhere. By (7.8), this means that at each point of M
there are some Lagrangian tangent subspaces whose φ˜d-grading is < −n. From this
and Lemma 6.12 one gets the desired conclusion. 
7c. We will now look at the local models for the “large complex structure
limit” monodromy, first under the rather unrealistic assumption that both the
symplectic and complex structures are standard, which allows one to integrate
the monodromy vector field explicitly.
Assumptions 7.4. Fix n ≥ 2 and 2 ≤ k ≤ n. We take Y = Cn with the standard
complex structure and symplectic form ωY , and the map
(7.9) p : Cn −→ C, y 7−→ y1y2 . . . yk.
Y should carry the complex volume form (away from the zero fibre of p)
(7.10)
dy1
y1
∧ · · · ∧
dyk
yk
∧ dyk+1 ∧ · · · ∧ dyn.
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The clockwise monodromy vector field Z is the unique horizontal lift of the
rotational field −iζ∂ζ. Explicitly,
(7.11) Z = −i
(
1
y¯1
, . . . , 1y¯k , 0, . . . , 0
)
1
|y1|2
+ · · ·+ 1|yk|2
,
In particular, since each |yj |2 is invariant, the flow ψt of Z is well-defined for
all times, in spite of the noncompactness of the fibres. As in our discussion of
Lefschetz pencils, we define complex volume forms ηYz on the fibres by (formally)
dividing ηY by some complex one-form on the base, which in this case will be
dζ/ζ2. As a consequence, if at some point y ∈ Yζ = p−1(ζ) we have a Lagrangian
subspace Λ ⊂ TYy with Dp(Λ) = aR, a ∈ S
1, then the phase of the vertical part
Λv = Λ ∩ ker (Dp) inside Yζ is related to the phase of Λ by
(7.12) αYζ (Λ
v) =
ζ4
a2|ζ|4
αY (Λ).
For each point y with p(y) = ζ 6= 0, consider the Lagrangian tangent subspace
Λy = Riy1⊕· · ·⊕Riyk⊕R
n−k ⊂ TYy. This satisfies αY (Λy) = (−1)
k and Dp(Λy) =
iζR, hence (7.12) says that
(7.13) αYz(Λ
v
y) =
ζ2
|ζ|2
(−1)k−1.
ψt takes the Λy to each other, and rotates the base coordinate ζ, hence it also maps
the Λvy to each other. Let hζ = ψ2π|Yζ : Yζ → Yζ be the monodromy on the fibre
over ζ. By definition and (7.13), the canonical grading of this map satisfies
(7.14)
α˜hζ (Λ
v
y) =
1
2π
∫ 2π
0
d
dt
arg(αYz (Dψt(Λ
v
y))) dt
=
1
2π
∫ 2π
0
d
dt
arg((−1)k−1e−2it) dt = −2.
If one passes to a sufficiently large iterate such as hnζ , the grading on Λ
v
y is −2n,
hence by Lemma 6.12 the grading of any Λ is < −n− 1. In a slight abuse of termi-
nology (since Yζ is not compact), we conclude that the monodromy is a negative
graded symplectic automorphism, in a way which is uniform for all ζ.
7d. A different local model appears near the singular points of the base locus
of a quasi-pencil. In Ruan’s work on the SYZ conjecture, see in particular [55], these
are responsible for the singularities of the Lagrangian torus fibration. For closely
related reasons, the negativity of the monodromy breaks down at such points.
Assumptions 7.5. Fix n ≥ 3 and 3 ≤ k ≤ n. We again take Y = Cn with the
standard complex and symplectic forms, but now with the rational map
(7.15) p : Y 99K C, p(y) =
y2 . . . yk
y1
,
in the presence of the complex volume form (away from the closure of the zero fibre)
(7.16) ηY = dy1 ∧
dy2
y2
∧ · · · ∧
dyk
yk
∧ dyk+1 ∧ · · · ∧ dyn.
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Denote by Yζ the closure of p
−1(ζ). For ζ 6= 0, each such fibre can be identified
with Cn−1 by projecting to (y2, . . . , yn). We will use this identification freely, hoping
that this does not cause too much confusion. For instance, the symplectic form on
Yζ ∼= Cn−1 is given by
(7.17) ωYζ =
i
2
∂∂¯
( |y2 . . . yk|2
|ζ|2
+ |y2|
2 + · · ·+ |yn|
2
)
As in our previous model, we write Z for the clockwise monodromy vector field
(defined by passing to the graph of p). In view of our identification, this becomes
a vector field on C∗ × Cn−1, given in coordinates (ζ, y2, . . . , yn) by
(7.18) Z =
(
− iζ∂ζ ,−i
(
1
y¯2
, . . . , 1y¯k , 0, . . . , 0
)
|ζ|2
|y2|2···|yk|2
+ 1|y2|2 + · · ·+
1
|yk|2
)
.
Again, this preserves |y2|2, . . . , |yn|2, so that its flow ψt is well-defined for all times.
Taking ηY on the total space and dζ/ζ
2 on the base, one finds that (up to a
sign which is irrelevant for us) the induced volume form ηYζ is the standard form on
Cn−1. At each point y ∈ Yζ with y2 . . . yk 6= 0, consider the Lagrangian subspace
Λvy = Riy2⊕· · ·⊕Riyk⊕R
n−k. These subspaces are preserved by the flow ψt, and a
computation similar to (7.14) shows that the canonical grading of the monodromy
map hζ = ψ2π|Yζ satisfies
(7.19) α˜hζ (Λ
v
y) = −2
1
1 + 1
|y1|
2
|y2|
2+···+
|y1|
2
|yk|
2
.
This is obviously negative, but of course we also need to consider the grading at
the points where Λvy is not defined. Suppose for simplicity that the sizes of the first
k − 1 coordinates of y ∈ Yζ are ordered, |y2| ≤ |y3| ≤ . . . |yk−1|. Then
(7.20) α˜hζ (Λ
v
y) ≤ −2
1
1 + |ζ|
2
|y3|2k−4
,
which means that the grading is bounded above by something which depends on
the size of the second smallest of the (y2, . . . , yk). As a consequence, if one has a
sequence
(7.21) y(m) → y(∞), y
(m)
2 . . . y
(m)
k 6= 0 for all m,
and such that only one of the (y
(∞)
2 , . . . , y
(∞)
k ) vanishes, the α˜hζ (Λ
v
y(m)
) are bounded
above by a negative constant, hence cannot go to zero. Roughly speaking, this
means that hζ is negative away from the subset where at least two of the y2, . . . , yk
vanish. In the special case k = n = 3, this subset is a point 0 ∈ Yζ ; one can
then apply (6.23) and Lemma 6.12 much as in our previous local model, to get the
following statement:
Lemma 7.6. Suppose that k = n = 3. Let W ⊂ Yζ be some open ball around the
origin. Then hζ(W ) =W , and there is a d > 0 such that the grading of h
d
ζ |(Yζ \W )
is negative. 
Remark 7.7. As mentioned before, ideas related to the SYZ conjecture suggest that
the monodromy should be a fibrewise translation in a SLAG fibration. From this
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point of view, the negativity of the monodromy is based on thinking that the phases
of the tangent spaces to the fibration should be shifted by −2. In the situation of
Assumptions 7.4, this is indeed the case: Lr ∼= T k−1 × Rn−k ⊂ Yζ , given by
(7.22) Lr = {|y1|
2 = r1, . . . , |yk|
2 = rk, im(yk+1) = rk+1, . . . , im(yn) = rn}
with r1 . . . rk = |ζ|2, are special Lagrangian with respect to ηYζ . The monodromy
translates each of them, and the shift is computed in (7.14). For Assumptions 7.5,
there is a standard SLAG fibration with singularities on Yζ ∼= Cn−1 (with respect
to (7.17) and the standard complex volume form), see e.g. [24]:
(7.23) Lr = {|y3|
2 − |y2|
2 = r1, . . . |yk|
2 − |y2|
2 = rk−2,
im(y2 . . . yk) = rk−1, im(yk+1) = rk, . . . , im(yn) = rn−1}.
However, the monodromy preserves this only asymptotically far away from the sin-
gular locus, and hence the grading is only asymptotically equal to −2. To see more
precisely what happens, we apply a symplectic reduction procedure, which means
mapping Yζ → C by sending y to w = y2y3 . . . yk. The fibres of the SLAG fibration
lie over horizontal lines in the base C. The clockwise monodromy also fibres over a
diffeomorphism of C, which rotates each point w by some |w|-dependent angle. For
|w| ≫ 0, this is almost a full clockwise rotation, hence it approximately preserves
the horizontal lines, but near w = 0 the angle of rotation undergoes a full change
from 0 to −2π.
7e. We now relax our previous assumptions on the complex and symplectic
structures, for the first local model. We choose to work in Darboux coordinates,
and with a complex structure and holomorphic function which are not standard,
but which still preserve a T k symmetry.
Assumptions 7.8. Fix n ≥ 2 and 2 ≤ k ≤ n.
• Y ⊂ Cn is an open ball around the origin, carrying the standard symplectic
form ωY and the standard diagonal T
k-action
(7.24) ρs(y) = (e
is1y1, . . . , e
iskyk, yk+1, . . . , yn),
with moment map µ : Y → (R≥0)k. For any regular moment value r, the
quotient Y red,r can be identified with an open subset of Cn−k, with the
standard symplectic form ωY red,r . We denote points in the reduced spaces
by yred = (yk+1, . . . , yn).
• JY is a complex structure which is tamed by ωY . At the point y = 0 (but
not necessarily elsewhere), it is ωY -compatible and T
k-invariant.
• p : Y → C is a JY -holomorphic function with the following properties:
(i) p(ρs(y)) = e
i(s1+···+sk)p(y).
(ii) ∂y1 . . . ∂ykp is nonzero at the point y = 0.
• ηY is a JY -complex volume form on Y \ p−1(0), such that p(y)ηY ex-
tends to a smooth form on Y , which is nonzero at y = 0. Let αY be the
corresponding phase function.
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Lemma 7.9. One can write
(7.25) p(y) = 2−k/2y1y2 . . . yk q(
1
2 |y1|
2, . . . , 12 |yk|
2, yk+1, . . . , yn)
for some smooth function q satisfying q(0) 6= 0.
Proof. Consider the Taylor expansion of p around y = 0. From property (i)
of p one sees that each monomial which occurs with nonzero coefficient in that
expansion contains one of the factors yl for each 1 ≤ l ≤ k. As a consequence,
p(y)/(y1 . . . yk) extends smoothly over y = 0. The same argument can be applied
to points where only certain of the coordinates y1 . . . yk vanish. Again applying (i),
one sees that p(y)/(y1 . . . yk) is T
k-invariant, which means that it can be written
in the form stated above. Finally, q(0) 6= 0 is property (ii). 
Lemma 7.10. After making Y smaller if necessary, one has
p(y) = 0⇐⇒ yl = 0 for some l = 1, . . . , k;
Dp(y) = 0⇐⇒ yl = 0 for at least two l = 1, . . . , k.
Proof. Suppose that q(y) 6= 0 on the whole of Y . Then the first statement is
obvious, and so is the ⇐ implication in the second one. Conversely, suppose that
y is a critical point. Property (i) implies that p(y) = 0, so that yl = 0 for some
l = 1, . . . , k. From 0 = Dp(y) = y1 . . . yˆl . . . yk q(y) dyl one sees that another of the
y1, . . . , yk has to vanish too. 
We will assume from now on that the conclusions of Lemma 7.10 hold. Consider
the function H(y) = − 12 |p(y)|
2, its Hamiltonian vector field X and flow φt. Since
H is T k-invariant, the flow (where defined) is equivariant and preserves the level
sets of the moment map. For every regular moment value r, we can consider the
induced function
(7.26) Hred,r(yred) = − 12r1 . . . rk |q(r1, . . . , rk, yk+1, . . . , yn)|
2,
on Y red,r, its vector field Xred,r and flow φred,rt . If the moment value is small, so
are (7.26) and all its yred-derivatives, which means that the reduced flow moves
very slowly. We need a quantitative version of this:
Lemma 7.11. Given ǫ1, ǫ2 > 0, there are δ1, δ2, δ3 > 0 such that for all
(7.27)

r ∈ (R>0)k with ‖r‖ < δ1,
yred ∈ Y red,r with ‖yred‖ < δ2,
t ∈ R with |t| < δ3r
−1
1 . . . r
−1
k ,
the following holds: φred,rt is well-defined near y
red, and satisfies
‖φred,rt (y
red)‖ < ǫ1,(7.28)
‖(Dφred,rt )yred − Id‖ < ǫ2.(7.29)
Proof. By (7.26) there are δ1 > 0, δ2 ∈ (0;min(ǫ1/2, ǫ2/2)) and a C > 0, such
that
(7.30) ‖Xred,r
yred
‖, ‖DXred,r
yred
‖ ≤ Cr1 . . . rk
for each ‖r‖ < δ1, ‖yred‖ < 2δ2 (we use the Hilbert-Schmidt norm for matrices
DXred,r, normalized to ‖Id‖ = 1). We claim that one can take δ3 = δ2/C. The
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first estimate (7.28) is clear: if one starts at a point yred of norm less than δ2,
and moves with speed at most Cr1 . . . rk for a time less than δ2C
−1r−11 . . . r
−1
k , the
endpoint will be of norm less than 2δ2 < ǫ1. Next, by considering the linearisation
of the flow φred,rt along an orbit, we get an exponential growth bound for the time
interval t relevant to us: ‖Dφred,rt ‖ ≤ exp(Cr1 . . . rkt) ≤ exp(δ2). One may assume
that exp(δ2) ≤ 2. By plugging this back into the linearized equation, one gets
the linear estimate ‖Dφred,rt − Id‖ ≤ 2Cr1 . . . rkt ≤ 2δ2 < ǫ2, from which (7.29)
follows. 
We now need to deal with the fact that JY and ηY are only approximately
T k-invariant. Let J ′Y be the constant complex structure on Y which agrees with
JY at y = 0. This is ωY -compatible and T
k-invariant, so
(7.31) J ′Y =
(
i · 1k 0
0 J ′Y red
)
.
J ′Y red is the induced complex structure on Y
red,r for all r. Similarly, we consider
the J ′Y -complex volume form η
′
Y which is obtained by taking the value of p(y)ηY
at the point y = 0, and dividing that by y1 . . . yk. This can be written as
(7.32) η′Y = i
k dy1
y1
∧ · · · ∧
dyk
yk
∧ η′Y red ,
hence is T k-invariant. η′Y red , which is the induced complex volume form on the
reduced spaces, is again constant and r-independent. Let α′Y be the phase function
associated to (J ′Y , η
′
Y ) (unlike αY , this is a classical phase function), and α
′
Y red,r
the induced phase functions on the quotients.
Lemma 7.12. Given ǫ3 > 0, there is δ4 > 0 such that for all ‖y‖ < δ4 with p(y) 6= 0,
and all Λ ∈ LY,y,
(7.33)
∣∣∣ 1
2π
arg(α′Y (Λ)/αY (Λ))
∣∣∣ < ǫ3
(by this we mean that there is a branch of the argument with that property).
Proof. The quotient α′Y (Λ)/αY (Λ) does not change if we multiply both ηY ,
η′Y with y1 . . . yk. But by construction,
y1 . . . ykηY = 2
−k/2q(12 |y1|
2, . . . , 12 |yk|
2, yk+1, . . . , yn)
−1σy,
y1 . . . ykη
′
Y = 2
−k/2q(0)−1σ0
where σ is some smooth n-form with σ0 6= 0, so the associated phases also become
close as y → 0. 
φt has a canonical grading α˜φt with respect to αY , obtained by starting with
the trivial grading for φ0 and extending continuously. Denote by α˜
′
φt
the grading
obtained in the same way, but with respect to α′Y . There are corresponding gradings
α˜′
φred,rt
on the reduced spaces, with respect to α′Y red,r .
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Lemma 7.13. Given ǫ4 > 0, one can find δ5, δ6, δ7 > 0 such that for all
(7.34)

r ∈ (R>0)k with ‖r‖ < δ5,
yred ∈ Y red,r with ‖yred‖ < δ6,
Λred ∈ LY red,r,yred and
t ∈ R with |t| < δ7r
−1
1 . . . r
−1
k ,
φred,rt is well-defined near y
red, and its grading is |α˜′
φred,rt
(Λred)| < ǫ4.
Proof. This is an easy consequence of Lemma 7.11: one can achieve that the
derivative (Dφred,rt )yred remains very close to the identity in the whole range of t’s
that we are considering. Since the volume form ηY red,r is constant and independent
of r, it follows that the grading remains small. 
Lemma 7.14. Given ǫ5 > 0, one can find δ8, δ9, δ10 > 0 such that for all
(7.35)

y ∈ Y with 0 < |p(y)| < δ8 and ‖y‖ < δ9,
Λ ∈ LY,y, and
t ∈ R with |t| < δ10|p(y)|−2,
φt is well-defined near y, and its grading satisfies |α˜φt(Λ)| < n+ ǫ5.
Proof. Apply Lemma 7.11 to the corresponding point yred in the quotient.
In particular, one can choose δ8, δ9, δ10 in such a way that the reduced flow exists
near yred for |t| < δ10|p(y)|−2. Since the fibres of the quotient map are compact
(tori), it follows that φt is well-defined near y in the same range of t. We now apply
the same basic reasoning as in Lemma 7.3. After possibly making δ8, δ9 smaller,
Lemma 7.13 ensures that there is a Λ ∈ LY,y such that |α˜′φt(Λ)| < ǫ5/2. By Lemma
6.12, the grading is < n+ǫ5/2 for all other Lagrangian subspaces at the same point.
Finally, one uses Lemma 7.12 to pass from the grading associated to η′Y to that for
ηY , again making the δs smaller so that the phase difference becomes < ǫ5/2. 
The next step is to relate φt to the monodromy. As usual, we take the vector
field −iζ∂ζ on C∗, and lift it in the unique way to a horizontal vector field Z on
Y \ p−1(0). This is well-defined because ωY tames JY , hence the regular fibres Yζ ,
ζ 6= 0, are symplectic submanifolds. We claim that
(7.36) Z = fX
for some positive function f on Y \ p−1(0). First, because H is constant on each
fibre, the associated vector field X is horizontal. Second, because ωY (X,Z) = 0 and
the space of horizontal vectors TY h is two-dimensional, it is true that X = f−1Z
for some f . A little more thought shows that
(7.37) f =
ωY |TY h
p∗ωC|TY h
> 0,
where TY h is the ωY -horizontal subspace (which is two-dimensional, so any two
two-forms on it differ by a scalar). Let (ψs) be the flow of Z, so that hζ = ψ2π|Yζ
is the clockwise monodromy (of course, like φs this flow is only partially defined).
As a consequence of (7.36), the unparametrized flow lines of φt and ψt agree, so
(7.38) ψt(y) = φgt(y)(y), where gt(y) =
∫ t
0
f(ψτ (y))dτ.
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Lemma 7.15. For every d > 0, ǫ6 > 0 there are δ11, δ12 > 0 such that the following
holds. For all 0 < |ζ| < δ11 and all y ∈ Yζ with ‖y‖ < δ12, the d-fold monodromy
hdζ is well-defined, and (7.38) holds for t = 2πd with
(7.39) g2πd(y) ≤
ǫ6
|ζ|2
.
Proof. Using property (i) of p and its JY -holomorphicity, one obtains that
Dpy(JY (−iy1, 0, . . . , 0)) = p(y) and hence dHy(JY (−iy1, 0, . . . , 0)) = |p(y)|
2 = |ζ|2.
It follows that for small y, ‖Xy‖ ≥ c1|ζ|2/‖y‖ for some c1 > 0. Hence there is a
C2 > 0 such that
(7.40) C−12 |ζ|
4/‖y‖2 ≤ ωY (X, JYX) = f
−2ωY (Z, JY Z).
On the other hand, ωY (Z, JY Z) = |ζ|2f by definition of Z and (7.37), so finally,
(7.41) f(y) ≤ C2
‖y‖2
|ζ|2
.
Integrating gives a similar inequality g2πd(y) ≤ C3‖y‖2/|ζ|2. Clearly, by restricting
to smaller y one can make the right hand side less than ǫ6/|ζ|
2 for any desired ǫ6
(this, by the way, is the crucial estimate in our whole computation). 
We use JY -complex volume forms ηYζ on the fibres obtained in the usual way
from ηY , so that (7.12) holds. Take d > 0, y ∈ Yζ , and a Lagrangian subspace
Λ ⊂ TYy with Dp(Λ) = iζR. This is necessarily of the form Λ = Λv⊕RZy for some
Lagrangian subspace Λv ⊂ Ty(Yζ). By (7.36) and (7.38) one has
(7.42) D(ψt)y = D(φgt)y +Xψt(y) ⊗ dgt = D(φgt)y + Zψt(y) ⊗
dgt
f(ψt(y))
Since Λ contains Zy, and ψt is the clockwise parallel transport flow, D(ψt)y(Λ)
contains Zψt(y). From this and (7.42) it follows that
(7.43) Dψt(Λ) = D(φgt)(Λ), D(ψt|Yζ)(Λ
v) = D(φgt)(Λ) ∩ ker(Dp),
and hence by (7.12) that αψt|Yζ (Λ
v) = e−4πitαφgt (Λ). By considering the behaviour
of this over the time t ∈ [0, 2πd] one finds that the canonical grading of the mon-
odromy satisfies
(7.44) α˜hdζ (Λ
v) = α˜φg2πd(y)(Λ)− 2d.
Lemma 7.16. For every d > 0 and ǫ7 > 0 there are δ13, δ14 > 0 such that the
following holds. For every y ∈ Yζ with 0 < |ζ| < δ13 and ‖y‖ < δ14, and every
Lagrangian subspace Λv ⊂ T (Yζ)y, we have that h
d
ζ is well-defined near y, and its
canonical grading satisfies
(7.45) α˜hdζ (Λ
v) < n− 2d+ ǫ7.
Proof. Lemma 7.14 says that one can choose δ13, δ14 so small that there is a
δ15 > 0 with
(7.46) |α˜φt(Λ)| < n+ ǫ7
for all |t| < δ15/|p(y)|2. On the other hand, after possibly making δ13, δ14 smaller,
one knows from Lemma 7.15 that |g2πd| < δ15/|p(y)|2, so (7.46) applies to the values
of t that are relevant for our monodromy map. (7.44) completes the proof. 
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This shows that the basic feature of our first local model, the uniform negativity
of the monodromy, survives even if one generalizes from the idealized situation
which we considered first (Assumptions 7.4) to a more realistic one (Assumptions
7.8). In principle, one should carry out a parallel discussion for the second local
model. This would be rather more delicate, since the grading becomes zero along
a submanifold; an arbitrary small perturbation can potentially make it positive,
thereby spoiling the entire argument. Fortunately, in the K3 case the second model
occurs only at isolated points, and one can achieve that the local picture near
those points is standard (satisfies Assumptions 7.5), so that the previous discussion
suffices after all.
7f. We will now explain how to patch together the local models to understand
the “large complex structure limit” monodromy. This is somewhat similar to the
strategy used by Ruan to construct (singular) Lagrangian torus fibrations [55]. We
consider a Fano threefold X with oX = K
−1
X , and a pair of sections σX,0, σX,∞
which generate a quasi-Lefschetz pencil of hypersurfaces {Xz}. From σX,∞ we get
a rational complex volume form ηX with a pole along X∞. There are canonical
induced complex volume forms ηXz on the fibres Xz (if that is smooth and z 6=∞),
which are therefore Calabi-Yau surfaces. In fact, they must be K3s, since H1(X) =
0 for any Fano variety, hence H1(Xz) = 0 by the Lefschetz hyperplane theorem.
Lemma 7.17. One can find a Ka¨hler form ω′X in the same cohomology class as ωX ,
with the following properties. (i) Near every point where three components of X∞
meet, (X,ω′X , 1/π) is modelled on (Y, ωY , p) from Assumptions 7.4, with n = k =
3. (ii) Near every point where X0 meets two components of X∞, (X,ω
′
X , 1/π) is
modelled on (Y, ωY , p) from Assumptions 7.5, with n = k = 3.
This is easy because the set of such points (which we will call “lowest stratum
points” in future) is finite. Near each of them, there are local holomorphic coor-
dinates in which (X, 1/π) becomes (Y, p). One can then locally modify the Ka¨hler
form to make it standard, see e.g. [55, Lemma 7.3] or [61, Lemma 1.7].
Lemma 7.18. One can find a Ka¨hler form ω′′X in the same cohomology class as ωX ,
which agrees with ω′X in a neighbourhood of the lowest stratum points, and such that
in addition, any two components of X∞ meet orthogonally. 
Ruan proves a much more general result in [55, Theorem 7.1]. The main idea
is to apply the techniques from the previous Lemma to each fibre of the normal
bundle ν to the intersection of two components of X∞.
Before proceeding, we need some more notation. Denote by C the irreducible
components of X∞, and by LC = O(−C) the corresponding line bundles. Let γC
be their canonical sections, with a zero along C. Take two components C 6= C′,
and choose a small neighbourhood UC,C′ of C ∩ C′. On this consider the vector
bundle
(7.47) NC,C′ = LC ⊕ L
−1
C ,
We want to equip LC and hence NC,C′ with hermitian metrics and the correspond-
ing connections, with the following prescribed behaviour near the lowest stratum
points in UC,C′ :
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• If x is a point where C ∩C′ meets another component C′′, we choose local
coordinates for X as given by Lemma 7.17, so that Assumptions 7.4 hold,
and a local trivialization of LC such that γC(y) = y1. Take the trivial
metric on LC with respect to this trivialization.
• If x is a point where C ∩ C′ meets X0, we choose local coordinates for
X as given by Lemma 7.17, so that Assumptions 7.5 hold, and a local
trivialization of LC such that γC(y) = y2. Again, we take the trivial
metric.
Take the Ka¨hler metric associated to ω′′X , and use its exponential map to define
a retraction rC,C′ : UC,C′ → C∩C′ of an open neighbourhood onto C∩C′. A corre-
sponding use of parallel transport on NC,C′ , with respect to our chosen connection,
yields an isomorphism RC,C′ : NC,C′ |UC,C′ → r
∗
C,C′(NC,C′ |C ∩C
′). Taking the two
objects together, we have a map
(7.48) νC,C′ : UC,C′ \X0
ξC,C′=(γC ,π
−1
M γ
−1
C )
−−−−−−−−−−−−−→ NC,C′ |UC,C′
RC,C′
−−−−→ NC,C′ |C ∩ C
′.
Lemma 7.19. After making UC,C′ smaller if necessary, it carries a unique T
2-
action σC,C′ which, under νC,C′ , corresponds to the obvious fibrewise T
2-action on
NC,C′|C ∩ C′. In particular,
(7.49) πM (σC,C′,s(x)) = e
−i(s1+s2)πM (x).
Moreover, at each point of C ∩C′, the action preserves ω′′X and the complex struc-
ture; the same holds in a neighbourhood of the lowest stratum points.
Proof. It is sufficient to verify the existence and uniqueness statement locally.
First, take a point x ∈ C∩C′ which is not a lowest stratum point. γ−1C has a simple
pole along C, and π−1M has a simple zero along C ∪C
′, hence π−1M γ
−1
C has a simple
zero along C′. It follows that ξC,C′ is transverse to the zero-section at x, so νC,C′
is a local diffeomorphism; we simply pull back the T 2-action by it. By definition of
the connection on NC,C′ , there is a commutative diagram
(7.50) UC,C′ \X0
ξC,C′ //
π−1M ''PP
PP
PP
PP
PP
PP
P
NC,C′ |UC,C′
RC,C′ //

NC,C′ |C ∩C′
vv♠♠♠
♠♠
♠♠
♠♠
♠♠
♠♠
♠
C
where the unlabeled arrows are the canonical pairings LC ⊕ L
−1
C → C. This shows
that our pullback T 2-action satisfies (7.49). At the point x itself,
(7.51) DνC,C′ : TXx −→ T (C ∩ C
′)x ⊕Nx
is given by orthogonal projection to C∩C′ with respect to the oX,2-metric, together
with Dξx : TXx → Nx. This is C-linear, which implies that σC,C′,x preserves the
complex structure. As for the symplectic structure, observe that by Lemma 7.18
TXx splits into three complex one-dimensional pieces, namely T (C ∩ C′)x and
the normal directions to that inside C,C′. On the right hand side of (7.51), this
corresponds to the splitting of Nx into line bundles. The symplectic structures on
the each summand may not be strictly compatible with (7.51), but they differ only
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by a multiplicative scalar, which is enough to conclude that σC,C′ is symplectic at
x.
It remains to deal with the situation near the lowest stratum points. For this,
we choose local coordinates and the trivialization of NC,C′ as arranged before. Near
a point of C ∩C′ ∩C′′, one then finds that νC,C′(y) = (y3, y1, y2y3), where the first
component is the coordinate on C ∩ C′. Hence, our σC,C′ near that point is the
standard T 2-action in the variables y1, y2. Similarly, near a point of C ∩ C′ ∩X0,
νC,C′(y) = (y1, y2, y3/y1), so that one ends up with the T
2-action in the variables
y2, y3. These obviously have the desired properties. 
We now pick an ordering of every pair {C,C′} of components, and will use only
the T 2-actions σC,C′ in that order.
Lemma 7.20. There is a symplectic form ω′′′X which tames the complex structure,
such that for each intersection C ∩ C′ of two components of X∞, there is a neigh-
bourhood UC,C′ such that the local T
2-action σC,C′ leaves ω
′′′
X invariant. Moreover,
ω′′′X lies in the same cohomology class as ω
′′
X , and agrees with it at each point
x ∈ C ∩ C′, as well as in a neighbourhood of the lowest stratum points.
Proof. Let ω¯C,C′ ∈ Ω2(UC,C′) be the result of averaging ω′′X with respect to
σC,C′ . This is a closed two-form; it agrees with ω
′′
X along C ∩ C
′, and also in a
neighbourhood of the lowest stratum points. Using the Poincare´ lemma one can
write ω¯C,C′−ω′′X = dβC,C′ , where βC,C′ is a one-form that vanishes to second order
along C ∩ C′, and which is again zero in a neighbourhood of the lowest stratum
point. Take a compactly supported cutoff function ψC,C′ on UC,C′ , which is equal
to one near C ∩ C′. One sees easily that as one rescales the normal directions
to make the support of ψC,C′ smaller, d(ψC,C′βC,C′) becomes arbitrarily small in
C0-sense. It follows that for sufficiently small support, ω′′X + d(ψC,C′βC,C′) is a
symplectic form which tames the complex structure. This agrees with ω′′X near
the lowest stratum points, and for that reason, one can carry out the construction
simultaneously for all intersections C ∩ C′. 
Lemma 7.21. Let x ∈ C ∩C′ be a point where two components of X∞ meet, which
is not a lowest stratum point. Then there are local σC,C′-equivariant Darboux co-
ordinates near x, in which X with the map 1/π, the symplectic structure ω′′′X , the
given complex structure JX , and the meromorphic complex volume form ηX , is
isomorphic to (Y, p, ωY , JY , ηY ) as in Assumptions 7.8. 
This is straightforward to check, and we leave it to the reader. The outcome
of the whole construction is this:
Proposition 7.22. Let γ∞ : [0, 2π] → C be a circle of large radius R ≫ 0. Then
the graded monodromy
(7.52) h˜γ∞ ∈ A˜ut(MR)
is isotopic (within that group) to a graded symplectic automorphism φ˜ with the
following property. There is a finite set Σ ⊂ Xz ∩ X∞ which admits arbitrarily
small open neighbourhoods W ⊂ Xz, such that φ(W ) = W , and φ˜|(Xz \ W ) is
negative.
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Proof. The main point is to replace the given Ka¨hler form ωX by ω
′′′
X , and
we need to convince ourselves that this is permitted. For each regular Xz there is
a symplectic isomorphism
(7.53) φz : (Xz, ωXz) −→ (Xz, ω
′′′
X |Xz)
which carries X0,∞ to itself. This follows from Moser’s Lemma together with the
isotopy theorem for symplectic surfaces with orthogonal normal crossings, see [55,
Theorem 6.5] for a more general statement valid in all dimensions. Next, an inspec-
tion of the construction of monodromy maps for πM shows that they can be defined
using any symplectic form which tames the complex structure, and in particular
ω′′′X . The resulting diagram of symplectic maps
(7.54) (XR, ωXR)
hγ∞

φR // (XR, ω
′′′
X |XR)
h′′′γ∞

(XR, ωXR)
φR // (XR, ω
′′′
X |XR)
commutes up to symplectic isotopy rel XR,∞. Since XR is a K3 surface, Remark
6.5 shows that hγ∞ is isotopic to φ
−1
R ◦ h
′′′
γ∞ ◦ φR within Aut(MR). Moreover, this
is compatible with gradings.
Let Σ be the set of those points where two components of X∞ intersect each
other and X0. This lies in the base locus of our pencil, hence in every fibre Xz.
Around each point x ∈ Σ, choose a neighbourhood Ux ⊂ X which is an open ball
around the origin in local coordinates as in Assumptions 7.5, and set U =
⋃
x Ux.
We know from our discussion of the local model that U is invariant under parallel
transport along large circles. The claim is that for sufficiently large R, the grading
of
(7.55) ψ˜R = (h˜
′′′
γ∞)
2
(with respect to ω′′′X , the given complex structure and complex volume form ηXR)
is negative on XR \ U . This is proved by contradiction: suppose that we have a
sequence Rk → ∞, and points xk ∈ XRk \ U such that the grading of ψ˜R is not
negative on some Lagrangian subspace in the tangent space at xk. Consider the
limit point of a subsequence, x∞ ∈ X∞ \ U . If x∞ is a smooth point of X∞, the
grading of ψ˜R at xzk converges to −2 for the same reason as in the case of Lefschetz
pencils, see Lemma 6.14. If x∞ is a point where several components of X∞ meet,
Lemma 7.16 says that the grading of ψ˜R at xzk will be bounded above by −1/2 for
large k (when applying this local result, the reader should keep in mind the change
of coordinates on the base, ζ = 1/z and dz = dζ/ζ2).
Fix some R such that the claim made above applies. Take a neighbourhood
W ⊂ U ∩ XR of Σ. After making W smaller, we may again assume that in the
local coordinates of Assumption 7.5, this is the intersection of the fibre Y1/R with
an open ball around the origin. Lemma 7.6 tells us that h′′′γ∞(W ) = W , and that
h′′′γ∞ is negative on U \W . 
8. Fukaya categories
There are Fukaya categories for affine and projective Calabi-Yaus, as well as
a relative version which interpolates between the two. All of them are c-unital
A∞-categories, but with different coefficient rings:
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notation for
category notation for objects coefficient ring
affine F(M) L♭ = (L, α˜L, $L) C
relative F(X,X∞) L♮ = (L, α˜L, $L, JL) ΛN
projective F(X) L♯ = (L, α˜L, $L, λL, JL) ΛQ
While our definition of affine Fukaya categories is fairly general, in the projective
and relative setups only Calabi-Yau surfaces (K3 and tori) will be considered.
This restriction allows us to avoid using virtual fundamental chains, and it also
simplifies the relation between the different categories: up to quasi-equivalence,
F(X,X∞) reduces to F(M) if the deformation parameter q is set to zero, while
tensoring with ΛQ gives a full subcategory of F(X) (for the definition of F(X) in
higher dimensions, see [19]; and for its presumed relation with F(M), [60]). We
emphasize that all properties of Fukaya categories which we use are quite simple
ones, and largely independent of the finer details of the definition.
8a. The following is a summary of [62, Chapter 2], with minor changes in
notation and degree of generality. Let M = X \ X∞ be an affine Calabi-Yau
manifold. Objects of F(M) are exact Lagrangian branes
(8.1) L♭ = (L, α˜L, $L),
where L ⊂ M is an oriented closed exact Lagrangian submanifold, α˜L a grading
which is compatible with the orientation (see Remark 6.9), and $L a Spin structure.
To define the morphism spaces, choose for each pair of objects a Floer datum
(8.2) (H, J) = (HL♭0,L♭1 , JL♭0,L♭1).
This consists of a function H ∈ C∞c ([0, 1] ×M,R), as well as a family J = Jt of
ωX-compatible almost complex structures parametrized by t ∈ [0, 1], which for all t
agree with the given complex structure in a neighbourhood ofX∞. The condition on
H is that the associated Hamiltonian isotopy (φtH) should satisfy φ
1
H(L0) ⋔ L1. We
then define C(L♭0, L
♭
1) to be the set of trajectories x : [0, 1]→M , x(t) = φ
t
H(x(0)),
with boundary conditions x(k) ∈ Lk. This is obviously bijective to φ1H(L0) ∩ L1,
hence finite. To each such x one can associate a Maslov index I(x) and orientation
set or(x). For I(x), one observes that the grading of L0 induces one of φ
1
H(L0), and
then uses the index of an intersection point as defined in (6.29). or(x) is a set with
two elements, the two possible “coherent orientations” of x; we refer to [62, 19] for
its definition, which uses the Spin structures on L0, L1. The Floer cochain space
is the graded C-vector space
(8.3) CF jM (L
♭
0, L
♭
1) =
⊕
x∈C(L♭0,L
♭
1)
I(x)=j
Cx,
where Cx is defined as the quotient of the two-dimensional space C[or(x)] by the
relation that the two elements of or(x) must sum to zero (it is of course isomorphic
to C, but not canonically). In the Fukaya category, CF ∗M is the space of homs from
L♭0 to L
♭
1.
Given x0, x1 ∈ C(L♭0, L
♭
1), we now consider the moduli spaces M
1
M (x0, x1) of
solutions u : R× [0, 1]→M to Floer’s “gradient flow” equation with limits x0, x1,
divided by the R-action by translation. As part of the definition of Floer datum,
we require that these spaces should all be regular. Assume from now on that
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I(x1) = I(x0) − 1. By an index formula M1M (x0, x1) is zero-dimensional, and a
compactness theorem says that it is a finite set. A few words about this: since the
action functional is exact (6.7) and there is no bubbling, we only have to worry
about sequences of solutions which become increasingly close to X∞. To see that
this does not happen, one uses a maximum principle argument based on the function
− log ‖σX,∞‖2, which goes to +∞ at X∞. It is plurisubharmonic since
(8.4) ∂∂¯ log ‖σX,∞‖
2 = −F∇X = 2πiωM .
Each u ∈M1M (x0, x1) comes with a preferred identification or(x1)
∼= or(x0), which
in turn defines a map Cx1 → Cx0 . The sum of these over all u, multiplied by (−1)
j,
yields the Floer differential µ1M : CF
j
M (L
♭
0, L
♭
1)→ CF
j+1
M (L
♭
0, L
♭
1), which is the first
composition map in the Fukaya category. Its cohomology is the Floer cohomol-
ogy HF ∗M (L
♭
0, L
♭
1), which is therefore the space of morphisms in the cohomological
category HF(M).
To define the rest of the A∞-structure, one proceeds as follows. Take some
d ≥ 2. A (d+ 1)-pointed disc with Lagrangian labels
(8.5) (S, ζ0, . . . , ζd, L
♭
0, . . . , L
♭
d)
is a Riemann surface S isomorphic to the closed disc with d + 1 boundary points
removed. Moreover, these points at infinity should have a preferred numbering
ζ0, . . . , ζd, compatible with their natural cyclic order. Denote the connected com-
ponents of ∂S by I0, . . . , Id, again in cyclic order and starting with the component
I0 which lies between ζ0 and ζ1. Finally, we want to have exact Lagrangian branes
L♭0, . . . , L
♭
d attached to the boundary components. A set of strip-like ends for S
consists of proper holomorphic embeddings
ǫS,0 : R
≤0 × [0, 1] −→ S, lims→−∞ ǫS,0(s, ·) = ζ0,
ǫS,1, . . . , ǫS,d : R
≥0 × [0, 1] −→ S, lims→+∞ ǫS,k(s, ·) = ζk
taking R≤0 × {0; 1}, R≥0 × {0; 1} to ∂S and which have disjoint images. A pertur-
bation datum on S is a pair (KS, JS) consisting of a family {JS,z}z∈S of com-
patible almost complex structures on X , which agree with the given complex
structure in a neighbourhood of X∞, and a one-form KS ∈ Ω1(S,C∞c (M,R))
with values in smooth functions, subject to the condition that KS(ξ)|Lk = 0 for
ξ ∈ T (Ik) ⊂ T (∂S). The behaviour of (KS , JS) over the strip-like ends is fixed by
the previously chosen Floer data:
(8.6) JS,ǫS,k(s,t) =
{
JL♭0,L♭d,t
k = 0,
JL♭k−1,L♭k,t
k > 0
and ǫ∗S,kKS =
{
HL♭0,L♭d,t
dt k = 0,
HL♭k−1,L♭k,t
dt k > 0.
Suppose that we have made a global choice of strip-like ends and perturbation
data. This means that for every (d + 1)-pointed disc with Lagrangian labels we
have chosen a set of strip-like ends (KS , JS) (the dependence on the other data
in (8.5) is suppressed from the notation for the sake of brevity). This needs to
satisfy two additional kinds of conditions: first of all, it needs to vary smoothly
if we change the complex structure on S in a smooth way, which means that it is
defined on the universal family of such discs. Secondly, it needs to be well-behaved
with respect to the compactification of that family, which includes degenerations
to discs with nodes. This in fact establishes recursive relations between the choices
of perturbation data for different d, see [62, Section 9] for details.
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Supposing that all these conditions have been met, take x0 ∈ C(L♭0, L
♭
d) as well
as xk ∈ C(L♭k−1, L
♭
k) for k = 1, . . . , d. Define M
d
M (x0, . . . , xd) to be the space of
equivalence classes of pairs consisting of a (d+1)-marked disc with labels L♭0, . . . , L
♭
d,
and a solution of the following generalization of Floer’s equation for a map u : S →
M :
(8.7)

u(Ik) ⊂ Lk,
(du(z)− YS,z,u(z)) + JS,z,u(z) ◦ (du(z)− YS,z,u(z)) ◦ i = 0,
lims→±∞ u(ǫS,k(s, ·)) = xk.
Here YS ∈ Ω1(S,C∞c (TM)) is the Hamiltonian-vector-field valued one-form deter-
mined by KS , and i is the complex structure on S. The equivalence relation on
pairs is isomorphism of the underlying Riemann surfaces, compatible with all the
additional structure and commuting with the maps u. The resulting quotient space
is (locally) the zero-set of a Fredholm section of a suitably defined Banach vector
bundle. Generically, this will be transverse, and then MdM (x0, . . . , xd) is smooth of
dimension I(x0)−I(x1)−· · ·−I(xd)+d−2. Moreover, the zero-dimensional spaces
are finite. It is maybe worthwhile stating the basic energy equality which underlies
the compactness argument. Choose primitives KLk for θM |Lk. Define the action
of the limits xk by a generalization of (6.6),
A(xk) = −
∫
x∗kθM+
+
{∫
HL♭0,L♭d
(x0(t)) dt+KLd(x0(1))−KL0(x0(0)) k = 0,∫
HL♭k−1,L♭k
(xk(t)) dt +KLk(xk(1))−KLk−1(xk(0)) k = 1, . . . , d.
Then for u ∈MdM (x0, . . . , xd),
(8.8)
E(u)
def
= 12
∫
S
|du− Y |2
= A(x0)−
d∑
k=1
A(xd) +
∫
S u
∗(dKS +
1
2{KS,KS}).
The integral on the right hand side can be bounded by a constant which is indepen-
dent of u, because the curvature term dKS+
1
2{KS,KS} vanishes over the strip-like
ends of S (and also outside a compact subset of M). Of course (8.4) also plays a
role in the proof of compactness, as was the case for the Floer differential. To con-
tinue with the main story: any element of a zero-dimensional spaceMdM (x0, . . . , xd)
defines a canonical bijection
(8.9) or(x0) ∼= or (x1)×Z/2 · · · ×Z/2 or(xd).
The order d composition map µdM in F(M) is the sum of the corresponding maps
Cxd ⊗ · · · ⊗ Cx1 → Cx0 , multiplied by (−1)
I(x1)+2I(x2)+···+dI(xd). The additional
signs involving the Maslov indices I(xk) are arranged in such a way that (if suitable
conventions are used in setting up (8.9), see [62, Section 12]) the A∞-structure
equations will hold with the signs used here. F(M) is independent of all the choices
(Floer data, strip-like ends, perturbation data) made in its construction up to quasi-
equivalence, and indeed quasi-isomorphism acting trivially on the objects.
Remark 8.1. Suppose that X∞ does not contain rational curves (if X is an alge-
braic surface, this means that no irreducible component of X∞ is rational). Then
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one can use a wider class of almost complex structures, namely all those ωX-
compatible ones such that each irreducible component C ⊂ X∞ is an almost complex
submanifold. Similarly, in the inhomogeneous terms one can use Hamiltonian func-
tions on X whose values and first derivatives vanish on X∞. Instead of using (8.4)
to prevent solutions of Floer’s equation and its generalization from escaping into
X∞, one now argues as follows: if the solution stays inside M , its intersection
number with C is zero. The limit of a sequence of solutions has the same property,
and nonnegativity of intersection multiplicities shows that the limit is disjoint from
X∞ (more precisely, one thinks of a solution of (8.7) as a map u : S → S × X
which is pseudo-holomorphic for a suitable almost complex structure, and considers
its intersection with S ×X∞).
8b. Let M¯ be an affine Calabi-Yau manifold. Suppose that we have a ho-
momorphism ρ : π1(M¯) → Γ, where Γ is a finite abelian group, and its associated
finite covering M → M¯ . For any object L¯♭ of F(M¯) such that the composition
(8.10) π1(L¯) −→ π1(M¯) −→ Γ
is trivial, choose a lift L ⊂M . Once one has done that, the morphism spaces split
as
(8.11) CF ∗M¯ (L¯
♭
0, L¯
♭
1) =
⊕
γ∈Γ
CF ∗M¯ (L¯
♭
0, L¯
♭
1)γ ,
where the γ-summand consists of those x¯ ∈ C(L¯♭0, L¯
♭
1) whose unique lift x : [0, 1]→
M with x(0) ∈ L0 satisfies γ−1(x(1)) ∈ L1. Because each pseudo-holomorphic
polygon can be lifted to M , these splittings are compatible with the compositions.
This means that if we have objects L¯♭0, . . . , L¯
♭
d as before and choices of lifts, then
(8.12) CF ∗M¯ (L¯
♭
d−1, L¯
♭
d)γd ⊗ · · · ⊗ CF
∗
M¯ (L¯
♭
0, L¯
♭
1)γ1
µd
F(M¯)
−−−−→ CF ∗M¯ (L¯
♭
0, L¯
♭
d)γ1...γd .
For general nonsense reasons, this constitutes an action of the dual group Γ∗ =
Hom(Γ,C∗) on the full subcategory C¯ ⊂ F(M¯) of objects such that (8.10) is trivial.
Note that even though we have not represented the coverM as an affine Calabi-Yau
manifold, one can define F(M) as before, using a maximum principle argument (or
projection to M¯) to show that pseudo-holomorphic maps remain within a bounded
subset. The objects γ(L♭), for all γ ∈ Γ, then form a full subcategory C ⊂ F(M),
and one has
(8.13) C ∼= C¯ ⋊ Γ∗.
We know that C¯ ⋊Γ∗ comes with an algebraically defined action of Γ, and this can
be identified with the natural action of Γ by covering transformations on the left
hand side of (8.13).
Remark 8.2. One can also allow a finitely generated, but not necessarily finite,
abelian group Γ. For instance, if Γ = Z then Γ∗ = C∗. In this case, it may actually
be more intuitive to think of the action of Γ∗ on C¯ as a coaction of Γ, which means
as an additional grading on morphism spaces, which is homogeneous for the A∞-
compositions.
One can also approach the construction from the reverse point of view. Namely,
start with an affine Calabi-Yau manifold M together with a free action of Γ by
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Ka¨hler isometries. These should preserve the one-form θM as well as the holo-
morphic volume form, which ensures that these structures descend to M¯ = M/Γ.
One starts by defining C ⊂ F(M) to be the full subcategory consisting of those
Lagrangian submanifolds L such that
(8.14) γ(L) ∩ L = ∅ for all γ 6= e,
and then takes their images to be objects of C¯ ⊂ F(M¯), which again leads to the
relationship (8.13).
We will need also need another slightly more tricky construction. Take M and
an action of Γ as before, but where we drop the assumption that the action is free.
Suppose that we have a collection of objects (L♭i) of F(M) indexed by some set I,
which comes equipped with an action of Γ compatible with that on our objects.
Importantly, the Lagrangian submanifolds do not have to satisfy (8.14), and in fact
the action on the indexing set I does not have to be free. If C is the cohomology
level Fukaya category with objects (L♭i), then Γ acts on it in a canonical way. What
we want to have is an underlying equivariant cochain level category C.
Remark 8.3. It may be worthwhile to spell out part of the assumptions in more
detail. What we are given is an action of Γ on the indexing set I for our collection
of objects, so that γ(Li) = Lγ(i) and the gradings are preserved. Moreover, the
diffeomorphisms γ|Li must come with preferred isomorphisms of Spin structures,
compatible with the group law. The last-mentioned condition is definitely an addi-
tional restriction (even for a single manifold which has a group action and is Spin,
there are obstructions to making it equivariantly Spin). However, one case which
is unproblematic is the following one:
• Γ is cyclic.
• if γ(i) = i for some γ ∈ Γ and i ∈ I, then γ|Li is the identity.
Then the indexing set can be decomposed into orbits, each of which is a free orbit
for some (still cyclic) quotient of Γ. One can adjust the isomorphisms of Spin
structures at one step of each orbit so as to be compatible with the group action.
In principle, one can view the issue of constructing C as an equivariant transver-
sality problem, to which multivalued perturbation theory can be applied. However,
we can handle the necessary “averaging” purely algebraically, as follows. First,
note that if Γ acted freely on I there would be no problem: in that case, the action
of a nontrivial γ relates one moduli space (of holomorphic maps with boundary
on Li0 , . . . , Lid) to a different one (of maps with boundary on Lγ(i0), . . . , Lγ(id)).
The perturbation data for those two moduli spaces can be chosen independently,
so there are no issues of equivariant transversality. Note that this holds even if the
branes associated to two elements of I have the same underlying Lagrangian sub-
manifolds, as long as we distinguish between them as objects, hence allow different
choices of perturbation data.
This leads to the following formal trick for the general case. Given a collection
{Li}, let’s introduce the bigger indexing set I˜ = I × Γ, and the collection L♭i˜ = L
♭
i
for i˜ = (i, γ). The action of Γ on I˜ (by left multiplication on the second factor) is
always free, so we can define an equivariant version of the Fukaya category D with
objects L♭
i˜
, and carrying an action of Γ. On the cohomology level, D = H(D) comes
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with a functor F : D → C which forgets γ, and which is an equivalence compatible
with the group actions. Hence, one can apply Lemma 4.3 to produce the desired C.
8c. Let X be a projective Calabi-Yau surface (real dimension 4), and L ⊂
X a Lagrangian submanifold which admits a grading. An ωX -compatible almost
complex structure J is called regular with respect to L if there are no non-constant
J-holomorphic spheres, and no non-constant J-holomorphic discs with boundary
on L.
Lemma 8.4. Almost complex structures which are regular with respect to a given L
are dense within the set of all ωX-compatible almost complex structures.
Proof. Since c1(X) = 0, the virtual dimension of the space of unparametrized
J-holomorphic spheres at a point v is 4+2〈c1(X), [v]〉−6 = −2. Standard transver-
sality results tell us that for generic J , there are no J-holomorphic spheres that are
somewhere injective; and since any non-constant sphere is a multiple cover of a
somewhere injective one, there are no non-constant spheres at all. The argument
for discs goes along the same lines: because of the grading, the Maslov number
µ(w) of any disc in (X,L) vanishes, and the virtual dimension is
(8.15) 2 + µ(w) − 3 = −1.
Again, this shows that for generic J , there are no somewhere injective discs. The
decomposition theorem of Kwon-Oh [40] and Lazzarini [41] says that if there is
a non-constant J-holomorphic disc, there is also a somewhere injective one, which
implies the desired result. 
Objects of F(X) are rational Lagrangian branes
(8.16) L♯ = (L, α˜L, $L, λL, JL)
where L is an oriented Lagrangian submanifold of X with a grading α˜L and Spin
structure $L; λL is a covariantly constant multisection of the circle bundle of oX |L
of some degree dL ≥ 1; and JL is an ωX -compatible almost complex structure which
is regular with respect to L. For any pair of objects, we take a Floer datum
(8.17) (H, J) = (HL♯0,L
♯
1
, JL♯0,L
♯
1
)
as before, except that the conditions on the behaviour of H and J near X∞ are
omitted, and the following new requirements imposed instead: Jt must be equal
to JL0 , JL1 for t = 0, 1; and there should be no non-constant Jt-holomorphic
spheres for any t (this is still true generically, because the virtual dimension of
the parametrized moduli space is −1). Define the set C(L♯0, L
♯
1) as before; and for
any x : [0, 1] → X in that set, write A¯(x) = A¯(x(1)) for the mod Q action (6.2)
of x(1) as an intersection point of φ1H(L0) ∩ L1 (where we have used Remark 6.1
to equip φ1H(L0) with a flat multisection of oX). For any number r ∈ R/Q, we
define a one-dimensional ΛQ-vector space q
rΛQ whose elements are formal series
f(q) =
∑
m amq
m, with m running over all real numbers in r+ 1dZ for some natural
number d which depends on f , and am ∈ C vanishing for sufficiently negative m.
Write ΛQ,x for the quotient of qA¯
(x)ΛQ[or (x)] by the relation that the two elements
of or (x) sum to zero. Then the Floer cochain space is
(8.18) CF jX(L
♯
0, L
♯
1) =
⊕
x∈C(L♯0,L
♯
1)
I(x)=j
ΛQ,x.
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Denote by M1X(x0, x1) the space of solutions of Floer’s equation in X with limits
x0, x1 (this means we drop the previous assumption that the solutions stay in M).
As before, we require that this is regular, and in particular zero-dimensional in
the case I(x1) = I(x0) − 1. Take a solution u in such a zero-dimensional moduli
space, and let E(u) =
∫
‖∂su‖
2 ds dt > 0 be its energy. A version of (6.3) shows
that E(u) ∈ A¯(x0) − A¯(x1) + l.c.m.(dL0 , dL1)
−1Z, so that we get a well-defined
ΛQ-module map
(8.19) ± qE(u) : ΛQ,x1 −→ ΛQ,x0 .
The sign of this is determined by the induced bijection of orientation sets, as before.
Summing over all u and x0 yields (−1)I(x1) times the Floer differential µ1X(x1) in
F(X). The sum is no longer finite, but it gives a well-defined ΛQ-module map
by Gromov compactness; the basic point being that there is no bubbling off of
holomorphic discs or spheres, by assumption on the Floer datum. Denote the
resulting Floer cohomology by HF ∗X(L
♯
0, L
♯
1).
The definition of the higher order compositions is largely similar. One may use
only perturbation data (KS, JS) where JS = JLk over the boundary component
Ik ⊂ ∂S. It is no longer possible to avoid JS,z-holomorphic spheres for some values
of z ∈ int(S), but the argument from [30] shows that for a generic choice of JS ,
these spheres will never occur as bubbles in the Gromov compactification of the
spaces MdX(x0, . . . , xd) as long as these are of dimension ≤ 1, which is all that we
will ever use. Equation (8.8) still holds if we replace all the actions by their mod
Q counterparts. We define the contribution of a point (S, u) in a zero-dimensional
moduli space MdX(x0, . . . , xd) to µ
d
X to be
(8.20) ± qE(u)−
∫
S
u∗(dKS+
1
2{KS ,KS}) : ΛQ,xd ⊗ · · · ⊗ ΛQ,x1 −→ ΛQ,x0 ,
with the sign again depending on (8.9). There is a uniform bound for the
∫
S
term.
This, together with Gromov compactness, ensures that the sum is a well-defined
ΛQ-multilinear map.
Remark 8.5. The choice of λL serves only to fix the action: the Floer cohomology
groups for different choices are isomorphic in an obvious way, by multiplication
with qm for some m ∈ Q. In particular, changing λL does not affect the quasi-
isomorphism class of the resulting object in F(X).
8d. Take X as before, but now equipped with a section σX,∞ of oX whose
zero set X∞ is a reduced divisor with normal crossings, so that M = X \X∞ is an
affine Calabi-Yau surface. Following Remark 8.1, we also assume that X∞ has no
rational components. The objects of the relative Fukaya category F(X,X∞) are a
mixture of the two previously introduced classes, (8.1) and (8.16). One considers
relative Lagrangian branes
(8.21) L♮ = (L, α˜L, $L, JL)
where (L, α˜L, $L) is an exact Lagrangian brane in M ; and JL is an ωX -compatible
almost complex structure on X such that each component of X∞ is an almost
complex submanifold, and which is regular with respect to L. The restriction
on JL|X∞ does not interfere with the regularity theory for somewhere injective
pseudo-holomorphic spheres v : S2 → X , since v−1(X∞) is necessarily a finite
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set, while the set of somewhere injective points is open; and the same applies to
pseudo-holomorphic discs. For any two objects, choose a Floer datum
(8.22) (H, J) = (HL♮0,L
♮
1
, JL♮0,L
♮
1
)
such that H ∈ C∞([0, 1] × X,R) vanishes along [0, 1] × X∞, along with its first
derivative; and Jt|X∞ makes the components of X∞ almost complex. In addition,
we assume that Jk = JLk for k = 0, 1, and that there are no non-constant Jt-
holomorphic spheres for any t.
We have the usual set C(L♮0, L
♮
1) of H-trajectories joining L0 to L1 (these are
all contained in M , since the Hamiltonian vector field of H vanishes on X∞), and
for x in that set we define ΛN,x in the same way as Cx, just using ΛN instead of C
as the ground ring. The Floer cochain space in F(X,X∞) is
(8.23) CF jX,X∞(L
♮
0, L
♮
1) =
⊕
x∈C(L♮0,L
♮
1)
I(x)=j
ΛN,x.
For the Floer differential, each u ∈M1X(x0, x1) contributes with ±q
u·X∞ : ΛN,x1 →
ΛN,x0. This makes sense for a single u since the number u ·X∞ is nonnegative; a
version of (6.7) and Gromov compactness tell us that the sum over all u gives
rise to a well-defined map µ1X,X∞ . Denote the resulting Floer cohomology by
HF ∗X,X∞(L
♮
0, L
♮
1). The definition of the higher order compositions works in the
same way, and we will therefore omit the details.
Remark 8.6. Let X, X ′ be two Calabi-Yau surfaces, with sections σX,∞, σX′,∞ of
their ample line bundles oX , oX′ which define reduced divisors with normal cross-
ings, having no rational components. Suppose that there is a symplectic isomor-
phism
(8.24) φ : (X,X∞) −→ (X
′, X ′∞)
with the following additional properties: Hom(oX , φ
∗oX′) is the trivial flat line
bundle, and over M = X \ X∞, its covariantly constant sections lie in the same
homotopy class of nowhere zero sections as φ∗σX′,∞/σX,∞. Moreover, under the
isomorphism (unique up to homotopy) KX ∼= φ∗KX′ induced by deforming the
almost complex structure on X to the pullback of the one from X ′, the nowhere zero
sections ηX and φ
∗ηX′ are homotopic. Then, by suitably choosing the Floer and
perturbation data, one can define an induced quasi-isomorphism of A∞-categories
over ΛN,
(8.25) φ∗ : F(X,X∞)→ F(X
′, X ′∞).
In the case where H1(X) = 0, all the additional conditions imposed on φ are auto-
matically satisfied, for the same reasons as in Remark 6.5.
8e. We need to discuss the formal relations between the different kinds of
Fukaya categories introduced above. Let X be a Calabi-Yau surface with a suitable
section σX,∞, so that F(M), F(X) and F(X,X∞) are all defined.
Proposition 8.7. Consider C as a ΛN-module in the obvious way, with q acting
trivially. Then the C-linear A∞-category obtained from F(X,X∞) by reduction of
constants, F(X,X∞)⊗ΛN C, is quasi-equivalent to F(M).
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Proposition 8.8. Consider ΛQ ⊃ ΛN as a ΛN-module in the obvious way. Then
the ΛQ-linear A∞-category obtained from F(X,X∞) by extension of constants,
F(X,X∞) ⊗ΛN ΛQ, is quasi-equivalent to a full A∞-subcategory of F(X). That
subcategory consists of all those L♯ such that L ∩X∞ = ∅, oX |L is the trivial flat
bundle, and its covariantly constant sections lie in the same homotopy class as
σX,∞|L.
Both statements are essentially obvious. For Proposition 8.7, one notices that
setting q = 0 means that we count only those solutions of Floer’s equation or its
generalization which have zero intersection number with, hence are disjoint from,
X∞. Then, the only difference between F(M) and F(X,X∞) ⊗ΛN C is that the
latter category has more objects, consisting of the same exact Lagrangian brane
with different choices of JL. However, all these objects are quasi-isomorphic, whence
the quasi-equivalence. For Proposition 8.8 one has to choose a function KL, dKL =
θM |L, for each exact Lagrangian brane in M . The associated object in F(X) then
carries the multisection λL from (6.4), and one identifies
(8.26) CF ∗X,X∞(L
♮
0, L
♮
1)⊗ΛN ΛQ
∼=
−→ CF ∗X(L
♯
0, L
♯
1)
by using the map qA(x) : ΛN,x ⊗ΛN ΛQ → ΛQ,x on each one-dimensional subspace.
The compositions in the two categories are based on the same moduli spaces, and
the fact that the weights used to count solutions correspond under (8.26) is a
consequence of (6.7) and a suitable generalization. Clearly, F(X,X∞) ⊗ΛN ΛQ is
not all of F(X), since only the objects which are exact Lagrangian submanifolds in
M occur.
8f. While the basic properties of affine Fukaya categories are quite simple,
the relative and projective versions reserve some small surprises. These are all
covered by the powerful general theory from [19], but we prefer a more elementary
approach. The relative situation is the more important one for the arguments later
on, and we will consider it primarily, and then add some discussion of the projective
case. We work on a fixed affine Calabi-Yau surface M = X \ X∞, which is such
that X∞ has no rational components.
As a concrete consequence of Proposition 8.7, we have the following. Let L♮0, L
♮
1
be two objects of F(X,X∞), and L♭0, L
♭
1 the associated objects of F(M). The q-
adic filtration gives rise to a spectral sequence converging to HF ∗X,X∞(L
♮
0, L
♮
1), and
whose starting term is
(8.27) Ers1 =
{
HF r+sM (L
♭
0, L
♭
1) r ≥ 0,
0 otherwise.
The differentials are compatible with the action of q ∈ ΛN, which is the obvi-
ous map Ers1 → E
r+1,s
1 (zero if r < 0, and the identity otherwise). We will be
particularly interested in the case where L♭0 and L
♭
1 are isotopic in M (as exact
Lagrangian submanifolds, compatibly with the grading and Spin structure), hence
quasi-isomorphic in F(M). Then (8.27) specializes to
(8.28) Ers1 =
{
Hr+s(L0;C) r ≥ 0,
0 otherwise.
(Of course, one could substitute Hr+s(L1;C) instead, since the two cohomologies
are identified through the isotopy).
62 CONTENTS
Lemma 8.9. For any object of the relative Fukaya category, there is a canonical
isomorphism of graded rings, HF ∗X,X∞(L
♮, L♮) ∼= H∗(L; ΛN).
This can be derived from our requirement that there should be no pseudo-
holomorphic discs for the almost complex structure JL, by following the argument
pioneered (in the case of Hamiltonian Floer cohomology) by Piunikhin-Salamon-
Schwarz [50], or alternatively by Morse-Bott type techniques going back to [53].
Lemma 8.10. A graded Lagrangian sphere in M gives rise to an object of F(X,X∞)
which is unique up to quasi-isomorphism. Moreover, spheres that are isotopic (com-
patibly with gradings) in M yield quasi-isomorphic objects.
Proof. Let L♮0, L
♮
1 be two objects of F(X,X∞) obtained from the same graded
Lagrangian sphere L. The differentials in the spectral sequence starting with (8.28)
are necessarily zero, which implies that 1 ∈ H0(L;C) survives to yield a (non-
unique) element of HF 0X,X∞(L
♮
0, L
♮
1). The multiplicative structure of the spectral
sequence (8.27) shows that for any other L♮2, the map
(8.29) HF ∗X,X∞(L
♮
1, L
♮
2) −→ HF
∗
X,X∞(L
♮
0, L
♮
2)
given by right composition with our element is an isomorphism. The same holds
for composition on the other side, which implies that our element is a quasi-
isomorphism. The same reasoning applies if the graded Lagrangian spheres un-
derlying L♮0 and L
♮
1 are merely isotopic. 
Lemma 8.11. Consider a Lagrangian isotopy (Lr)0≤r≤1 in M , such that each Lr
is exact. On the total space Λ =
⋃
r{r} × Lr of the isotopy, we want to have a
Spin structure and a family of gradings. Suppose that there is a family (Jr)0≤r≤1
of almost complex structures, within the general class from Remark 8.1, such that
Jr is regular for Lr. Together with the previous data, this turns our Lagrangian
submanifolds into objects (L♮r) of F(X,X∞). Then, L
♮
0 is quasi-isomorphic to L
♮
1.
Sketch of proof. The difference between this and the previous argument is
that we will define the isomorphism
(8.30) [e(L♮r)] ∈ HF
0
X,X∞(L
♮
0, L
♮
1)
geometrically, instead of deriving its existence from algebraic arguments (this has
the added advantage that the outcome is actually unique).
Suppose for simplicity that L0, L1 intersect transversally. Take the closed upper
half plane S (with coordinate z). We consider it as a once-punctured disc, with
strip-like end
(8.31)
ǫS : R
≤0 × [0, 1] −→ S,
ǫS(s, t) = − exp(π(−s− it)).
Fix a function ψ : R → [0, 1] with ψ(z) = 0 for z ≤ −1, ψ(z) = 1 for z ≥ 1. We
consider an inhomogeneous ∂¯-equation with moving boundary conditions,
(8.32)

u : S −→ X,
u(z) ∈ Lψ(z) for z ∈ R = ∂S,
du + JS,u(z),z ◦ du ◦ i = YS,u(z),z + JS,u(z),z ◦ YS,u(z),z ◦ i,
lims→−∞ u(ǫS(s, ·)) = x ∈ L0 ∩ L1.
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Here, the family JS of almost complex structures satisfies JS,z = Jψ(z) along the
boundary, and as usual JS,ǫS(s,t) depends only on t. The inhomogeneous term Y
is obtained from a KS as in (8.7), where the precise requirements are as follows:
KS and its first derivatives should vanish at all points of X∞; next, KS vanishes
altogether on the strip-like ends; finally, if ∂z ∈ Tz(∂S) stands for the standard
vector tangent to the boundary at z ∈ R = ∂S, then KS,z(∂z)|Lψ(z) is the function
(unique up to a constant) that describes the infinitesimal Lagrangian deformation
∂zLψ(z); see [62, Section 8k] for more details. As in (8.8), the energy of a solution u
equals the intersection number u ·X∞ up a uniformly bounded error, more precisely
we have
(8.33)
E(u)−
∫
S
u∗(dKS +
1
2{KS,KS})
=
∫
S
u∗ωX − d(u∗KS)
= A(x) + u ·X∞.
Each isolated regular solution yields a preferred element of or (x). One adds up
these elements, with weights qu·X∞ , to define the cocycle e(L♮r) underlying (8.30).
For the rest of the proof, there are several (related but slightly different) strate-
gies. One can consider the reverse isotopy, and show (by a gluing and deformation
argument) that the resulting class in HF 0X,X∞(L
♮
1, L
♮
0) is the inverse of (8.30). Or
one can consider the maps (8.29) given by multiplication with (8.30), and show
that these are continuation maps, hence isomorphisms. Finally, it is also an option
to consider the truncation of e(L♮r) to q = 0, show that that is a quasi-isomorphism
in F(M), and then argue as in Lemma 8.10. 
The assumption made in Lemma 8.11, that all the Jr are regular, is not generic:
while a single almost complex structure will generically admit no nonconstant
pseudo-holomorphic discs of Maslov index zero, these can no longer be avoided
in one-parameter families, as one can see from (8.15). For a fixed (graded) La-
grangian submanifold L, the space of all almost complex structures is divided into
chambers by codimension one walls consisting of non-regular ones (because there is
an infinite number of homotopy classes of discs, there is potentially an infinite num-
ber of walls, which may be everywhere dense). Crossing a wall generally changes
the isomorphism type of the object associated to L, in a way which is equivalent
to turning on a ΛN-local system. A general discussion of this phenomenon involves
dealing with multiply covered discs, hence requires the methods of [19]. However,
there is a weaker result that is more easily accessible:
Lemma 8.12. In the situation of Lemma 8.11, suppose that J0 is regular for L0, J1
is regular for L1, but that the other Jr only have the following partial regularity prop-
erty, for some positive integer N : any Jr-holomorphic sphere, or Jr-holomorphic
disc with boundary on Lr, satisfies u ·X∞ ≥ N . Then L
♮
0, L
♮
1 are quasi-isomorphic
in F(X,X∞)⊗ΛN C[q]/q
N .
To prove that, one goes through the proof of Lemma 8.11, noting that wher-
ever there is a breakdown of compactness due to bubbling, the error term in the
associated algebraic equation (for instance, the equation which says that counting
solutions of (8.32) yields a cocycle in the Floer complex) comes with a power of at
least qN .
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Let’s turn to the Fukaya category of X itself. Some of the arguments above
(notably Lemmas 8.9 and 8.11) carry over to that context without any issues. There
is no exact analogue of the filtration by intersection number used in steps like (8.27),
but filtrations by energy can often serve as replacements (requiring a little more
delicacy in the details). For later use, we record one application of that technique,
which involves “local Floer cohomology” (there are many previous uses of this in
the literature, see e.g. [53]).
Take two objects L♯0, L
♯
1 of F(X) which intersect transversally. Fix d such
that λ⊗dL0 is single-valued. We will assume that our two Lagrangian submanifolds
are sufficiently close in the following sense. There is an H ∈ C∞(X,R) whose
Hamiltonian flow (φrH) satisfies L1 = φ
1
H(L0), and such that:
• |H(x)| < d−1/4 for all x;
• The differential dH vanishes at every point of L0 ∩ L1.
(For a fixed L0, one can fulfil these conditions as long as L1 is C
1-close to L0, by
writing L1 as a graph in a symplectic tubular neighbourhood of L0). Moreover,
the isotopy Lr = φ
r
H(L0) should be compatible with the choices of Spin structure,
grading, and covariantly constant multisections λL0 , λL1 (see Remark 6.1). In
particular, λ⊗dL1 is again single-valued.
Each intersection point x ∈ L0 ∩L1 is a stationary point of φrH . Moreover, the
action A¯(x) ∈ R/d−1Z has a preferred real-valued lift A(x) = −H(x). This means
that one can write
(8.34) CF ∗X(L
♯
0, L
♯
1)
∼= CF ∗X,+(L
♯
0, L
♯
1)⊗Λd−1N ΛQ,
where Λd−1N is the ring of formal power series in q
1/d, and CF ∗X,+(L
♯
0, L
♯
1) is a free
graded module over that ring with one generator (up to the usual sign issues) for
each x. The map from right to left in (8.34) multiplies the generator corresponding
to an intersection point x with qA(x). There is a differential on CF ∗X,+(L
♯
0, L
♯
1)
which corresponds to the standard Floer differential under (8.34): it counts Floer
trajectories u asymptotic to x0, x1 ∈ L0 ∩ L1 with powers
(8.35) qE(u)+A(x1)−A(x0).
One knows that E(u) + A(x1) − A(x0) ∈ d−1Z, that E(u) > 0, and that A(x1) −
A(x0) > −d−1/2. This is why all of the powers (8.35) are nonnegative. We denote
the cohomology of CF ∗X,+(L
♯
0, L
♯
1) by HF
∗
X,+(L
♯
0, L
♯
1). Local Floer cohomology is
obtained from this by considering only the q0 term, which counts trajectories with
“small energy” E(u) < d−1/2: formally,
(8.36) HF∗X,local(L
♯
0, L
♯
1)
def
= H∗(CF ∗X,+(L
♯
0, L
♯
1)⊗Λd−1N C).
There are also groups HF ∗X,+(L
♯
k, L
♯
k) and HF
∗
X,local(L
♯
k, L
♯
k) for k = 0, 1, which
are best defined using Morse-Bott methods (it is possible to use small Hamiltonian
perturbations instead, but that has to be done carefully in order to preserve the
necessary energy bounds). For those, it is easy to show as in Lemma 8.9 that they
are canonically isomorphic to H∗(Lk; Λd−1N) and H
∗(Lk;C), respectively. Finally,
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we have products
(8.37)
HF∗X,+(L
♯
1, L
♯
1)⊗HF
∗
X,+(L
♯
0, L
♯
1) −→ HF
∗
X,+(L
♯
0, L
♯
1),
HF∗X,+(L
♯
0, L
♯
1)⊗HF
∗
X,+(L
♯
0, L
♯
0) −→ HF
∗
X,+(L
♯
0, L
♯
1),
HF∗X,+(L
♯
1, L
♯
0)⊗HF
∗
X,+(L
♯
0, L
♯
1) −→ HF
∗
X,+(L
♯
0, L
♯
0),
plus their analogues for HF ∗X,local , and the same with the roles of L
♯
0 and L
♯
1 re-
versed. These products are associative (note that, while the definition of (8.34)
only required |H(x)| < d−1/2, associativity uses the full strength of the bound we
have imposed).
Lemma 8.13. HF ∗X,local(L
♯
0, L
♯
1)
∼= H∗(L0;C).
Sketch of proof. Consider solutions of an appropriate equation (8.32) for
the isotopy (Lr), and count them with powers
(8.38) qE(u)−
∫
S u
∗(dKS +
1
2{KS,KS})−A(x).
By a careful choice of KS based on our given H , one can ensure that the curvature
term satisfies
(8.39)
∣∣∣∫S u∗(dKS + 12{KS ,KS})∣∣∣ < d−1/4.
In parallel with (8.35), this shows that the exponents (8.38) are nonnegative. The
outcome is a cochain in CF ∗X,+(L
♯
0, L
♯
1). Because of bubbling, this is not a cocycle.
However, its lowest energy (q0) term is a cocycle mod higher powers of q, hence
gives rise to a class
(8.40) [e(L♯r),local ] ∈ HF
0
X,local(L
♯
0, L
♯
1).
The rest follows the same strategy as in Lemma 8.11: one introduces the corre-
sponding class for the reverse isotopy, and shows that their product in either order
is the identity map in each group HF ∗X,local(L
♯
k, L
♯
k). The rest then follows from
associativity of the product. 
Lemma 8.14. A graded Lagrangian sphere in X gives rise to an object of F(X)
which is unique up to quasi-isomorphism. More generally, spheres that are isotopic
(compatibly with gradings) yield quasi-isomorphic objects.
Proof. It is sufficient to show that, given some sphere L♯0, any sphere L
♯
1 which
has transverse intersection with L♯0 and is sufficiently C
1-close (including grading)
yields a quasi-isomorphic object. Lemma 8.13 applies, and the spectral sequence
associated to the q1/d-adic filtration of CF ∗X,+(L
♯
0, L
♯
1) then necessarily degenerates,
leading to HF ∗X,+(L
♯
0, L
♯
1)
∼= H∗(L0; Λd−1N) and hence HF
∗
X(L
♯
0, L
♯
1)
∼= H∗(L0; ΛQ).
An argument along the same lines shows that if we take any class in HF 0X,+(L
♯
0, L
♯
1)
whose reduction to q = 0 is (8.40), then its image in HF0X(L
♯
0, L
♯
1) is a quasi-
isomorphism in F(X). 
This was the analogue of Lemma 8.10, based (as promised) on filtrations by
energy rather than intersection number. There is also an analogue of Lemma 8.12,
which goes as follows:
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Lemma 8.15. In the situation of Lemma 8.13, suppose that there is some positive
N ∈ d−1N and a family (Jr)0≤r≤1 of almost complex structures interpolating be-
tween JL0 and JL1 , such that: every Jr-holomorphic sphere, or Jr-holomorphic disc
with boundary on Lr, has energy ≥ N . Then
(8.41) H(CF ∗X,+(L
♯
0, L
♯
1)⊗Λd−1N C[q
1/d]/qN ) ∼= H∗(L0;C[q
1/d]/qN).

8g. Our next task is to derive a geometric criterion for the nontriviality of
the deformation given by the relative Fukaya category. We will explain how to do
this, at least in principle, by starting with a Lagrangian submanifold which does
intersect the divisor at infinity, and then pushing it off that divisor in different
ways.
Suppose that we have a Lagrangian surface L1/2 ⊂ X which is disjoint from the
singular locus of X∞, and such that the intersection Z = L1/2 ∩ X∞ is a smooth
one-dimensional manifold. Fix a function H ∈ C∞(X,R) such that the restriction
H |L1/2 is Morse, and its gradient (formed with respect to the restriction of the
Ka¨hler metric to L1/2) is transverse to Z. Note that ∇(H |L1/2) equips Z with a
co-orientation, hence associates to it a Poincare´ dual class z ∈ H1(L1/2;R). We
will assume that H is small (by multiplying it with a small nonzero constant if
necessary). Write L0 and L1 for the surfaces obtained from L1/2 by flowing along
the flow of H with time −1/2 (for L0) and +1/2 (for L1). The assumptions on
∇(H |L1/2) ensure that L0 and L1 are contained in M . Moreover,
(8.42) L0 ∩ L1 = Crit(H |L1/2).
Lemma 8.16. Under the identifications H1(L0;R) ∼= H1(L1/2;R) ∼= H
1(L1;R), we
have
(8.43) [θM |L1]− [θM |L0] = z.
Proof. Take a one-cycle c on L1/2, and let c0, c1 be the corresponding cycles
in the pushoff surfaces L0, L1. There is a two-cycle C in Λ (here, Λ is the domain
of the obvious isotopy from L0 to L1) with boundary c1 − c0, and whose inter-
section number with X∞ is −z(c). On the other hand, because our isotopies are
Hamiltonian, we know that
(8.44) 0 =
∫
C ωX =
∫
c1
θM −
∫
c0
θM + (C ·X∞). 
Remark 8.17. There is a slight variation which will be useful at one point later
on. Namely, suppose that we have another Hamiltonian H˜, with its associated
cohomology class z˜ and Lagrangian submanifolds L˜k, obtained from the same L1/2.
Then
(8.45)
[θM |L˜1]− [θM |L1] =
1
2 (z˜ − z),
[θM |L˜0]− [θM |L0] =
1
2 (z − z˜).
The formula (8.43) can be recovered from this by setting H˜ = −H. Note that z˜ and
z have the same mod 2 reduction, hence the right hand side of (8.45) is integral.
From now on, we impose:
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Assumption 8.18. L0 and L1 are exact in M .
Since L0 and L1 are Hamiltonian perturbations of L1/2, the exactness of either
one requires that the flat vector bundle oX |L1/2 is trivial, hence in particular that
L1/2 is rational. The exactness of both L0 and L1 implies that z = 0, by Lemma
8.16. Hence, we can choose a bounding cochain B for the underlying cocycle Z.
Concretely, B is a locally constant function on L1/2 \ Z which jumps by ±1 when
crossing any component of Z (with the sign determined by co-orientation).
Lemma 8.19. There is a choice of primitives KLk for θM |Lk such that the action
of any point x ∈ L0 ∩ L1 is
(8.46) A(x) = B(x)−H(x).
Proof. Take a path c : R → L1/2 whose limits lims→−∞ c(s) = x0 and
lims→∞ c(s) = x1 are critical points of H |L1/2. By moving that path around
using the flow of H , we get a map u : R × [0, 1] −→ M such that u(s, 0) ∈ L0,
u(s, 1) ∈ L1, and with the same asymptotic behaviour. As in the proof of Lemma
8.16, we have u · X∞ = −Z · c. Because of the way in which u is constructed, we
have
(8.47)
∫
R×[0,1]
u∗ωX =
∫
R
dH(c′(s)) ds = H(x1)−H(x0).
On the other hand, by (6.7) the same integral can be written as
(8.48)
∫
R×[0,1]
u∗ωX = A(x0)−A(x1) + (u ·X∞)
= A(x0)−A(x1)− (Z · c) = A(x0)−B(x0)−A(x1) +B(x1).
Comparing the two expressions shows that (8.46) holds up to a constant indepen-
dent of x. One can modify KL0 or KL1 to make that constant equal to zero. 
The specific situation we are interested in is when
(8.49) L1/2 ∼= S
1 × S1, Z = {1/4, 3/4}× S1.
Choose the function H so that ∂pH |{1/4}×S1 < 0 and ∂pH |{3/4}×S1 > 0, where
(p, q) are the coordinates on L1/2. In particular, z = 0, and the function B can be
taken to be B(p, q) = 0 for p ∈ (1/4, 3/4), B(p, q) = 1 for p ∈ (−1/4, 1/4). We also
need to choose auxiliary data as follows. L1/2 should come with a grading and Spin
structure, which are then inherited by L0 and L1. Moreover, we choose a family
(Jr)0≤r≤1 of almost complex structures (as in Remark 8.1) such that:
• J0 is regular for L0, and J1 is regular for L1;
• Every Jr-holomorphic sphere, or Jr-holomorphic disc with boundary on
Lr, has energy ≥ 2.
These conditions can be easily satisfied by first choosing J1/2 generically, and then
taking a small perturbation of the constant family (assuming that H is chosen
sufficiently small as well).
Let’s first consider our two pushoffs as objects L♭0, L
♭
1 of F(M). Each point of
(8.42) lies either in (1/4, 3/4)× S1 or in (−1/4, 1/4)× S1, and we correspondingly
write
(8.50) CF ∗M (L
♭
0, L
♭
1) = CF
∗
M (L
♭
0, L
♭
1)(0) ⊕ CF
∗
M (L
♭
0, L
♭
1)(1),
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A priori, this is a splitting of graded vector spaces, not necessarily compatible with
the differential. Lemma 8.19 shows that the critical points contributing to the first
summand have action A(x) ≈ 0, and those for the second summand have action
A(x) ≈ 1. Hence, CF ∗M (L
♭
0, L
♭
1)(1) is in fact a subcomplex, and CF
∗
M (L
♭
0, L
♭
1)(0)
can be equipped with the induced quotient differential.
Lemma 8.20. As graded vector spaces,
(8.51)
H∗(CF ∗M (L
♭
0, L
♭
1)(0))
∼= H∗(S1;C)[−1],
H∗(CF ∗M (L
♭
0, L
♭
1)(1))
∼= H∗(S1;C),
HF ∗M (L
♭
0, L
♭
1)
∼= H∗(S1;C)[−1]⊕H∗(S1;C).
Proof. By a continuation map argument, one can show that all the coho-
mology groups under consideration are independent of the particular choice of H ,
within the overall class introduced above. In fact, we may slightly extend that class
by allowing the function to be Morse-Bott, and then use such a function with two
critical circles C(0) ⊂ (1/4, 3/4)×S
1 and C(1) ⊂ (−1/4, 1/4)×S
1, whose Morse in-
dex is 1 and 0, respectively (this choice of Morse indices is made necessary because
of the previously imposed requirement on ∂pH |Z). The first two parts of (8.51)
then reproduce the cohomology of those circles, with the degree shift coming from
the Morse index. For the last part, note that by construction, we have a long exact
sequence
(8.52) · · · → H∗(CF ∗M (L
♭
0, L
♭
1)(1))
∼= H∗(S1;C)[−1] −→ HF ∗M (L
♭
0, L
♭
1)
−→ H∗(CF ∗M (L
♭
0, L
♭
1)(0))→ · · ·
The previous computations show that the connecting map for this sequence is nec-
essarily zero (for degree reasons). 
Lemma 8.21. The product
(8.53) HF 0M (L
♭
0, L
♭
1)⊗HF
2
M (L
♭
0, L
♭
0) −→ HF
2
M (L
♭
0, L
♭
1).
vanishes.
Proof. This is easiest if one thinks of this as being given by the quantum cap
action of HF 2M (L
♭
0, L
♭
0)
∼= H2(L0;C) on HF
∗
M (L
♭
0, L
♭
1). This quantum cap action
is defined (roughly speaking) by fixing a generic point in L0, and counting Floer
trajectories whose boundary goes through that point. For action reasons, any
such Floer trajectory u has limits lims→−∞ u(s, ·) ∈ C(1), lims→+∞ u(s, ·) ∈ C(0).
However, the dimension of the space of such trajectories up to translation is −1,
hence it is empty (the same argument has appeared before when showing that
(8.52) has zero connecting map, but here we have spelled it out in more concrete
terms). 
Let’s look at the same Lagrangian submanifolds as objects L♮0, L
♮
1 of F(X,X∞).
In parallel with (8.50), write
(8.54) CF ∗X,X∞(L
♮
0, L
♮
1) = CF
∗
X,X∞(L
♮
0, L
♮
1)(0) ⊕ CF
∗
X,X∞(L
♮
0, L
♮
1)(1),
which is a splitting of graded ΛN-modules but not of chain complexes. A third possi-
ble viewpoint is to look at the associated objects L♯0, L
♯
1 of F(X). This is important
because in that sense, they are small perturbations of each other, allowing one to
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use the formalism from (8.34) (where d = 1), with its chain complex of ΛN-modules
CF ∗X,+(L
♯
0, L
♯
1). In fact, that complex is almost the same as CF
∗
X,X∞(L
♮
0, L
♮
1), with
the difference lying in the bookkeeping of powers of q, as expressed in Lemma 8.19.
The precise relationship is that
(8.55)
CF ∗X,+(L
♯
0, L
♯
1)
∼= qCF ∗X,X∞(L
♮
0, L
♮
1)(0) ⊕ CF
∗
X,X∞(L
♮
0, L
♮
1)(1)
⊂ CF ∗X,X∞(L
♮
0, L
♮
1),
as chain complexes of ΛN-modules. As a consequence, for each N we have a com-
mutative diagram
(8.56) H∗(CF ∗X,+(L
♯
0, L
♯
1)⊗ΛN C[q]/q
N−1)

q
++
H∗(CF ∗X,X∞(L
♮
0, L
♮
1)⊗ΛN C[q]/q
N−1)

H∗(CF ∗X,+(L
♯
0, L
♯
1)⊗ΛN C[q]/q
N).
The top ↓ is induced by the inclusion of the subcomplex (8.55), and the second one
by multiplication with q, which lands in the same subcomplex.
Lemma 8.22. The product
(8.57)
H0(CFX,X∞(L
♮
0, L
♮
1)⊗ΛN C[q]/q
2)
⊗C[q]/q2 H
2(CFX,X∞(L
♮
0, L
♮
0)⊗ΛN C[q]/q
2)

H2(CFX,X∞(L
♮
0, L
♮
1)⊗ΛN C[q]/q
2)
is nonzero.
Proof. As before, it is more convenient to think of this product as being
given by the quantum cap action of H2(L0;C) on the Floer cohomology of the pair
(L0, L1). The isomorphism from Lemma 8.13 carries the quantum cap action into
the ordinary ring structure on the cohomology of L0. In particular, it follows that
H2(L0;C) acts nontrivially on HF
∗
X,local(L
♯
0, L
♯
1). Next, as a consequence of Lemma
8.15, one sees that the map
(8.58) HF∗X,local(L
♯
0, L
♯
1)
= // H∗(CF ∗X,+(L
♯
0, L
♯
1)⊗ΛN C)
q

H∗(CF ∗X,+(L
♯
0, L
♯
1)⊗ΛN C[q]/q
2)
is injective. By going through the N = 2 case of (8.56), it follows that H2(L0;C)
also acts nontrivially on H∗(CF ∗X,X∞(L
♮
0, L
♮
1)⊗ΛN C[q]/q
2). 
We can now apply Lemma 3.11 (with Y0 = L
♭
0[−2], Y1 = L
♭
0 and Y2 = L
♭
1) to
conclude:
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Corollary 8.23. Suppose that there is a graded Lagrangian torus S1 × S1 ∼=
L1/2 ⊂ X which is disjoint from the singularities of X∞, and which satisfies L1/2∩
X∞ = {1/4, 3/4} × S1. Suppose in addition that the tori L0, L1 ⊂ M obtained
by pushing L1/2 off X∞ in the way explained above are exact. Then the relative
Fukaya category F(X,X∞), seen as a deformation of A∞-categories, gives rise to
a nonzero deformation class in HH 2(F(M),F(M)). 
Remark 8.24. To summarize the argument above, it is instructive to briefly digress
to the toy model situation one dimension lower. Take X to be an elliptic curve,
and X∞ an ample divisor consisting of two points. Then L1/2 ∼= S
1 would be
a non-contractible simple closed curve going through both points of X∞, or more
concretely with L1/2 ∩X∞ = {1/4, 3/4}. The pushoffs L0, L1 are drawn in Figure
2. One can arrange that L0 ∩ L1 = {x(0), x(1)} consists of two points with Maslov
indices 1 and 0, respectively.
There are two obvious Floer trajectories (holomorphic disc with two corners)
with small energy E(u) ≈ 0, connecting x(1) to x(0), and each of them intersects
X∞ exactly once. In view of (6.7), this shows that if we consider L0 and L1 as
exact Lagrangian submanifolds in M = X \X∞, then
(8.59) A(x(0))−A(x(1)) = E(u)− u ·X∞ ≈ −1.
After shifting the action by a constant, we may assume that A(x(0)) ≈ 0, A(x(1)) ≈
1, exactly as in our previous discussion. If we adopt the formalism from (8.34),
our two Floer trajectories contribute ±q0 to the differential on CF ∗X,+(L
♯
0, L
♯
1) (the
signs are opposite, so the contributions actually cancel out). On the other hand,
the contributions of the same trajectories to the differential in F(X,X∞) are ±q1,
because of the intersection number. The difference between these two weights ex-
plains (8.52). For the same reason, the two trajectories do not contribute to the
quantum cap action of H1(L0;C) on HF
∗
M (L
♭
0, L
♭
1), which is in fact zero; but they
do contribute to the corresponding action on HF ∗X,local(L
♯
0, L
♯
1), which is nonzero,
leading to the analogue of Lemma 8.22.
9. Computations in Fukaya categories
To effect the link between symplectic geometry and homological algebra, we
basically rely on two tools. The first is the correspondence between Dehn twists
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and algebraic twists, which is a reformulation of the long exact sequence in Floer
cohomology. The version in the literature [61, 62] is for the exact or affine situation,
but as will be outlined below, the proof can be easily adapted to the projective and
relative cases. Our second tool is a dimensional induction machine based on the
notion of matching cycle, developed in [62, Chapter 3]; this is strictly limited to
Lefschetz fibrations with base C, which is the reason why affine varieties appear
in this paper at all. We will treat dimensional induction as a black box, stating
its properties in an axiomatic way only; ultimately it is again an application of
the long exact sequence, but the way in which this works is too complicated to be
summarized briefly.
9a. Let M be an affine Calabi-Yau of dimension n > 1, and L ⊂ M a La-
grangian sphere. Equip it with a grading and the unique Spin structure, making it
into an object L♭ of F(M). Let τL be the Dehn twist along L, and τ˜L its canonical
grading (again, there is the small matter of framing, which we ignore). Consider
also the algebraic twist TL♭ along L
♭, acting on objects of DbF(M). Let L♭1 be
any exact Lagrangian brane, with underlying Lagrangian submanifold L1. Clearly
τ−1L (L1) carries an induced brane structure, making it into an object τ˜
−1
L (L
♭
1) of
the Fukaya category. Then
Proposition 9.1. TL♭(τ˜
−1
L (L
♭
1)) is isomorphic to L
♭
1 in D
bF(M).
On the algebraic side, this is an application of Lemma 2.7, where W is an
(arbitrary) other exact Lagrangian brane L♭0. We need to explain how a suitable
moduli space setup provides the necessary pair (k, h). This is a variation of the
construction in [61], based on pseudo-holomorphic sections of exact symplectic
Lefschetz fibrations with Lagrangian boundary conditions. Specifically, taking S
to be the closed upper half plane, there is such a fibration EL → S, which has a
single critical point somewhere over int(S). The regular fibres of EL are isomorphic
to M ; the monodromy around the singular fibre is τL; and the fibration is trivial
outside a compact subset. Given any exact Lagrangian brane in M such as L♭1, one
can define a subbundle FL1 ⊂ EL|∂S which, in the canonical trivialization, satisfies
(9.1) FL1 ∩ Ez =
{
τ−1L (L1) z ≪ 0,
L1 z ≫ 0.
By considering an equation similar to (8.7) for sections of EL with boundary values
on FL1 , one then obtains a “relative invariant” in the style of [50] taking values in
HF 0(τ˜−1L (L
♭
1), L
♭
1). Take k to be the cocycle representing it, which of course depends
on the specific choices of almost complex structures etc. used in the definition.
For h one uses a parametrized version of the same construction, applied to
a family of Lefschetz fibrations Et with boundary conditions F t, t ∈ R. Figure
3 shows the asymptotic behaviour of this family: for t ≪ 0, (Et, F t) is the fi-
bre connected sum of (EL, FL1) and a trivial fibration over the three-punctured
disc, with boundary conditions over the different boundary components given by
the Lagrangian submanifolds L, τ−1L (L1) and L1. The invariant associated to the
degenerate limit t = −∞ is therefore the composition
(9.2)
CF ∗M (L
♭, τ˜−1L (L
♭
1)) −→ CF
∗
M (L
♭, L♭1),
a 7−→ µ2M (a, k).
72 CONTENTS
For t ≫ 0, (Et, F t) again decomposes as a connected sum. Its first component is
EL as before, but now with boundary condition FL; and the second component is
trivial, with boundary conditions given by L, τ−1L (L1) and again L. In principle,
the associated invariant is
(9.3)
CF ∗M (L
♭, τ˜−1L (L
♭
1))
∼= CF ∗M (τ˜L(L
♭), L♭1) −→ CF
∗
M (L
♭, L♭1),
a 7−→ µ2M (l, a),
where l ∈ CF 0M (L
♭, τ˜L(L
♭)) ∼= CF 0M (τ˜
−1(L♭), L♭) is obtained from (EL, FL). How-
ever, since τ˜L(L˜) = L˜[1 − n] with n > 1, HF
0
M (L
♭, τ˜L(L
♭)) = HF1−nM (L
♭, L♭) ∼=
H1−n(Sn;C) = 0, and by suitably choosing the Floer data, one can achieve that
CF 0(L♭, τ˜L(L
♭)) vanishes too. Hence l and the expression (9.3) are both zero, and
from this one deduces that the parametrized moduli space of sections associated
to the deformation from t = −∞ to t = +∞ yields a chain homotopy h between
(9.2) and zero, as desired (this vanishing argument, which relies on the grading, is
different from the one in [61, Proposition 2.13]; we use it because it extends easily
to the projective and relative cases).
EL
trivial fibration
L
L
−1(  1)τ LL1 L−1(  1)τ L
EL
trivial fibration
L
monodromy
1L
t << 0 t >> 0
monodromy
Figure 3.
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Since all Lagrangian submanifolds involved are exact, there are real-valued
action functionals for all the Floer cochain groups involved, so that in the relevant
complex (2.18) one can introduce an R-filtration by the values of the action. Its
acyclicity is then proved by a spectral sequence argument. Briefly, one replaces the
R-filtration by a Z-subfiltration, which divides the action values into intervals of
some suitably chosen small size ǫ > 0. After passing to the associated graded space
of the filtration, one finds that the Floer differentials µ1 and the terms µ2(h(a2), a1),
µ3(k, a2, a1) disappear, while the remaining terms µ
2(a2, a1) and µ
2(k, b) make the
complex exact, hence acyclic. For this to work, some care needs to be observed
when choosing the map τL and the cochain level representatives for k and h. A
more conceptual but slightly more complicated version of this argument is to first
introduce another chain complex quasi-isomorphic to (2.18), and then prove that
that one is acyclic; this is carried out in detail in [62, Section 17], leading to [62,
Corollary 17.17] which is equivalent to our Proposition 9.1.
9b. We now turn to the consequences of Proposition 9.1, combining argu-
ments from [62] with the notion of negative graded symplectic automorphisms
introduced in Section 7.
Lemma 9.2. Suppose that mX = 0, so M is the affine part of a projective Calabi-
Yau X. Let L1, . . . , Lm ⊂M be Lagrangian spheres, and suppose that
(9.4) τ˜L1 . . . τ˜Lm ∈ A˜ut(M)
is isotopic, within that group, to a graded symplectic automorphism φ˜ whose exten-
sion to X is negative (see Remark 6.13). Then L♭1, . . . , L
♭
m are split-generators for
DπF(M).
Proof. Let L♭ be any exact Lagrangian brane. From Lemma 7.2 we know that
if d is sufficiently large, a small exact perturbation L′ of L will cause the Maslov
index of any intersection point x ∈ L′ ∩φd(L) to be strictly negative. By definition
of the Floer cochain space (8.3), it follows that
(9.5) HomH0F(M)(L
♭, φ˜d(L♭)) = HF 0M (L
♭, φ˜d(L♭)) = 0.
On the other hand, φ˜d(L♭) is isomorphic in DbF(M) to (TL♭1 . . . TL♭m)
d(L♭). Lemma
2.8 says that L♭ lies in the subcategory of DπF(M) split-generated by the L♭k; by
construction of that category, this implies that these objects are split-generators.

Remark 9.3. In Lemma 9.2, one can replace the negativity of φ˜ by the following
slightly weaker assumption. There is a closed subset Σ ⊂ X which is a finite
union of real submanifolds of dimension < n, which admits arbitrarily small open
neighbourhoods W satisfying φ(W ) = W , and such that φ˜ is negative on X \W .
In that situation, a generic perturbation L′ will be disjoint from Σ. It is then also
disjoint from a sufficiently small W , and the same will hold for all φd(L′), so that
the breakdown of negativity on Σ can be disregarded.
9c. To adapt Proposition 9.1 to the case of a projective Calabi-Yau surface
X , with L a Lagrangian sphere and L♯1 a rational brane, two points have to be taken
into account. Firstly, more care needs to be exercised when defining the invariants
74 CONTENTS
derived from pseudo-holomorphic sections, to avoid bubbling off of holomorphic
discs. This is not really new, since we have dealt with the same problem in the
construction of F(X). Note that up to shifts, L gives rise to a unique object L♯
of the Fukaya category, by Lemma 8.14. For τ˜−1L (L
♯
1), one needs to choose the
regular almost complex structure which is the τL-pullback of that associated to
L♯1. The second modification concerns the filtration argument. Our ground ring is
now ΛQ, and each pseudo-holomorphic section contributes ±qe as in (8.20). In the
R-filtration of the Floer cochain groups, one now uses powers of q as a replacement
for values of the action functional. Since only a finite number of rational branes are
involved (L♯, L♯0, L
♯
1), one can actually work over a subfield Λ(1/d)Z ⊂ ΛQ containing
only roots of q of some fixed order d. An essentially equivalent and more familiar
formulation is to say that all action functionals together have only a discrete set
of periods. This allows one to carry over the previous argument, with its use of
a Z-subfiltration: it suffices to make sure that ǫ ≪ 1/d (actually, this is the only
point in this entire paper that would have to be modified substantially if one wished
to include non-rational branes in the Fukaya category of X). The outcome is
Proposition 9.4. TL♭(τ˜
−1
L (L
♭
1)) is isomorphic to L
♭
1 in D
bF(X). 
There is also a version for the relative Fukaya category, where L is again a
Lagrangian sphere in M and L♮1 an object of that category. The definition of
the relevant version of (k, h) is as in the projective case, except sections u now
contribute with integer powers of q according to their intersection with X∞. As for
the acyclicity of (2.18), one filters it by powers of q, and then taking the associated
graded space brings one back to the affine situation, where we already know that
acyclicity holds.
Proposition 9.5. TL♮(τ˜
−1
L (L
♮
1)) is isomorphic to L
♮
1 in D
bF(X,X∞). 
The argument from Lemma 9.2 carries over to the projective and relative cases
without any modifications, and so does Remark 9.3. By combining this with Propo-
sition 7.22, one arrives at the following conclusion:
Corollary 9.6. Let X be a projective Ka¨hler threefold which is Fano, with oX =
K−1X , equipped with sections σX,0, σX,∞ which generate an almost Lefschetz pencil
of Calabi-Yau surfaces {Xz}. Assume that X0 ∩X∞ has no rational components.
Pick some base point z∗ ∈ C \ Critv(πM ), base path c∗, and a distinguished basis
of vanishing cycles Vc1 , . . . , Vcr ⊂ Mz∗. Then the Vci , equipped with some grad-
ings, are split-generators for all versions of the split-closed derived Fukaya category:
DπF(Mz∗), D
πF(Xz∗) and D
πF(Xz∗ , Xz∗,∞). 
9d. Let M = X \X∞ be an affine Calabi-Yau of dimension n > 1, equipped
with a quasi-Lefschetz pencil {Xz} and the associated holomorphic function πM :
M → C. Choose a base point z∗ and base path c∗. Let c1, . . . , cr be a basis of
vanishing paths, and Vc1 , . . . , Vcr ⊂ Mz∗ the associated vanishing cycles. Make
them into objects V ♭ci of F(Mz∗); any choice of grading is allowed, and the Spin
structure is unique except for n = 2, where one needs to take the nontrivial one
(the one that bounds a Spin structure on a disc).
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Remark 9.7. It may be worthwhile to take a closer look at the n = 2 situation. The
choice of the nontrivial Spin structure is important in two ways. First, note that
the vanishing cycles do naturally bound discs (Lefschetz thimbles) in M . Hence, if
one wants to define the Fukaya category of πM and relate it to the Fukaya category
of Mz∗ , as in [62, Section 18], the nontrivial Spin structure appears automati-
cally. Second, the long exact sequence for Dehn twists [61] works (over coefficient
fields of characteristic 6= 2) only for this particular choice of Spin structure on the
curve defining the Dehn twist, because of a cancellation argument explained in [62,
Example 17.15].
Let
(9.6) F→ = F→(V ♭c1 , . . . , V
♭
cr )
be the directed A∞-subcategory of F(Mz∗) consisting of these objects. We associate
to each embedded vanishing path c, subject to the conditions im(c)∩im(c∗) = {z∗}
and R≥0c′(0) 6= R≥0c′∗(0), an object Dc of D
b(F→), unique up to isomorphism and
shifts, according to the following rules:
• to ci belongs the object Dci = V
♭
ci of F
→ itself;
• an isotopy of c within the class of such paths does not affect Dc;
• if we have vanishing paths c, c′, c′′ as in Figure 4, then Dc′ ∼= TDc(Dc′′)
and Dc′′ ∼= T∨Dc(Dc′).
From this and the elements of the theory of mutations [56], one sees that all the Dc
are exceptional objects, which means that Hom∗Db(F→)(Dc, Dc) is one-dimensional
in degree zero, and zero in all other degrees.
Next, we associate objects Sd of D
b(F→) to matching paths which are disjoint
from c∗. For this, take paths c
′, c′′, d as in Figure 5. Suppose that the vanishing
cycles associated to c′, c′′ are isotopic, so that d is a matching path. The objects
associated to c′, c′′ will satisfy
(9.7) HomkDb(F→)(Dc′ , Dc′′) =
{
C k = l, l + n− 1,
0 otherwise
for some l ∈ Z. After a shift, we may assume that l = 0, and then the rule is:
• Sd is the mapping cone {Dc′ → Dc′′} over some nontrivial morphism.
An easy computation shows that Hom∗Db(F→)(Sd, Sd) is one-dimensional in degrees
0 and n, and zero otherwise. This resemblance to the cohomology of an n-sphere
is not accidental:
Theorem 9.8. Let d1, . . . , dm be matching paths which are disjoint from our base
path c∗. Assign to them objects Sd1 , . . . , Sdm in D
b(F→) as explained above. Then
the full A∞-subcategory of TwF→ consisting of these objects is quasi-isomorphic to
the full subcategory of the Fukaya category of the total space, F(M), whose objects
are the matching cycles Σd1 , . . . ,Σdm, with some choice of gradings. 
This way of stating the result leaves several things implicit. Since one can get
any vanishing path by starting with c1, . . . , cr and applying the moves shown in
Figure 5, our rules determine the objects Dc. However, it is not a priori clear that
the assignment c 7→ Dc is unambiguously defined, since one can get the same path
by different sequences of moves. Similarly, (9.7) and the well-definedness of Sd are
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not obvious. The fact that all of this works is a nontrivial part of the statement.
For proofs see [62, Section 18].
9e. The usefulness of Theorem 9.8 is particularly obvious for n = 2, when
the vanishing cycles are curves on a surface, since then F→ can be computed in a
purely combinatorial way, up to quasi-isomorphism (versions of this fact have been
discovered independently in various contexts, see e.g. [64, 52, 9]). We will now
outline how to do this computation, referring to the papers just quoted and [62,
Section 13] for further details and justification.
Exactness: For simplicity, we use a compact piece N ⊂Mz∗ which is a surface
with boundary, capturing all of the topology of Mz∗ (the inclusion is a homotopy
equivalence). Draw simple closed curves νk on N which are isotopic to Vck and in
general position (any two intersect transversally, and there are no triple intersec-
tions). One should then verify that these curves are exact Lagrangian submanifolds
for some choice of one-form θN with dθN > 0. For this, consider the decomposi-
tion of N given by the graph Γ =
⋃
i νi. Suppose that one can associate to each
component Z ⊂ N \ Γ which is disjoint from ∂N a positive weight w(Z) > 0, with
the following property: if
∑
kmkZ¯k, mk ∈ Z, is a two-chain whose boundary is a
linear combination of the νk, then
(9.8)
∑
k
mkw(Zk) = 0.
One needs to check this only for a finite number of chains, which form a basis for
the homology relations between the νk. If this works out, one can find a symplectic
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form ωN with
∫
Z
ωN = w(Z), and that can be written as ωN = dθN with
∫
νk
θN = 0
for all k.
Remark 9.9. This “painting by numbers” step is rather tedious, so we will mention
a way of reducing the amount of work. Relations in homology between the vanishing
cycles correspond to elements of H2(M) (because H2(Mz∗) = 0, and M is obtained
topologically by attaching two-cells to the vanishing cycles). It is sufficient to check
(9.8) for relations corresponding to elements in im(π2(M) → H2(M)). Equiva-
lently, these are relations obtained from maps Σ → Mz∗ where Σ is a genus zero
surface with boundary, each boundary component getting mapped to some νi. This
weaker condition does not guarantee that the vanishing cycles can be made exact,
but it allows one to define the directed Fukaya category, and moving the νi within
that class does not affect the quasi-isomorphism type of the category. Hence, after
a (possibly non-Hamiltonian) isotopy, one sees that the directed Fukaya category
is the same as for the exact choice of vanishing cycles. The appearance of π2(M)
should remind the reader of the assumption ω|π2(M) = 0 used frequently in sym-
plectic topology, and indeed it addresses the same issue (getting a bound on the
energy of pseudo-holomorphic polygons).
Gradings: Recall that the holomorphic one-form ηMz∗ defines a phase function
αMz∗ . One can associate to this an unoriented foliation of Mz∗ , consisting of those
tangent lines Λ for which αMz∗ (Λ) = 1. We draw some unoriented foliation FN
on N which is homotopic to the one determined by αMz∗ . To equip the νk with
gradings, one has to choose a point bk ∈ νk which should not be an intersection point
with any other νl, and a homotopy between FN and Tνk at that point (within the
RP1 of lines in TNbk). This determines the Maslov indices I(x) of all intersection
points x ∈ νi ∩ νj , i < j, and also orientations of the νi. Note that (−1)I(x)+1 is
the local intersection number (νi · νj)x.
Spin structures: For every x as before with (νi ·νj)x = +1, we choose a nonzero
tangent vector ξx to νj at x. Of course, one can take these to be the vectors pointing
along the orientation, but that is not strictly speaking necessary. Next, recall that
we have to equip the νi with nontrivial Spin structures, or what is the same, with
nontrivial double covers. Having already chosen points bk, the simplest way to do
this is to take the double cover which is trivial on νk \ bk, and whose two sheets get
exchanged when passing over that point.
Counting polygons: We now introduce a directed A∞-category C→ with objects
ν1, . . . , νr. The nontrivial morphism spaces are defined as usual
(9.9) homkC→(νi0 , νi1) =
⊕
I(x)=k
Cx, i0 < i1,
but where now Cx is identified with C in a fixed way. Given i0 < · · · < id in
{1, . . . , r} and intersection points x0 ∈ νi0 ∩ νid , x1 ∈ νi0 ∩ νi1 , . . . , xd ∈ νid−1 ∩ νid ,
one considers oriented immersions u : ∆ → N , where ∆ is some model convex
(d + 1)-gon in the plane with numbered sides and corners. Under u, the sides
should go to the νik , and the corners to the xk; moreover, the immersion should
be a local diffeomorphism up to the corners, so that the image has locally an angle
< π. One considers two such u to be equivalent if they differ by a diffeomorphism
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of ∆. Each equivalence class contributes to µkC→ by
(9.10) ± 1 : Cxd ⊗ · · · ⊗ Cx1 → Cx0 ,
and the sign is the product of the following factors: (i) for each k ≥ 1 such that
(νik−1 · νik)xk = 1, we get a −1 iff the tangent vector ξxk points away from u(∆).
(ii) We get another −1 if (νi0 ∩νid)x0 = 1 and the tangent vector ξx0 points towards
u(∆). (iii) Every time that u|∂∆ passes over a point bk, this adds a further −1.
Lemma 9.10. C→ is quasi-isomorphic to the directed subcategory F→ from (9.6),
at least up to a shift in the gradings of the V ♭ci . 
Starting from this, Theorem 9.8 allows one to determine the full A∞-subcate-
gory of F(M) consisting of any finite number of matching cycles, and in particular
the Floer cohomology of any two such cycles. Note that matching cycles are La-
grangian two-spheres in a four-manifold, so their Floer cohomology is not amenable
to computation in any direct way.
9f. We will need a minor addition to the previously explained computational
method, which takes into account the presence of a homomorphism ρ : π1(M)→ Γ
into a finitely generated abelian group Γ. Restriction yields a homomorphism from
the fundamental group of the fibre Mz∗ , and all vanishing cycles Vci bound balls
in M , hence the composition π1(Vci) → π1(Mz∗) → Γ is zero. As discussed in
Section 8b, after choosing lifts of the vanishing cycles to the associated Γ-cover,
one has a Γ∗-action on (9.6). We can use the same rules as before to associate to
each vanishing path c an object Dc of the equivariant derived category D
b
Γ∗(F
→),
see Remark 4.4. For c′, c′′, d are as in Figure 5, the objects Dc′ and Dc′′ will now
satisfy
(9.11) HomkDb
Γ∗
(F→)(Dc′ , Dc′′)
∼=
{
W k = l, l+ n− 1,
0 otherwise,
where W is some one-dimensional Γ∗-representation. After shifting Dc′ and ten-
soring it with W ∗, one may assume that l = 0 and W is trivial. Then the cone
Sd = {Dc′ → Dc′′} over a nontrivial degree zero morphism is again an object of
the equivariant derived category. The equivariant version of Theorem 9.8 says that
the full A∞-subcategory of TwΓ∗F→ with objects Sd1 , . . . , Sdm is Γ
∗-equivariantly
quasi-isomorphic to the full subcategory of F(M) with objects Σd1 , . . . ,Σdm , where
we assume that gradings and lifts to MΓ have been chosen in some appropriate way
for these matching cycles. For the proof, which is not particularly difficult, there
are two essentially equivalent viewpoints: one either goes through the relevant
material in [62], making sure that everything can be made compatible with the
Γ∗-actions; or one works directly with the associated Γ-covering of M and pulls
back the holomorphic function to it.
10. The algebras Q4 and Q64
Using split-generators, the categories which occur in many instances of ho-
mological mirror symmetry can be described in terms of A∞-structures on finite-
dimensional algebras. This section introduces the algebra relevant for our computa-
tion, as well as a simpler version which serves as a stepping-stone. The main point
is to use the general theory from Section 3 to partially classify A∞-structures on
10. THE ALGEBRAS Q4 AND Q64 79
those algebras. We end by applying the results to coherent sheaves on the mirror
of the quartic surface: this finishes work on the algebro-geometric side of mirror
symmetry, and it also helps to clarify the amount of things still to be proved on
the symplectic side.
10a. We begin by recalling a general “doubling” construction. Let C→ be
a directed (C-linear graded) category, with objects {X1, . . . , Xm}. The trivial ex-
tension category of degree d > 0 is a category C with the same objects, and it
satisfies:
• The directed subcategory of C is the given C→.
• Each object of C is spherical, meaning that Hom∗C(Xj , Xj) has total di-
mension 2.
• C is a Frobenius category of degree d, in the sense that there are linear
maps
∫
Xj
: HomdC(Xj , Xj)→ C, such that
(10.1) 〈a, b〉 =
∫
Xj
ab
for a ∈ Hom∗C(Xk, Xj), b ∈ Hom
∗
C(Xj , Xk) is a nondegenerate pairing.
These pairings are graded symmetric, 〈a, b〉 = (−1)deg(a)deg(b)〈b, a〉.
• One can split Hom∗C(Xj , Xk) = Hom
∗
C→(Xj , Xk) ⊕ Jkj in such a way
that the product of two morphisms belonging to the J spaces is zero
(the last-mentioned property is automatic if the morphisms in C→ are all
concentrated in degree 0).
These properties characterize C up to isomorphism. Alternatively, one can define
it explicitly by
(10.2) HomC(Xj , Xk) = HomC→(Xj , Xk)⊕HomC→(Xk, Xj)
∨[−d]
and (a, a∨)(b, b∨) = (ab, a∨(b ·) + (−1)deg(a)(deg(b)+deg(b
∨))b∨(· a)).
The example relevant to us is defined as follows: let V be a four-dimensional
vector space. Consider the (linear graded) directed category C→4 having four objects
X1, . . . , X4 and morphisms
(10.3) HomC→4 (Xj , Xk) =
{
Λk−jV j ≤ k,
0 otherwise,
with the obvious grading and (wedge product) composition. We define C4 to be
the trivial extension category of C→4 in degree d = 2. Its total morphism algebra,
linear over R4 ∼= C4, will be denoted by Q4. Once one has fixed a choice of volume
element in Λ4V ∨, the duals in the general formula (10.2) can be removed, so that
then
(10.4) HomC4(Xj , Xk) =

Λk−jV j < k,
Λ0V ⊕ (Λ4V )[2], j = k,
(Λk−j+4V )[2] j > k.
From a different viewpoint, take the exterior algebra ΛV , and consider the
action of the center Γ4 ⊂ SL(V ), which is generated by γ = i·idV . From our general
discussion of semidirect products, we know that ΛV ⋊Γ4 is an algebra over CΓ4 ∼=
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R4, with a basis of idempotents given by ej =
1
4χj =
1
4 (e+ i
−jγ+ i−2jγ2+ i−3jγ3)
for j = 1, . . . , 4. Concretely,
(10.5) ek(ΛV ⋊ Γ4)ej =

Λk−jV ⊗ Cej j < k,
(Λ0V ⊕ Λ4V )⊗ Cej j = k,
Λk−j+4V ⊗ Cej j > k.
So ΛV ⋊ Γ4 is the total morphism algebra of a category with four objects. If we
view it in this way, the directed subcategory is isomorphic to C→4 . Moreover, after
choosing a volume element on V , the resulting integration maps make ΛV ⋊Γ4 into
a Frobenius category of degree 4. One can split the morphism spaces into those
of the directed subcategory and a complementary summand J , consisting of those
ΛjV ⊗Cek with j+k > 4. This satisfies the properties stated above, so we conclude
that ΛV ⋊Γ4 is the trivial extension category of C
→
4 in degree 4. Hence there is an
isomorphism ΛV ⋊ Γ4 ∼= Q4 of algebras, which is R4-linear but only Z/2-graded.
To make the matter of gradings slightly more precise, introduce another version
Q˜4 = ΛV ⋊ Γ4 which is bigraded by
1
2Z×Z/2, so that the r-th exterior power has
grading (r/2, r). The idea is that we use the Z/2 part as parity, determining the
Koszul signs, and the 12Z part for the actual gradings. Then:
Lemma 10.1. Q4 is obtained from Q˜4 by changing the grading of ekQ˜4ej by ((k −
j)/2, 0). 
More precisely, after this change in the bigrading of Q˜4, the
1
2Z part becomes
integral, and the Z/2 part is its mod 2 reduction, so we are indeed left with an
ordinary graded algebra, which as such is isomorphic to Q4.
In particular, the Hochschild cohomology of Q4 and Q˜4 are isomorphic. It is
straightforward to adapt the proof of Proposition 4.2 to this situation, which yields
(10.6)
HH s+t(Q4, Q4)
t ∼=
⊕
γ∈Γ4
(
Syms(V γ,∨)⊗ Λs+2t−codim(V
γ)(V γ)
⊗ Λcodim(V
γ)(V/V γ)
)Γ4
.
Note that the summands with nontrivial γ only contribute to (s, t) = (0, 2). In
particular,
(10.7) HH 2(Q4, Q4)
t =
{
Sym4(V ∨) t = −2,
0 all other t < 0.
The group of (graded R4-algebra) automorphisms of Q4 is
(10.8) Aut(Q4) ∼= I4 ×Γ4 GL(V ).
Here, I4 = (C
∗)4/C∗, where the quotient is by the diagonal C∗. We embed Γ4 into
I4 by taking i · idV to [1, i, i
2, i3]. The notation in (10.8) means that we divide the
product I4×GL(V ) by the normal subgroup generated by ([1, i−1, i−2, i−3], i · idV ).
This describes it as an abstract group. As for its action on Q4, I4 is a group of
inner automorphisms, with α = [α1, . . . , α4] ∈ I4 acting by multiplying ekQ4ej by
αk/αj. As explained before, it is a general feature of semidirect products that the
action of Γ4 ⊂ GL(V ) becomes inner on Q4. Indeed, the diagonal matrix i · idV acts
in the same way as α = [1, i, i2, i3], which is why we get an overall action of (10.8).
From now on we fix an isomorphism V ∼= C4, which at the same time singles
out the maximal torus of diagonal matrices H ⊂ SL(V ). Let T = H/Γ4. The
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inclusion T → GL(V )/Γ4 can be lifted to a homomorphism ρT : T → Aut(Q4),
by letting [t0, t1, t2, t3] act by the combination of α = [1, t
−1
0 , t
−2
0 , t
−3
0 ] ∈ I4 and
diag(t0, t1, t2, t3) ∈ GL(V ). In view of (10.7), the induced action on (10.6) satisfies
(10.9)
(
HH 2(Q4, Q4)
−2
)T
= C · y0y1y2y3.
Now suppose that Q4 is an A∞-algebra structure on Q4, satisfying (3.1) and which
is compatible with the structure of an R4-bimodule as well as with the action
of T . Finally, assume that Q4 is not formal (not isomorphic to the trivial A∞-
structure). We have no need of proving the existence of Q4 algebraically, since it
will be constructed geometrically later on from coherent sheaves, and also again as
a Fukaya category. The uniqueness statement is:
Lemma 10.2. Q4 is unique up to (R4-linear, T -equivariant) A∞-isomorphism.
Proof. We will use the deformation theory from Section 3 in a version which
is equivariant with respect to T . This is unproblematic, since we can consider
the action as an additional grading by T ∗ ∼= Z3, and equivariance amounts to
considering A∞-structures which are homogeneous for that grading (as already
mentioned in Remark 8.2). The equivariant version of Lemma 3.2 and (10.9) imply
that any other A∞-structure with the same properties as Q4 is gauge equivalent to
ǫ∗Q4 for some ǫ ∈ C∗, and in particular isomorphic to Q4. 
Remark 10.3. We will need a concrete criterion for recognizing non-formality in
this context. Suppose that we have an A∞-algebra A linear over R4 and carrying a
T -action, whose cohomology algebra is equivariantly isomorphic to Q4. Choose λ,
π and h as in Remark 3.1 (and R4-linearly), so that we can run the explicit form
of the Homological Perturbation Lemma to produce an A∞-structure A˜ on H(A).
Since ekQ4ej is nonzero only in degrees ≡ k− j mod 2, any odd degree R4-bimodule
map
(10.10) Q4 ⊗R4 · · · ⊗R4 Q4 −→ Q4
is necessarily zero. That applies to all the odd order µd
A˜
and in particular to d = 3,
so that we get a well-defined class
(10.11) [µ4
A˜
] ∈ HH 2(Q4, Q4)
−2 ∼= Sym4V ∨.
Concretely, take nonzero elements a¯4 ∈ e1A˜e4, a¯3 ∈ e4A˜e3, a¯2 ∈ e3A˜e2, a¯1 ∈
e2A˜e1, such that the product of any two successive ones is zero. Plug the a¯k into
the expression (3.5) for µ4
A˜
; if the outcome is nonzero, then A is (T -equivariantly)
quasi-isomorphic to Q4. To see this, note that by the explicit formula (4.14) for
the HKR isomorphism, or rather a slight variation of it for semidirect products,
µ4
A˜
(a¯4, a¯3, a¯2, a¯1) = p(v, v, v, v) ⊗ e1, where p ∈ Sym
4V ∨ is the polynomial corre-
sponding to the obstruction class (10.11), and v ∈ V is a nonzero vector reflecting
the choice of the a¯k.
10b. Let Γ64 ⊂ H ⊂ SL(V ) be the subgroup of diagonal matrices which have
order 4, and Γ16 = Γ64/Γ4 its image in T . We use the restriction of ρT to that
finite group to form the semidirect product
(10.12) Q64
def
= Q4 ⋊ Γ16.
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This is an algebra linear over CΓ4 ⊗ CΓ16 = CΓ64, so one can also view it as a
category with 64 objects.
Remark 10.4. The definition of ρT involved a choice of lift T → Aut(Q4). If we
take another choice differing from the given one by a homomorphism T → Q×4
∼=
(C∗)4, the result of restricting that to Γ16 is an action differing from the given one
as in (4.2). Hence, Γ64 would remain the same.
Explicitly, ρT |Γ16 lets [t0, t1, t2, t3] act by diag(1, t
−1
0 t1, t
−1
0 t2, t
−1
0 t3) ∈ SL(V ) ⊂
Aut(Q4), which is one of the possible splittings of the projection Γ64 → Γ16. By
applying (4.4) one finds that there is a Z/2-graded isomorphism
(10.13) Q64 ∼= (ΛV ⋊ Γ4)⋊ Γ16 ∼= ΛV ⋊ Γ64.
As before, we can refine this to take gradings better into account, and then apply
a version of the Hochschild-Kostant-Rosenberg isomorphism to conclude that
(10.14)
HH s+t(Q64, Q64)
t ∼=
⊕
γ∈Γ64
(
Syms(V γ,∨)⊗ Λs+2t−codim(V
γ)(V γ)
⊗ Λcodim(V
γ )(V/V γ)
)Γ64
.
Case-by-case inspection shows that the γ 6= e summands do not contribute to the
terms in (10.14) which have s+ t = 2, with the exception of (s = 0, t = 2).
Let Q4 be as in Lemma 10.2, which in particular means that it is equivariant
for the action of T . By restricting that action to Γ16, one defines an A∞-structure
(10.15) Q64
def
= Q4 ⋊ Γ16,
whose underlying cohomology level algebra is Q64. This carries an action of the
dual group Γ∗16, which can be extended to an action of Γ
∗
64 if one is willing to reduce
the grading to Z/2.
Lemma 10.5. The truncated Hochschild cohomology of Q64 satisfies
(10.16) HH 2(Q64,Q64)
≤0 ∼= C7.
Proof. We use the spectral sequence (3.15). Since the differentials in the
spectral sequence preserve the action of Γ∗64, we can concentrate on the trivial γ
summand in (10.14). Here is the relevant part of the E2 term (S
jΛk is shorthand
for (SymjV ∨⊗ΛkV )Γ64 , and the crossed out summands vanish because the Γ4-fixed
point sets are already trivial):
(10.17)
s = 0 s = 1 s = 2 s = 3 s = 4 s = 5 s = 6
t = 1 0 S1Λ3////// S2Λ4////// 0 0 0 0
t = 0 0 S1Λ1 S2Λ2 S3Λ3 S4Λ4 0 0
t = −1 0 0 S2Λ0////// S3Λ1////// S4Λ2////// S5Λ3////// S6Λ4//////
t = −2 0 0 0 0 S4Λ0 S5Λ1 S6Λ2
t = −3 0 0 0 0 0 0 S6Λ0//////
The first nonzero differential is δ3, which is the Schouten bracket with the obstruc-
tion class (3.6). We identify V = C4 as before, so that the obstruction class is
y0y1y2y3 (up to a multiple, which we may safely ignore since it can be absorbed
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into a rescaling of V ). In total degree s+ t = 1, we have the Γ64-invariant part of
V ∨ ⊗ V which is spanned by elements yk ⊗ vk, and these satisfy
(10.18) δ1,03 (yk ⊗ vk) = y0y1y2y3
for all k. Note that 12
∑
k yk ⊗ vk is what we called the Euler element in Section 3,
and so the fact that its image under δ3 is twice the obstruction class is an instance
of the general property (3.14). For s+ t = 2 we have firstly the Γ64-invariant part
of S2V ∨ ⊗ Λ2V , generated by the six elements yjyk ⊗ vj ∧ vk which satisfy
(10.19) δ2,03 (yjyk ⊗ vj ∧ vk) = (y0y1y2y3)yk ⊗ vk − (y0y1y2y3)yj ⊗ vj ;
and secondly the invariant part of S4V ∗, whose basis consists of the y4k together
with y0y1y2y3, the latter being annihilated by being in the image of (10.18). The
structure of the E2 term shows that the differentials of order d > 3 all vanish, so
our computation is complete. To summarize, explicit generators on the E2 page
which represent (10.16) are: y0y1⊗ v0 ∧ v1 + y1y2⊗ v1 ∧ v2 + y2y0⊗ v2 ∧ v0 and its
cyclic permutations (the sum of all being zero), together with the monomials y4k,
k = 0, . . . , 3. 
10c. Let U4 ∈ GL(V ) be the matrix which cyclically permutes the coordinates
to the right. This generates an additional action of Z/4 on Q4. Moreover, it can
be lifted to a Z/4-action on Q64, which is generated by
(10.20) U64(a⊗ [t0, t1, t2, t3]) = U4(a)⊗ [t3, t0, t1, t2]
for a ∈ Q4, [t0, t1, t2, t3] ∈ Γ16.
Remark 10.6. Occasionally, we will face the situation where we have an additional
automorphism U˜4 of Q4 which is not explicitly given, but is known to have the
following properties:
• ρT ([t0, t1, t2, t3]) ◦ U˜4 = U˜4 ◦ ρT ([t1, t2, t3, t0]).
• for any k, U˜4 acts as −1 on the degree 2 part (ekQ4ek)
2 ∼= Λ4V ;
• U˜44 is the identity.
By (10.8), U˜4 could be the combination of some α = [α0, . . . , α3] ∈ I4 with a matrix
(10.21)
(
δ0
δ1
δ2
δ3
)
∈ GL(V ),
whose determinant (because of the action on Λ4V ) is −δ0δ1δ2δ3 = −1. This implies
that the αk are fourth roots of unity. We can conjugate U˜4 with
(10.22) [δ
−1/4
0 δ
1/2
1 δ
1/4
2 , δ
−1/4
0 δ
−1/2
1 δ
1/4
2 , δ
−1/4
0 δ
−1/2
1 δ
−3/4
2 , δ
3/4
0 δ
1/2
1 δ
1/4
2 ] ∈ T
to reduce the matrix (10.21) to the case where all ui are equal to 1. After this
conjugation, composition with [α−10 , . . . , α
−1
3 ] ∈ I4 yields U4.
Lemma 10.2 holds even if we add the requirement of symmetry with respect to
U4. This means that if Q4 is invariant under T ⋊ Z/4, then it is unique in a way
which preserves that additional symmetry. We assume from now on that this is the
case. As a consequence, Q64 is invariant under U64.
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Lemma 10.7. Suppose that Q64,q is a one-parameter deformation of Q64 which
is invariant under U64, and whose class in HH
2(Q64,Q64)≤0 is nontrivial. Such
a deformation is unique up to equivalence of A∞-deformations combined with the
action of End(ΛN)
×.
Proof. We proceed as in Lemma 10.5 but using only the part of Hochschild
cohomology which is fixed by the additional Z/4-action. The action of U64 on
HH ∗(Q64, Q64) cyclically permutes y0y1⊗v0∧v1+y1y2⊗v1∧v2+y2y0⊗v2 and its
three analogues. However, the sum of these generators is zero in HH ∗(Q64,Q64)≤0,
hence they do not contribute to the Z/4-invariant part. The remaining four gen-
erators are y40 and its analogues, which are again cyclically permuted, leaving a
one-dimensional fixed part
(10.23) HH 2(Q64,Q64)
≤0,Z/4 ∼= C · (y40 + y
4
1 + y
4
2 + y
4
3).
A version of Lemma 3.5 which takes finite group actions into account completes
the argument. 
Finally, here is the way in which we will apply this classification result:
Proposition 10.8. Let S4 be an R4-linear A∞-algebra, such that H(S4) ∼= Q4.
This should carry an action of T ⋊Z/4, which on the cohomology level agrees with
the one on Q4 described above. Moreover, S4 should not be formal. Then S4 is
quasi-isomorphic to Q4 in a way which is compatible with all these symmetries.
Now use the restriction of the given T -action to form S64 = S4⋊Γ16, and lift the
Z/4-action to S64 as in (10.20). Suppose that S64,q is a one-parameter deformation
of S64, which is Z/4-equivariant, and whose deformation class in HH
2(S64,S64) is
nontrivial. Then S64,q is quasi-isomorphic to ψ∗Q64,q, for some ψ ∈ End(ΛN)×.
Proof. Applying the Homological Perturbation Lemma (equivariantly), we
can assume without loss of generality that S4 is minimal. Moreover, since each of
the graded pieces ekQ64ej is concentrated in either odd or even degree, H(S64,q)
is necessarily torsion-free, hence we can carry over the deformation to the minimal
model.
After these preparations, Lemma 10.2 yields the desired A∞-isomorphism S4 ∼=
Q4, and also S64 ∼= Q64. Next, Lemma 3.12 shows that the deformation class is
also nontrivial in HH 2(S64,S64)≤0. Finally, Lemma 10.7 applies and completes the
argument. 
10d. Take the Beilinson basis of the derived category of coherent sheaves on
P = P(V ), which consists of Fk = Ω
4−k(4 − k)[4 − k] for k = 1, . . . , 4. The Ωk
are naturally PGL(V )-equivariant sheaves, and if we give O(−1) the GL(V )-action
obtained by embedding it into O ⊗ V , the Ω4−k(4 − k) = Ω4−k ⊗ O(−1)⊗k−4
become GL(V )-equivariant. A straightforward computation, which is the core of
the argument in [6], shows that
Lemma 10.9. The linear graded category with objects F1, . . . , F4, and where the
morphisms are homomorphisms of all degrees in the derived category, is GL(V )-
equivariantly isomorphic to C→4 . 
10. THE ALGEBRAS Q4 AND Q64 85
Let ι0 : Y0 →֒ P be the reduced quartic hypersurface given by Y0 = {y0y1y2y3 =
0}. Write E0,k = ι∗0Fk. Repeating an argument from [63], we observe that
Hom∗Y0(E0,j , E0,k) = Hom
∗
P (Fj , (ι0)∗ι
∗
0Fk) = Hom
∗
P (Fj ,OY0
L
⊗ Fk)
= Hom∗P (Fj , {KP ⊗ Fk → OP ⊗ Fk})
sits in a long exact sequence which one can write, using Serre duality on P , as
(10.24)
· · · → HomdP (Fj , Fk)
ι∗0−→ HomdY0(E0,j , E0,k)
(ι∗0)
∨
−→ Hom2−dP (Fk, Fj)
∨ → · · ·
Since the Fk form an exceptional collection, we have unique splittings
(10.25) Hom∗Y0(E0,j , E0,k) = Hom
∗
P (Fj , Fk)⊕Hom
∗
P (Fk, Fj)
∨[−2].
Y0 has trivial dualizing sheaf, so Serre duality makes D
bCoh(Y0) into a Frobenius
category of degree d = 2. If we denote by Jjk the second summand in (10.25), then
the composition of two morphisms in J spaces is zero for degree reasons (these
morphisms are Ext2’s of locally free sheaves on Y0). We have now checked off the
properties of a trivial extension category. Moreover, the induced GL(V )-action on
Ext2Y0(E0,k, E0,k)
∼= C equals the determinant, and we therefore conclude that:
Lemma 10.10. The linear graded category with objects E0,k, and where the mor-
phisms are maps of arbitrary degree in DbCoh(Y0), is GL(V )-equivariantly isomor-
phic to C4. 
Denote by S4 the total morphism algebra of that subcategory, so S4 ∼= Q4. This
is the cohomology algebra of a dg algebra S4, canonical up to quasi-isomorphism,
which can be defined as total dg algebra of the same objects in the Cˇech dg category
Sˇ(Y0). The next step comes from [12]:
Lemma 10.11. S4 is not formal.
Proof. The skyscraper sheaf at any point x = Cv ∈ P admits a locally free
Koszul resolution
(10.26)
{
Ω3(3) −→ Ω2(2) −→ Ω1(1) −→ O
}
∼= Ox
where each differential corresponds to v ∈ V under the isomorphism from Lemma
10.9. After restricting, it follows that there is a spectral sequence converging to
Hom∗Y0(Ω
3(3)[3], Lι∗0Ox) whose E1 term is
(10.27)
s = 0 s = 1 s = 2 s = 3 s = 4
t = 2 C 0 0 0 0
t = 1 0 0 0 0 0
t = 0 C V Λ2V Λ3V 0
The differential δ1 : E
s,t
1 → E
s+1,t
1 is wedge product with v in the bottom row, which
leaves just two nonzero terms E0,22
∼= C, E
3,0
2
∼= C. If x /∈ Y0 then Lι∗0Ox = 0, so
these two terms must kill each other through the only remaining differential δ0,23 .
On the other hand, if x ∈ Y0 then Lι∗0Ox = Ox⊕Ox[1] has nonzero sections, so the
spectral sequence degenerates at E2.
The connection with the question we are interested in comes about as follows.
If S4 was formal, the triangulated subcategory of D
bCoh(Y0) generated by the
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E0,k could be modelled by twisted complexes defined on the category C4 with
its trivial A∞-structure. We know that Lι
∗
0Ox is a twisted complex of the form
(E0,1 ⊕E0,2 ⊕E0,3 ⊕E0,4, δ), and the behaviour of first differential in the spectral
sequence means that δ must be (up to irrelevant scalar multiples)
(10.28) δ =

0
v 0
∗ v 0
∗ ∗ v 0
 ,
But for degree reasons the terms ∗ are necessarily equal to zero. Having identified
the object, we can check that in Db(C4) the analogue of the spectral sequence above
degenerates at E2 for any nonzero v, which is a contradiction. 
As before, let H ⊂ SL(V ) be the maximal torus, and T = H/Γ4. By choosing
the Cˇech covering to be H-invariant, one can arrange that S4 comes with a nat-
ural H-action. Following the same strategy as in Section 10a, one can use inner
automorphisms to define an induced action of T on S4.
On the geometric side, we take a splitting Γ16 → Γ64 ⊂ H as before, and
consider each E0,k as a Γ16-equivariant sheaf in all 16 possible ways (differing from
each other by twisting with a character of Γ16). This gives a total of 64 objects
in the derived category DbCohΓ16(Y0). Remark 5.2 tells us that the dg algebra
underlying their total morphism algebra is
(10.29) S64 = S4 ⋊ Γ16.
At this point, we can apply Lemma 10.2 to a minimal model of S4, deducing that S4
is T -equivariantly quasi-isomorphic toQ4, and hence S64 is quasi-isomorphic toQ64.
In particular, we know that HH ∗(S64,S64) ∼= HH
∗(Q64,Q64) (which alternatively
could also be determined using more geometric means).
The formal deformation Yq = {pq(v) = 0} of Y0 given by (1.3) still admits a
ΛN-linear Γ16-action. Since the E0,k are restricted from projective space, they have
obvious equivariant extensions Eq,k to locally free coherent sheaves over Yq. By
the discussion in Section 5b, or rather its equivariant analogue, this gives rise to a
Γ16-equivariant one-parameter deformation S64,q of S64.
Lemma 10.12. S64,q has nontrivial deformation class in HH
2(S64,S64).
Proof. The argument is similar to the previous one, and will be only sketched.
Let xq be a ΛN-point of P×CΛN, which is now given by a family vq of nonzero vectors
in V varying with the formal parameter q. We have the same spectral sequence as
before for the derived restriction of its structure sheaf Oxq to ιq : Yq →֒ P ×C ΛN,
and therefore Hom∗Yq (Ω
3(3)[3], Lι∗qOxq ) is the cohomology of
(10.30) ΛN
q 7→pq(vq)
−−−−−−→ ΛN.
Lι∗qOxq is not an equivariant sheaf, but one can remedy this by summing over the
Γ16-orbit of xq. This shows that the deformation class corresponds to ∂qpq|q=0 ∈
Sym4(V ). By a computation similar to that in Lemma 10.5, this is nonzero in
HH 2(S64,S64). 
Take the linear automorphism U4 ∈ GL4(V ), let it act on P as well as our
collection of objects. The induced action on S4 matches that on Q4 described
previously, and there is an underlying action on S4 if one chooses the Cech covers
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appropriately. Then, we also get an induced action of S64. More precisely, when
defining that induced action, there is a freedom of choice of an element of Γ∗16,
and one can use that freedom to ensure that the result reproduces U64 on the
cohomology level. Finally, this Z/4-action persists when we deform to S64,q.
Together with the previous Lemma, this allows us to apply Proposition 10.8
which shows that S64,q is quasi-isomorphic to Q64,q, at least in the sense in which
the latter object is unique, which means up to reparametrization by ψ ∈ End(ΛN)×.
Let Y ∗q = Yq ×ΛN ΛQ be the general fibre of our deformation, and E
∗
q,k the
restrictions of the Eq,k to it. Let Z
∗
q be the minimal resolution of the quotient
Y ∗q /Γ16. We need two more basic facts:
Lemma 10.13. The 64 equivariant versions of the E∗q,k are split-generators for
DbCohΓ16(Y
∗
q ).
Proof. Beilinson’s resolution of the diagonal [6] shows that the F ∗q,k are gen-
erators for the derived category of P ×C ΛQ. His argument carries over to the
equivariant case, which means that the 64 objects obtained by making the F ∗q,k
equivariant in all possible ways generate the derived category of Γ16-equivariant
sheaves. The equivariant analogue of Lemma 5.4 shows that the restrictions of
these objects to Y ∗q split-generate its derived category of equivariant sheaves. 
Lemma 10.14. DbCoh(Z∗q )
∼= DbCohΓ16(Y
∗
q ), as triangulated categories linear over
ΛQ.
This is a theorem of Kapranov and Vasserot [35], valid for any finite group
action on a smooth K3 surface which preserves the holomorphic two-form. We now
have the situation where we know that
(10.31) DbCohΓ16(Y
∗
q )
∼= Dπ(S(Y ∗q ))
is split-generated by certain objects, and where we know that the dg subcategory
of SΓ16(Y
∗
q ) consisting of those objects, denoted by S64,q above, is quasi-isomorphic
to Q64,q. Lemma 2.6 then says that
Corollary 10.15. We have DbCoh(Z∗q )
∼= Dπ(ψ∗Q64,q ⊗ΛN ΛQ) for some ψ ∈
End(ΛN)
×. 
11. Counting polygons
We begin by showing that, for a quartic surface in CP3 whose part at infinity
is the intersection with the “simplex” x0x1x2x3 = 0, the deformation from affine
to relative Fukaya category is nontrivial at first order. This is based on Corollary
8.23, with the relevant Lagrangian torus constructed by a degeneration argument.
Having done that, the next step is to apply Corollary 9.6 to prove that the 64
vanishing cycles of the Fermat pencil of quartics are split-generators for the derived
Fukaya category. This reduces us to studying the full A∞-subcategory formed
by these cycles, and finally, the dimensional induction machinery from Section 9e
allows us to compute that subcategory combinatorially.
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11a. Let X = CP3 with oX = K
−1
X = O(4), equipped with a rescaled version
of the Fubini-Study metric (so a line has area 4 for the associated symplectic form
ωX). Choose some section σX,0 which with σX,∞ = x0x1x2x3 generates a quasi-
Lefschetz pencil. Fix some z ∈ C such that Xz is smooth, and define Mz =
Xz \X0,∞. We will prove:
Proposition 11.1. The deformation of A∞-categories F(Xz, X0,∞) yields, at first
order, a nontrivial class in HH 2(F(Mz),F(Mz)).
A first remark is that the validity of the statement is independent of the choice
of z and σX,0. This is because the space of choices is path-connected. Note that
the components of X0,∞ intersect orthogonally with respect to the restriction of
our metric to Xz. Hence, one can apply a relative Moser argument, to show that
for any two choices there is a symplectic isomorphism between the resulting Xz,
which preserves the open subsets Mz. Since quartic surfaces are simply-connected,
this is compatible with gradings, hence (see Remark 8.6) it induces an equivalence
of relative Fukaya categories.
Take the irreducible component C = {x3 = 0} ∼= CP2 of X∞, with its line
bundle oC = oX |C and corresponding symplectic form ωC . Let C∞ = {x0x1x2 =
0} ⊂ C be its intersection with the other components, and C0 = X0∩C = X0,∞∩C
the part of the base locus lying on C. On C\C0 we have a one-form θC\C0 , obtained
by pulling back the connection via σX,0|C, which satisfies dθC\C0 = ωC .
Consider a moment map fibre
(11.1) Tλ = {|xk|
2 = λk} ⊂ C \ C∞
for λ = (λ0, λ1, λ2) with λk > 0 and λ0 + λ1 + λ2 = 1. Since we have written
Tλ = U(1)
3/U(1), it is natural to identify H1(Tλ) = Z
3/(1, 1, 1).
Lemma 11.2. Suppose that Tλ is disjoint from C0. Let w : (D, ∂D)→ (C, Tλ) be a
disc whose boundary circle is in class (b0, b1, b2). Then
(11.2)
∫
∂D
w∗θC\C0 = −w ·C0+
4
3w ·C∞+b0(4λ0−
4
3 )+b1(4λ1−
4
3 )+b2(4λ2−
4
3 ).
To make that formula a little more plausible, note that w · C∞ ≡ b0 + b1 + b2
mod 3. Hence, the right hand side of (11.2) reduces to 4λ0b0 + 4λ1b1 + 4λ2b2 mod
Z. This of course reflects the fact that the flat bundle oC |Tλ gives rise to a class in
H1(Tλ;R/Z), which is precisely (4λ0, 4λ1, 4λ2).
Proof. As usual we have
(11.3)
∫
D
w∗ωC =
∫
∂D
w∗θC\C0 + w · C0.
On the other hand, the area of discs with boundary on Tλ is well-known (there is a
disc whose boundary class is the k-th unit vector (k = 0, 1, 2), which intersects the
divisor C∞ once, and has area 4λk). 
Let’s temporarily consider the degenerate choice
(11.4) σX,0|C = x
2
0(x
2
1 + x
2
2).
This of course does not satisfy the conditions for a quasi-Lefschetz pencil, but we
will remedy that shortly. With that choice, C0 \C∞ ⊂ C \C∞ is the union of two
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lines {x1 = ±ix2}. Using Lemma 11.2 one sees that in H1(Tλ;R) ∼= H1(Tλ;R)∨ we
have
(11.5) [θC\C0 |Tλ] =
{
(4λ0 − 2, 4λ1, 4λ2 − 2) λ1 < λ2,
(4λ0 − 2, 4λ1 − 2, 4λ2) λ1 > λ2.
K1/2 = T1/2,1/4,1/4 is a Lagrangian torus intersecting C0 in two parallel circles,
whose homology class is (0, 1, 1), hence in our notation Poincare´ dual to (0,−1, 1) ∈
H1(K1/2). Suppose first that we choose a small Hamiltonian function H˜ supported
in a neighbourhood of K1/2, and such that the gradient vector field of H˜|K1/2
is transverse to both circles, and points in the same direction along each. One
can use the backwards and forwards flow of that function to produce two per-
turbed Lagrangian tori K˜0, K˜1 ⊂ C, which are disjoint from C0 ∪ C∞. These are
Hamiltonian isotopic to K1/2, but at the same time they are Lagrangian isotopic
to T1/2,1/4−ǫ,1/4+ǫ and T1/2,1/4+ǫ,1/4−ǫ (for small nonzero ǫ, let’s fix the signs by
saying ǫ > 0) in the complement of C0 ∪C∞ (the last-mentioned fact follows by in-
terpolating between dH˜ and a torus-invariant closed one-form). In particular, they
behave like the limiting case of (11.5) when approaching the point (1/2, 1/4, 1/4)
from both sides:
(11.6)
[θC\C0 |K˜1] = (0,−1, 1),
[θC\C0 |K˜0] = (0, 1,−1).
Now consider a different Hamiltonian function H , such that the gradient vector
field of H |K1/2 points in opposite directions transversally to our two circles. This
again gives rise to Lagrangian tori K0 and K1 in the complement of C0 ∪C∞, but
now (11.6) and (8.45) tell us that
(11.7)
[θC\C0 |K1] = [θC\C0 |K˜1]− (0,−1, 1) = (0, 0, 0),
[θC\C0 |K0] = [θC\C0 |K˜0] + (0,−1, 1) = (0, 0, 0).
(Note that both classes have to be equal, by Lemma 8.16, which is a useful check
on the signs in this computation). Suppose now that one slightly perturbs (11.4) so
as to satisfy the requirements for a quasi-pencil. By using the isotopy theorem for
symplectic submanifolds locally, one can move K1/2 by a Hamiltonian isotopy, so
that its intersection with the perturbed version of C0 again consists of two circles,
and the entire argument leading to (11.7) carries over. We will assume from now
on (without changing notation) that we are in this more generic situation.
The final step is to move away from the fibre at infinity X∞ in our pencil.
Consider part of the graph of the pencil of quartic surfaces, and the base locus in
it:
(11.8)
Xˆ = {(y, x) ∈ C×X : σX,∞(x) = yσX,0(x)}
projection
−−−−−−→ C,
Xˆ∞ = C×X0,∞ ⊂ Xˆ.
The fibre of (Xˆ, Xˆ∞) over a point y is (X1/y, X0,∞). We equip Xˆ with the product
symplectic form. Using parallel transport, one can find a locally closed Lagrangian
submanifold Lˆ1/2 ⊂ Xˆ, which is fibered over a small interval (−δ, δ) ⊂ C, and
whose fibre over 0 isK1/2. Moreover, the parallel transport vector field can be made
compatible with Xˆ∞ near K1/2, which means that in each fibre Lˆ1/2 intersects Xˆ∞
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in two circles. Now specialize to some small nonzero y = 1/z ∈ (−δ, δ), and let
L1/2 be the corresponding fibre of Lˆ1/2, which is a Lagrangian submanifold in Xz.
Lemma 11.3. L1/2 ⊂ Xz admits a grading.
Proof. We have a short exact sequence
(11.9) 0→ TC −→ T Xˆ|C −→ OC(−C∞)→ 0,
and if we restrict that to K1/2, a subsequence of real vector bundles
(11.10) 0 −→ TK1/2 −→ T Lˆ1/2|K1/2 −→ R→ 0.
Take a disc w : (D, ∂D) → (Xˆ, Lˆ1/2) whose image is contained in C. The two
sequences above show that its Maslov index in Xˆ differs from its Maslov index in C
by the intersection number (taken in C) −2(w ·C∞). This precisely cancels out the
familiar formula for the Maslov index in C. We have now shown that Lˆ1/2 ⊂ Xˆ has
zero Maslov index. Specializing to the fibre at z yields the desired conclusion. 
A similar (in fact even simpler) argument shows that the flat line bundle
oXz |L1/2 is trivial, and that the Lagrangian submanifolds L0, L1 ⊂Mz = Xz \X0,∞
obtained by a pushoff construction applied to L1/2∩X0,∞ are exact. Corollary 8.23
then applies and concludes the proof of Proposition 11.1.
11b. As before take X = CP3 with σX,∞(x) = x0x1x2x3, so that the comple-
ment ofX∞ can be written as a quotient by the action of Γ
∗
4 = {±I,±iI} ⊂ SL4(C),
(11.11) M = {x ∈ C4 : x0x1x2x3 = 1}/Γ
∗
4.
We now specify X0 to be the Fermat quartic, σX,0 =
1
4 (x
4
0 + x
4
1 + x
4
2 + x
4
3). X0
intersects the strata of X∞ transversally, and πM = σX,0/σX,∞ has 64 nondegen-
erate critical points, coming in groups of 16 which lie in the same fibre (this is
not a problem, see Remark 6.6). We take z∗ = 0 as our base point, and use the
same embedded vanishing path for all critical points which lie in a given fibre.
This yields a collection of 64 vanishing cycles in M0 = X0 \ X0,∞, divided into
four groups of 16 mutually disjoint ones. We make them into branes by choosing
gradings and, for the projective and relative versions of that notion, the other addi-
tional data. Notation: F64 will be the full A∞-subcategory of F(M0) whose objects
are these vanishing cycles; and F64,q, F∗64,q the corresponding A∞-subcategories of
F(X0, X0,∞) and F(X0), respectively. From Propositions 8.7 and 8.8 we know that
F64,q is a one-parameter deformation of F64, and F∗64,q
∼= F64,q ⊗ΛN ΛQ.
Lemma 11.4. DπF(X0) ∼= Dπ(F∗64,q).
This follows from Corollary 9.6, which shows that the vanishing cycles are
split-generators for DπF(X0), and the general nonsense Lemma 2.5.
Lemma 11.5. F64,q has nontrivial deformation class in HH
2(F64,F64).
This is a consequence of Proposition 11.1 and the general derived invariance of
Hochschild cohomology, see the proof of Lemma 3.12.
To simplify the geometry of our pencil, consider the action of the group Γ∗16 ⊂
PSL4(C) of diagonal matrices A satisfying A
4 = id on X . This action is free on
M ; it can be lifted to oX and preserves the Fubini-Study connection, as well as
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σX,0, σX,∞; and it is compatible with the isomorphism oX ∼= K
−1
X . Hence, on the
quotient M¯ = M/Γ∗16 we have an induced symplectic form, a one-form primitive
for it, a holomorphic volume form, and a function πM¯ : M¯ → C. Explicitly,
(11.12) M¯ = {u0u1u2u3 = 1}, πM¯ (u) =
1
4 (u0 + u1 + u2 + u3)
where the coordinates are related to the previous ones by uk = x
4
k. Since Γ
∗
16 per-
mutes the critical points in any given fibre transitively, πM¯ has one nondegenerate
critical point in each each of the four singular fibres. In other words, the 64 vanish-
ing cycles in M0 are all possible lifts of the corresponding 4 vanishing cycles in the
quotient M¯0. We need some basic information about the topology of this space:
π1(M¯0) = {h ∈ Z
4 : h0 + · · ·+ h3 = 0},
im(π2(M¯0)⊗Q→ H2(M¯0;Q)) ∼= Q
3
(11.13)
where the first group maps isomorphically to π1(M¯), with the generators hk be-
coming loops around the coordinates axes uk = 0 at infinity; and the second is
generated by the 4 vanishing cycles. Both things follow from elementary Morse
and Lefschetz theory, since M¯ ≃ T 3 is obtained by attaching four 3-cells to M¯0,
which is itself homotopy equivalent to a 2-complex. As explained in Section 8b,
this means that we have an action of π1(M¯0)
∗ on a subcategory of F(M¯0) which
consists of branes with a certain condition on their fundamental groups, and in par-
ticular contains our vanishing cycles since they are spheres. Recall that in Section
10a we considered the group T = H/Γ4 ⊂ PSL(V ). This can also be written as
T = (C∗)4/C∗ (the quotient of the group of all diagonal matrices by the multiples
of the identity) and hence can be identified with π1(M¯0)
∗. The following is our
main computational result, and will be proved later:
Proposition 11.6. For a suitable choice of the lifts to M0 which define the T -
action, the full A∞-subcategory F4 ⊂ F(M¯0) whose objects are the 4 vanishing
cycles of πM¯ is T -equivariantly quasi-isomorphic to Q4.
The covering M0 → M¯0 provides an epimorphism π1(M¯0) → Γ∗16, and the
dual of that is the inclusion of the subgroup Γ16 →֒ T considered in Section 10a.
Combining the statement above with (8.13), one finds that
(11.14) F64 ∼= F4 ⋊ Γ16 ∼= Q4 ⋊ Γ16 ∼= Q64.
Now consider the symplectic automorphism φ¯ of M¯ given by φ¯(u0, u1, u2, u3) =
(u1, u2, u3, u0). This acts fibrewise with respect to πM¯ , hence takes each vanishing
cycle to itself, but it reverses their orientation since it acts with determinant −1
on the tangent space to each critical point. If we equip φ¯0 = φ¯|M¯0 with a suitable
“odd” grading α˜φ¯0 , it will map each vanishing cycle to itself as a graded Lagrangian
submanifold. The resulting Z/4-action can also be made compatible with the Spin
structures, as explained in Remark 8.3. Therefore, one can define F4 in such a
way that it carries a Z/4-action, which moreover is also compatible with T -action
(meaning that the two combine to yield an action of T ⋊ Z/4). We know that the
action of the generator of this Z/4-action on H(F4) ∼= Q4, temporarily denoted by
U˜4, satisfies the conditions from Remark 10.6. We are certainly free to change the
quasi-isomorphism F4 ≃ Q4 by some element of T , and by so doing we can achieve
that the matrix in GL(V ) associated to U˜4 is of the form (10.21) with all nonzero
coefficients equal to 1. Moreover, the action of any element [α1, . . . , α4] ∈ I4 on Q4
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lifts to an action on F4, which simply multiplies each space homF4(Xj , Xk) with
αkα
−1
j . In particular, by using αi which are fourth roots of unity, we can get a
modified Z/4-action whose associated generator is the automorphism U4 (all of this
follows Remark 10.6).
We can lift φ¯0 to an automorphism φ0 of automorphism φ0 of M0, in a way
which is unique up to the action of the covering group Γ∗16. The interplay of this with
(8.13) is not hard to understand, and a suitable choice of lift yields a Z/4-action on
F64 whose generator on the cohomology level is the automorphism U64. Moreover,
the deformation F64,q can be made equivariant with respect to this (this requires an
analogue of the discussion at the end of Section 8b for relative Fukaya categories,
which is entirely parallel to the affine case). This means that we have verified all
the conditions of Proposition 10.7, and therefore F64,q is quasi-isomorphic to Q64,q
up to some change of parameter in End(ΛN)
×. Using Lemma 11.4, we obtain:
Corollary 11.7. There is a ψ ∈ End(ΛN)
× such that
(11.15) DπF(X0) ∼= D
π(F∗64,q)
∼= ψ∗Dπ(Q64,q ⊗ΛN ΛQ). 
This is the mirror statement to Corollary 10.15, and by comparing the two,
Theorem 1.3 follows.
11c. It remains to explain Proposition 11.6. Following the strategy from
Section 6f, the first step in understanding the geometry of the vanishing cycles is to
represent them as matching cycles, which involves the choice of a generic auxiliary
section. Let us momentarily work “upstairs” in M . An ansatz for the section is
(11.16) σ′X,0 =
1
4 (ξ0x
4
0 + ξ1x
4
1 + ξ2x
4
2 + ξ3x
4
3)
with pairwise distinct constants ξk ∈ C∗. This always satisfies the first of the gener-
icity assumptions, namely (σ′X,0)
−1(0) intersects each stratum of X0,∞ transver-
sally. The critical point set of the associated map (6.16) is always smooth,
(11.17) Crit(bM ) =
{
x4k = (s+ ξkt)
−1, where
∏
k
(s+ tξk) = 1
}
.
The parameter value t = 0 corresponds precisely to the 64 critical points of πM .
At those points, bM : Crit(bM ) → C
2 is an immersion, and its second component
σ′X,0/σX,∞ : Crit(bM )→ C a simple branched cover, iff the coefficients ξk satisfy
(11.18)
∑
k
ξ2k 6=
1
4
(∑
k
ξk
)2
.
Next, bM |Crit(bM ) cannot be a generic embedding because it is Γ
∗
16-invariant, but
after passing to the quotient we do get a generic embedding bM¯ : Crit(bM¯ )→ C
2, for
elementary reasons: the image C¯ of this map is an irreducible algebraic curve in C2
having four distinct points at infinity, and since Crit(bM¯ ) has Euler characteristic
-2, the map cannot be a multiple branch cover. The upshot is that the dimensional
induction technique from Section 9d can be applied “downstairs”, meaning to the
vanishing cycles of πM¯ .
Let’s get down to concrete numbers. Our choice of coefficients is ξ0 = 5/4,
ξ1 = i, ξ2 = −1, ξ3 = −i, which satisfies (11.18). The branch curve (determined by
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computer using elimination theory) is
C¯ = {128000z12− 76800z11w + 92160z10w2 − 108544z9w3 − 258048z8w4
+ 86016z7w5 − 112640z6w6 + 141312z5w7 + 211968z4w8 − 25600z3w9
+ 36864z2w10 − 49152zw11 − 65536w12 − 391307z8+ 180632z7w
+ 1940z6w2 − 503112z5w3 − 2102866z4w4 + 457512z3w5 − 122764z2w6
− 102904zw7− 251483w8 + 399430z4− 106312z3w − 155028z2w2
− 53752zw3 − 320858w4 − 136161 = 0}.
(11.19)
Figure 6 shows the z-plane with the 4 points of Critv(πM¯ ) = {±1,±i}, as well the
40 points of Fakev (πM¯ ). Luckily, none of the latter lie on [−1, 1] or i[−1, 1], so we
can take the basis of embedded critical paths which are straight lines bk(t) = i
2−kt,
k = 1, . . . , 4. Denote by Vbk ⊂ M¯0 the resulting vanishing cycles. We now turn to
the function
(11.20) qM¯0 =
1
4
∑
k
ξkuk : M¯0 = π
−1
M¯
(0) −→ C.
This is not quite a Lefschetz fibration, but it is the free Γ∗16-quotient of such a
fibration on M0, so the same techniques can be applied. Figure 7 shows its base
C with the 12 critical values, which are also the points of C¯ ∩ {z = 0}, and the
matching paths dk obtained from the braid monodromy of C¯ over bk. The associated
matching cycles are our vanishing cycles: Vbk ≃ Σdk .
Taking 0 as a base point, choose a base path c∗ and a basis of vanishing paths
c1, . . . , c12 for (11.20) as indicated in Figure 8. This gives rise to vanishing cycles
Vck ⊂ M¯0,0 = q
−1
M¯0
(0), which are simple closed loops on a four-pointed genus three
Riemann surface.
Remark 11.8. If one took ξk = i
k instead, condition (11.18) would be violated but
the structure of qM¯0 would be much simpler: it would have 4 degenerate critical
points of type A3. The actually chosen ξk are a small perturbation of these values,
in the sense that one can still recognize the groups of 3 critical points obtained by
“morsifying” the degenerate singularities. This allows one to choose the vanishing
paths ck in such a way as to minimize the intersections between the vanishing cycles
in each group.
Let F→12 be the directed A∞-subcategory of the Fukaya category of M¯0,0 whose
objects are the Vck . From the restriction of the universal cover of M¯0, we get an
action of π1(M¯0)
∗ ∼= T on this A∞-category. Let TwT (F→12 ) be the equivariant
version of the category of twisted complexes (this is straightforward to define; the
forgetful map TwT (F→12 )→ Tw(F
→
12 ) is injective, but not surjective, on morphism
spaces). The equivariant version of Theorem 9.8 shows that F4 is equivariantly
quasi-isomorphic to the full A∞-subcategory of TwT (F→12 ) whose objects are the
following four equivariant twisted complexes, obtained by applying the rules from
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Section 9d to the paths from Figures 7, 8:
S1 =
{
T ′Vc7T
′
Vc5
(Vc3) −→ TVc10TVc11 (Vc12)
}
,
S2 =
{
TVc1TVc2 (Vc3) −→ T
′
Vc10
T ′Vc8 (Vc6)
}
,
S3 =
{
TVc1TVc4TVc5 (Vc6) −→ T
′
Vc11
(Vc9)
}
,
S4 =
{
TVc2TVc4TVc7TVc8 (Vc9) −→ Vc12
}(11.21)
where {· · · → · · · } is the cone over the lowest degree nonzero morphism, which is
unique up to a C∗ multiple. Actually, that morphism may not have degree zero, or
it may not be T -invariant, so one needs to change one of the two objects forming
the cone by a translation and tensoring with a suitable T -character. In that sense,
the formulae given (11.21) are not entirely precise, but the appropriate corrections
can not yet be determined at this stage in the computation.
The next step is to compute F→12 , or rather a directed A∞-category C
→
12 quasi-
isomorphic to it, using the combinatorial description of directed Fukaya categories
on Riemann surfaces. Following the procedure described in Section 9e, we take
a compact piece N ⊂ M¯0,0 which is a surface with boundary and a deformation
retract. Figure 9 shows a decomposition of N into eight polygons (I)–(VIII), with
the solid lines the actual ∂N , and the dashed lines to be glued to the boundaries
of other polygons as indicated. M¯0,0 inherits the structure of an affine Calabi-
Yau from M¯ , and Figure 10 shows an unoriented foliation on N lying in the same
homotopy class as the distinguished trivialization of the squared canonical bundle.
Moreover, restriction
(11.22) Z4/Z(1, 1, 1, 1) ∼= H1(M¯) −→ H1(M¯0,0)
gives four canonical elements of H1(N) whose sum is zero; the Poincare´ duals of
the first three elements are represented by the one-cycles x, y, z in (N, ∂N) shown
in Figure 11. Figures 12–19 show simple closed curves νk isotopic to the vanishing
cycles Vck , drawn on each of the eight polygons which make up N .
Remark 11.9. These pictures were arrived at by an application of braid monodromy
(in one dimension lower than before), which means that we introduce another aux-
iliary holomorphic function on M¯0, whose restriction to any generic fibre of qM¯0
represents that surface as a branched cover with only simple branch points. The
function we use is simply a projection
(11.23) rM¯0 (u) = u2 ∈ C
∗,
making M¯0,0 into a fourfold branched cover of C
∗ with eight simple branch points.
Cutting the base of that into suitable pieces gives rise to our decomposition of N
into polygons. Elimination theory is used to compute the branch curve of
(11.24) (qM¯0 , rM¯0) : M¯0,0 −→ C× C
∗,
and from that one obtains the vanishing cycles Vc1 , . . . , Vc12 . We have omitted the
details of this step, since it is essentially topological, and completely parallel to the
procedure which led to the paths b1, . . . , b4 in Figure 7.
When drawing the νk, there is some freedom in their relative position with
respect to each other. The only constraint, which comes from exactness, says that
we should be able to assign positive areas to the connected components of N \
⋃
k νk
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such that the two-chains which represent relations between the νk have signed area
zero. In fact, as explained in Remark 9.9, not all relations need to be considered;
in our case (11.13) shows that there are three essential ones. These can be read off
from (11.21) and the intersection numbers of the νk, and are
ν5 + ν8 + ν10 − ν1 − ν2 − ν3 ∼ 0,
ν3 + ν5 + ν7 − ν10 − ν11 − ν12 ∼ 0,
ν8 + ν2 + ν4 − ν7 − ν8 − ν0 ∼ 0.
(11.25)
After having drawn the relevant two-chains explicitly in Figures 12–19, one real-
izes that for each of them, there are pieces of N \
⋃
k νk which appear in it with
either sign, and which do not appear in the other two-chains. This means that the
configuration of curves νk can indeed be used as basis for the computation.
Choose gradings and Spin structures for the νk, lifts to the abelian covering of
N induced from π1(N) ∼= π1(M¯0,0)→ π1(M¯0), and identifications Cx ∼= C for each
intersection point of νk ∩ νl with k < l. One can then list all intersection points
with their (Maslov index) degrees as well as their (T -action) weights. This is done
in Tables 1 and 2, where the notation is that
(11.26) mdxaybzc
is an intersection point with Maslov index d, and on which [x, y, z, 1] ∈ T acts as
xaybzc, respectively. By inspecting the table, one sees that different intersection
points of the same νk ∩ νl are always distinguished by (a, b, c, d). We may therefore
denote the generator of homC→12 (νk, νl) given by an intersection point (11.26) by
(11.27) νk ∩ νl : m
dxaybzc.
The next step is to count all immersed holomorphic polygons which have sides on
the νk (in the correct order), with the appropriate signs. The outcome of that are
the composition maps µd in C→12 . It turns out that only µ
2, µ3 are nonzero; their
coefficients are listed in Tables 3 and 4.
Remark 11.10. The T -action is actually a big bonus in this computation, since
the fact that the µd are homogeneous means that a lot of their coefficients have to
vanish. For instance, the fact that µd = 0 for d > 3 follows by inspection of the list
of T -weights of the intersection points, so one does not need to verify geometrically
that there are no immersed pentagons, hexagons, and so forth. Another important
self-check on the computation is provided by the A∞-relations themselves.
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At this point, we can write down the objects Sk from (11.21), or rather the
corresponding objects Ck in TwT (C→12), more explicitly. They are
C1 = ν3[1]〈x〉 ⊕ ν5〈y〉 ⊕ ν7〈yz〉 ⊕ ν10〈x
−1y〉 ⊕ ν11[−1]〈y〉 ⊕ ν12[−1],
δ1=

0 0 0 0 0 0
ν3 ∩ ν5 :x
−1y 0 0 0 0 0
0 ν5 ∩ ν7 :mz 0 0 0 0
0 ν5 ∩ ν10 :mx−1 0 0 0 0
0 0 ν7 ∩ ν11 :z−1 ν10 ∩ ν11 :x 0 0
0 0 0 0 ν11 ∩ ν12 :my−1 0
,
C2 = ν1[1]〈x
−1y〉 ⊕ ν2〈y〉 ⊕ ν3 ⊕ ν6〈z
−1〉 ⊕ ν8[−1]〈z
−1〉 ⊕ ν10[−1]〈x
−1〉,
δ2 =

0 0 0 0 0 0
ν1 ∩ ν2 :x 0 0 0 0 0
0 ν2 ∩ ν3 :my−1 0 0 0 0
0 ν2 ∩ ν6 :my−1z−1 0 0 0 0
0 0 −(ν3 ∩ ν8 :z−1) ν6 ∩ ν8 :1 0 0
0 0 0 0 ν8 ∩ ν10 :mx−1z 0
,
C3 = ν1〈x
−1〉 ⊕ ν4〈x
−1y〉 ⊕ ν5[−1]〈x
−1y〉 ⊕ ν6[−1]〈x
−1z−1〉
⊕ ν9[−1]〈y
−1z−1〉 ⊕ ν11[−2]〈z
−1〉,
δ3 =

0 0 0 0 0 0
0 0 0 0 0 0
ν1 ∩ ν5 :y ν4 ∩ ν5 :1 0 0 0 0
0 0 ν5 ∩ ν6 :my−1z−1 0 0 0
0 0 ν5 ∩ ν9 :mxy−2z−1 0 0 0
0 0 0 ν6 ∩ ν11 :x ν9 ∩ ν11 :y 0
,
C4 = ν2[1]〈z
−1〉 ⊕ ν4[1]〈x
−1〉 ⊕ ν7[1]〈x
−1y〉 ⊕ ν8〈x
−1z−1〉
⊕ ν9〈x
−1y−1z−1〉 ⊕ ν12〈y
−1z−1〉,
δ4 =

0 0 0 0 0 0
ν2 ∩ ν4 :mx−1z 0 0 0 0 0
ν2 ∩ ν7 :mx−1yz 0 0 0 0 0
0 ν4 ∩ ν8 :z
−1 ν7 ∩ ν8 :y
−1z−1 0 0 0
0 0 0 ν8 ∩ ν9 :my−1 0 0
0 0 0 ν8 ∩ ν12 :mxy−1 0 0
.
where νk[d]〈xaybzc〉 means the object νk shifted down by d, and tensored with the
one-dimensional representation of T on which [x, y, z, 1] acts as x−ay−bz−c.
It is now easy to compute explicitly the full A∞-subcategory of TwTC→12 con-
sisting of these four equivariant twisted complexes Ck. More precisely, one verifies
(by computer) first that the cohomology of this subcategory is T -equivariantly iso-
morphic to Q4 and then, following the indications in Remark 10.3, that a suitable
fourth order Massey product is nonzero, which implies that our full subcategory is
T -equivariantly quasi-isomorphic to Q4. By Theorem 9.8, or rather the equivariant
version of it explained in Section 9f, we have a T -equivariant quasi-isomorphism of
our subcategory with F4, and this completes the proof of Proposition 11.6.
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b1
b2
b3
b4
Figure 6. The actual (•) and fake (◦) critical points of πM¯ ,
together with our choice of vanishing paths b1, . . . , b4. The image
has been distorted for better legibility.
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d2
d3
d1
d4
Figure 7. The four matching paths obtained from the vanishing
paths in Figure 6 by braid monodromy. These were drawn using
a computer to watch how the points of C¯ ∩ {z = bk(t)} move in
C as one goes along the vanishing paths. The picture would be
Z/4-symmetric if we hadn’t moved the paths by an isotopy, so as
to avoid the future base path (the dashed line).
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1
2
3
4
5
6
7
9
10
11
12
8
Figure 8. The base path and the 12 vanishing paths c1, . . . , c12
(ordered as they must be, clockwise with respect to the derivatives
at the base point).
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II
IV
VI
VII VIII
V
III
I
VIII
II
III
VII VIII
I
III
IV
I
IV
IIV
II
V
IIIVI
III IV
VI
IV
VII
V
V
VIII
VII
VIII
VI
VII
I
II
VII
Figure 9.
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Figure 10.
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z
x
z
z
y
x
y y
y
x
Figure 11.
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I
ν9
ν5
ν3
ν8ν12
ν5 ν6
ν1
ν2
ν10
Figure 12.
II
ν5
ν1
ν10
ν3 ν12
ν10
ν3
ν6
ν7
ν2
Figure 13.
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III
ν11
ν12
ν7
ν10
ν5
ν3ν2
ν9
ν6
ν2
Figure 14.
IV
ν12
ν3
ν4
ν11
ν2
ν10
ν9
ν7
ν7
ν12
Figure 15.
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V
ν9
ν8
ν4
ν11
ν3
ν6
ν11 ν12
ν7
ν2
Figure 16.
VI
ν4
ν6
ν9
ν7
ν11
ν1
ν5
ν12
ν9
ν4
Figure 17.
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VII
ν8
ν12
ν3
ν8
ν6
ν5
ν1
ν11
ν4
ν9
Figure 18.
VIII
ν1
ν6
ν8
ν2
ν9
ν10
ν6
ν1
ν3
ν4
Figure 19.
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1 2 3 4 5 6
1
2 x
3 my−1
4 1 mx−1z
x
5 x x−1y x−1y 1
1 1
y
6 my−1z−1 x−1yz−1 my−1z−1
mx−1z−1 x−1
mx−1y−1
7 myz mx−1z 1 mz
x mx−1yz x
mz
8 xz−1 z−1 x−1 xy−1z−1 z−1 1
xy−1z−1 mx−1y−1 z−1 y−1z−1 xy−1z−1
z−1 x−1yz−1 z−1
9 my−1z−1 x−1 mxy−2z−1 1
mx−1y−1 my−1z−1 my−1z−1 y−1z
my−2 my−2
10 m mx−2 mx−1 mx−1y−1
mx−1 mx−1 y−1z−1 mx−1
mx−1y−1 my−1
11 xz−1 my−1 x−1y xz−1 xz−1 z
mx−1 1 xy−1z−1 my−1 x
yz−1 z−1 y
12 my−1 my−1 mxy−1z−1 z
mz−1 my−1 mxy−1
mxy−2
Table 1. The points of νk ∩ νl for 1 ≤ k ≤ 6 and l > k, with
their Maslov indices and T -action weights.
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7 8 9 10 11 12
7
8 y−1z−1
9 my−1
10 x−1y−1z−1 mx−1z
y−1z−1
11 xy−1z−1 y y x
y−1z−1 x
z−1
12 mxy−1 y my−1
m z
my−1z
Table 2. The points of νk ∩ νl for 7 ≤ k ≤ 12 and l > k, with
their Maslov indices and T -action weights.
a1 a2 b ±
ν1 ∩ ν2 : x ν2 ∩ ν5 : 1 ν1 ∩ ν5 : x +
ν1 ∩ ν2 : x ν2 ∩ ν5 : x−1y ν1 ∩ ν5 : y −
ν1 ∩ ν4 : x ν4 ∩ ν5 : 1 ν1 ∩ ν5 : x +
ν1 ∩ ν4 : 1 ν4 ∩ ν5 : 1 ν1 ∩ ν5 : 1 −
ν2 ∩ ν3 : my−1 ν3 ∩ ν6 : x−1yz−1 ν2 ∩ ν6 : mx−1z−1 −
ν2 ∩ ν3 : my−1 ν3 ∩ ν6 : x−1 ν2 ∩ ν6 : mx−1y−1 −
ν2 ∩ ν5 : x−1y ν5 ∩ ν6 : my−1z−1 ν2 ∩ ν6 : mx−1z−1 −
ν2 ∩ ν5 : 1 ν5 ∩ ν6 : my−1z−1 ν2 ∩ ν6 : my−1z−1 +
ν4 ∩ ν5 : 1 ν5 ∩ ν8 : xy−1z−1 ν4 ∩ ν8 : xy−1z−1 +
ν4 ∩ ν5 : 1 ν5 ∩ ν8 : z−1 ν4 ∩ ν8 : z−1 −
ν4 ∩ ν7 : x ν7 ∩ ν8 : y−1z−1 ν4 ∩ ν8 : xy−1z−1 +
ν4 ∩ ν7 : 1 ν7 ∩ ν8 : y−1z−1 ν4 ∩ ν8 : y−1z−1 −
ν5 ∩ ν6 : my−1z−1 ν6 ∩ ν9 : 1 ν5 ∩ ν9 : my−1z−1 −
ν5 ∩ ν6 : my−1z−1 ν6 ∩ ν9 : y−1z ν5 ∩ ν9 : my−2 −
ν5 ∩ ν8 : z−1 ν8 ∩ ν9 : my−1 ν5 ∩ ν9 : my−1z−1 −
ν5 ∩ ν8 : xy−1z−1 ν8 ∩ ν9 : my−1 ν5 ∩ ν9 : mxy−2z−1 +
ν7 ∩ ν8 : y−1z−1 ν8 ∩ ν11 : x ν7 ∩ ν11 : xy−1z−1 +
ν7 ∩ ν8 : y−1z−1 ν8 ∩ ν11 : y ν7 ∩ ν11 : z−1 −
ν7 ∩ ν10 : y−1z−1 ν10 ∩ ν11 : x ν7 ∩ ν11 : xy−1z−1 +
ν7 ∩ ν10 : x−1y−1z−1 ν10 ∩ ν11 : x ν7 ∩ ν11 : y−1z−1 −
ν8 ∩ ν9 : my−1 ν9 ∩ ν12 : y ν8 ∩ ν12 : m −
ν8 ∩ ν9 : my−1 ν9 ∩ ν12 : z ν8 ∩ ν12 : my−1z −
ν8 ∩ ν11 : y ν11 ∩ ν12 : my−1 ν8 ∩ ν12 : m −
ν8 ∩ ν11 : x ν11 ∩ ν12 : my−1 ν8 ∩ ν12 : mxy−1 +
ν2 ∩ ν4 : mx−1z ν4 ∩ ν7 : 1 ν2 ∩ ν7 : mx−1z −
ν2 ∩ ν4 : mx−1z ν4 ∩ ν7 : x ν2 ∩ ν7 : mz +
ν2 ∩ ν5 : 1 ν5 ∩ ν7 : mz ν2 ∩ ν7 : mz +
ν2 ∩ ν5 : x−1y ν5 ∩ ν7 : mz ν2 ∩ ν7 : mx−1yz −
ν3 ∩ ν5 : x−1y ν5 ∩ ν8 : xy−1z−1 ν3 ∩ ν8 : z−1 −
ν3 ∩ ν5 : x−1y ν5 ∩ ν8 : z−1 ν3 ∩ ν8 : x−1yz−1 −
ν3 ∩ ν6 : x−1yz−1 ν6 ∩ ν8 : 1 ν3 ∩ ν8 : x−1yz−1 −
ν3 ∩ ν6 : x−1 ν6 ∩ ν8 : 1 ν3 ∩ ν8 : x−1 +
ν1 ∩ ν2 : x ν2 ∩ ν7 : mx−1yz ν1 ∩ ν7 : myz +
ν1 ∩ ν4 : x ν4 ∩ ν7 : 1 ν1 ∩ ν7 : x −
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ν1 ∩ ν4 : 1 ν4 ∩ ν7 : x ν1 ∩ ν7 : x +
ν1 ∩ ν5 : y ν5 ∩ ν7 : mz ν1 ∩ ν7 : myz +
ν2 ∩ ν3 : my−1 ν3 ∩ ν8 : x−1 ν2 ∩ ν8 : mx−1y−1 +
ν2 ∩ ν4 : mx−1z ν4 ∩ ν8 : y−1z−1 ν2 ∩ ν8 : mx−1y−1 +
ν2 ∩ ν5 : x−1y ν5 ∩ ν8 : xy−1z−1 ν2 ∩ ν8 : z−1 +
ν2 ∩ ν5 : 1 ν5 ∩ ν8 : z−1 ν2 ∩ ν8 : z−1 −
ν2 ∩ ν6 : mx−1y−1 ν6 ∩ ν8 : 1 ν2 ∩ ν8 : mx−1y−1 +
ν2 ∩ ν7 : mx−1z ν7 ∩ ν8 : y−1z−1 ν2 ∩ ν8 : mx−1y−1 −
ν3 ∩ ν5 : x−1y ν5 ∩ ν9 : mxy−2z−1 ν3 ∩ ν9 : my−1z−1 +
ν3 ∩ ν6 : x−1 ν6 ∩ ν9 : 1 ν3 ∩ ν9 : x−1 −
ν3 ∩ ν6 : x−1yz−1 ν6 ∩ ν9 : y−1z ν3 ∩ ν9 : x−1 +
ν3 ∩ ν8 : z−1 ν8 ∩ ν9 : my−1 ν3 ∩ ν9 : my−1z−1 −
ν1 ∩ ν2 : x ν2 ∩ ν8 : z−1 ν1 ∩ ν8 : xz−1 −
ν1 ∩ ν4 : x ν4 ∩ ν8 : z−1 ν1 ∩ ν8 : xz−1 −
ν1 ∩ ν4 : x ν4 ∩ ν8 : y−1z−1 ν1 ∩ ν8 : xy−1z−1 +
ν1 ∩ ν4 : 1 ν4 ∩ ν8 : z−1 ν1 ∩ ν8 : z−1 +
ν1 ∩ ν4 : 1 ν4 ∩ ν8 : xy−1z−1 ν1 ∩ ν8 : xy−1z−1 +
ν1 ∩ ν5 : x ν5 ∩ ν8 : z−1 ν1 ∩ ν8 : xz−1 +
ν1 ∩ ν5 : y ν5 ∩ ν8 : xy−1z−1 ν1 ∩ ν8 : xz−1 +
ν1 ∩ ν5 : 1 ν5 ∩ ν8 : z−1 ν1 ∩ ν8 : z−1 +
ν1 ∩ ν5 : 1 ν5 ∩ ν8 : xy−1z−1 ν1 ∩ ν8 : xy−1z−1 −
ν1 ∩ ν7 : x ν7 ∩ ν8 : y−1z−1 ν1 ∩ ν8 : xy−1z−1 +
ν2 ∩ ν3 : my−1 ν3 ∩ ν9 : x−1 ν2 ∩ ν9 : mx−1y−1 +
ν2 ∩ ν5 : 1 ν5 ∩ ν9 : my−2 ν2 ∩ ν9 : my−2 +
ν2 ∩ ν5 : 1 ν5 ∩ ν9 : my−1z−1 ν2 ∩ ν9 : my−1z−1 +
ν2 ∩ ν5 : x−1y ν5 ∩ ν9 : mxy−2z−1 ν2 ∩ ν9 : my−1z−1 +
ν2 ∩ ν5 : x−1y ν5 ∩ ν9 : my−2 ν2 ∩ ν9 : mx−1y−1 +
ν2 ∩ ν6 : my−1z−1 ν6 ∩ ν9 : 1 ν2 ∩ ν9 : my−1z−1 −
ν2 ∩ ν6 : mx−1z−1 ν6 ∩ ν9 : y−1z ν2 ∩ ν9 : mx−1y−1 +
ν2 ∩ ν6 : mx−1y−1 ν6 ∩ ν9 : 1 ν2 ∩ ν9 : mx−1y−1 −
ν2 ∩ ν6 : my−1z−1 ν6 ∩ ν9 : y−1z ν2 ∩ ν9 : my−2 −
ν2 ∩ ν8 : z−1 ν8 ∩ ν9 : my−1 ν2 ∩ ν9 : my−1z−1 +
ν5 ∩ ν7 : mz ν7 ∩ ν10 : x−1y−1z−1 ν5 ∩ ν10 : mx−1y−1 −
ν5 ∩ ν7 : mz ν7 ∩ ν10 : y−1z−1 ν5 ∩ ν10 : my−1 +
ν5 ∩ ν8 : xy−1z−1 ν8 ∩ ν10 : mx−1z ν5 ∩ ν10 : my−1 +
ν5 ∩ ν8 : z−1 ν8 ∩ ν10 : mx−1z ν5 ∩ ν10 : mx−1 −
ν6 ∩ ν8 : 1 ν8 ∩ ν11 : x ν6 ∩ ν11 : x −
ν6 ∩ ν8 : 1 ν8 ∩ ν11 : y ν6 ∩ ν11 : y −
ν6 ∩ ν9 : 1 ν9 ∩ ν11 : y ν6 ∩ ν11 : y −
ν6 ∩ ν9 : y−1z ν9 ∩ ν11 : y ν6 ∩ ν11 : z +
ν4 ∩ ν5 : 1 ν5 ∩ ν10 : mx−1 ν4 ∩ ν10 : mx−1 +
ν4 ∩ ν7 : x ν7 ∩ ν10 : x−1y−1z−1 ν4 ∩ ν10 : y−1z−1 −
ν4 ∩ ν7 : 1 ν7 ∩ ν10 : y−1z−1 ν4 ∩ ν10 : y−1z−1 +
ν4 ∩ ν8 : z−1 ν8 ∩ ν10 : mx−1z ν4 ∩ ν10 : mx−1 +
ν5 ∩ ν6 : my−1z−1 ν6 ∩ ν11 : z ν5 ∩ ν11 : my−1 +
ν5 ∩ ν7 : mz ν7 ∩ ν11 : y−1z−1 ν5 ∩ ν11 : my−1 +
ν5 ∩ ν8 : z−1 ν8 ∩ ν11 : x ν5 ∩ ν11 : xz−1 +
ν5 ∩ ν8 : xy−1z−1 ν8 ∩ ν11 : y ν5 ∩ ν11 : xz−1 −
ν5 ∩ ν9 : my−2 ν9 ∩ ν11 : y ν5 ∩ ν11 : my−1 +
ν5 ∩ ν10 : mx−1y−1 ν10 ∩ ν11 : x ν5 ∩ ν11 : my−1 −
ν6 ∩ ν8 : 1 ν8 ∩ ν12 : mxy−1 ν6 ∩ ν12 : mxy−1 +
ν6 ∩ ν9 : y−1z ν9 ∩ ν12 : y ν6 ∩ ν12 : z −
ν6 ∩ ν9 : 1 ν9 ∩ ν12 : z ν6 ∩ ν12 : z +
ν6 ∩ ν11 : x ν11 ∩ ν12 : my−1 ν6 ∩ ν12 : mxy−1 −
ν4 ∩ ν5 : 1 ν5 ∩ ν11 : xz−1 ν4 ∩ ν11 : xz−1 −
ν4 ∩ ν7 : x ν7 ∩ ν11 : z−1 ν4 ∩ ν11 : xz−1 −
ν4 ∩ ν7 : x ν7 ∩ ν11 : y−1z−1 ν4 ∩ ν11 : xy−1z−1 +
ν4 ∩ ν7 : 1 ν7 ∩ ν11 : z−1 ν4 ∩ ν11 : z−1 +
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ν4 ∩ ν7 : 1 ν7 ∩ ν11 : xy−1z−1 ν4 ∩ ν11 : xy−1z−1 +
ν4 ∩ ν8 : xy−1z−1 ν8 ∩ ν11 : y ν4 ∩ ν11 : xz−1 +
ν4 ∩ ν8 : z−1 ν8 ∩ ν11 : x ν4 ∩ ν11 : xz−1 +
ν4 ∩ ν8 : y−1z−1 ν8 ∩ ν11 : y ν4 ∩ ν11 : z−1 +
ν4 ∩ ν8 : y−1z−1 ν8 ∩ ν11 : x ν4 ∩ ν11 : xy−1z−1 −
ν4 ∩ ν10 : y−1z−1 ν10 ∩ ν11 : x ν4 ∩ ν11 : xy−1z−1 +
ν5 ∩ ν6 : my−1z−1 ν6 ∩ ν12 : z ν5 ∩ ν12 : my−1 +
ν5 ∩ ν8 : xy−1z−1 ν8 ∩ ν12 : my−1z ν5 ∩ ν12 : mxy−2 +
ν5 ∩ ν8 : xy−1z−1 ν8 ∩ ν12 : m ν5 ∩ ν12 : mxy−1z−1 +
ν5 ∩ ν8 : z−1 ν8 ∩ ν12 : mxy−1 ν5 ∩ ν12 : mxy−1z−1 +
ν5 ∩ ν8 : z−1 ν8 ∩ ν12 : my−1z ν5 ∩ ν12 : my−1 +
ν5 ∩ ν9 : mxy−2z−1 ν9 ∩ ν12 : y ν5 ∩ ν12 : mxy−1z−1 −
ν5 ∩ ν9 : my−1z−1 ν9 ∩ ν12 : z ν5 ∩ ν12 : my−1 +
ν5 ∩ ν9 : my−2 ν9 ∩ ν12 : y ν5 ∩ ν12 : my−1 −
ν5 ∩ ν9 : mxy−2z−1 ν9 ∩ ν12 : z ν5 ∩ ν12 : mxy−2 −
ν5 ∩ ν11 : xz−1 ν11 ∩ ν12 : my−1 ν5 ∩ ν12 : mxy−1z−1 +
ν2 ∩ ν4 : mx−1z ν4 ∩ ν10 : y−1z−1 ν2 ∩ ν10 : mx−1y−1 −
ν2 ∩ ν5 : x−1y ν5 ∩ ν10 : my−1 ν2 ∩ ν10 : mx−1 +
ν2 ∩ ν5 : x−1y ν5 ∩ ν10 : mx−1y−1 ν2 ∩ ν10 : mx−2 −
ν2 ∩ ν5 : 1 ν5 ∩ ν10 : mx−1y−1 ν2 ∩ ν10 : mx−1y−1 +
ν2 ∩ ν5 : 1 ν5 ∩ ν10 : mx−1 ν2 ∩ ν10 : mx−1 +
ν2 ∩ ν7 : mx−1yz ν7 ∩ ν10 : y−1z−1 ν2 ∩ ν10 : mx−1 −
ν2 ∩ ν7 : mx−1yz ν7 ∩ ν10 : x−1y−1z−1 ν2 ∩ ν10 : mx−2 −
ν2 ∩ ν7 : mz ν7 ∩ ν10 : x−1y−1z−1 ν2 ∩ ν10 : mx−1y−1 −
ν2 ∩ ν7 : mx−1z ν7 ∩ ν10 : y−1z−1 ν2 ∩ ν10 : mx−1y−1 −
ν2 ∩ ν8 : z−1 ν8 ∩ ν10 : mx−1z ν2 ∩ ν10 : mx−1 +
ν3 ∩ ν5 : x−1y ν5 ∩ ν11 : xz−1 ν3 ∩ ν11 : yz−1 −
ν3 ∩ ν6 : x−1yz−1 ν6 ∩ ν11 : z ν3 ∩ ν11 : x−1y +
ν3 ∩ ν6 : x−1yz−1 ν6 ∩ ν11 : x ν3 ∩ ν11 : yz−1 +
ν3 ∩ ν6 : x−1 ν6 ∩ ν11 : y ν3 ∩ ν11 : x−1y +
ν3 ∩ ν6 : x−1 ν6 ∩ ν11 : x ν3 ∩ ν11 : 1 −
ν3 ∩ ν8 : x−1yz−1 ν8 ∩ ν11 : x ν3 ∩ ν11 : yz−1 +
ν3 ∩ ν8 : x−1 ν8 ∩ ν11 : x ν3 ∩ ν11 : 1 +
ν3 ∩ ν8 : z−1 ν8 ∩ ν11 : y ν3 ∩ ν11 : yz−1 −
ν3 ∩ ν8 : x−1 ν8 ∩ ν11 : y ν3 ∩ ν11 : x−1y −
ν3 ∩ ν9 : x−1 ν9 ∩ ν11 : y ν3 ∩ ν11 : x−1y +
ν1 ∩ ν2 : x ν2 ∩ ν10 : mx−1 ν1 ∩ ν10 : m +
ν1 ∩ ν2 : x ν2 ∩ ν10 : mx−2 ν1 ∩ ν10 : mx−1 +
ν1 ∩ ν4 : x ν4 ∩ ν10 : mx−1 ν1 ∩ ν10 : m +
ν1 ∩ ν4 : 1 ν4 ∩ ν10 : mx−1 ν1 ∩ ν10 : mx−1 +
ν1 ∩ ν5 : y ν5 ∩ ν10 : mx−1y−1 ν1 ∩ ν10 : mx−1 +
ν1 ∩ ν5 : 1 ν5 ∩ ν10 : mx−1 ν1 ∩ ν10 : mx−1 −
ν1 ∩ ν5 : y ν5 ∩ ν10 : my−1 ν1 ∩ ν10 : m −
ν1 ∩ ν5 : x ν5 ∩ ν10 : mx−1 ν1 ∩ ν10 : m +
ν1 ∩ ν7 : myz ν7 ∩ ν10 : x−1y−1z−1 ν1 ∩ ν10 : mx−1 −
ν1 ∩ ν7 : myz ν7 ∩ ν10 : y−1z−1 ν1 ∩ ν10 : m −
ν1 ∩ ν8 : xz−1 ν8 ∩ ν10 : mx−1z ν1 ∩ ν10 : m −
ν1 ∩ ν8 : z−1 ν8 ∩ ν10 : mx−1z ν1 ∩ ν10 : mx−1 +
ν2 ∩ ν3 : my−1 ν3 ∩ ν11 : x−1y ν2 ∩ ν11 : mx−1 −
ν2 ∩ ν3 : my−1 ν3 ∩ ν11 : 1 ν2 ∩ ν11 : my−1 +
ν2 ∩ ν4 : mx−1z ν4 ∩ ν11 : z−1 ν2 ∩ ν11 : mx−1 +
ν2 ∩ ν4 : mx−1z ν4 ∩ ν11 : xy−1z−1 ν2 ∩ ν11 : my−1 −
ν2 ∩ ν5 : 1 ν5 ∩ ν11 : my−1 ν2 ∩ ν11 : my−1 +
ν2 ∩ ν5 : x−1y ν5 ∩ ν11 : my−1 ν2 ∩ ν11 : mx−1 +
ν2 ∩ ν6 : my−1z−1 ν6 ∩ ν11 : z ν2 ∩ ν11 : my−1 +
ν2 ∩ ν6 : mx−1y−1 ν6 ∩ ν11 : x ν2 ∩ ν11 : my−1 −
ν2 ∩ ν6 : mx−1z−1 ν6 ∩ ν11 : z ν2 ∩ ν11 : mx−1 −
ν2 ∩ ν6 : mx−1y−1 ν6 ∩ ν11 : y ν2 ∩ ν11 : mx−1 −
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ν2 ∩ ν7 : mx−1z ν7 ∩ ν11 : xy−1z−1 ν2 ∩ ν11 : my−1 −
ν2 ∩ ν7 : mz ν7 ∩ ν11 : y−1z−1 ν2 ∩ ν11 : my−1 +
ν2 ∩ ν7 : mx−1yz ν7 ∩ ν11 : y−1z−1 ν2 ∩ ν11 : mx−1 −
ν2 ∩ ν7 : mx−1z ν7 ∩ ν11 : z−1 ν2 ∩ ν11 : mx−1 +
ν2 ∩ ν8 : mx−1y−1 ν8 ∩ ν11 : y ν2 ∩ ν11 : mx−1 −
ν2 ∩ ν8 : mx−1y−1 ν8 ∩ ν11 : x ν2 ∩ ν11 : my−1 −
ν2 ∩ ν9 : my−2 ν9 ∩ ν11 : y ν2 ∩ ν11 : my−1 +
ν2 ∩ ν9 : mx−1y−1 ν9 ∩ ν11 : y ν2 ∩ ν11 : mx−1 +
ν2 ∩ ν10 : mx−1y−1 ν10 ∩ ν11 : x ν2 ∩ ν11 : my−1 −
ν2 ∩ ν10 : mx−2 ν10 ∩ ν11 : x ν2 ∩ ν11 : mx−1 +
ν3 ∩ ν5 : x−1y ν5 ∩ ν12 : mxy−1z−1 ν3 ∩ ν12 : mz−1 +
ν3 ∩ ν5 : x−1y ν5 ∩ ν12 : mxy−2 ν3 ∩ ν12 : my−1 −
ν3 ∩ ν6 : x−1 ν6 ∩ ν12 : mxy−1 ν3 ∩ ν12 : my−1 −
ν3 ∩ ν6 : x−1yz−1 ν6 ∩ ν12 : mxy−1 ν3 ∩ ν12 : mz−1 +
ν3 ∩ ν8 : z−1 ν8 ∩ ν12 : my−1z ν3 ∩ ν12 : my−1 +
ν3 ∩ ν8 : x−1 ν8 ∩ ν12 : mxy−1 ν3 ∩ ν12 : my−1 −
ν3 ∩ ν8 : z−1 ν8 ∩ ν12 : m ν3 ∩ ν12 : mz−1 −
ν3 ∩ ν8 : x−1yz−1 ν8 ∩ ν12 : mxy−1 ν3 ∩ ν12 : mz−1 −
ν3 ∩ ν9 : my−1z−1 ν9 ∩ ν12 : y ν3 ∩ ν12 : mz−1 −
ν3 ∩ ν9 : my−1z−1 ν9 ∩ ν12 : z ν3 ∩ ν12 : my−1 +
ν3 ∩ ν11 : yz−1 ν11 ∩ ν12 : my−1 ν3 ∩ ν12 : mz−1 −
ν3 ∩ ν11 : 1 ν11 ∩ ν12 : my−1 ν3 ∩ ν12 : my−1 −
ν1 ∩ ν4 : 1 ν4 ∩ ν11 : xz−1 ν1 ∩ ν11 : xz−1 +
ν1 ∩ ν4 : x ν4 ∩ ν11 : z−1 ν1 ∩ ν11 : xz−1 +
ν1 ∩ ν5 : 1 ν5 ∩ ν11 : xz−1 ν1 ∩ ν11 : xz−1 +
ν1 ∩ ν7 : x ν7 ∩ ν11 : z−1 ν1 ∩ ν11 : xz−1 −
ν1 ∩ ν8 : z−1 ν8 ∩ ν11 : x ν1 ∩ ν11 : xz−1 +
ν1 ∩ ν8 : xy−1z−1 ν8 ∩ ν11 : y ν1 ∩ ν11 : xz−1 +
ν2 ∩ ν5 : x−1y ν5 ∩ ν12 : mxy−2 ν2 ∩ ν12 : my−1 +
ν2 ∩ ν5 : 1 ν5 ∩ ν12 : my−1 ν2 ∩ ν12 : my−1 −
ν2 ∩ ν6 : my−1z−1 ν6 ∩ ν12 : z ν2 ∩ ν12 : my−1 −
ν2 ∩ ν8 : z−1 ν8 ∩ ν12 : my−1z ν2 ∩ ν12 : my−1 +
ν2 ∩ ν9 : my−2 ν9 ∩ ν12 : y ν2 ∩ ν12 : my−1 +
ν2 ∩ ν9 : my−1z−1 ν9 ∩ ν12 : z ν2 ∩ ν12 : my−1 −
Table 3. Products µ2 in the directed A∞-category C→12 . The
notation means that µ2(a2, a1) = ±b.
a1 a2 a3 b ±
ν1 ∩ ν2 : x ν2 ∩ ν3 : my−1 ν3 ∩ ν5 : x−1y ν1 ∩ ν5 : 1 +
ν2 ∩ ν4 : mx−1z ν4 ∩ ν5 : 1 ν5 ∩ ν6 : my−1z−1 ν2 ∩ ν6 : mx−1y−1 −
ν4 ∩ ν5 : 1 ν5 ∩ ν6 : my−1z−1 ν6 ∩ ν8 : 1 ν4 ∩ ν8 : y−1z−1 +
ν5 ∩ ν7 : mz ν7 ∩ ν8 : y−1z−1 ν8 ∩ ν9 : my−1 ν5 ∩ ν9 : my−2 −
ν7 ∩ ν8 : y−1z−1 ν8 ∩ ν9 : my−1 ν9 ∩ ν11 : y ν7 ∩ ν11 : y−1z−1 +
ν8 ∩ ν10 : mx−1z ν10 ∩ ν11 : x ν11 ∩ ν12 : my−1 ν8 ∩ ν12 : my−1z −
ν1 ∩ ν2 : x ν2 ∩ ν3 : my−1 ν3 ∩ ν8 : x−1yz−1 ν1 ∩ ν8 : z−1 −
ν1 ∩ ν2 : x ν2 ∩ ν3 : my−1 ν3 ∩ ν8 : z−1 ν1 ∩ ν8 : xy−1z−1 +
ν2 ∩ ν3 : my−1 ν3 ∩ ν5 : x−1y ν5 ∩ ν7 : mz ν2 ∩ ν7 : mx−1z +
ν2 ∩ ν7 : mz ν7 ∩ ν8 : y−1z−1 ν8 ∩ ν9 : my−1 ν2 ∩ ν9 : my−2 −
ν2 ∩ ν7 : mx−1yz ν7 ∩ ν8 : y−1z−1 ν8 ∩ ν9 : my−1 ν2 ∩ ν9 : mx−1y−1 +
ν1 ∩ ν2 : x ν2 ∩ ν6 : my−1z−1 ν6 ∩ ν8 : 1 ν1 ∩ ν8 : xy−1z−1 +
ν1 ∩ ν2 : x ν2 ∩ ν6 : mx−1z−1 ν6 ∩ ν8 : 1 ν1 ∩ ν8 : z−1 +
ν1 ∩ ν5 : x ν5 ∩ ν6 : my−1z−1 ν6 ∩ ν8 : 1 ν1 ∩ ν8 : xy−1z−1 +
ν1 ∩ ν5 : y ν5 ∩ ν6 : my−1z−1 ν6 ∩ ν8 : 1 ν1 ∩ ν8 : z−1 +
ν2 ∩ ν4 : mx−1z ν4 ∩ ν5 : 1 ν5 ∩ ν9 : my−1z−1 ν2 ∩ ν9 : mx−1y−1 −
ν2 ∩ ν4 : mx−1z ν4 ∩ ν5 : 1 ν5 ∩ ν9 : mxy−2z−1 ν2 ∩ ν9 : my−2 +
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ν2 ∩ ν4 : mx−1z ν4 ∩ ν8 : xy−1z−1 ν8 ∩ ν9 : my−1 ν2 ∩ ν9 : my−2 +
ν2 ∩ ν4 : mx−1z ν4 ∩ ν8 : z−1 ν8 ∩ ν9 : my−1 ν2 ∩ ν9 : mx−1y−1 −
ν3 ∩ ν5 : x−1y ν5 ∩ ν7 : mz ν7 ∩ ν8 : y−1z−1 ν3 ∩ ν8 : x−1 +
ν4 ∩ ν5 : 1 ν5 ∩ ν6 : my−1z−1 ν6 ∩ ν11 : y ν4 ∩ ν11 : z−1 −
ν4 ∩ ν5 : 1 ν5 ∩ ν6 : my−1z−1 ν6 ∩ ν11 : x ν4 ∩ ν11 : xy−1z−1 +
ν5 ∩ ν6 : my−1z−1 ν6 ∩ ν8 : 1 ν8 ∩ ν10 : mx−1z ν5 ∩ ν10 : mx−1y−1 +
ν5 ∩ ν10 : my−1 ν10 ∩ ν11 : x ν11 ∩ ν12 : my−1 ν5 ∩ ν12 : mxy−2 −
ν5 ∩ ν10 : mx−1 ν10 ∩ ν11 : x ν11 ∩ ν12 : my−1 ν5 ∩ ν12 : my−1 +
ν4 ∩ ν5 : 1 ν5 ∩ ν9 : mxy−2z−1 ν9 ∩ ν11 : y ν4 ∩ ν11 : xy−1z−1 +
ν4 ∩ ν5 : 1 ν5 ∩ ν9 : my−1z−1 ν9 ∩ ν11 : y ν4 ∩ ν11 : z−1 +
ν4 ∩ ν8 : xy−1z−1 ν8 ∩ ν9 : my−1 ν9 ∩ ν11 : y ν4 ∩ ν11 : xy−1z−1 +
ν4 ∩ ν8 : z−1 ν8 ∩ ν9 : my−1 ν9 ∩ ν11 : y ν4 ∩ ν11 : z−1 +
ν5 ∩ ν7 : mz ν7 ∩ ν8 : y−1z−1 ν8 ∩ ν12 : m ν5 ∩ ν12 : my−1 −
ν5 ∩ ν7 : mz ν7 ∩ ν8 : y−1z−1 ν8 ∩ ν12 : mxy−1 ν5 ∩ ν12 : mxy−2 +
ν5 ∩ ν7 : mz ν7 ∩ ν11 : xy−1z−1 ν11 ∩ ν12 : my−1 ν5 ∩ ν12 : mxy−2 +
ν5 ∩ ν7 : mz ν7 ∩ ν11 : z−1 ν11 ∩ ν12 : my−1 ν5 ∩ ν12 : my−1 −
ν6 ∩ ν8 : 1 ν8 ∩ ν10 : mx−1z ν10 ∩ ν11 : x ν6 ∩ ν11 : z +
ν1 ∩ ν2 : x ν2 ∩ ν3 : my−1 ν3 ∩ ν11 : yz−1 ν1 ∩ ν11 : xz−1 −
ν2 ∩ ν10 : mx−1 ν10 ∩ ν11 : x ν11 ∩ ν12 : my−1 ν2 ∩ ν12 : my−1 −
ν1 ∩ ν2 : x ν2 ∩ ν6 : mx−1z−1 ν6 ∩ ν11 : x ν1 ∩ ν11 : xz−1 −
ν1 ∩ ν2 : x ν2 ∩ ν6 : my−1z−1 ν6 ∩ ν11 : y ν1 ∩ ν11 : xz−1 −
ν1 ∩ ν2 : x ν2 ∩ ν9 : my−1z−1 ν9 ∩ ν11 : y ν1 ∩ ν11 : xz−1 +
ν1 ∩ ν5 : y ν5 ∩ ν6 : my−1z−1 ν6 ∩ ν11 : x ν1 ∩ ν11 : xz−1 −
ν1 ∩ ν5 : x ν5 ∩ ν6 : my−1z−1 ν6 ∩ ν11 : y ν1 ∩ ν11 : xz−1 −
ν2 ∩ ν3 : my−1 ν3 ∩ ν5 : x−1y ν5 ∩ ν10 : mx−1 ν2 ∩ ν10 : mx−2 −
ν2 ∩ ν3 : my−1 ν3 ∩ ν5 : x−1y ν5 ∩ ν10 : my−1 ν2 ∩ ν10 : mx−1y−1 −
ν2 ∩ ν3 : my−1 ν3 ∩ ν8 : z−1 ν8 ∩ ν10 : mx−1z ν2 ∩ ν10 : mx−1y−1 +
ν2 ∩ ν3 : my−1 ν3 ∩ ν8 : x−1yz−1 ν8 ∩ ν10 : mx−1z ν2 ∩ ν10 : mx−2 −
ν2 ∩ ν6 : my−1z−1 ν6 ∩ ν8 : 1 ν8 ∩ ν10 : mx−1z ν2 ∩ ν10 : mx−1y−1 +
ν2 ∩ ν6 : mx−1z−1 ν6 ∩ ν8 : 1 ν8 ∩ ν10 : mx−1z ν2 ∩ ν10 : mx−2 +
ν2 ∩ ν4 : mx−1z ν4 ∩ ν8 : xy−1z−1 ν8 ∩ ν12 : m ν2 ∩ ν12 : my−1 −
ν2 ∩ ν4 : mx−1z ν4 ∩ ν8 : z−1 ν8 ∩ ν12 : mxy−1 ν2 ∩ ν12 : my−1 +
ν3 ∩ ν5 : x−1y ν5 ∩ ν7 : mz ν7 ∩ ν11 : z−1 ν3 ∩ ν11 : x−1y +
ν3 ∩ ν5 : x−1y ν5 ∩ ν7 : mz ν7 ∩ ν11 : xy−1z−1 ν3 ∩ ν11 : 1 +
ν1 ∩ ν8 : xz−1 ν8 ∩ ν9 : my−1 ν9 ∩ ν11 : y ν1 ∩ ν11 : xz−1 −
ν3 ∩ ν5 : x−1y ν5 ∩ ν10 : mx−1 ν10 ∩ ν11 : x ν3 ∩ ν11 : x−1y −
ν3 ∩ ν5 : x−1y ν5 ∩ ν10 : my−1 ν10 ∩ ν11 : x ν3 ∩ ν11 : 1 −
ν3 ∩ ν8 : x−1yz−1 ν8 ∩ ν10 : mx−1z ν10 ∩ ν11 : x ν3 ∩ ν11 : x−1y −
ν3 ∩ ν8 : z−1 ν8 ∩ ν10 : mx−1z ν10 ∩ ν11 : x ν3 ∩ ν11 : 1 +
ν1 ∩ ν5 : x ν5 ∩ ν9 : my−1z−1 ν9 ∩ ν11 : y ν1 ∩ ν11 : xz−1 +
ν1 ∩ ν5 : y ν5 ∩ ν9 : mxy−2z−1 ν9 ∩ ν11 : y ν1 ∩ ν11 : xz−1 −
ν2 ∩ ν4 : mx−1z ν4 ∩ ν5 : 1 ν5 ∩ ν12 : mxy−1z−1 ν2 ∩ ν12 : my−1 −
ν2 ∩ ν4 : mx−1z ν4 ∩ ν11 : xz−1 ν11 ∩ ν12 : my−1 ν2 ∩ ν12 : my−1 +
ν2 ∩ ν7 : mx−1yz ν7 ∩ ν8 : y−1z−1 ν8 ∩ ν12 : mxy−1 ν2 ∩ ν12 : my−1 −
ν2 ∩ ν7 : mz ν7 ∩ ν8 : y−1z−1 ν8 ∩ ν12 : m ν2 ∩ ν12 : my−1 +
ν2 ∩ ν7 : mz ν7 ∩ ν11 : z−1 ν11 ∩ ν12 : my−1 ν2 ∩ ν12 : my−1 +
ν2 ∩ ν7 : mx−1yz ν7 ∩ ν11 : xy−1z−1 ν11 ∩ ν12 : my−1 ν2 ∩ ν12 : my−1 −
Table 4. Products µ3 in C→12 , written in the same way as in the
previous table.
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