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ERDŐS-HAJNAL PROPERTIES FOR POWERS OF SPARSE GRAPHS
MARCIN BRIAŃSKI, PIOTR MICEK, MICHAŁ PILIPCZUK, AND MICHAŁ T. SEWERYN
Abstract. We prove that for every nowhere dense class of graphs C, positive integer d, and
ε > 0, the following holds: in every n-vertex graph G from C one can find two disjoint vertex
subsets A,B ⊆ V (G) such that
• |A| > (1/2− ε) · n and |B| = Ω(n1−ε); and
• either dist(a, b) 6 d for all a ∈ A and b ∈ B, or dist(a, b) > d for all a ∈ A and b ∈ B.
We also show some stronger variants of this statement, including a generalization to the setting
of First-Order interpretations of nowhere dense graph classes.
1. Introduction
Sparsity and density. The theory of structural sparsity in graphs revolves around two notions
introduced by Nešetřil and Ossona de Mendez in [18, 19, 20]: bounded expansion and nowhere
denseness. We say that a class of graphs C is nowhere dense if for every d ∈ N, there is an upper
bound t(d) ∈ N on the sizes of cliques that can be found as depth-d minors of graphs from C. Here,
H is a depth-d minor of G if H can be obtained from a subgraph of G by contracting mutually
disjoint connected subgraphs of radius at most d. More restrictively, C has bounded expansion if for
every d ∈ N there is an upper bound c(d) ∈ N on the average degree of depth-d minors of graphs
from C. The concept of bounded expansion encompasses a vast majority of well-studied classes
of sparse graphs. Examples include proper minor-closed classes, classes with bounded maximum
degree, graphs that can be drawn in the plane with a bounded number of crossings per edge [22],
and intersection graphs of bounded-ply families of fat objects in Euclidean spaces [12].
While the definitions of nowhere denseness and of bounded expansion may seem arbitrary at first
glance, the last decade has witnessed a prodigious development of various structural techniques
for them. Apart from describing many interesting combinatorial properties, these techniques have
strong applications in algorithm design and uncover deep links with logical aspects of sparsity. In
particular, it has been shown [4, 11] that for subgraph-closed classes of graphs, nowhere denseness
exactly1 delimits classes where every property expressible in the First-Order logic FO can be tested
in almost linear time. This shows that nowhere denseness corresponds to an important dividing line
in descriptive complexity theory. We refer to the monograph of Nešetřil and Ossona de Mendez [21]
and to more recent lecture notes [23] for a broader introduction to the subject.
The techniques of structural sparsity can be applied not only to describe structure in sparse
graphs, but also to analyze dense graphs that can be derived from sparse ones using simple com-
binatorial transformations. Take, for instance, the concept of the power of a graph: for a graph
G and an integer d ∈ N, the dth power Gd is the graph on the same vertex set as G, where two
vertices u and v are considered adjacent if and only if they are at distance at most d in G. Taking
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.
1 Assuming that FO model-checking cannot be solved in FPT time on all graphs (which is implied by the widely
believed conjecture that FPT 6= W[1], or even AW[?] 6= FPT).
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a power can turn a sparse graph into a dense one: e.g. the second power of a star is a clique. Thus,
if C is a class of sparse graphs, then the class Cd of the dth powers of graphs in C may contain
dense graphs, but the intuition is that graphs from Cd should admit strong structural properties
due to admitting sparse pre-images. This work fits into the broader direction of trying to describe
and quantify these properties.
Kwon et al. [14] proved a useful structural theorem for powers of classes of bounded expansion,
namely they admit low shrubdepth colorings2. This mirrors the existence of so-called low treedepth
colorings in classes of bounded expansion, see [18].
Shrubdepth was introduced by Ganian et al. [10] and, informally, a graph has small shrubdepth
if its adjacency relation can be concisely described in a tree of bounded depth, called the connection
model. A connection model for a graph G with a label set Λ is a tuple (λ, T, {Zx : x ∈ V (T )\V (G)})
consisting of:
(i) a labelling λ of vertices of G with labels from Λ,
(ii) a rooted tree T whose leaves are the vertices of G, and
(iii) for every non-leaf node x of T , a symmetric binary relation Zx ⊆ Λ2,
such that the following condition holds. For every pair of vertices u, v in G, we have
uv ∈ E(G)⇔ (λ(u), λ(v)) ∈ Zx, where x is the lowest common ancestor of u and v in T .
The shrubdepth3 of G is the lowest number s such that G has a connection model of depth at
most s over a label set of size s. A class C admits low shrubdepth colorings if for every p ∈ N there
exist numbers f(p) and s(p) such that every graph H in C has a vertex coloring with at most f(p)
colors in which every subset of p colors induces a subgraph of shrubdepth at most s(p).
The result of Kwon et al. [14] was later generalized by Gajarský et al. [9] to arbitrary one-
dimensional FO interpretations of classes of bounded expansion, where the binary predicate
“dist(u, v) 6 d” that is used in the definition of the dth power can be replaced with any prop-
erty of a pair of vertices that can be expressed in FO. This encompasses a broad range of graph
transformations definable in logic.
The existence of low shrubdepth colorings with a constant number colors entails a number of
strong structural properties. For instance, as observed in [14], it implies that the class in question
is χ-bounded. Mimicking the situation for low treedepth colorings, one should expect an analogue
of these results for powers, or even FO interpretations, of nowhere dense classes. The following
goal sets the motivation for our work
Conjecture 1. Let C be a nowhere dense class of graphs, d be a positive integer, ε be a positive
real. Then there is a function f : N → N such that for every natural p and every n-vertex graph
G in Cd, there is a coloring of G using O(nε) colors in which every subset of p colors induces a
subgraph of G of shrubdepth at most f(p).
Unfortunately, the arguments provided in [14, 9] do not generalize to the nowhere dense setting
and Conjecture 1 remains open. While this statement would expose interesting and potentially
quite useful structure in powers of nowhere dense classes, one can also investigate those hypothetical
corollaries and try to prove them using different means, in hope of gathering more insight. Our
work contributes to this line of research.
Our results. We study properties of powers of nowhere dense classes related to the Erdős-Hajnal
conjecture. Recall that a graph class C has the Erdős-Hajnal property if there exists δ > 0 such that
every graph G in C on n vertices contains either a clique or an independent set of size at least nδ.
The Erdős-Hajnal conjecture [6] hypothesizes that for every fixed graph H, the class of graphs that
exclude H as an induced subgraph has the Erdős-Hajnal property. The conjecture is open for as
simple graphs as H = C5 and H = P5, see the survey of Chudnovsky [3] for an overview.
It is known that for every nowhere dense class C and integer d ∈ N, the class Cd excludes some
half-graphs as a semi-induced subgraph [1], and hence has the Erdős-Hajnal property [16] (see
also [23, Chapter 5, Theorem 2.8] for a compact explanation). However, when C has bounded
2In [14], Kwon et al. discuss a weaker notion of low rankwidth colorings and only mention that the colorings
they obtain for powers of classes of bounded expansion are actually low shrubdepth colorings. This has been later
clarified and generalized by Gajarský et al. in [9].
3The original definition proposed by Ganian et al. in [10] is slightly different and applies only to classes of graphs,
and not single graphs. The variant defined here leads to the same notion of having low shrubdepth colorings.
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expansion, it is a simple consequence of the existence of low shrubdepth colorings that the class
Cd actually enjoys the strong Erdős-Hajnal property defined as follows. A class of graphs admits
the strong Erdős-Hajnal property if there exists a constant δ > 0 such that in every n-vertex graph
G with n > 2 from the class there exist disjoint vertex subsets A,B, each of size at least δn, such
that either every vertex of A is adjacent to every vertex of B (i.e. A is complete to B), or there
is no edge with one endpoint in A and the other in B (i.e. A is anticomplete to B). It is known
that for hereditary classes, the strong Erdős-Hajnal property implies the (standard) Erdős-Hajnal
property [2], but the converse implication is not true e.g. for triangle-free graphs.
Let us note that while the connection between low shrubdepth colorings and the strong Erdős-
Hajnal property was observed during the work on [14, 9], it has not been included in any published
manuscript. Hence, for the sake of completeness we clarify it in Appendix A.
Conjecture 1, if true, would imply a weaker variant of the strong Erdős-Hajnal property for
powers of nowhere dense classes, where the lower bound of δn on the cardinalities of A and B
would be replaced by n1−ε, for any ε > 0 fixed in advance and sufficiently large n. The main result
of this work is a direct proof of this statement; in fact, we show its significant generalization.
Theorem 2. Let C be a nowhere dense graph class, d be a positive integer, ε be a positive real.
Then there is an integer k0 such that for every graph G in C and vertex subsets A, B in G satisfying
|A ∪B| > k0, there exist disjoint sets A′ and B′ with A′ ⊆ A, B′ ⊆ B such that
|A′| > (1− ε) · |A|, |B′| > |B||A ∪B|ε ,
and in Gd, every vertex from A′ is adjacent either to all vertices from B′, or to no vertex from B′.
If sets A′ and B′ satisfy Theorem 2, then we can find a subset A′′ consisting of at least half of
vertices of A′ which is either complete or anticomplete to B′ in Gd. Hence, applying the theorem
with A = B = V (G) implies that in every sufficiently large n-vertex graph G from a fixed nowhere
dense class there are two disjoint sets which are either complete or anticomplete to each other in
Gd where the lower bounds on the sizes of the sets are (1/2−ε)n and n1−ε, respectively. Moreover,
we may choose A′ and B′ from any prescribed vertex subsets A and B and the lower bounds will
be scaled appropriately.
The main technical step towards the proof of Theorem 2 is the following lemma, which may be
of independent interest. Here, we say that a vertex subset S d-separates vertex subsets A and B in
a graph G if every path of length at most d with one endpoint in A and second in B intersects S.
Lemma 3. Let C be a nowhere dense graph class, d be a positive integer, ε be a positive real. Then
there is an integer k0 such that for every graph G in C and vertex subsets A, B in G satisfying
|A∪B| > k0, there exist a vertex subset S and disjoint vertex sets A′ and B′ with A′ ⊆ A, B′ ⊆ B
such that
|A′| > (1− ε) · |A|, |B′| > |B||A ∪B|ε , |S| 6 |A ∪B|
ε,
and S d-separates A′ and B′.
Theorem 2 follows from combining Lemma 3 with known bounds on the neighborhood com-
plexity in nowhere dense classes [5]. However, Lemma 3 can be also used together with the newer
bounds on the number of FO types in sparse graphs [24] to give the following generalization of
Theorem 2 to FO interpretations of nowhere dense classes (see Section 5 for relevant definitions).
Theorem 4. Let C be a nowhere dense graph class, d be a positive integer, ε be a positive real,
ϕ(x, y) be an FO formula with two free variables. Then there is an integer k0 such that for every
graph G in C and vertex subsets A, B in G satisfying |A∪B| > k0, there exist disjoint sets A′ and
B′ with A′ ⊆ A, B′ ⊆ B such that
|A′| > (1− ε) · |A|, |B′| > |B||A ∪B|ε ,
and for every a ∈ A′, either we have G |= ϕ(a, b) for all b ∈ B′, or G |= ¬ϕ(a, b) for all b ∈ B′.
Finally, we show that unlike in the bounded expansion case, the nowhere dense classes of graphs
do not have the strong Erdős-Hajnal property. Therefore, in Theorem 2 we cannot require that
both of the subsets A′ and B′ contain a fixed positive fraction of sets A and B respectively.
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Proposition 5. There exists a nowhere dense class of graphs that does not enjoy the strong Erdős-
Hajnal property.
This proposition was already shown in [13, Theorem 50], but we propose an arguably simpler
explanation of this fact.
Other related work. Very recently, Nešetřil et al. [17] proved that powers of sparse graph classes
admit good clustering properties in the following sense: if C is a nowhere dense class and d ∈ N
is fixed, then every graph from Cd can be vertex-partitioned into cliques so that contracting every
clique to a single vertex yields a graph from another nowhere dense class D, which depends only
on C and d. The same holds also when the notion of nowhere denseness is replaced with having
bounded expansion. From this result it is possible to derive a weaker formulation of Theorem 2,
where both sides are allowed to have slightly sublinear sizes, see Appendix A for a discussion.
Malliaris and Shelah [16] gave improved bounds for the Regularity Lemma in classes of graphs
that exclude a semi-induced half-graph of a constant length, also known as combinatorially stable
classes. It is known that powers of nowhere dense classes, and even their images under FO inter-
pretations, have this property [1], hence the results of Malliaris and Shelah apply to our setting.
From the results provided in [16] it is possible to derive statements of flavor similar to the strong
Erdős-Hajnal property, however the obtained bounds would be significantly weaker than the ones
provided by Theorem 2.
The “almost” strong Erdős-Hajnal property of similar flavor as the one provided by Theorem 2
was proved by Fox et al. [8] for the class of intersection graphs of x-monotone curves in the plane.
Namely, if C is this class, then there is a positive constant δ such that in every n-vertex graph G in C
with n > 2, one can find either find disjoint vertex subsets A and B such that |A|, |B| > δn/ log n
and A is complete to B, or disjoint vertex subsets A and B such that |A|, |B| > δn and A is
anticomplete to B. In general, the strong Erdős-Hajnal property appears often in the setting of
geometric intersection graphs, for instance the class of intersection graphs of convex subsets of the
plane enjoys it [8]. See [7] for a survey on this line of research.
Finally, in a very recent series of papers, Scott, Seymour and Spirkl study how large pure pairs
— disjoint vertex subsets A and B such that A is either complete or anticomplete to B — can
be found in graphs drawn from various graph classes defined by forbidding induced subgraphs. In
particular, in one of the works [25] they prove a statement of flavor very similar to ours: they extract
a pure pair (A,B) such that |A| = Ω(n) and |B| = Ω(n1−ε) for any ε > 0 fixed beforehand. The
setting is, however, very different: they assume excluding a “long” subdivision of a fixed graph H
as an induced subgraph, which imposes structure unlike the one found in powers of sparse graphs.
Organization. In Section 2 we list the preliminary definitions. In particular, we define the key
sparsity measure for our work, the weak coloring numbers. In Section 3 we prove our main technical
contribution, i.e. Lemma 3. In Section 4 we wrap up the proof of Theorem 2 and in Section 5 we
show how to lift it to FO interpretations of nowhere dense classes. Section 6 describes a nowhere
dense class without the strong Erdős-Hajnal property. In Appendix A we include a proof that a
class with low shrubdepth colorings admits the strong Erdős-Hajnal property.
2. Preliminaries
All graphs in this paper are finite, simple, and undirected. For a graph G, we denote by V (G)
and E(G) the vertex set and the edge set of G, respectively.
A walk (of length k) in a graph G is a nonempty alternating sequence v0e0v1e1 . . . ek−1vk of
vertices and edges in G such that ei = vivi+1 for all i ∈ {0, . . . , k − 1}. Thus, a path is a graph
in which there is a walk containing each vertex and each edge exactly once. A walk whose first
vertex is a and the last vertex is b is called an a–b walk. The distance distG(a, b) between two
vertices a and b in G is the length of a shortest a–b walk, or +∞ if there is no a–b walk in G. For
a set X of vertices in a graph G, the set of all vertices at distance at most 1 from any vertex from
X is denoted by NG[X], and the set of all vertices at distance at most r from any vertex from X
is denoted by NrG[X]. When X is a singleton {v}, we write NG[v] and NrG[v] as shorthands for
NrG{v}] and NrG[{v}], respectively. The radius of a connected graph G is the least integer r for
which there is a vertex v ∈ V (G) such that NrG[v] = V (G). The d-th power of a graph G, denoted
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Gd, is a graph on the vertices of G in which two distinct vertices are made adjacent if and only if
the distance between them in G is at most d.
Given a partition X of the vertices of a graph G into nonempty parts inducing connected
subgraphs, we denote by G/X the graph with vertex set X in which two distinct parts X,Y ∈ X
are adjacent if in G there exists an edge with one endpoint in X and second in Y . A graph H is a
minor of G if H is isomorphic to a subgraph of G/X for some partition X of V (G).
We now recall the definitions of classes with bounded expansion and of nowhere dense classes.
A graph H is a depth-r minor (also known as an r-shallow minor) of a graph G if H is isomorphic
to a subgraph of G/X for some partition X of V (G) into nonempty parts inducing subgraphs of
radius at most r. The greatest reduced average density (grad) of depth r of a nonempty graph G,
denoted by ∇r(G), is defined as
∇r(G) = max
{ |E(H)|
|V (H)| : H is a nonempty depth-r minor of G
}
.
We say that a class of graphs C has bounded expansion if there exists a function f : N → R such
that ∇r(G) 6 f(r) for all r > 0 and G in C. More generally, a class of graphs C is nowhere dense
if for each integer r > 0 there exists a graph which is not a depth-r minor of any graph G from C.
Much of the interest that these concepts have gathered in the recent years can be attributed
to the realization that they admit multiple seemingly different characterizations. In this work, we
mostly use the characterization through weak coloring numbers, and, at the very end, we use some
bounds for the neighborhood complexity. We now proceed with the definitions of the weak coloring
numbers, while the neighborhood complexity is introduced and applied in Section 4.
Let G be a graph and let σ be a vertex ordering of G. For a nonnegative integer r and two
vertices u and v of G, we say that u is weakly r-reachable from v in σ, if there exists a u–v walk of
length at most r such that for every vertex w on the walk, w is not smaller than u in σ. The set
of vertices that are weakly r-reachable from a vertex v in σ is denoted by WReachr[G, σ, v]. We
define
wcolr(G, σ) = max
v∈V (G)
|WReachr[G, σ, v]|,
wcolr(G) = min
σ
wcolr(G, σ),
where σ ranges over the set of all vertex orderings of G. We call wcolr(G) the r-th weak coloring
number of G.
By the results of Zhu [26] and of Nešetřil and Ossona de Mendez [20], a class of graphs C is
nowhere dense if and only if for every nonnegative integer r and every ε > 0, there exists an integer
n0 such that for every n > n0 and every n-vertex graph G in C, we have wcolr(G) 6 nε. As this
holds for all ε, this means that wcolr(G) = o(nε).
3. Proof of Lemma 3
In order to prove Lemma 3, we first prove a weaker version, and then we show how to get the
stronger result with a localization argument that restricts attention to a subgraph of small size. In
the weaker version of the lemma, the |A∪B|ε terms are replaced by |V (G)|ε and we don’t require
the sets A′ and B′ to be disjoint.
Recall that a vertex subset S d-separates two vertex subsets A and B in a graph G if every path
of length at most d with endpoints in A and B intersects S. This is equivalent to saying that in
the graph G− S there is no a–b walk of length at most d with a ∈ A \ S and b ∈ B \ S.
Lemma 6. Let C be a nowhere dense class of graphs, d be a positive integer, and ε be a positive real.
Then there is a constant n0 ∈ N such that for every n-vertex graph G in C with n > n0 and vertex
subsets A,B ⊆ V (G), there exist a vertex subset S ⊆ V (G) and sets A′ ⊆ A and B′ ⊆ B such that
|A′| > (1− ε) · |A|, |B′| > |B|
nε
, |S| 6 nε,
and S d-separates A′ and B′.
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Proof. Let k = d1/εe. Since wcol4kd(G) = o (|V (G)|ε) for graphs G in C, we can fix an integer n1
such that wcol4kd(G) 6 (ε/2)nε for every n-vertex graph G in C with n > n1. Let
n0 = max
{
n1,
⌈
(2/ε)
1/ε
⌉}
.
Let G be an n-vertex graph in C with n > n0, and let A and B be two vertex subsets in G. If
A = ∅, then the lemma statement is satisfied by setting A′ = S = ∅ and B′ = B. Hence we assume
that A 6= ∅. As n > n0 > n1, we have wcol4kd(G) 6 (ε/2)nε.
Claim 1. There is a subset S of V (G) such that |S| 6 nε and |N2kdG−S [v]∩A| 6 (ε/2)|A| for every
v ∈ V (G− S).
Proof. Let σ be a vertex ordering of G such that wcol4kd(G, σ) = wcol4kd(G) 6 (ε/2)nε. For
a vertex s ∈ V (G), let WReach−14kd[G, σ, s] denote the set of all vertices u ∈ V (G) such that
s ∈WReach4kd[G, σ, u]. Let
S =
{
s ∈ V (G) : |WReach−14kd[G, σ, s] ∩A| > (ε/2)|A|
}
.
Let us estimate the number p of pairs (s, a) ∈ S × A such that s ∈ WReach4kd[G, σ, a]. On
the one hand, each s ∈ S is weakly (4kd)-reachable from at least (ε/2)|A| vertices a ∈ A, so
p > |S| · (ε/2)|A|. On the other hand, for each a ∈ A there are at most wcol4kd(G) vertices s ∈ S
which are weakly (4kd)-reachable from a, so p 6 |A| ·wcol4kd(G) 6 |A| · (ε/2)nε. Combining these
two inequalities yields |S| · (ε/2)|A| 6 |A| · (ε/2)nε. Hence |S| 6 nε, as required.
Consider any v ∈ V (G − S) and let ` be the σ-minimal vertex of N2kdG−S [v]. For any vertex
u ∈ N2kdG−S [v], consider the `–u walk W obtained as the concatenation of an `–v walk of length at
most 2kd and an v–u walk of length at most 2kd; both these walks are chosen in G−S. The walk
W has all its vertices in N2kdG−S [v], so ` is the σ-minimal vertex of the walk W . Since the length of
W is at most 4kd, the walk W witnesses that ` ∈WReach4kd[G, σ, u]. As the vertex u was chosen
arbitrarily, we conclude that N2kdG−S [v] ⊆WReach−14kd[G, σ, `]. Since ` 6∈ S, this implies that
|N2kdG−S [v] ∩A| 6 |WReach−14kd[G, σ, `] ∩A| 6 (ε/2)|A|.
This completes the proof of the claim. 3
Let us fix a set S as in Claim 1. Let
H = (G− S)d, A0 = A \ S, and B0 = B \ S.
Then for every v ∈ V (H), we have
|N2kH [v] ∩A0| = |N2kdG−S [v] ∩A| 6 (ε/2)|A|. (1)
Note that S d-separates two subsets A′ and B′ of V (G) in G if and only if A′ \S is anticomplete to
B′ \ S in H (i.e. the two sets are disjoint ant there is no edge between them). Hence, to complete
the proof it suffices to show that there are subsets A′ and B′ of A and B, respectively, such that
|A′| > (1− ε)|A|, |B′| > |B|/nε, and A′ \ S is anticomplete to B′ \ S in H.
Let
α =
|A|
|B| · (ε/2)n
ε and β =
|B|
|A| .
For two pairs (X,Y ) and (A1, B1) with X ⊆ A1 ⊆ A0 and Y ⊆ B1 ⊆ B0, we say that the pair
(X,Y ) is good in (A1, B1) if
(G1) X is anticomplete to Y in H,
(G2) |NH [X] ∩B1| 6 β|X|, and
(G3) |NH [Y ] ∩A1| 6 α|Y |.
Claim 2. If (X0, Y0) is a good pair in (A0, B0) and (X1, Y1) is a good pair in (A1, B1), where
A1 = A0 \ (X0 ∪NH [Y0]) and B1 = B0 \ (Y0 ∪NH [X0]), then (X0 ∪X1, Y0 ∪ Y1) is a good pair in
(A0, B0). See Figure 1.
Proof. Since X1 ⊆ A1, we know that X1 is anticomplete to Y0 in H. Since Y1 ⊆ B1, we know that
X0 is anticomplete to Y1 in H. Since (X0, Y0) and (X1, Y1) satisfy (G1), we conclude that X0∪X1
is anticomplete to Y0 ∪ Y1 in H. So this pair satisfies (G1).
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X0 X1
A0
N [X0] ∩B0B0 Y0Y1
N [Y0] ∩A0
Figure 1. Two good pairs: (X0, Y0) a good pair in (A0, B0), and (X1, Y1) a good
pair in (A0 \ (X0 ∪N [Y0]), B0 \ (Y0 ∪N [X0])).
For the proof of (G2), observe that
|NH [X0 ∪X1] ∩B0| = |NH [X0] ∩B0|+ |NH [X1] ∩B1| 6 β|X0|+ β|X1| = β|X0 ∪X1|.
The proof of (G3) is symmetric:
|NH [Y0 ∪ Y1] ∩A0| = |NH [Y0] ∩A0|+ |NH [Y1] ∩A1| 6 α|Y0|+ α|Y1| = α|Y0 ∪ Y1|.
This concludes the proof of the claim. 3
Claim 3. If (A1, B1) is a pair with ∅ 6= A1 ⊆ A0 and B1 ⊆ B0, then there exists a good pair
(X,Y ) in (A1, B1) such that X ∪ Y 6= ∅, |X| 6 (ε/2)|A|, and |NH [Y ] ∩A1| 6 (ε/2)|A|.
In fact, we shall prove that we can find such a pair (X,Y ) with either X = ∅ or Y = ∅, but this
is immaterial for the rest of the proof.
Proof. Suppose to the contrary that there is no pair (X,Y ) satisfying the claim. Let a ∈ A1 be
chosen arbitrarily. Let X0 = {a}. For each i ∈ {0, . . . , k − 1}, let
Y i = N2i+1H [a] ∩B1 and Xi+1 = N2i+2H [a] ∩A1.
See Figure 2.
A1
B1
a
Y 0 Y 1 Y 2
X1 X2 X3
Figure 2. Two sequences of nested sets: {a}, X1, . . . , Xk and Y 0, Y 1, . . . , Y k−1.
Clearly, a ∈ Xi and Xi ⊆ N2kH [a] ∩ A1 for every i ∈ {0, . . . , k}. Therefore, by (1) we have
1 6 |Xi| 6 (ε/2)|A|. By our assumption the pair (Xi, ∅) does not satisfy the claim, so it cannot
be good and must therefore break (G2). This way we have
|Y i| > |NH [Xi] ∩B1| > β · |Xi|,
for every i ∈ {0, . . . , k − 1}. In particular, Y i is a nonempty subset of N2k−1H [a] ∩ B1. Since
NH [Y
i]∩A1 ⊆ N2kH [a]∩A0, by (1) we have 1 6 |NH [Y i]∩A1| 6 (ε/2)|A|. By our assumption the
pair (∅, Y i) does not satisfy the claim, so it cannot be good, and must therefore break (G3). This
way we have
|Xi+1| > |NH [Y i] ∩A1| > α · |Y i|,
for every i ∈ {0, . . . , k − 1}.
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Combining the inequalities, we obtain |Xi+1| > αβ|Xi| for every i ∈ {0, . . . , k − 1}. Therefore,
|Xk| > (αβ)k · |X0| = ((ε/2)nε)k · 1 = (ε/2)knεk > (ε/2)n > (ε/2)|A|,
which contradicts (1) as Xk ⊆ N2kH [a] ∩A0. 3
Claim 4. For every good pair (X,Y ) in (A0, B0) such that
(i) |A ∩ S|+ |X| 6 (1− ε)|A| and
(ii) |B ∩ S|+ |Y | 6 |B|/nε,
there exists a good pair (X∗, Y ∗) in (A0, B0) with |X∗|+ |Y ∗| > |X|+ |Y | such that
(iii) |A ∩ S|+ |X∗| 6 (1− ε/2)|A| and
(iv) |NH [Y ∗] ∩A0| 6 ε|A|.
Proof. Let (X,Y ) be a good pair in (A0, B0) that satisfies (i) and (ii). Then by (G3) and (ii) we
have
|NH [Y ] ∩A0| 6 α · |Y | 6 |A||B| · (ε/2)n
ε · |B|/nε = (ε/2)|A|. (2)
Let A1 = A0 \ (X ∪NH [Y ]) and B1 = B0 \ (Y ∪NH [X]). We have
|A1| = |A| − (|A ∩ S|+ |X|+ |NH [Y ] ∩A0|)
> |A| − ((1− ε)|A|+ (ε/2)|A|) by (i) and (2)
= (ε/2)|A| > 0.
Hence A1 6= ∅. By Claim 3, there is a good pair (X1, Y1) in (A1, B1) with X1 ∪ Y1 6= ∅ such that
|X1| 6 (ε/2)|A| (3)
and
|NH [Y1] ∩A1| 6 (ε/2)|A|. (4)
Let X∗ = X ∪ X1 and Y ∗ = Y ∪ Y1. By Claim 2, the pair (X∗, Y ∗) is good in (A0, B0). Since
X1 ∩X ⊆ A1 ∩X = ∅, Y1 ∩ Y ⊆ B1 ∩ Y = ∅, and X1 ∪ Y1 6= ∅, we have
|X∗|+ |Y ∗| = |X|+ |Y |+ |X1|+ |Y1| > |X|+ |Y |.
Finally, we have
|A ∩ S|+ |X∗| = |A ∩ S|+ |X|+ |X1|
6 (1− ε)|A|+ (ε/2)|A| = (1− ε/2)|A| by (i) and (3)
and
|NH [Y ∗] ∩A0| 6 |NH [Y ] ∩A0|+ |NH [Y1] ∩A1|
6 (ε/2)|A|+ (ε/2)|A| = ε|A| by (2) and (4),
as required. The claim follows. 3
We now come back to the proof of Lemma 6. If |A ∩ S| > (1 − ε)|A|, then the statement
of the lemma is satisfied by taking A′ = A ∩ S and B′ = B. Therefore, we may assume that
|A ∩ S| 6 (1 − ε)|A| 6 (1 − ε/2)|A|. Hence, the pair (X∗, Y ∗) = (∅, ∅) (which is a good pair
in (A0, B0)) satisfies the conditions (iii) and (iv) from Claim 4. Let us fix a good pair (X∗, Y ∗)
in (A0, B0) satisfying the conditions (iii) and (iv) from Claim 4 which maximizes the value of
|X∗|+ |Y ∗|. Since we cannot apply Claim 4 to increase |X∗|+ |Y ∗|, the pair (X∗, Y ∗) must violate
one of the conditions (i) or (ii), so
|A ∩ S|+ |X∗| > (1− ε)|A| or |B ∩ S|+ |Y ∗| > |B|/nε.
Suppose first that |A ∩ S| + |X∗| > (1 − ε)|A|. Let A′ = (A ∩ S) ∪X∗ and B′ = B \NH [X∗].
This way we have |A′| = |A ∩ S|+ |X∗| > (1− ε)|A| and
|B′| = |B| − |NH [X∗] ∩B0|
> |B| − β|X∗| by (G2)
> |B| − |B||A| · (1− ε/2)|A| by (iii)
= (ε/2)|B| > |B|/nε as n > n0 > (2/ε)1/ε.
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Since A′\S = X∗ and B′\S ⊆ B0\NH [X∗], we conclude that A′\S is anticomplete to B′\S in H.
Therefore, the sets A′, B′, and S satisfy all the properties requested in the lemma statement.
Now suppose that |B ∩ S|+ |Y ∗| > |B|/nε. Let A′ = A \NH [Y ∗] and B′ = (B ∩ S) ∪ Y ∗. This
way we have
|A′| = |A| − |NH [Y ∗] ∩A0|
> |A| − ε|A| = (1− ε)|A| by (iv).
and |B′| = |B∩S|+ |Y ∗| > |B|/nε. Again, A′ \S is anticomplete to B′ \S in H, so the sets A′, B′,
and S satisfy all the properties requested in the lemma statement. This concludes the proof of
Lemma 6. 
Now we are going to describe a localization argument using which we lift the statement of
Lemma 6 to obtain Lemma 3.
Let F be a family of sets, each of size at most p. We say that a subfamily F ′ of F q-represents
F if for every set S of size at most q such that some element of F is disjoint from S, there is an
element of F ′ which also is disjoint from S. It turns out that we can always find a q-representative
subfamily of F of size at most (p+qq ). This is a direct consequence of the following generalization
of Bollobás’s Two Families Theorem:
Lemma 7. Let A1, . . . , Am and B1, . . . , Bm be two sequences of sets such that Ai ∩Bj = ∅ if and
only if i = j. Then
m∑
i=1
(
ai + bi
bi
)−1
6 1,
where ai = |Ai| and bi = |Bi|.
We refer the reader for instance to [15] for a very elegant proof of this statement. In the sequel,
we will use the following.
Corollary 8. Let p and q be positive integers and let F be a family of sets, each of size at most p.
Then there is a subfamily F ′ of F with |F ′| 6 (p+qp ) that q-represents F .
Proof. Consider a minimal subfamily F ′ of F which q-represents F . Clearly, F ′ is well-defined as
F does q-represent itself. We enumerate the elements of F ′ as A1, . . . , Am where m = |F ′|. Since
F ′ is minimal, for every set Ai there exists a set Bi of size at most q such that Ai ∩ Bi = ∅ and
Aj∩Bi 6= ∅ for j 6= i. Therefore, the sequences A1, . . . , Am and B1, . . . , Bm satisfy the assumptions
of Lemma 7 and we conclude that
∑m
i=1
(
ai+bi
bi
)−1 6 1, where ai = |Ai| and bi = |Bi|. Since ai 6 p
and bi 6 q, we have
(
ai+bi
bi
)
6
(
p+q
q
)
. Therefore m · (p+qq )−1 6 1, so |F| = m 6 (p+qq ). 
Proof of Lemma 3. It suffices to prove the lemma for sufficiently small values of ε, so let us assume
ε < 1/2. Let ε′ be a positive real satisfying
ε′ <
ε
2 + (d+ 1)ε
.
Let C′ be the closure of C under taking subgraphs. Since C is nowhere dense, so is C′. Let n′0 be
the constant obtained by an application of Lemma 6 to C′, d, and ε′.
Let k1 be an integer such that for every k > k1 we have
k + k2(d− 1)
(bkεc+ d+ 1
d+ 1
)
6 (kε/2)1/ε
′
.
We can find such integer because the left-hand side of the inequality is O(k2+(d+1)ε), the right-hand
side is Ω(kε/ε
′
) and 2 + (d + 1)ε < ε/ε′. Moreover, as ε < 1/2, we can choose an integer k2 such
that for every k > k2 we have
k1−ε − 2 > kε.
Let
k0 = max
{
n′0, k1,
⌈
(ε− ε′)−1/ε
⌉
, k2
}
.
Let G be a graph in C and let A and B be two vertex subsets in G with |A ∪B| > k0. We aim to
show the existence of sets A′, B′, and S as in the statement of the lemma.
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Let
k = |A ∪B|, p = d+ 1, and q = bkεc.
For a ∈ A and b ∈ B, consider all paths in G of length at most d which have one endpoint in a and
second in b, and let Fa,b denote the family comprising the vertex sets of such paths. Let F ′a,b be a
subfamily of Fa,b that q-represents Fa,b. By Corollary 8, we can choose F ′a,b so that |F ′a,b| 6
(
p+q
p
)
.
Let G′ be the subgraph of G induced by the vertices in the set
A ∪B ∪
⋃
a∈A,b∈B
X∈F ′a,b
X.
Since each set in a family F ′a,b has at most d− 1 vertices outside A ∪B, we have
|V (G′)| = |A ∪B|+
∑
a∈A,b∈B
∑
X∈F ′a,b
|X \ (A ∪B)|
6 k + k2(d− 1)
(bkεc+ d+ 1
d+ 1
)
6 (kε/2)1/ε
′
as k > k0 > k1.
Thus |V (G′)|ε′ 6 kε/2.
Since G′ ∈ C′ and |V (G′)| > |A∪B| = k > k0 > n′0, by Lemma 6 we can obtain sets A′, B′, and S
with A′ ⊆ A, B′ ⊆ B, and S ⊆ V (G′) such that |A′| > (1− ε′)|A|, |B′| > |B|/|V (G′)|ε′ > 2|B|/kε,
|S| 6 |V (G′)|ε′ 6 kε/2 6 kε, and S d-separates A′ and B′ in G′. We claim that S d-separates A′
and B′ in the graph G as well. Suppose to the contrary that in G there is a path P of length at
most d with one endpoint in A′ and second in B′ such that P does not contain any vertex from
S. Let a denote the endpoint of P in A′ and let b denote the endpoint of P in B′. The set V (P )
is a member of Fa,b that is disjoint from the set S. Since |S| 6 q and F ′a,b q-represents the family
Fa,b, there exists a set X ∈ F ′a,b which is disjoint from S. Then the set X is a vertex set of a path
of length at most d connecting A′ and B′ in G′ which is disjoint from S, a contradiction.
It remains to argue that we can modify the sets A′ and B′ by removing some elements so that
they become disjoint and still remain sufficiently large. Note that currently all common elements
of A′ and B′ must lie in S as S, because d-separates A′ and B′. We aim to remove every element
of A′ ∩ B′ from either A′ or B′. Note that |A′| > (1 − ε′)|A| = (1 − ε)|A| + (ε − ε′)|A|, so we
have a surplus of at least b(ε− ε′)|A|c vertices in A′ which we can remove without violating the
|A′| > (1− ε)|A| requirement. We also have |B′| > 2|B|/kε = |B|/kε + |B|/kε, so we can remove
at least b|B|/kεc vertices from B′. Thus, the total number of vertices we can remove from sets A′
and B′ is at least (ε− ε′)|A| − 1 + |B|/kε − 1, and
(ε− ε′)|A| − 1 + |B|/kε − 1 > |A|/kε − 1 + |B|/kε − 1 as k > k0 > (ε− ε′)−1/ε
> |A ∪B|/kε − 2
= k1−ε − 2
> kε as k > k0 > k2
> |S|.
Therefore, after removing each element of A′ ∩B′ from either A′ or B′, the sets A′ and B′ satisfy
properties requested in the lemma statement. 
4. Proof of Theorem 2
Let G be a graph, S be a set of vertices in G, and let d be a positive integer. For a vertex u in G,
the distance-d profile of u on S in G is defined as a function profiledG[u, S] from S to {0, . . . , d,∞}
given by
profiledG[u, S](x) =
{
distG(u, x) if distG(u, x) 6 d,
∞ otherwise.
The distance-d profile complexity of S in G is the number of different distance-d profiles on S in G.
We will use the following result of Eickmeyer et al. [5].
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Theorem 9 ([5]). Let C be a nowhere dense class of graphs, d be a positive integer, and ε be a
positive real. Then there is an integer m0 such that for every graph G in C and every subset S of
V (G) with |S| > m0, the distance-d profile complexity of S in G is at most |S|1+ε.
With all the tools prepared, we may proceed to the proof of our main result.
Proof of Theorem 2. It is enough to prove the theorem for sufficiently small ε, so we assume that
ε < 1. Let ε′ = ε/3. Let k′0 be the integer obtained by applying Lemma 3 to C, d, and ε′. Let
m0 be the integer obtained by applying Lemma 9 to C, d and ε = 1, so that the distance-d profile
complexity of any m-element vertex subset in a graph from C is at most m2, provided m > m0.
We prove the lemma for k0 defined as
k0 = max
{
k′0,
⌈
(m0 + 1)
1/ε′
⌉}
.
Let G be a graph in C and let A and B be two nonempty sets of vertices in G satisfying
|A ∪ B| > k0. Let k = |A ∪ B|. Since k > k0 > k′0, there exist disjoint subsets A0 and B0 of A
and B respectively, and there is a vertex subset S in G such that |A0| > (1− ε′)|A| > (1− ε)|A|,
|B0| > |B|/kε′ , |S| 6 kε′ , and every A0–B0-path of length at most d in G intersects S. By adding
arbitrary vertices of G if necessary, we may assume that kε
′ > |S| > kε′ − 1. This is possible since
ε′ 6 1 and |V (G)| > |A ∪B| = k. Therefore,
kε
′ > |S| > kε′ − 1 > kε′0 − 1 > (m0 + 1)− 1 = m0.
We infer that the distance-d profile complexity of S in G is at most |S|2. Therefore, there is a
subset B′ of B0 in which all vertices have the same distance-d profile on S and
|B′| > |B0|/|S|2 > |B0|/k2ε′ > |B|/k3ε′ = |B|/kε.
To prove that the sets A0 and B′ satisfy the theorem, it suffices to show that all elements of B′
have the same distance-d profile on A0, that is for any a ∈ A0 and b1, b2 ∈ B′, if distG(b1, a) 6 d
then distG(b2, a) = distG(b1, a). Suppose then, that distG(b1, a) 6 d. A shortest a–b1 path
intersects S in a vertex s such that distG(b1, a) = distG(b1, s) + distG(s, a). Since profiledG[b1, S] =
profiledG[b2, S], we have
distG(b2, a) 6 distG(b2, s) + distG(s, a) = distG(b1, s) + distG(s, a) = distG(b1, a) 6 d.
A symmetric argument shows that distG(a, b1) 6 distG(a, b2), so indeed distG(a, b1) = distG(a, b2).
This completes the proof of the theorem. 
5. From powers to interpretations
We now use the results obtained in the previous sections to prove a generalization to the setting
of classes obtained from nowhere dense ones using (one-dimensional) First Order interpretations.
That is, we prove Theorem 4. Note that the statement of this result does not involve the notion
of FO interpretations explicitly, but a reader familiar with this concept should see a connection.
We refer to the work of Gajarský et al. [9] for a broader discussion of FO interpretations and their
relation with the notions of sparsity.
We assume basic familiarity with the First Order logic (FO) on undirected graphs. Recall
that in this logic, variables correspond to single vertices and formulas are built recursively from
smaller subformulas using the following constructs: existential and universal quantification, and
standard boolean connectives. The basic (atomic) formulas are of the form x = y and adj(x, y);
they respectively check whether vertices assigned to variables x and y are equal or adjacent. For
instance, for a nonnegative integer d, the following inductive definition gives a formula δd(x, y)
such that δd(u, v) is true in a graph G if and only if distG(u, v) 6 d.
δ0(x, y) := (x = y)
δd(x, y) := δd−1(x, y) ∨[∃z1 . . . ∃zd−1 adj(x, z1) ∧ adj(z1, z2) ∧ . . . ∧ adj(zd−2, zd−1) ∧ adj(zd−1, y)] .
If ϕ(x¯) is a formula with a tuple of free variables x¯ and u¯ : x¯→ V (G) is an evaluation of variables
of x¯ in a graph G, then we write G |= ϕ(u¯) to denote that ϕ holds in G when each variable of x¯ is
evaluated as prescribed by u¯.
12 M. BRIAŃSKI, P. MICEK, MI. PILIPCZUK, AND M.T. SEWERYN
The main tool that will replace results on neighborhood complexity (Theorem 9) are the bounds
on the number of FO-types in nowhere dense classes, which were recently proved by Pilipczuk et
al. [24]. We refer to this work for a broader discussion, while we will rely on the following corollary,
which follows easily from [24, Theorem 1.3 and Lemma 3.1].
Lemma 10 ([24]). Let C be a nowhere dense class of graphs and ϕ(x, y) be an FO formula with
two free variables. Then there exist positive integers c and d such that for every graph G in C and
vertex subset S ⊆ V (G), there exists a coloring λ of vertices of G with at most c · |S|c colors such
that the following holds: for every triple of vertices u, v, v′ ∈ V (G) such that λ(v) = λ(v′) and S
intersects every path of length at most d connecting u with any of {v, v′}, we have
G |= ϕ(u, v) if and only if G |= ϕ(u, v′).
We are now ready to prove Theorem 4.
Proof of Theorem 4. Let c and d be the constants given by Lemma 10 for the class C and formula
ϕ(x, y). Let k = |A ∪ B| and let ε′ be a positive real, to be determined later. Assuming that k
is large enough depending on C, d, and ε′, we may apply Lemma 3 to A and B and constants d
and ε′. Thus, we find disjoint subsets A0 and B0 of A and B, respectively, and a vertex subset S
such that
• |A0| > (1− ε′)|A|, |B0| > |B|/kε′ , and |S| 6 kε′ ; and
• for every a ∈ A0 and b ∈ B0, every path of length at most d connecting a and b intersects S.
Now let λ be the coloring of vertices ofG provided by Lemma 10. Then λ uses at most c·|S|c 6 c·kcε′
colors, hence there is a subset B′ ⊆ B0 such that |B′| > |B|c·k(c+1)ε′ and B′ is monochromatic in λ.
By Lemma 10 and the second point above, for every a ∈ A0 we either have G |= ϕ(a, b) for all
b ∈ B′, or G |= ¬ϕ(a, b) for all b ∈ B′. Hence, we may set A′ = A0. It remains to note that by
choosing k0 and ε′ < εc+1 appropriately, we have |A′| > (1− ε) |A| and |B′| > |B|/kε. 
6. Negative example
Proof of Proposition 5. Consider the Erdős-Rényi random graph model — for fixed n ∈ N and
p ∈ [0, 1] it is the distribution Gn,p on n-vertex graphs, in which every edge is present with
probability p independently from other edges. We wish to use this distribution to obtain our
desired family C. Let us fix an integer g > 3 and consider the distribution Gn,p for some large value
of n determined later and p = n
1
2g−1. Denote by X the random variable counting the number of
cycles of length at most g in a graph drawn from Gn,p. We easily obtain, for n large enough, the
following bound on the expected value of X:
E(X) =
g∑
k=3
(
n
k
)
k!
pk
2k
6
g∑
k=3
(np)k
2k
6 (np)g =
√
n.
By Markov’s inequality, the probability that X > 3√n is at most 1/3. Let us the following event
A: a graph drawn from Gn,p contains a pair of disjoint vertex subsets which are either complete
or anticomplete to each other, and are of size at least n/g. Using the union bound we obtain the
following upper bound on the probability of A:
P(A) 6 2n · 2n ·
(
p(n/g)
2
+ (1− p)(n/g)2
)
= 22n · n( 12g−1)(n/g)2 + 22n ·
(
1− 1
n1−
1
2g
)(n/g)2
.
Both of the summands on the right hand side tend to 0 as n → ∞. So let us assume that n is
large enough so that P(A) < 1/3.
Therefore, for n large enough, the probability that a graph drawn from Gn,p has less than 3
√
n
cycles of length at most g and contains no pair of complete/anticomplete vertex subsets of size n/g
is positive. In particular, a graph enjoying both these properties exists. Let us call it Hg.
Now consider every cycle of length at most g in Hg, and let us call Gg the graph obtained from
Hg by deleting one vertex from each such cycle. As there are less than 3
√
n of these cycles, Gg has
at least n/2 vertices. Moreover, deleting vertices cannot create a pair of complete or anticomplete
sets of a given size where none existed. Now we can define the following family of graphs
C = {Gg : g ∈ N, g > 3 }.
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We argue that (1) C is nowhere dense, and (2) C does not satisfy the strong Erdős–Hajnal property.
Since the sizes of graphs in C are bounded by a function of the their girth, C is indeed nowhere
dense. By the construction, Gg does not contain a complete/anticomplete pair of sets of size
n
g 6
2|V (Gg)|
g , so the strong Erdős–Hajnal property does not hold. 
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Appendix A. Low shrubdepth colorings and the strong Erdős-Hajnal property
We start by considering the setting when the graph in question admits a connection model of
bounded depth and using a bounded number of labels. Here, by the depth of a rooted tree we
mean the maximum number of vertices on a root-to-leaf path.
Lemma 11. Let G be a graph on n > 2 vertices that admits a connection model of depth d and
using a label set of size s. Then there exist disjoint subsets of vertices A, B of G such that
min(|A|, |B|) > n
3s · 2d−2
and A is either complete or anticomplete to B.
Proof. Let (λ, T, {Zx : x ∈ V (T ) \ V (G)}) be the assumed connection model of G. Recall T has
depth d and Zx ⊆ Λ2 for some label set Λ of size s, for each x ∈ V (T ) \ V (G). Note that since
n > 2, T cannot consist of only one leaf, hence d > 2. We proceed by induction on d, where the
base case d = 2 will be argued directly within the reasoning.
Let r be the root of T and let C be the set of children of r in T . For every c ∈ C, let Lc comprise
the leaves of T that are descendants of c (possibly Lc = {c} if c itself is a leaf). Then {Lc : c ∈ C}
is a partition of the vertex set of G. We consider two cases.
First, suppose that there exists c0 ∈ C such that |Lc0 | > n/2. Note here that this case cannot
happen for d = 2, because then T is a star with all the children of r being leaves, hence |Lc| = 1 6
n/2 for all c ∈ C. Therefore, we may apply the induction hypothesis to the graph G[Lc0 ], which
has |Lc0 | > n/2 > 1 vertices and admits a connection model of depth d − 1 and using a label set
of size s, obtained by restricting the connection model (λ, T, {Zx : x ∈ V (T ) \ V (G)}) in a natural
way. Thus, we obtain A,B ⊆ Lc0 such that A is either complete or anticomplete to B, and
min(|A|, |B|) > |Lc0 |
3s · 2d−3 >
n
3s · 2d−2 ,
as required.
Second, suppose that for all c ∈ C, we have |Lc| 6 n/2. It is well-known that then there is a
partition of C into X and Y such that for each Z ∈ {X,Y }, we have
n/3 6
∑
c∈Z
|Lc| 6 2n/3.
Since the connection model uses a label set Λ of size s, we can find a set A such that A ⊆ ⋃c∈X Lc,
|A| > n3s , and all vertices of A receive the same label under λ. We also find B ⊆
⋃
c∈Y Lc such
that B ⊆ ⋃c∈Y Lc, |B| > n3s , and all vertices of B receive the same label under λ. Thus, A and B
are disjoint and
min(|A|, |B|) > n
3s
> n
3s · 2d−2 .
Finally, let λA be the value of λ(a) for all a ∈ A and λB be the value of λ(b) for all b ∈ B. If
(λA, λB) 6∈ Zr then A is anticomplete to B. Otherwise, (λA, λB) ∈ Zr and then A is complete
to B. Note that since in this case we have found suitable sets A and B directly, the base case
d = 2 is covered. 
Now, from Lemma 11 it is easy to conclude the claimed connection.
Theorem 12. Let C be a class of graphs that admits low shrubdepth colorings. Then C has the
strong Erdős-Hajnal property.
Proof. Consider any graph G ∈ C, say on n vertices. Since we want to verify the strong Erdős-
Hajnal property of G, we assume that n > 2. By assumption, there exist numbers s = s(1) and
f = f(1) such that G admits a coloring using f colors where each color induces a subgraph of
shrubdepth at most s. By considering the color class of the largest cardinality, we infer that G
contains an induced subgraph H such that H has at least n/f vertices and shrubdepth at most s.
Assuming that n/f > 2, we may apply Lemma 11 to H. This yields a pair of disjoint vertex
subsets A and B such that A is either complete or anticomplete to B, and
min(|A|, |B|) > |V (H)|
3s · 2s−2 >
n
3sf · 2s−2 .
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Finally, if n/f < 2, then n < 2f and we may choose A and B to be any disjoint singleton sets
(n > 2); then min(|A|, |B|) > n2f . We conclude that C has the strong Erdős-Hajnal property for
δ = 13sf ·2s−2 . 
By combining Theorem 12 with the results of Kwon et al. [14], we conclude that for every class
of bounded expansion C and positive integer d, the class Cd has the strong Erdős-Hajnal property
Similarly, Conjecture 1, if true, would imply a weaker variant of Theorem 2, where A = B = V (G)
and we only require that min(|A′|, |B′|) > n1−ε. However, note that in the proof of Theorem 12
we only relied on the existence of a suitable coloring for p = 1, instead of all positive integers p, as
postulated by Conjecture 1. While Conjecture 1 remains open in general, its restriction to the case
of p = 1 was very recently proved by Nešetřil et al. [17]. Therefore, the aforementioned weaker
form of Theorem 2 indeed follows from the results of [17] through the reasoning explained above.
