State filtering is a key problem in many signal processing applications. From aseries of noisy measurement, one would Iike to estimate the state of some dynamic system. Existing techniques usually adopt a Gaussian noise assumption which may result in a major degradation in performance when the measurements are with the presence of outliers. A robust algorithm immune to the presence of outliers is desirable. To this end, a robust particle filter (PF) algorithm is proposed, in which the heavier tailed Student's t distributions are employed together with the Gaussian distribution to model the measurement noise. The effect of each model is automatically and dynamically adjusted via a Bayesian model averaging mechanism. The validity of the proposed algorithm is evaluated by illustrative simulations.
INTRODUCTION
This paper focuses on nonlinear state filtering, a key problem in many signal processing applications. The aim here is to derive a novel particle filter (PF) algorithm that is robust towards outliers in the measurement noise. We regard filtering with outliers as a model uncertainty problem, and address it using a multiple model strategy (MMS). The MMS is a generic approach to handle model uncertainty problems. For example, in [1] and [2] , the MMS is utilized to take account of the issue of measurement model uncertainty and of state evolution model uncertainty, respectively. Here, we employ the MMS to take account of possible appearance of outliers in the measurement, in the context of nonlinear state filtering. Three candidate measurement models including one Gaussian and two Student's distribution models are employed together to represent the measurement. By virtue of a model averaging mechanism, the effect of each model is dynamically adjusted according to the posterior distribution of each model, which is updated sequentially as we observe more data. The method allows the heavier tailed Student's t models to dominate the Gaussian model when the outliers arrive. This is done autonomously and dynamically within the PF algorithmic framework . The validity of our method is evaluated by illustrative simulations.
PARTICLE FILTER
In this Section, we give a succinct description for the PF algorithm. For more details, readers can refer to [3] [4] [5] . Let us first consider astate space model :
where Xk E )Rd x and Yk E )Rd y denote the target state vector and the measurement at the kth time step, respectively; dx and dy denote the corresponding dimensions. ! and h denote the nonlinear state evolution function and measurement function , respectively. Uk and n k represent independent identically distributed (i .i.d.) process and measurement noise sequence, respectively. The probability density functions (pdfs) of Uk and n k, which are usually specified by the model er, defines the state transition prior density p(x k lxk-l ) and the likelihood function p(Yklxk), respectively. The Bayesian state filtering problem consists of computing the aposteriori pdf of Xk given YO: k = {Yi }~=O , denoted by p(Xk IYO: k ) (or in short Pklk )' Recursive solutions are more preferable to batch mode methods; and, indeed Pklk can be computed from Pk-l lk-l recursively as follows (3) The PF algorithm is an approximate solution to Eqn.(3) based on the sequential application of importance sampling (IS) techniques. Suppose that, at time step k -1, we have a discrete approximation of p(X O:k -lI Yo: k-l) given by a set of weighted sampIes {XO:k-1' wk-l}~l' in which x&k-l ~ q(XOk-l IYo k-l ), W LI IX p (XOk-l IYo :k-l) / q(XO:k-l IYo k-I) , 2:~1 wL 1 = 1. At time k , the i th trajectory is first extended by a particle xl sampled from an importance distribution ICASSP2017 q(xklxk-1, YO:k) and then weighted by w~ cx Wk-1P(x~lxk -1)P(YklxU/q(Xk lxk -1 ' YO k ) ' (4) It is well known that the above algorithm suffers from particle degeneracy when it is applied sequentially [5] . Precisely, after some iterations only few particles have a non null positive weight. A common practice to get around of this problem is to use after the weighting step a resampling step meant to discard the partieles with low weights and duplicate those with high weights. Several resampling techniques have been proposed, see e.g. [6] [7] [8] . A main scheme for an iteration of the PF algorithm can be summarized as folIows . Starting from { 4-1 ,wL d~1:
• Sampling step. Sam pie x~ rv q(xklxLl> YO k), for all i,l ::; i ::; N ;
• Weighting step. Set w~ using Eqn.(4) for all i, 1 ::; i ::; N , and normalize these weights to guarantee that " N .
• esamp mg step. amp e x k rv L... j= l wkU x {' set wk = 1/ N , for all i, 1 ::; i ::; N. Ox denotes the Dirac-delta function located at x .
THE PROPOSED ROBUST PARTICLE FILTER
Here the measurement noise n k in Eqn. (2) is modeled by M candidate models together. Let H k = m denote the event that the mth model, M m , is the best one for use at time k.
Based on the Bayesian model averaging strategy [9] [10] [11] , the posterior pdf under this multiple model setting is calculated as follows M Pklk = L P m,kl k7rm,klk,
where Pm,klk ,@, p(xkl H k = m , YO :k ) and 7rm ,klk ,@, p(Hk = m IYO: k). A recursive solution to compute Eqn.(5) is ofparticular interest here. Assume that at time k -1, we have at hand 7rm ,k-1Ik-1' for all m, 1 ::; m ::; M, and a weighted sampie
At time k , the ith trajectory is first extended by a particle xk sampled from an importance distribution q(Xk IXk-1, YO :k) and then weighted by a weight w:n k cx Wk_1 P(x~lxk_1 )Pm(Yklxk)/q(x~lxL1' YO k), (7) under the hypothesis H k = m, where Pm ( Yk IX k) denotes the likelihood function associated with M m . According to the IS principle, we have N Pm,klk c::: L W:n,k Ox~'
Now let us consider, given 7rm ,k-1Ik-1' how to derive out 7rm ,klk ' First we specify a model transition process in term of forgetting [2] , in order to predict the model indicator 1i.
Let Cl: , ° < Cl: < 1, denote the forgeuing factor. Given
where 
where denotes the Mahalanobis squared distance from x to ft with respect to ~, A -1 denotes the inverse of A and r(-) denotes the gamma function .
SIMULATIONS
We evaluated the validity of the proposed algorithm using the time-series experiment presented in [12] . The time-series is generated by the following state evolution model (15) where Uk is a Gamma(3,2) random variable modeling the process noise. The observation model is The goal is to estimate the underlying clean state sequence Xk online based on the noisy observations, Yk> for k = 1, ... , 60.
Case I: fiItering without the presence of outIiers
First we considered the case without outliers. In this case the measurement noise, n k, was drawn from a zero-mean Gaussian distribution. A few different PF algorithms were used for performance comparison. The experiment was repeated 30 times with random re-initialization for each run. All of the PFs used 200 particles and the residual resampling [8] . The forgetting factor of RPF a takes a value of 0.9. The performance of the different filters is summarized in Table  1 , wherein the EKPF and UPF denote the PFs which employ the extended Kalman filter and the unscented KaIman filter to generate the importance distribution, respectively. The table shows execution time (in seconds), the means and variances of the mean-square-error (MSE) of the state estimates. All the reported computing times are based on a computer equipped with an Intel i5-321OM 2.50 GHz processor with one core. They do not involve any parallel processing. The result show that the proposed RPF is more accurate than the other competitor algorithms in the sense of MSE, with less execution time than the UPFs. 
Case 11: fiItering with the presence of outIiers
Next we designed a simulation case that involves outliers. The setting for the experiment time series was the same as Case I, except that several measurements at some time steps are replaced by outliers. The time steps associated with the presence of outliers are k = 7,8, 9, 20, 37,38, 39,50 . For typical measurements, their associated measurement noise was drawn from a zero-mean Gaussian distribution the same as for Case I. For outIiers, the item n k in Eqn.(16) was drawn randomly from a uniform distribution between 40 and 50. All the considered algorithms were set to be blind to the above information on the outliers. The other settings for the experiment were the same as for Case I. The performance of the different filters is summarized in Table 2 , which shows that the presented RPF method provides the most accurate online state estimation. For this case, the EKPFs and UPFs perform much worse than the other filters . We argue that it is due to the fact that both EKPFs and UPFs utilize the measurement information to build up the importance distribution , while, they will improperly take outliers as regular measurements upon the arrival of outIiers and thus make the resulting importance distribution inefficient and misleading.
Further evaluations of RPF
First we evaluated the sensitivity of the RPF's performance with respect to the forgetting factor a . We considered a values 0.1 , 0.3, 0.5 , 0.7 and 0.9. For each value, we ran the RPF algorithm 30 times for both Case land 11 and ealculated the eorresponding mean of MSE. The result is depieted in Fig.I , whieh shows that the perfonnanee of the presented RPF algorithm is not very sensitive to the seleeted values of Q, for both Case land 11. Next we fixed the value of Q to be 0.1, and reeorded the averaged posterior probability of eaeh eandidate measurement model at eaeh time step over 30 times of experiments for both Case land Case 11. The result is plotted in Fig.2 . It is shown that, for both eases, the Student's t (v=3) model always dominates the other models. The eurves have no obvious patterns for Case I; but have an obvious pattern for Case 11, that is, the posterior probability of the Student's t (v=3) model inereases along with the appearanee of outliers. Speeifieally, onee an outlier appears (eorresponding to time steps k = 7,8, 9, 20 , 37,38,39,50) , the posterior probability of the Student's t (v=3) model inereases suddenly to a value dose to 1; meanwhile, the posterior probabilities of the other two models deerease to 0 eorrespondingly.
Observing that the posterior probability of the Student's t (v=3) model is always mueh bigger than the others, we wondered if a PF algori thm whieh only employs the Student's t (v=3) model ean produee the similar perfonnanee as the presented RPF algorithm. We set Q = 0.9 and repeated the experiment of running the single Student's t (v=3) model based PF in the same way as deseribed before for Case land 11. The resulting mean and varianee of the MSE are presented in Table 3 . In eontrast with the perfonnanee of RPF as presen ted in Tables 1 and 2, we see that the single model based PF perfonns similarly as the presented RPF for ease 11, while, it loses in tenns of MSE against RPF for ease I.
CONCLUSIONS
In this paper, we propose a multi-model based PF method, whieh is robust against the presenee of outliers in the measurements. In the proposed RPF method, the heavier-tailed Student's t models are employed together with the eonventionally used Gaussian model to represent the measurement noise. A Bayesian model averaging strategy is adopted to handle the issue of model uneertainty. It is shown that the proposed method is able to dynamieally adjust the effeet of eaeh eandidate model in an automatie and theoretically sound manner. The validity of this method is evaluated via illustrative simulations. Empirieal results show that the RPF method perfonns strikingly better than several existent PFs for all eases under eonsideration. Future work lies in adapting the presented RPF algorithm to deal with real-li fe problems, e.g., sonar/radar target traeking [13] , in whieh the behaviors of the outliers may be more eomplex.
