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HO¨LDER REGULARITY AND GRADIENT ESTIMATES FOR
SDES DRIVEN BY CYLINDRICAL α-STABLE PROCESSES
ZHEN-QING CHEN, ZIMO HAO AND XICHENG ZHANG
Abstract. We establish Ho¨lder regularity and gradient estimates for the tran-
sition semigroup of the solutions to the following SDE:
dXt = σ(t, Xt−)dZt + b(t, Xt)dt, X0 = x ∈ R
d,
where (Zt)t>0 is a d-dimensional cylindrical α-stable process with α ∈ (0, 2),
σ(t, x) : R+×Rd → Rd⊗Rd is bounded measurable, uniformly nondegenerate
and Lipschitz continuous in x uniformly in t, and b(t, x) : R+ × Rd → Rd
is bounded β-Ho¨lder continuous in x uniformly in t with β ∈ [0, 1] satisfy-
ing α + β > 1. Moreover, we also show the existence and regularity of the
distributional density of X(t, x). Our proof is based on Littlewood-Paley’s
theory.
1. Introduction
Consider the following stochastic differential equation (SDE) in Rd:
dXs,t = σ(t,Xs,t)dWt + b(t,Xs,t)dt, t > s with Xs,s = x ∈ R
d, (1.1)
where W is a d-dimensional standard Brownian motion, b(t, x) : R+ × R
d → Rd is
a bounded measurable function, and σ(t, x) : R+×R
d → Rd⊗Rd is a d×d matrix-
valued measurable function. Suppose that σ satisfies the following uniformly elliptic
condition: there is some c0 > 1 so that
c−10 |ξ| 6 |σ(t, x)ξ| 6 c0|ξ| for every t > 0 and x, ξ ∈ R
d. (Hσ)
Under (Hσ) and lim|x−y|→0 supt>0 |σ(t, x) − σ(t, y)| = 0, it is well known that for
each starting point (s, x) ∈ R+ × R
d, SDE (1.1) admits a unique weak solution
Xs,t(x) (cf. [14]). If, in addition, σ(t, x) is Ho¨lder continuous in x uniformly in t,
then (cf. [19]) for each ϕ ∈ C2b (R
d),
Ps,tϕ(x) := E [ϕ(Xs,t(x))]
is C2 in x, and uniquely solves the following backward Kolmogorov equation:(
∂s +
1
2σ
ik(s, ·)σjk(s, ·)∂i∂i + b
i(s, ·)∂i
)
Ps,tϕ = 0, s 6 t.
Here and below we use the usual Einstein convention: if an index appears twice in
a product, then it will be summed automatically.
A natural question is what kind regularity does Ps,tϕ have for solutions Xs,t to
SDEs driven by cylindrical stable processes, that is, for SDE (1.1) with Brow-
nian motion W replaced by a d-dimensional cylindrical α-stable process Z =
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(Z1t , · · · , Z
d
t )t>0? Here α ∈ (0, 2) and Z
1, · · · , Zd are independent 1-dimensional
α-stable process with Le´vy measure dz/|z|1+α. In this paper we shall consider the
following SDE driven by cylindrical α-stable process Z:
dXs,t = σ(t,Xs,t−)dZt + b(t,Xs,t)dt, t > s with Xs,s = x ∈ R
d. (1.2)
Notice that the (time-dependent) generator for the solution Xs,t of this SDE is
L
σ,b
t u(x) :=
d∑
i=1
p.v.
∫
R
(
u(x+ σ·i(t, x)zi)− u(x)
) dzi
|zi|1+α
+ bi(t, x)∂iu(x), (1.3)
where p.v. stands for the Cauchy principle value. It is well known that if σ and
b are Lipschtiz continuous in x and uniformly in t, then there is a unique strong
solution Xs,t(x) to SDE (1.2). When b = 0, Bass and Chen [2] established the weak
well-posedness for SDE (1.2) under the assumption that σ(t, x) = σ(x) is bounded,
continuous and non-degenerate for each x ∈ Rd. When σ is Lipschtiz continuous in
x uniformly in t and satisfies (Hσ), b is β-order Ho¨lder continuous with α+ β > 1,
Chen, Zhang and Zhao [9] recently showed the strong well-posedness for SDE (1.2)
(see also [7]). Very recently, assuming that α ∈ (0, 1), b = 0 and σ(t, x) = σ(x) is
Lipschitz continuous satisfying (Hσ), Kulczycki, Ryznar and Sztonyk [13] showed
the following Ho¨lder estimate for the semigroup Pt associated with SDE (1.2): for
any γ ∈ (0, α) and T > 0, there is a positive constant C = C(d, α, c0, ‖∇σ‖∞, γ, T )
so that for all t ∈ (0, T ],
‖Ptϕ‖Cγ 6 C t
−γ/α‖ϕ‖∞,
where Ptϕ(x) := E [ϕ(Xt(x))] and C
γ is the space of bounded γ-Ho¨lder continu-
ous functions on Rd. It was not known untill now if the above Ho¨lder estimate
holds when α ∈ [1, 2), nor was gradient estimate for Pt for any α ∈ (0, 2). These
properties will be addressed in this paper under a more general setting. When Z
is the rotationally invariant α-stable process and b, σ are Lipschitz continuous, the
gradient estimate for Pt was obtained in [16] using subordination technique.
The aim of this paper is to establish the following regularity estimates for the
transition semigroup {Ps,t; t > s} of the unique solution {Xs,t(x); t > s} to SDE
(1.2):
Ps,tϕ(x) := E [ϕ(Xs,t(x))] .
Note that {Ps,t; t > s} is the time-inhomogenous semigroup generated by the non-
local operator L σ,bt of (1.3).
Theorem 1.1. Let α ∈ (0, 2) and β ∈ [0, 1] with α + β > 1. Assume (Hσ),
‖∇σ‖∞ 6 c1 for some c1 > 0, and one of the following conditions holds:
(i) b = 0 and β = 1; (ii) α ∈ (1/2, 2) and supt>0 ‖b(t, ·)‖Cβ 6 c2.
Let γ ∈ [0, α+ α ∧ β) and η ∈ (−((α+ β − 1) ∧ 1), γ]. For any T > 0, there exists
a constant C = C(d, c0, c1, c2, α, β, γ, η, T ) > 0 such that for all 0 6 s < t 6 T ,
‖Ps,tϕ‖Bγ∞,∞ 6 C(t− s)
(η−γ)/α‖ϕ‖Bη∞,∞, (1.4)
where Bηp,q is the usual Besov space. In particular, we have the following assertions:
(A) Let ϕ ∈ ∪η<(α+β−1)∧1B
−η
∞,∞. For any 0 6 s < t, Ps,tϕ ∈ ∩γ<α+α∧βB
γ
∞,∞
and the following backward Kolmogorov equation is satisfied: for all x ∈ Rd,
Pt0,tϕ(x) = Pt1,tϕ(x) +
∫ t1
t0
L
σ,b
s Ps,tϕ(x)ds, 0 6 t0 < t1 < t. (1.5)
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(B) For α ∈ (1/2, 2), the following gradient estimate holds: for 0 6 s < t 6 T ,
‖∇Ps,tϕ‖∞ 6 C(t− s)
−1/α‖ϕ‖∞. (1.6)
(C) For each s < t, the random variable Xs,t(x) admits a density ps,t(x, ·) with
ps,t(x, ·) ∈ ∩η<(α+β−1)∧1B
η
1,1. (1.7)
We would like to emphasize that for SDE (1.2) driven by cylindrical α-stable
process Z, since the support of the Le´vy measure of Z is concentrated along the
coordinate axes, it seems to be quite difficult to obtain quantitative regularity
results as stated in Theorem 1.1 by using methods from [13] and [16]. A new
approach is needed to study regularity theory for SDEs driven by cylindrical stable
processes. A key ingredient in our approach is the use of Littlewood-Paley’s theory.
Remark 1.2. (i) The precise definition of the Besov space Bsp,q is given in
Definition 2.3 below. It is known that for non-integer s > 0, ‖f‖Bs
∞,∞
≍
‖f‖Cs . Hence (1.4) in particular yields that, under condition either (i)
or (ii) of Theorem 1.1, for every α ∈ (0, 2), T > 0, and non-integer γ ∈
(0, α+ α ∧ β), there is a constant C = C(d, c0, c1, c2, α, β, γ, T ) so that for
all 0 6 s < t 6 T ,
‖Ps,tϕ‖Cγ 6 C(t− s)
−γ/α‖ϕ‖∞.
This significantly extends the main results of [13] where α is restricted to
be in (0, 1), σ(t, x) = σ(x), b(t, x) ≡ 0 and γ ∈ (0, α).
(ii) Note that L σ,bs u(x) is pointwisely well defined for any u ∈ C
γ with γ >
max{α, 1}. Under either condition (i) or (ii) of Theorem 1.1, α+α∧β > 1.
Thus L σ,bs Ps,tϕ in (1.5) is pointwisely well defined once it is established
that Ps,tϕ ∈ ∩γ<α+α∧βB
γ
∞,∞.
(iii) In the condition (ii) of Theorem 1.1, due to some moment estimate, α is
required to be greater than 1/2 (see Remark 4.7 below). This restriction
also appears in the Schauder estimate of nonlocal PDEs in [4]. For variable
coefficient σ, since we can only improve the regularity to α + α ∧ 1 even
without drift b, we have to require α > 1/2 for gradient estimate also. An
open problem is to drop the restriction α > 1/2.
(iv) We note that when b and σ are time-independent, by a purely probabilis-
tic method, Debussche and Fournier [10] obtained the existence and low
regularity of the densities for SDE (1.2) under some Ho¨lder assumptions
on σ and b. Compared with their results, for α ∈ [1, 2), in the time inde-
pendent case, the property (1.7) is covered by [10, Theorem 1.1]. However,
for α ∈ (1/2, 1), the regularity (1.7) is better than [10, Theorem 1.1]. The
method in [10] does not seem to be applicable to the time-dependent case
and more general SDEs driven by Poisson random measures. Our method
is mostly analytic combined by some probabilistic argument and has more
flexibility.
(v) We point out that resolvent Ho¨lder regularity can be established under a
much weaker assumption on σ, at least in the time-independent and driftless
situation. Suppose that σ(x) is continuous and satisfies condition (Hσ).
Then by [2] for each x ∈ Rd, there is a unique weak solution to dXt =
σ(Xt−)dZt with X0 = x, where Z is a cylindrical stable process on R
d.
Denote the law of X with X0 = x by Px and its mathematical expectation
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by Ex. It follows from [3, Proposition 2.1] and a scaling argument, that
there are constants c3 > c4 > 0 so that for every x0 ∈ R
d and r > 0,
Ex
[
τB(x0,r)
]
6 c3r
α for x ∈ B(x0, r) (1.8)
and
Ex
[
τB(x0,r)
]
> c4r
α for x ∈ B(x0, r/2), (1.9)
where B(x0, r) := {x : |x − x0| < r} and τB(x0,r) = inf{t > 0 : Xt /∈
B(x0, r)}. Assume further that σ(x) is uniformly continuous on R
d, we
know from [3, Theorem, 2.9] that there is a constant γ ∈ (0, 1) that depends
on the modulo of continuity of σ(x), the constant c0 in (H
σ), d and α
so that every bounded function that is harmonic in B(x0, r) is γ-Ho¨lder
continuous on B(x0, r/2). This together with (1.8)-(1.9) and the proof of
[5, Proposition 2.4] yields that there is some constant γ1 ∈ (0, 1) depending
on the modulo of continuity of σ(x), the constant c0 in (H
σ), d and α so
that for every bounded function ϕ on Rd and λ > 0,
|Rλϕ(x) −Rλϕ(y)| 6 C|x− y|
γ1‖ϕ‖∞ for |x− y| 6 1.
Here Rλϕ(x) := Ex
∫∞
0 e
−λtϕ(Xt)dt is the λ-resolvent of ϕ.
This paper is organized as follows: In Section 2, we introduce some basic esti-
mates for later use. In Section 3, we present the estimates of Littlewood-Paley’s
type for the heat kernel of nonlocal operators with constant coefficients. In Section
4, we show the regularity estimates for general nonlocal equations by freezing coef-
ficients. In Section 5, we apply the a priori estimate obtained in Section 4 to show
our main results. We use := as a way of definition. Throughout this paper we shall
use the following conventions and notations:
• The letter C denotes a constant, whose value may change in different places.
• We use A . B to denote A 6 CB for some unimportant constant C > 0.
• N0 := N ∪ {0}, R+ := [0,∞), a ∨ b := max(a, b), a ∧ b := min(a, b).
• ∇x := ∂x := (∂x1 , · · · , ∂xd), ∂i := ∂xi := ∂/∂xi.
• For x ∈ Rd and r > 0, we denote B(x0, r) := {x ∈ R
d : |x − x0| < r} and
Br := B(0, r).
• For p ∈ [1,∞], we use ‖ · ‖p to denote the usual norm in L
p(Rd, dx).
2. Prelimiaries
Let φ : Rd → Rd be a bounded Lipschtiz function with
‖∇ℓφ‖∞ 6 κ 6 1/2, ℓ = 0, 1. (2.1)
We shall use the following definitions: for a C1-function f : Rd → R,{
Γφ(x) := x+ φ(x), D
φ
0 f(x) := f(x+ φ(x)) − f(x+ φ(0)),
D
φ
1 f(x) := f(x+ φ(x)) − f(x+ φ(0))− (φ(x) − φ(0)) · ∇f(x).
(2.2)
The following lemma is elementary (cf. [18, Lemma 2.1]).
Lemma 2.1. Under (2.1), it holds that for any x, y ∈ Rd,
1
2 |x− y| 6 |Γφ(x) − Γφ(y)| 6 2|x− y|. (2.3)
Moreover, there is a constant C = C(d) > 0 such that for all x ∈ Rd,
| det(∇Γφ(x)) − 1− divφ(x)| 6 C‖∇φ‖
2
∞ 6 Cκ
2. (2.4)
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For β > 0, let Cβ be the space of β-order Ho¨lder continuous functions on Rd
with norm
‖f‖Cβ := ‖f‖∞ + · · ·+ ‖∇
[β]f‖∞ + [∇
[β]f ]Cβ−[β] <∞,
where [β] denotes the largest integer not exceeding β, and ∇j stands for the j-order
gradient, and for γ ∈ [0, 1],
[f ]Cγ := sup
h
‖f(·+ h)− f(·)‖∞/|h|
γ .
We use the following convention: ByC0 we denote the space of bounded measurable
functions. For two functions f, g : Rd → R, let
〈f, g〉 :=
∫
Rd
f(x)g(x)dx,
whenever it is well defined. The following lemma will play a crucial role in the
proof of Theorem 1.1.
Lemma 2.2. Assume that φ : Rd → Rd satisfies (2.1). For any θ ∈ [0, 1], there
exists a constant C = C(d, θ) > 0 such that for any f ∈ L∞(Rd) and g ∈ L1(Rd)
with ∇g ∈ L1(Rd),
|〈Dφ0 f, g〉| 6 Cκ
θ‖f‖∞
(
µ0(|g|) + µθ(|∇g|)
θµθ(|g|)
1−θ
)
, (2.5)
and for any f ∈ L∞(Rd) and g ∈ L1(Rd) with ∇g,∇2g ∈ L1(Rd),
|〈Dφ1 f, g〉| 6 Cκ
1+θ‖f‖Cθ
( 1∑
j=0
µj(|∇
jg|) + µ1+θ(|∇
2g|)θµ1+θ(|∇g|)
1−θ
)
, (2.6)
where µθ(dx) := (|x| ∧ 1)
θdx and µθ(f) :=
∫
Rd
f(x)µθ(dx).
Proof. We first assume that
φ(0) = 0. (2.7)
Step 1. Under (2.7), by a change of variable, we have
|〈Dφ0 f, g〉| =
∣∣∣∣∫
Rd
(
f(Γφ(x))− f(x)
)
g(x)dx
∣∣∣∣
=
∣∣∣∣∫
Rd
f(x)
(
g(Γ−1φ (x)) det(∇Γ
−1
φ (x)) − g(x)
)
dx
∣∣∣∣
6 ‖f‖∞
(∫
Rd
|g(Γ−1φ (x))| | det(∇Γ
−1
φ (x))− 1|dx
+
∫
Rd
∣∣g(Γ−1φ (x)) − g(x)∣∣dx
)
. (2.8)
Since
det(∇Γ−1φ (x)) = (det∇Γφ)
−1 ◦ Γ−1φ (x), (2.9)
by (2.4) and (2.1) we have∫
Rd
|g(Γ−1φ (x))| · | det(∇Γ
−1
φ (x)) − 1|dx
=
∫
Rd
|g(x)| · | det(∇Γφ(x))− 1|dx . κ
∫
Rd
|g(x)|dx = κµ0(|g|). (2.10)
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On the other hand, noting that∣∣g(Γφ(x))− g(x)∣∣ 6 |φ(x)| ∫ 1
0
|∇g|(x+ sφ(x))ds = |φ(x)|
∫ 1
0
|∇g|(Γsφ(x))ds,
and since φ(0) = 0,
|φ(x)| = |φ(x) − φ(0)| 6 (‖∇φ‖∞|x|) ∧ ‖φ‖∞ 6 κ(|x| ∧ 1),
we have by the change of variable again, for any θ ∈ [0, 1],∫
Rd
∣∣g(Γ−1φ (x))− g(x)∣∣dx = ∫
Rd
∣∣g(x)− g(Γφ(x))∣∣ det(∇Γφ(x))dx
=
∫
Rd
∣∣g(x)− g(Γφ(x))∣∣θ∣∣g(x)− g(Γφ(x))∣∣1−θ det(∇Γφ(x))dx
(2.3)
.
∫
Rd
(
|φ(x)|
∫ 1
0
|∇g|(Γsφ(x))ds
)θ (
|g(Γφ(x))|+ |g(x)|
)1−θ
dx
6 κθ
∫
Rd
(∫ 1
0
|∇g|(Γsφ(x))ds
)θ (
|g(Γφ(x))| + |g(x)|
)1−θ
(|x| ∧ 1)θdx
6 κθ
(∫ 1
0
µθ
(
|∇g| ◦ Γsφ
)
ds
)θ (
µθ
(
|g| ◦ Γφ + |g|
))1−θ
,
where the last step is due to Ho¨lder’s inequality with respect to µθ. Moreover,
µθ
(
|∇jg| ◦ Γsφ
)
=
∫
Rd
|∇jg(x)| ·
(
|Γ−1sφ (x)| ∧ 1
)θ
det(∇Γ−1sφ (x))dx
(2.3)
. µθ
(
|∇jg|
)
,
where j = 0, 1 and s ∈ [0, 1]. Hence,∫
Rd
∣∣g(Γ−1φ (x)) − g(x)∣∣dx . κθµθ(|∇g|)θµθ(|g|)1−θ, (2.11)
which together with (2.8) and (2.10) yields the desired estimate (2.5).
Step 2. Under (2.7), as above, we have
〈Dφ1 f, g〉 =
∫
Rd
(
f(Γφ(x)) − f(x)− φ(x) · ∇f(x)
)
g(x)dx = 〈f, D¯φ1 g〉,
where
D¯
φ
1 g(x) := g(Γ
−1
φ (x)) det(∇Γ
−1
φ (x)) − g(x) + (g · divφ)(x) + (φ · ∇g)(x)
= g(Γ−1φ (x))
(
det(∇Γ−1φ (x))(1 + (divφ)(Γ
−1
φ (x))) − 1
)
− (g · divφ)(Γ−1φ (x)) det(∇Γ
−1
φ (x)) + (g · divφ)(x)
+ g(Γ−1φ (x)) − g(x) + φ(x) · ∇g(x)
=: G1g(x) + G2g(x) + G3g(x).
In particular,
〈Dφ1 f, g〉 = 〈f,G1g〉+ 〈f,G2g〉+ 〈f,G3g〉.
Notice that by (2.9) and (2.4),
| det(∇Γ−1φ (x))(1 + (divφ)(Γ
−1
φ (x))) − 1|
=
| det(∇Γφ)− 1− divφ| ◦ Γ
−1
φ (x)
det∇Γφ ◦ Γ
−1
φ (x)
6 Cκ2.
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Hence,
〈f,G1g〉 . κ
2‖f‖∞
∫
Rd
|g ◦ Γ−1φ (x)|dx . κ
2‖f‖∞
∫
Rd
|g(x)|dx. (2.12)
Moreover, by the change of variable again, we have
|〈f,G2g〉| =
∣∣∣∣∫
Rd
g(x) · divφ(x) · (f(Γφ(x)) − f(x))dx
∣∣∣∣
6 ‖divφ‖∞‖φ‖
θ
∞‖f‖Cθ
∫
Rd
|g(x)|dx 6 κ1+θ‖f‖Cθµ0(|g|). (2.13)
For G3g(x), due to Γ
−1
φ (x) = x− φ ◦ Γ
−1
φ (x), we have
G3g(x) = φ(x) · ∇g(x)− φ ◦ Γ
−1
φ (x) ·
∫ 1
0
∇g(x− sφ ◦ Γ−1φ (x))ds
=
(
φ(x) − φ ◦ Γ−1φ (x)
)
·
∫ 1
0
∇g(x− sφ ◦ Γ−1φ (x))ds
+ φ(x) ·
∫ 1
0
(
∇g(x)−∇g(x− sφ ◦ Γ−1φ (x))
)
ds
=: G31g(x) + G32g(x).
For G31g(x), since
|φ(x) − φ ◦ Γ−1φ (x)| 6 ‖∇φ‖∞|φ ◦ Γ
−1
φ (x)| 6 κ
2(|x| ∧ 1),
we have
|〈f,G31g〉| . κ
2‖f‖∞
∫ 1
0
∫
Rd
(|x| ∧ 1)|∇g|(x− sφ ◦ Γ−1φ (x))dxds
. κ2‖f‖∞
∫ 1
0
∫
Rd
(|Γφ(x)| ∧ 1)|∇g|(Γφ(x) − sφ(x))dxds
. κ2‖f‖∞
∫ 1
0
∫
Rd
(|x| ∧ 1)|∇g|(Γ(1−s)φ(x))dxds . κ
2‖f‖∞µ1(|∇g|).
For G32g(x), it is similar to (2.11) that for any θ ∈ [0, 1],
|〈f,G32g〉| . κ
1+θ‖f‖∞µ1+θ(|∇
2g|)θµ1+θ(|∇g|)
1−θ. (2.14)
Combining (2.12)-(2.14), we obtain (2.6) under (2.7).
Step 3. In the general case, without assuming (2.7), if we define
f¯(x) := f(x+ φ(0)), φ¯(x) := φ(x) − φ(0),
then
D
φ
0 f(x) = D
φ¯
0 f¯(x), D
φ
1 f(x) = D
φ¯
1 f¯(x) + φ¯(x) · ∇(f¯ − f)(x).
For (2.5), it follows by (i). For (2.6), by (ii), it remains to make the following
estimate:
|〈φ¯ · ∇(f¯ − f), g〉| =
∣∣∣∣∫
Rd
(
divφ¯(x)g(x) + φ¯(x) · ∇g(x)
)
(f¯ − f)(x)dx
∣∣∣∣
6
∫
Rd
(
κ|g(x)|+ κ(|x| ∧ 1)|∇g(x)|
)
|φ(0)|θ · [f ]Cθdx
6 κ1+θ
(
µ0(|g|) + µ1(|∇g|)
)
[f ]Cθ .
The proof is complete. 
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Let S (Rd) be the Schwartz space of all rapidly decreasing functions on Rd, and
S ′(Rd) the dual space of S (Rd) called Schwartz generalized function (or tempered
distribution) space. Given f ∈ S (Rd), its Fourier transform fˆ and inverse Fourier
transform fˇ are defined by
fˆ(ξ) := (2π)−d/2
∫
Rd
e−iξ·xf(x)dx, fˇ(x) := (2π)−d/2
∫
Rd
eiξ·xf(ξ)dξ.
Let φ0 be a radial C
∞-function on Rd with
φ0(ξ) = 1 for |ξ| 6 1 and φ0(ξ) = 0 for |ξ| > 2.
Define for j ∈ N,
φj(ξ) := φ0(2
−jξ)− φ0(2
1−jξ).
It is easy to see that for j ∈ N, φj(ξ) = φ1(2
1−jξ) > 0 and
suppφj ⊂ B2j+1 \B2j−1 ,
k∑
j=0
φj(ξ) = φ0(2
−kξ)→ 1, k →∞.
Definition 2.3. For given j ∈ N0, the block operator Rj is defined on S
′(Rd) by
Rjf(x) := (φj fˆ )ˇ (x) = φˇj ∗ f(x) = 2
d(j−1)
∫
Rd
φˇ1(2
j−1y)f(x− y)dy. (2.15)
For any s ∈ R and p, q ∈ [1,∞], the Besov space Bsp,q is defined by
Bsp,q :=
f ∈ S ′(Rd) : ‖f‖Bsp,q :=
∑
j∈N0
2sqj‖Rjf‖
q
p
1/q <∞
 .
Remark 2.4. It is well known that for 0 < s /∈ N (cf. [15]):
‖f‖Bs
∞,∞
≍ ‖f‖Cs . (2.16)
Moreover, let R¯j := Rj−1 + Rj + Rj+1 with convention R−1 = 0. Since φj−1 +
φj + φj+1 = 1 on B2j+1 \B2j−1 , we have
(φj−1 + φj + φj+1)φj = φj .
Consequently,
RjR¯j = R¯jRj = Rj . (2.17)
The following commutator estimate is proven in [9] (see also [1]).
Lemma 2.5. Let p, p1, p2 ∈ [1,∞] with
1
p =
1
p1
+ 1p2 . For any β ∈ (0, 1) and
γ ∈ (−β, 0], there is a constant C = C(d, β, γ) > 0 such that for all j ∈ N,
‖[Rj , f ]g‖p 6 C2
−j(β+γ)‖f‖
B
β
p2,∞
‖g‖Bγp1,∞ , j ∈ N0, (2.18)
where [Rj , f ]g := Rj(fg)− fRjg.
We also need the following Gronwall inequality of Volterra type (cf. [17, Lemma
2.2]).
Lemma 2.6. Let f ∈ L1loc(R+;R+) and T > 0. Suppose that for some γ, β ∈ [0, 1)
and C1, C2 > 0,
f(t) 6 C1t
−β + C2
∫ t
0
(t− s)−γf(s)ds, t ∈ (0, T ].
Then there is a constant C3 = C3(C2, T, γ, β) > 0 such that
f(t) 6 C3C1t
−β , t ∈ (0, T ].
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3. Gradient estimates for heat kernel of nonlocal operator with
constant coefficient
Fix α ∈ (0, 2). Let (Zt)t>0 be an α-stable process with Le´vy measure
ν(A) =
∫ ∞
0
dr
r1+α
∫
Sd−1
1A(rω)π(dω), A ∈ B(R
d \ {0}), (3.1)
where π is a finite measure over the unit sphere Sd−1. Note that the α-stable
process Z has the scaling property
(λ−1/αZλt)t>0
(d)
= (Zt)t>0, ∀λ > 0, (3.2)
and for any γ > α > β > 0.∫
|z|<1
|z|γν(dz) +
∫
|z|>1
|z|βν(dz) <∞. (3.3)
Let N(dt, dz) be the associated Poisson random measure, that is,
N([0, t]×A) :=
∑
s∈(0,t]
1A(∆Zs), A ∈ B(R
d \ {0}), t > 0,
where ∆Zs := Zs−Zs− is the jump size of Z at time s. Let φ(t, z) : R+×R
d → Rd
be a measurable function with
|φ(t, z)| 6 C|z|, (t, z) ∈ R+ × R
d.
We consider the following time-inhomogenous Le´vy process: for 0 6 s 6 t <∞,
Xφs,t :=

∫ t
s
∫
Rd
φ(r, z)N(dr, dz), α ∈ (0, 1),∫ t
s
∫
|z|61
φ(r, z)N˜(dr, dz) +
∫ t
s
∫
|z|>1
φ(r, z)N(dr, dz), α = 1,∫ t
s
∫
Rd
φ(r, z)N˜(dr, dz), α ∈ (1, 2),
where N˜(dr, dz) := N(dr, dz)− drν(dz) is the compensated Poisson random mea-
sure. Define
Pφs,tf(x) := Ef(x+X
φ
s,t), f ∈ C
2
b (R
d). (3.4)
By Itoˆ’s formula, one has
∂tP
φ
s,tf = L
(α)
φt
Pφs,tf, (3.5)
where φt(z) := φ(t, z) and
L
(α)
φt
f(x) :=
∫
Rd
(
f(x+ φ(t, z))− f(x)− φ(α)(t, z) · ∇f(x)
)
ν(dz),
and
φ(α)(t, z) :=
(
1α∈(1,2) + 1α=11|z|61
)
φ(t, z). (3.6)
Lemma 3.1. (Duhamel’s formula) Let ϕ ∈ C0 and f ∈ L∞loc(R+;C
0). Define
u(t, x) := Pφ0,tϕ(x) +
∫ t
0
Pφs,tf(s, x)ds.
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Then u ∈ L∞loc(R+;C
0) uniquely solves ∂tu = L
(α)
φt
u+f in the distributional sense,
that is, for any ψ ∈ C2c (R
d) and t > 0,
〈u(t), ψ〉 = 〈ϕ, ψ〉+
∫ t
0
〈u(s),L
(α)
−φs
ψ〉ds+
∫ t
0
〈f(s), ψ〉ds. (3.7)
Proof. Recall thatC0 stands for the space of bounded measurable functions. Clearly,
u ∈ L∞loc(R+;C
0). Let (ρε)ε∈(0,1) be a family of mollifiers in R
d with support in
Bε. Define
uε(t) := u(t) ∗ ρε, ϕε := ϕ ∗ ρε, fε(t) := f(t) ∗ ρε.
Clearly,
uε(t, x) = P
φ
0,tϕε(x) +
∫ t
0
Pφs,tfε(s, x)ds.
By (3.5) and the integration by parts, one sees that
uε(t, x) = ϕε(x) +
∫ t
0
L
(α)
φs
uε(s, x)ds+
∫ t
0
fε(s, x)ds. (3.8)
Hence, for any ψ ∈ C2c (R
d),
〈uε(t), ψ〉 = 〈ϕε, ψ〉+
∫ t
0
〈uε(s),L
(α)
−φs
ψ〉ds+
∫ t
0
〈fε(s), ψ〉ds.
Taking ε → 0, we obtain (3.7). On the other hand, if we take ψ(·) = ρε(x − ·) in
(3.7), then we get (3.8) and the uniqueness follows. 
Below we always make the following assumptions:
(Hφ,ν) φ satisfies the following nondegeneracy conditions
0 < cφ0 := inf
ω0∈Sd−1
inf
t,λ>0
∫
Sd−1
|ω0 · φ(t, λω)|
2
λ2
π(dω), sup
t,z
|φ(t, z)|
|z|
=: cφ1 <∞,
and
1α=1
∫
R1<|z|<R2
φ(t, z)ν(dz) = 0, 0 < R1 < R2. (3.9)
Notice that for all 0 6 s < t <∞,
cφ0 = c
φs,t
0 and c
φ
1 = c
φs,t
1 , (3.10)
and by (3.2) and (3.9),
Xφs,t
(d)
= (t− s)−1/αX
φs,t
0,1 , (3.11)
where
φs,t(r, z) := (t− s)
1/αφ(s+ r(t− s), (t− s)−1/αz).
The following lemma can be proved as in [8] (see also [4]). For the readers’
convenience, we provide a detailed proof here.
Lemma 3.2. Under (Hφ,ν), for each 0 6 s < t < ∞, Xs,t admits a C
∞-smooth
density pφs,t(x) which satisfies that for any β ∈ [0, α) and n ∈ N0,∫
Rd
|x|β |∇npφs,t(x)|dx 6 C(t− s)
β−n
α , (3.12)
where C = C(cφ0 , c
φ
1 , n, d, α, β) > 0. Moreover, for each 0 6 s < t <∞ and x ∈ R
d,
pφs,t(x) = (t− s)
−d/αp
φs,t
0,1 ((t− s)
−1/αx). (3.13)
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Proof. First of all, by (3.11) one sees that (3.13) holds. Thus by (3.10), it suffices
to prove (3.12) for s = 0 and t = 1. We only consider the case α ∈ (0, 1) and write
Xφ0,1 =
∫ 1
0
∫
|z|<1
φ(r, z)N(dr, dz) +
∫ 1
0
∫
|z|>1
φ(r, z)N(dr, dz) =: X˜φ0,1 + X¯
φ
0,1.
Note that the characteristic function of X˜φ0,1 is given by
Eeiξ·X˜
φ
0,1 = eψ1(ξ),
where for δ ∈ (0,∞],
ψδ(ξ) :=
∫ 1
0
∫
|z|<δ
(
eiξ·φ(t,z) − 1
)
ν(dz)dt.
We claim that there is a constant c2 > 0 such that for all ξ ∈ R
d,
Reψ1(ξ) 6 −c2
(
|ξ|2 ∧ |ξ|α
)
. (3.14)
Indeed, by a change of variable, we have
Reψ∞(ξ) =
∫ 1
0
∫ ∞
0
1
r1+α
∫
Sd−1
(
cos(ξ · φ(t, rω)) − 1
)
π(dω)drdt
= |ξ|α
∫ 1
0
∫ ∞
0
1
r1+α
∫
Sd−1
(
cos(ξ · φ(t, rω/|ξ|)) − 1
)
π(dω)drdt
6 |ξ|α
∫ 1
0
∫ δ
0
1
r1+α
∫
Sd−1
(
cos(ξ · φ(t, rω/|ξ|)) − 1
)
π(dω)drdt.
Note that
lim
r→0
1− cos(r)
r2
=
1
2
. (3.15)
By (Hφ,ν), since |ξ · φ(t, rω/|ξ|)| 6 cφ1r, we can choose δ small enough so that
Reψ∞(ξ) 6 −
|ξ|α
3
∫ 1
0
∫ δ
0
1
r1+α
∫
Sd−1
|ξ · φ(t, rω/|ξ|)|2π(dω)drdt
6 −cφ0
|ξ|α
3
∫ δ
0
r2
r1+α
dr,
and therefore, there are constants c3 > 0 and M > 0 such that for all |ξ| > M ,
Reψ1(ξ) = Reψ∞(ξ) + |ψ∞(ξ)− ψ1(ξ)|
6 −cφ0
|ξ|α
3
∫ δ
0
r2
r1+α
dr + 2
∫
|z|>1
ν(dz) 6 −c3|ξ|
α.
On the other hand, by (3.15) and (Hφ,ν), for δ small enough, we also have for
|ξ| 6M ,
Reψ1(ξ) 6
∫ 1
0
∫
|z|6δ
(
cos(ξ · φ(t, z))− 1
)
ν(dz)dt
6 −c4
∫ 1
0
∫
|z|6δ
|ξ · φ(t, z)|2ν(dz)dt
= −c4|ξ|
2
∫ 1
0
∫ δ
0
1
r1+α
∫
Sd−1
|ξ¯ · φ(t, rω)|2π(dω)drdt
6 −c4c
φ
0 |ξ|
2
∫ δ
0
r2
r1+α
dr,
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where ξ¯ := ξ/|ξ|. This proves the claim (3.14).
By (3.14), it is easy to see that eψ1(ξ) ∈ S (Rd) is a Schwartz function. Thus
the random variable X˜φ0,1 has a C
∞-smooth density ρ ∈ S (Rd). Noting that for
β < α,
E|X¯φ0,1|
β 6 C(cφ1 , β, α, d) <∞, p
φ
0,1(x) = Eρ
(
x+ X¯φ0,1
)
,
we have ∫
Rd
|x|β |∇npφ0,1(x)|dx 6 E
∫
Rd
|x|β |∇nρ|
(
x+ X¯φ0,1
)
dx
.
∫
Rd
|x|β |∇nρ|(x)dx + E|X¯φ0,1|
β
∫
Rd
|∇nρ|(x)dx <∞.
The desired estimate (3.12) for s = 0 and t = 1 follows. 
The following is a key lemma, which is similar to [11, Lemma 3.1].
Lemma 3.3. Assume (Hφ,ν) and let ps,t(x) := p
φ
s,t(x) be as in Lemma 3.2.
(i) For any n ∈ N0, there is a constant C > 0 such that for all 0 6 s < t <∞,
‖∇nR0ps,t‖1 6 C. (3.16)
(ii) For any n ∈ N0, ϑ > 0 and β ∈ [0, α), there is a constant C > 0 such that for
all 0 6 s < t <∞ and j ∈ N,
mβ
(
|∇nRjps,t|
)
6 C2(n−ϑ)j(t− s)−ϑ/α((t− s)β/α + 2−jβ), (3.17)
where mβ(dx) := |x|
βdx and mβ(ϕ) :=
∫
Rd
ϕ(x)mβ(dx).
(iii) For any n ∈ N0, β, γ ∈ [0, α), there is a constant C > 0 such that for all
nonnegative measurable f : R+ → R+, 0 6 s < t <∞, j ∈ N,∫ t
0
mβ(|∇
nRjps,t|)f(s)ds 6 C2
(n−γ−β)j
∫ t
0
(t− s)−
γ
α f(s)ds. (3.18)
Proof. (i) Let n ∈ N0. By the definition of R0, we have
‖∇nR0ps,t‖1 . ‖R0ps,t‖1 6 ‖φˇ0‖1‖ps,t‖1 = ‖φˇ0‖1 <∞.
(ii) Since the support of φ1 is contained in the annulus, for any k ∈ N0,
∆−kφˇ1 := (|ξ|
−2kφ1(ξ))ˇ ∈ S (R
d).
Fix j ∈ N. For simplicity of notation, we write
p˜0,1(x) := p
φs,t
0,1 (x), ~ := (t− s)
−1/α2−j .
Thus by (3.13) and the change of variable, for any k ∈ N0, we have
Rjps,t(x) = (t− s)
−d/α
∫
Rd
p˜0,1((t− s)
−1/α2−jy)φˇ1(2
jx− y)dy
= ~d+k2jd
∫
Rd
(∆kp˜0,1)(~y)(∆
−kφˇ1)(2
jx− y)dy.
Therefore, for any k ∈ N0,
mβ
(
|∇nRjps,t|
)
=
∫
Rd
|x|β |∇nRjps,t(x)|dx
=~d+k2j(n−β)
∫
Rd
|x|β
∣∣∣∣∫
Rd
(∆kp˜0,1)(~y)(∇
n∆−kφˇ1)(x− y)dy
∣∣∣∣dx
. ~d+k2j(n−β)
∫
Rd
|x|β |∆kp˜0,1(~y)|dy
∫
Rd
|∇n∆−kφˇ1(x)|dx
HO¨LDER REGULARITY AND GRADIENT ESTIMATES 13
+ ~d+k2j(n−β)
∫
Rd
|∆kp˜0,1(~y)|dy
∫
Rd
|x|β |∇n∆−kφˇ1(x)|dx
(3.12)
. ~k2j(n−β)
(
~
−β + 1
)
,
which in turn gives (3.17) by simple interpolation.
(iii) Let I be the left hand side of (3.18). Without loss of generality, we assume
t > 2−αj . We make the following decomposition:
I =
(∫ t
(t−2−αj)∨0
+
∫ (t−2−αj)∨0
0
)
µβ
(
|∇nRjps,t|
)
f(s)ds =: I1 + I2.
For I1, by (3.17) with ϑ = γ, we have
I1 . 2
(n−γ)j
∫ t
(t−2−αj)∨0
(t− s)−
γ
α
(
2−j + (t− s)
1
α
)β
f(s)ds
6 2(n−γ−β)j
∫ t
0
(t− s)−
γ
α f(s)ds.
For I2, by (3.17) with ϑ = γ + β, we have
I2 . 2
(n−γ−β)j
∫ (t−2−αj)∨0
0
(t− s)−
γ+β
α
(
2−j + (t− s)
1
α
)β
f(s)ds
6 2(n−γ−β)j
∫ t
0
(t− s)−
γ
α f(s)ds.
Combining the above two estimates, we obtain (3.18) for j ∈ N. 
4. Regularity estimate for nonlocal equations
In this section we fix α ∈ (0, 2) and consider the following time-dependent non-
local operator:
L
(α)
φt
u(x) :=
∫
Rd
(
u(x+ φ(t, x, z)) − u(x)− φ(α)(t, x, z) · ∇u(x)
)
ν(dz),
where ν takes the form (3.1), φ(t, x, z) : R+ × R
d × Rd → Rd is a measurable
function, and
φ(α)(t, x, z) :=
(
1α∈(1,2) + 1α=11|z|61
)
φ(t, x, z).
Recall that π is the finite measure on Sd−1 associated with the Le´vy measure ν in
(3.1). We assume for some c0, c1 > 0,
|φ(t, x, z)| 6 c0|z|, |∇xφ(t, x, z)| 6 c1|z|, (4.1)
and
inf
ω0∈Sd−1
inf
x∈Rd
inf
t,λ>0
∫
Sd−1
|ω0 · φ(t, x, λω)|
2
λ2
π(dω) =: c2 > 0, (4.2)
and
1{α=1}
∫
R1<|z|<R2
φ(t, x, z)ν(dz) = 0 for any 0 < R1 < R2. (4.3)
Clearly, L
(α)
φt
u(x) is well defined pointwisely if u ∈ Cγ for some γ > α. Let
b : R+ × R
d → Rd be a measurable function and satisfy that for some β ∈ [0, 1],
|b(t, x)| 6 c3, |b(t, x)− b(t, y)| 6 c3|x− y|
β . (4.4)
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The following parameter set will be used for stating the dependence of a constant.
Θ := (d, α, c0, c1, c2, c3, β).
Fix s > 0. Consider the following nonlocal equation:
∂tus = L
(α)
φt
us + 1{α>1/2}b · ∇us for t > s with us(s, x) = ϕ(x). (4.5)
In order to introduce the classical solution of (4.5), we define
Cγ− := ∩γ′<γC
γ′ .
Definition 4.1. Fix s > 0 and γ > α ∨ 1. For ϕ ∈ Cγ−, we call a function
us ∈ C([s,∞);C
γ−) a classical solution of nonlocal-PDE (4.5) with initial value ϕ
at time s if for all t > s and x ∈ Rd,
us(t, x) = ϕ(x) +
∫ t
s
(
L
(α)
φr
+ 1{α>1/2}b · ∇
)
us(r, x)dr.
By the proof of [6, Theorem 6.1], maximum principle holds for classical solutions
of (4.5) and so classical solution to (4.5) is unique. Fix γ > α ∨ 1 and suppose
us(t, x) is the classical solution to (4.5). To explicitly reflect its dependence on its
initial value ϕ at time s, we write
Qs,tϕ(x) := us(t, x).
It follows from the uniqueness of classical solution to (4.5) that for any s < r < t,
Qs,tϕ = Qr,tQs,rϕ. (4.6)
We first establish the following a priori regularity estimate.
Theorem 4.2. Let α ∈ (0, 2), β ∈ [0, 1] with α + β > 1 and γ ∈ [0, α + α ∧ β).
Under conditions (4.1)-(4.4), for any T > 0 and η ∈ (−((α + β − 1) ∧ 1), γ], there
is a constant C = C(T,Θ, γ, η) > 0 such that for any 0 6 s < t 6 T , ϕ ∈ C2 and
any classical solution Qs,tϕ(x) = us(t, x) of the nonlocal-PDE (4.5),
‖Qs,tϕ‖Bγ∞,∞ 6 C(t− s)
η−γ
α ‖ϕ‖Bη∞,∞. (4.7)
To show (4.7), we use the freezing coefficient argument. Without loss of gener-
ality, we assume s = 0 and write u(t, x) = Q0,tϕ(x). Fix y ∈ R
d and let S y be the
set of all solutions θy of the following ODE:
θ˙y(t) = −b(t, θy(t)), θy(0) = y.
It is well known that for any t > 0 (e.g. [11, Lemma 6.5]),
∪y∈Rd ∪θy∈S y {θ
y(t)} = Rd. (4.8)
Define
uy(t, x) := u(t, x+ θy(t)), φy(t, x, z) := φy(t, x, z) := φ(t, x+ θy(t), z)
and
by(t, x) := b(t, x+ θy(t)) − b(t, θy(t)).
It is easy to see that
∂tu
y + L
(α)
φyt
uy + 1{α>1/2}b
y · ∇uy = 0, uy(0, x) = ϕy(x) := ϕ(x + y).
In the following, for notional simplicity we drop the superscript y from u, ϕ, b. With
this notation, u satisfies
∂tu+ L
(α)
φt
u+ 1{α>1/2}b · ∇u = 0, u(0) = ϕ,
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and b satisfies
|b(t, x)| 6 2c3(|x|
β ∧ 1). (4.9)
Next we freeze φ at point 0. Define ψ(t, z) := φ(t, 0, z) and
A u := L
(α)
φt
u−L
(α)
ψt
u.
Then we have
∂tu+ L
(α)
ψt
u+ A u+ 1{α>1/2}b · ∇u = 0, u(0) = ϕ. (4.10)
Let Pψs,t be defined by (3.4) in terms of φ = ψ and p
ψ
s,t the corresponding heat
kernel, that is,
Pψs,tf(x) =
∫
Rd
pψs,t(x − y)f(y)dy.
Since u is a classical solution of (4.10), by Lemma 3.1,
u(t, x) = Pψ0,tϕ
y(x) +
∫ t
0
Pψs,t(A u)(s, x)ds+ 1{α>1/2}
∫ t
0
Pψs,t(b · ∇u)(s, x)ds.
For j ∈ N0, acting on both sides of the above equation by Rj , we obtain
Rju(t, 0) = RjP
ψ
0,tϕ
y(0) +
∫ t
0
RjP
ψ
s,t(A u)(s, 0)ds
+ 1{α>1/2}
∫ t
0
RjP
ψ
s,t(b · ∇u)(s, 0)ds.
(4.11)
Lemma 4.3. For any T > 0 and η 6 γ, there is a constant C = C(T, γ, η,Θ) > 0
such that for all j ∈ N0, t ∈ (0, T ] and y ∈ R
d,
2γj|RjP
ψ
0,tϕ
y(0)| 6 Ct
η−γ
α ‖ϕ‖Bη∞,∞ ,
where ϕy(x) := ϕ(x + y).
Proof. By definition and Ho¨lder’s inequality, we have for any η 6 γ,
|RjP
ψ
0,tϕ
y(0)| =
∣∣∣∣∫
Rd
Rjp
ψ
0,t(−x)ϕ
y(x)dx
∣∣∣∣ (2.17)= ∣∣∣∣∫
Rd
Rjp
ψ
0,t(−x)R¯jϕ
y(x)dx
∣∣∣∣
6 ‖Rjp
ψ
0,t‖1‖R¯jϕ‖∞ . 2
−γjt−
γ−η
α ‖ϕ‖Bη∞,∞ ,
where the last step is due to Lemma 3.3 and the definition of Bη∞,∞. 
Lemma 4.4. For any T > 0, γ ∈ [0, α) and ε ∈ (0, α − γ), there is a constant
C = C(T, ε, γ,Θ) > 0 such that for all j ∈ N0 and t ∈ (0, T ],
2γj
∫ t
0
|RjP
ψ
s,tA u(s, 0)|ds 6
∫ t
0
(t− s)−
γ+ε
α ‖u(s)‖
B
(α−1)∨0+ε
∞,∞
ds.
Proof. We only prove the estimate for α ∈ (1, 2). The case α ∈ (0, 1] is similar
and easier. Since the time variable does not play any essential role in the following
calculations, if there is no confusions, we shall drop the time variable for simplicity
of notation. Let δ > 0 be a fixed small number, which will be determined below.
Since α ∈ (1, 2), by definition we can make the following decomposition:
A u(x) =
∫
|z|6δ
D
φ(·,z)
1 u(x)ν(dz) +
∫
|z|>δ
D
φ(·,z)
1 u(x)ν(dz) =: Aδu(x) + A¯δu(x),
where D
φ(·,z)
1 u(x) is defined by (see (2.2))
D
φ(·,z)
1 u(x) := u(x+ φ(x, z)) − u(x+ φ(0, z))− (φ(x, z)− φ(0, z)) · ∇u(x).
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We first treat Aδu. Notice that by definition and Fubini’s theorem,
RjP
ψ
s,tAδu(s, 0) =
∫
Rd
Rjp
ψ
s,t(−x)Aδu(s, x)dx
=
∫
|z|6δ
∫
Rd
Rjp
ψ
s,t(−x)D
φ(·,z)
1 u(s, x)dxν(dz).
By the assumption (4.1), one can choose δ small enough so that
‖∇ℓφ(s, ·, z)‖∞ 6 C|z| 6
1
2 , |z| < δ, ℓ = 0, 1.
In particular, the assumption (2.1) is satisfied. Let θ ∈ (α − 1, 1). By (2.6) and
Ho¨lder’s inequality, we have for any j ∈ N,∫ t
0
|RjP
ψ
s,tAδu(s, 0)|ds 6
∫ t
0
∫
|z|6δ
∣∣∣∣∫
Rd
Rjp
ψ
s,t(−x)D
φ(·,z)
1 u(s, x)dx
∣∣∣∣ ν(dz)ds
.
∫ t
0
‖u(s)‖Cθ
[
µ1+θ
(
|∇2Rjp
ψ
s,t|
)θ
µ1+θ
(
|∇Rjp
ψ
s,t|
)1−θ
+ µ0
(
|Rjp
ψ
s,t|
)
+ µ1
(
|∇Rjp
ψ
s,t|
)]
ds
.
(∫ t
0
µ1+θ
(
|∇2Rjp
ψ
s,t|
)
‖u(s)‖Cθds
)θ
×
(∫ t
0
µ1+θ
(
|∇Rjp
ψ
s,t|
)
‖u(s)‖Cθds
)1−θ
+
∫ t
0
[
µ0
(
|Rjp
ψ
s,t|
)
+ µ1
(
|∇Rjp
ψ
s,t|
)]
‖u(s)‖Cθds
=: I1(t) + I2(t).
Let β ∈ (0, α). Since β < α < 1 + θ and γ + ε < α, and recalling
µ1+θ(dx) = (|x| ∧ 1)
1+θdx 6 |x|βdx = mβ(dx),
for j ∈ N, by (3.18) and (2.16), we have
I1(t) .
(∫ t
0
mβ
(
|∇2Rjp
ψ
s,t|
)
‖u(s)‖Cθds
)θ (∫ t
0
mβ
(
|∇Rjp
ψ
s,t|
)
‖u(s)‖Cθds
)1−θ
.
(
2(2−β−γ−ε)j
∫ t
0
(t− s)−
γ+ε
α ‖u(s)‖Cθds
)θ
×
(
2(1−β−γ−ε)j
∫ t
0
(t− s)−
γ+ε
α ‖u(s)‖Cθds
)1−θ
. 2(1+θ−β−γ−ε)j
∫ t
0
(t− s)−
γ+ε
α ‖u(s)‖Bθ
∞,∞
ds,
and also,
I2(t) . 2
−γj
∫ t
0
(t− s)−
γ
α ‖u(s)‖Bθ
∞,∞
ds.
For j = 0, by (3.16), we clearly have∫ t
0
|R0P
ψ
s,tAδu(s, 0)|ds .
∫ t
0
‖u(s)‖Bθ
∞,∞
ds.
Thus, we obtain that for any j ∈ N0,∫ t
0
|RjP
ψ
s,tAδu(s, 0)|ds . 2
(1+θ−β−ε−γ)j
∫ t
0
(t− s)−
γ+ε
α ‖u(s)‖Bθ
∞,∞
ds.
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In particular, if we choose θ close to α− 1 from above and β close to α from below
so that
1 + θ − β 6 ε, θ − (α− 1) 6 ε,
then we get for any j ∈ N0,
2γj
∫ t
0
|RjP
ψ
s,tAδu(s, 0)|ds .
∫ t
0
(t− s)−
γ+ε
α ‖u(s)‖
B
α−1+ε
∞,∞
ds. (4.12)
Recall mβ(dx) = |x|
βdx. For A¯δu, letting φ¯(x, z) := φ(x, z) − φ(0, z), by Fubini’s
theorem and the integration by parts, we have
|RjP
ψ
s,tA¯δu(0)| =
∣∣∣∣∫
Rd
Rjp
ψ
s,t(x)A¯δu(x)dx
∣∣∣∣ 6 2‖u‖∞ ∫
|z|>δ
∫
Rd
|Rjp
ψ
s,t(x)|dxν(dz)
+
∣∣∣∣∣
∫
|z|>δ
∫
Rd
(
Rjp
ψ
s,t(x)divxφ¯(x, z) + φ¯(x, z) · ∇Rjp
ψ
s,t(x)
)
u(x)dxν(dz)
∣∣∣∣∣
. ‖u‖∞m0
(
|Rjp
ψ
s,t|
)
+ ‖u‖∞m1
(
|∇Rjp
ψ
s,t|
)∫
|z|>δ
|z|ν(dz),
where we have used that |divxφ¯(x, z)| . |z| and |φ¯(x, z)| . |x| · |z|. Thus by (3.18),
we get for any γ ∈ (0, α),∫ t
0
|RjP
ψ
s,tA¯δu(s, 0)|ds 6 C2
−γj
∫ t
0
(t− s)−
γ
α ‖u(s)‖∞ds,
which together with (4.12) yields the desired estimate. 
In order to obtain the gradient estimate, we need the following lemma to improve
the regularity to higher order.
Lemma 4.5. For any T > 0, γ ∈ [0, α+ α ∧ 1) and θ ∈ (α, 2), there is a constant
C = C(T,Θ, γ, θ) > 0 such that for all j ∈ N0 and t ∈ (0, T ],
2γj
∫ t
0
|RjP
ψ
s,tA u(s, 0)|ds 6 C
∫ t
0
(t− s)−
γ′
α ‖u(s)‖Bθ
∞,∞
ds,
where γ′ := γ21γ62 + (γ − 1)1γ>2 < α.
Proof. Still we only consider α ∈ (1, 2). Let θ ∈ (α, 2). Noting that
|u(x+ φ(x, z))− u(x+ φ(0, z))− (φ(x, z) − φ(0, z)) · ∇u(x)|
6 |φ(x, z)− φ(0, z)|
∫ 1
0
|∇u(x+ sφ(x, z) + (1 − s)φ(0, z))−∇u(x)|ds
(4.1)
. |x||z|
(
(|z|θ−1‖∇u‖Cθ−1) ∧ ‖∇u‖∞
)
. |x|(|z|θ ∧ |z|)‖u‖Cθ ,
by (2.16), we have
|A u(x)| . |x| · ‖u‖Cθ
∫
Rd
(|z|θ ∧ |z|)ν(dz) . |x| · ‖u‖Bθ
∞,∞
.
Hence, ∫ t
0
|RjP
ψ
s,tA u(s, 0)|ds 6
∫ t
0
∫
Rd
|Rjp
ψ
s,t(−x)A u(s, x)|dxds
.
∫ t
0
m1(|Rjp
ψ
s,t|)‖u(s)‖Bθ∞,∞ds,
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which implies by (3.18) that for any γ¯ ∈ [0, α),
2(γ¯+γ¯∧1)j
∫ t
0
|RjP
ψ
s,tA u(s, 0)|ds 6 C
∫ t
0
(t− s)−
γ¯
α ‖u(s)‖Bθ
∞,∞
ds.
Here m1(dx) := |x|dx. The proof is completed by the change of γ = γ¯ + γ¯ ∧ 1. 
Next comes to treat the drift term.
Lemma 4.6. Let α ∈ (1/2, 2), β ∈ [0, α∧ 1) with α+ β > 1. Under (4.4), for any
T > 0, γ ∈ [0, α) and ε ∈ (0, (α− γ)∧ β), there is a constant C = C(T,Θ, γ, ε) > 0
such that for all j ∈ N0 and t ∈ (0, T ],
2γj
∫ t
0
|RjP
ψ
s,t(b · ∇u)(s, 0)|ds 6 C
∫ t
0
(t− s)−
γ+ε
α ‖u(s)‖
B
1−β+ε
∞,∞
ds, (4.13)
and for any γ ∈ [0, α+ β),
2γj
∫ t
0
|RjP
ψ
s,t(b · ∇u)(s, 0)|ds 6 C
∫ t
0
(t− s)−
(γ−β)∨0
α ‖∇u(s)‖∞ds. (4.14)
Proof. For j ∈ N0, by definition and (2.17), we have
RjP
ψ
s,t(b · ∇u)(0) =
∫
Rd
Rjp
ψ
s,t(−x)(b · ∇u)(x)dx =
∫
Rd
R¯jp
ψ
s,t(−x)Rj(b · ∇u)(x)dx
=
∫
Rd
R¯jp
ψ
s,t(−x)(b · ∇Rju)(x)dx +
∫
Rd
R¯jp
ψ
s,t(−x)[Rj , b · ∇]u(x)dx.
By (4.9) and (2.18), we have for any θ ∈ (1− β, 1),
|RjP
ψ
s,t(b · ∇u)(0)| . ‖∇Rju‖∞mβ(|R¯jp
ψ
s,t|) + ‖[Rj , b · ∇]u‖∞‖R¯jp
ψ
s,t‖1
. 2(1−θ)j‖u‖Cθmβ(|R¯jp
ψ
s,t|) + 2
(1−θ−β)j‖u‖Cθ‖R¯jp
ψ
s,t‖1,
where mβ(dx) = |x|
βdx. Since γ + ε < α, by (3.18) and (2.16), we obtain that for
any θ ∈ (1− β, 1),∫ t
0
|RjP
ψ
s,t(b · ∇u)(s, 0)|ds 6 C2
(1−θ−β−γ−ε)j
∫ t
0
(t− s)−
γ+ε
α ‖u(s)‖Bθ
∞,∞
ds,
which implies (4.13) by choosing θ = 1− β + ε. Moreover, we also have∫ t
0
|RjP
ψ
s,t(b · ∇u)(s, 0)|ds 6
∫ t
0
∫
Rd
|Rjp
ψ
s,t(−x)(b · ∇u)(s, x)|dxds
(4.9)
.
∫ t
0
mβ(|Rjp
ψ
s,t|)‖∇u(s)‖∞ds
(3.18)
. 2−(γ¯+β)j
∫ t
0
(t− s)−
γ¯
α ‖∇u(s)‖∞ds,
where γ¯ ∈ [0, α). Thus we obtain (4.14) by letting γ = γ¯ + β. 
Remark 4.7. The reason of requiring α ∈ (1/2, 2) in Lemma 4.6 is due to β < α∧1
and α + β > 1. Here we require β < α because of the moment estimate in (3.12).
It is an open problem whether this restrict α > 1/2 can be dropped.
Now we are in a position to give
Proof of Theorem 4.2. We divide the proof into two steps.
Step 1. In this step we prove (4.7) for γ ∈ [0, α). Let
δ := (α− 1) ∨ (1− β), η ∈ (δ − α, γ].
By (4.11) and Lemmas 4.3, 4.4 and (4.13), for any ε ∈ (0, (α− γ) ∧ β), we have
‖u(t)‖Bγ∞,∞ = sup
j>0
2γj‖Rju(t)‖∞
(4.8)
= sup
j>0
2γj sup
y
|Rju
y(t, 0)|
HO¨LDER REGULARITY AND GRADIENT ESTIMATES 19
. t
η−γ
α ‖ϕ‖Bη∞,∞ +
∫ t
0
(t− s)−
γ+ε
α ‖u(s)‖
B
δ+ε
∞,∞
ds. (4.15)
Since δ < α and η > δ − α, one can choose ε ∈ (0, (α − γ) ∧ β) small enough and
η′ so that
δ + 2ε < α, η′ ∈ (δ + ε− α, (δ + ε) ∧ η].
Thus by (4.15) with γ = δ + ε and η = η′, we have
‖u(t)‖
B
δ+ε
∞,∞
. t
η′−δ−ε
α ‖ϕ‖
B
η′
∞,∞
+
∫ t
0
(t− s)−
δ+2ε
α ‖u(s)‖
B
δ+ε
∞,∞
ds,
which implies by Gronwall’s inequality (see Lemma 2.6) that for all t ∈ (0, T ],
‖u(t)‖
B
δ+ε
∞,∞
. t
η′−δ−ε
α ‖ϕ‖
B
η′
∞,∞
. t
η′−δ−ε
α ‖ϕ‖Bη∞,∞ . (4.16)
Now substituting (4.16) into (4.15), we obtain that for all t ∈ (0, T ],
‖u(t)‖Bγ∞,∞ . ‖ϕ‖Bη∞,∞
(
t
η−γ
α +
∫ t
0
(t− s)−
γ+ε
α s
η′−δ−ε
α ds
)
. t
η−γ
α ‖ϕ‖Bη∞,∞ ⇒ ‖Qs,tϕ‖Bγ∞,∞ 6 C(t− s)
η−γ
α ‖ϕ‖Bη∞,∞ . (4.17)
Thus we obtain (4.7) for any γ ∈ [0, α) since δ − α = −((α+ β − 1) ∧ 1).
Step 2. In this step we improve the spatial regularity of Qs,tϕ to order γ ∈ [0, α+
α ∧ β). We consider the case of α > 1/2. The case of α ∈ (0, 1/2] and b ≡ 0 is
easier. Let
γ ∈ (α ∨ 1, α+ α ∧ β), η 6 γ, θ ∈ (α ∨ 1, 2).
By Lemma 4.5 and (4.14), for γ′ being as in Lemma 4.5, we have
‖u(t)‖Bγ∞,∞ . t
η−γ
α ‖ϕ‖Bη∞,∞ +
∫ t
0
(t− s)−
γ′
α ‖u(s)‖Bθ
∞,∞
ds
+
∫ t
0
(t− s)−
γ−β
α ‖∇u(s)‖∞ds.
(4.18)
In particular, for γ′′ := γ′ ∨ (γ − β) < α, we have
‖u(t)‖Bγ∞,∞ . t
η−γ
α ‖ϕ‖Bη∞,∞ +
∫ t
0
(t− s)−
γ′′
α ‖u(s)‖Bγ∞,∞ds,
which implies by Gronwall’s inequality that for any η ∈ (γ − α, γ],
‖u(t)‖Bγ∞,∞ . t
η−γ
α ‖ϕ‖Bη∞,∞ ⇒ ‖Qs,tϕ‖Bγ∞,∞ . (t− s)
η−γ
α ‖ϕ‖Bη∞,∞ . (4.19)
For η ∈ (δ − α, α), by (4.6) and the estimate obtained in Step 1, we have
‖Qs,tϕ‖Bγ∞,∞ = ‖Q s+t2 ,t
Qs, s+t2
ϕ‖Bγ∞,∞
(4.19)
. (t− s)
η′−γ
α ‖Qs, s+t2
ϕ‖
B
η′
∞,∞
(4.17)
. (t− s)
η−γ
α ‖ϕ‖Bη∞,∞ ,
where η′ ∈ (γ − α, α) ⊂ (γ − α, γ). The proof is completed by interpolation. 
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5. Proof of Theorem 1.1
Now we give the proof of Theorem 1.1 under condition (ii). Case (i) is easier.
Thus we assume α ∈ (1/2, 2). We divide the proof into three steps.
Step 1. Fix T > 0 and γ ∈ (α ∨ 1, α + α ∧ 1). For any ϕ ∈ Cγ−, we first show
the existence of a classical solution uT ∈ C([0, T ];Cγ−) for the following backward
nonlocal-PDE
∂su
T + L σ,bs u
T = 0, uT (T ) = ϕ, (5.1)
where L σ,bs is defined by (1.3). For n ∈ N, define
ϕn(x) := ϕ ∗ ρn(x), bn(t, x) := b(t, ·) ∗ ρn(x), σn(t, x) := σ(t, ·) ∗ ρn(x),
where (ρn)n∈N is a family of mollifiers in R
d. It is easy to see that
ϕn ∈ C
∞
b (R
d), σn, bn ∈ L
∞(R+;C
∞
b (R
d)).
It is well known that under these assumptions, for any s > 0 and x ∈ Rd, the
following SDE admits a unique strong solution Xns,t(x):
dXns,t = bn(t,X
n
s,t)dt+ σn(t,X
n
s,t−)dZt, X
n
s,s = x.
Moreover, {Xns,t(x), x ∈ R
d, t > s > 0} forms a C∞-stochastic flow, and
uTn (s, x) := Eϕn(X
n
s,T (x)) ∈ C([0, T ];C
2
b (R
d))
uniquely solves the following equation:
∂su
T
n + L
σn,bn
s u
T
n = 0, u
T
n (T ) = ϕn. (5.2)
Below we let
φn(t, x, z) := σn(t, x)z, ν(dz) :=
d∑
i=1
|zi|
−1−αδ0(dz1) · · ·dzi · · · δ0(dzd).
Under (Hσ) and ‖∇σ‖∞ < ∞, it is easy to see that (4.1)-(4.4) hold uniformly for
the above bn, φn and ν. Thus for any γ
′ ∈ (α ∨ 1, γ), one can use (4.7) to derive
the following uniform estimate:
sup
n
‖uTn‖C([0,T ];Cγ′) 6 C‖ϕ‖Cγ′ .
By (5.2) and the above uniform estimate, one sees that for all 0 6 t0 < t1 6 T ,
‖uTn (t1)− u
T
n (t0)‖∞ 6
∫ t1
t0
‖L σn,bns u
T
n (s)‖∞ds 6 C|t1 − t0|,
where C > 0 is independent of n. Now by Ascolli-Arzela’s lemma, there are function
u ∈ C([0, T ];Cγ−) and subsequence still denoted by n such that for any T,R > 0,
lim
n→∞
‖∇juTn −∇
juT ‖C([0,T ]×BR) = 0, j = 0, 1.
Taking n → ∞ in (5.2), one finds that u is a classical solution of nonlocal-PDE
(5.1) in the sense of Definition 4.1.
Step 2. Let uT ∈ C([0, T ];Cγ−) be the classical solution of nonlocal equation (5.1).
Let Xs,t(x) be the unique solution of SDE (1.2). By applying Itoˆ’s formula to
(t, x) 7→ uT (t, x), we obtain
uT (T,Xs,T (x)) = u
T (s, x) +
∫ T
s
(∂tu
T + L σ,bt u
T )(t,Xs,t(x))dt + a martingale.
Hence, by (5.1),
Ps,Tϕ(x) = Eϕ(Xs,T (x)) = Eu
T (T,Xs,T (x)) = u
T (s, x).
HO¨LDER REGULARITY AND GRADIENT ESTIMATES 21
The desired estimate (1.4) now follows by Theorem 4.2.
Step 3. For (A), let ϕ ∈ B−η∞,∞ for some η < (α + β − 1) ∧ 1 and let ϕε := ϕ ∗ ρε
be the mollifying approximation. Clearly, by (5.1) we have
∂sPs,tϕε(x) + L
σ,b
s Ps,tϕε(x) = 0.
In particular, for any 0 6 t0 < t1 < t and x ∈ R
d,
Pt0,tϕε(x) = Pt1,tϕε(x) +
∫ t1
t0
L
σ,b
s Ps,tϕε(x)ds.
By (1.4) and taking limits ε→ 0, we obtain (1.5).
For (B), since α > 1/2 and α+ β > 1, one can choose γ > 1 and η = 0 in (1.4)
so that
‖Ps,tϕ‖Cγ 6 C(t− s)
− γ
α ‖ϕ‖B0
∞,∞
6 C(t− s)−
γ
α ‖ϕ‖∞.
On the other hand, it is clear that
‖Ps,tϕ‖∞ 6 ‖ϕ‖∞.
The desired gradient estimate now follows by interpolation theorem (see [12, p35,
Theorem 3.2.1]).
For (C), let η ∈ (δ − α, 0). By (1.4), we have
‖Ps,tϕ‖∞ 6 Cs,t‖ϕ‖Bη∞,∞ .
From this, by Sobolev’s embedding, one sees that
Ps,tϕ(x) =
∫
Rd
ϕ(y)ps,t(x, y)dy, ps,t(x, ·) ∈ B
−η
1,1.
Thus, we obtain the desired regularity.
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