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ABSTRACT
A key change in the move to Smart Grids (SGs) is the use
of dynamic pricing; this together with less reliable energy
from renewable resources makes optimising electricity use
highly complex. For smart-devices to function in this envi-
ronment, they must adapt to this complexity, while main-
taining the flexibility to handle changing user behaviour pat-
terns. Reinforcement Learning (RL) has been used to op-
timise the scheduling of dynamic resources in SGs. It is
proposed to provide smart-devices with knowledge of user
intentions and actions by leveraging participatory sensing
data. This, in consequence, will allow devices in the SG to
tailor their operational schedule to users’ behaviour. With-
out this data, the devices’ operation would be interrupted
by user activity, leading to suboptimal results. Participa-
tory sensing provides for both, the monitoring of parame-
ters affecting devices operation (for example, temperature
for a heating system) and access to detailed information
about user behaviour and activity. The results obtained by
our RL approach, clearly indicate that participatory sensing
data indeed improve the performance of device scheduling
when compared to static schemes resulting in a dramatic
price reduction.
Categories and Subject Descriptors
I.2.6 [Artificial Intelligence]: Learning
General Terms
Reinforcement Learning
Keywords
Q-Learning, Participatory Sensing, Smart Grids.
1. INTRODUCTION
A Smart Grid (SG) is an electrical power grid that has
the goal to efficiently deliver an economical, reliable and
sustainable electricity service by responding autonomously
to the behaviour of energy producers and consumers [16].
However, many challenges and opportunities remain for
computational intelligence to support the SG to predict and
intelligently respond to certain requests (for example, in a
SG where prices fluctuate, the system needs to intelligently
respond to requests to charge an electric vehicle).
One of the key aspects of the SG is the smart-device.
These are devices that can adjust their operation with the
goal of minimising power consumption. This optimisation
could be simple enough if the data (e.g., power consumption
pattern) was static. In a real-world scenario, however, this
is not the case. It is well-known that there is considerable
complexity introduced in SGs by the use of dynamic changes,
where some works have attempted to exploit the SG through
the use of computational intelligence [15]
In this work, we are interested in optimising electricity
price in a dynamic environment (e.g., dynamic pricing 1)
through the use of participatory sensing to inform the de-
vices about user behaviour and activity. To achieve this, we
use an agent approach based on the use of Q-Learning [19], a
simple but powerful reinforcement learning (RL) [17] method.
In Section 3 we describe in detail our approach.
In most currently deployed dynamic pricing schemes, the
price is calculated based on past usage and generation fig-
ures, it is in effect an estimate of usage and generation ca-
pacity [5]. This allows the price, at a given time, to be
known in advance.
The motivation behind this work is that we believe that in
the future, with many devices altering their operation based
on electricity price and the variability of renewable power
generation, the calculation of price will have to be based on
current data rather than estimated values. This will lead to
the electricity price changing more rapidly.
The rest of this paper is organised as follows. Section 2
highlights some challenges in dynamic scenarios and also
reviews some works proposed to address some of these chal-
lenges. Section 3 explains the approach proposed and how
it was implemented. The experimentation is discussed in
Section 4. Finally, Section 5 draws some conclusions and
future work.
2. CHALLENGES IN DYNAMIC SCENAR-
IOS
To better understand the complexity of the problem men-
1Dynamic pricing is an electricity billing method, by which
the price per kilowatt hour changes based on demand and
supply.
tioned in the previous section, we present some of the chal-
lenges present in SGs when facing dynamic scenarios.
The energy produced by renewable sources is more vari-
able and less stable than that from traditional power plants
(in terms of quantity and electrical characteristics) [1], a de-
vice that draws significant amounts of power from the grid
should balance its operation against the current price of elec-
tricity. As such, these smart-devices will prefer to operate
at low electricity prices (when electricity is plentiful due to
additional capacity from renewable sources or due to low
demand), this will tend to balance usage across the whole
grid.
This behaviour will allow more of the current capacity
for renewable generation to be used. Peak wind generation
tends to occur at night when usage is low. This means that
at these times, a significant percentage of the available power
on the grid is wind generated. As the frequency of the elec-
tricity being generated needs to be tightly controlled, there
is an upper limit on the percentage of power that wind can
be allowed to provide. This limit is determined by the elec-
tricity provider, for example, in Ireland it is 50 % This limit
is used to ensure the electricity’s frequency is maintained in
the face of rapidly changing supply and demand.
With conventional power generation, if the electricity’s
frequency began to drop from the required value due to ad-
ditional demand, the generators’ outputs can be increased
to compensate. In contrast, this option is not available with
wind power as the output cannot be simply increased in the
same manner. This leads to any energy from wind above
this percentage to be discarded. If energy storage is avail-
able, then the surplus can be stored but energy storage is
inefficient and expensive. The ideal solution to this waste is
to increase the electricity demand, so that there is no wind
generated overflow and the surplus can be utilised.
Obviously it is better to increase demand at a given time
by moving work from some other time rather than creating
new loads. If this is not done, the energy is wasted. At a
high level, there are two types of work to be balanced. There
is work that must be executed when requested; lighting is
an example of this. This cannot be rescheduled for load
balancing as execution is expected to be instantaneous upon
request.
The other type is work that can happen at any time (in a
reasonable window) and not impact upon the user, charging
an electric vehicle is an example of this. It does not matter
when the car is charged as long as it usable when the owner
requires it. Different devices will have differing degrees of
how much reorganisation they can tolerate. The compressor
in a fridge can be delayed until its internal temperature rises
to its maximum allowable temperature. In this example the
amount of scheduling freedom is determined by the rate at
which the fridge warms. By tracking the current electricity
price, cooling could be done when the price is low but before
the maximum permissible temperature is reached. By doing
this, the fridge is effectively stockpiling cheap energy to save
for when electricity prices are higher.
As the reorganisation of many devices’ schedules requires
knowledge of when they are likely to be used, sensors mon-
itoring user behaviour can improve this process. The con-
cept of participatory sensing was introduced by Burke et
al. [2]. It leverages the growing proliferation of publicly held
sensing devices (smart phones, security cameras, vehicular
sensors etc.) to monitor the environment in much the same
way as traditional wireless sensor networks (WSNs) did. As
the devices are not designed specifically for this purpose,
the on-board sensors tend to be somewhat inaccurate when
compared to those that would be deployed in a WSN. They
are, however, ideal for use in SGs applications as their prox-
imity to the user allows for real-time information about user
behaviour. The same sensors can also provide environmen-
tal monitoring to augment any sensing capabilities built into
the smart-device. The devices typically used in a participa-
tory sensing application (e.g. smart phones, in-car GPS)
can also provide valuable information from other non-sensor
functionalities they possess. An electronic calendar, for ex-
ample, could be very useful when scheduling the charging of
an electric vehicle, if a user has a long journey planned for
the next day the priority of vehicle charging would rise.
As mentioned previously, we are interested in exploiting
the participatory sensing data through the use of agents.
This form of computational intelligence has been used to
some extend in SGs. For example, Dimeas et al. [4] apply RL
to micro-grids. Their aim is to maximise the amount of time
that a micro-grid can operate when cut off from the main
grid. The coordination of different generators, batteries and
loads is done through a virtual slack load, which can store or
produce power but in optimal conditions should do neither.
Agents operate the devices in the system and aim to balance
the slack load. A similar topic was addressed by Carvalho
et al. [3]. Rather than prolonging operation they apply dy-
namic programming techniques and RL to improve the qual-
ity of service delivered by renewable sources. By minimising
the power that has to be drawn from the main grid and
dynamically allocating energy storage resources, they can
smooth the amount of power generated so that when no
renewable energy is available it can be taken from stored re-
serves. This is particularly important for solar power, where
changes to and from no output can happen frequently.
Other more related work to the proposed approach pre-
sented in this paper, is the survey of sensor networks with
regards to agent based systems by Vinyals et al. [18]. The
authors provide a comprehensive overview of the challenges
involved in providing data to a system from a sensor net-
work. They also outline some approaches taken in fusing
heterogeneous sensor readings into useful information. In
GreenGPS [10] fused participatory sensing data is used to
produce a map from which the most fuel efficient route can
be determined. The fusion of many samples from different
cars (with different fuel use characteristics) and from dif-
ferent times of the day is done using statistical techniques.
They find that it is difficult to generalise from a sparse set
of data for one vehicle type to another vehicle.
As we can see from the previous paragraphs, there is not
much work on the use of participatory data in SGs. Thus,
in this work we are interested in shedding some light on
this topic. In the following section, we give details of our
proposed approach.
3. PROPOSED APPROACH
Our approach is based on Q-Learning [19], a well-known
RL method. This is a technique that learns a function by
mapping states of the environment to numeric values. This
mapping is done by a reward function. The reward function
indicates to the agent which states are beneficial and which
are detrimental. A state is one individual combination of the
parameters that define the environment. The state space is
the set of all possible states. Each state has a Q-value as-
sociated with it. These values are updated when the agent
visits the state. The Q-learning algorithm has two parame-
ters that determine how the Q-values are updated: learning
rate (denoted by α) and the discount factor (denoted by γ).
The learning rate (α) determines how much new experi-
ences impact on the agent’s behaviour. It does this by signi-
fying how fast a state’s q-value should be updated. γ is the
discount factor, higher values will raise the impact of future
rewards on the agent’s actions while, lower values will cause
the agent to behave in a more short-sighted manner. Both
have the same range 0 ≤ α, γ ≤ 1. The period in which the
Q-values change significantly upon each visit is called the
exploration phase. Once these values stabilise the exploita-
tion phase begins. In both phases, an action selection policy
is used to determine which action to choose. A process that
implements a learning algorithm is called an agent (see [17]
for a more detailed explanation of how Q-Learning works).
Several experiments will be run using these techniques to
determine to what extent participatory sensing data influ-
ences the user utility, energy usage and the price paid for
that energy. These are presented in Section 4. Before doing
so, we describe the scenario, architecture and data used in
this work.
3.1 Scenario
For the analysis of the applicability of participatory sens-
ing the following scenario and assumptions will be used. Our
agent will control a heating system (e.g., switching it on or
off). This device has some nice and challenging properties.
For example, its operation is continuous and there are strict
constraints on how its operation can be rescheduled. The
device is required to heat a building that cools at a rate of
0.1◦per minute. The heating is capable of outputting 0.3◦per
minute (therefore turning on the heater for one minute will
cause a rise of 0.2◦ in the building’s temperature). There
are only two actions that the heating can take, fully on or
off.
When the building is occupied, a temperature of 21◦ should
be maintained, when unoccupied a minimum of 4◦ should be
met. The minimum unoccupied temperature is to prevent
freezing when the external temperature is below 0◦, obvi-
ously if the outside temperature is above this minimum, the
building will reach the external temperature and cool no
further. The heating and cooling rates are given per minute
as a minute is the basic time step of the simulation. If a
larger time step had been used, there would not be sufficient
resolution to accurately adapt for the users’ activities. All
temperatures in the simulation are in Celsius and accurate
to 0.1◦.
The device operates on a grid that uses dynamic elec-
tricity pricing. It could respond to the signal that comes
directly from the electricity provider but this would not al-
low for individual devices inside the building to coordinate
their operation with each other to minimise instantaneous
power drawn. So, in this scenario the price signal provided
to the device comes from a building level power control unit.
The advantage of including the building level unit as an in-
termediate node between device and price signal is that the
power controller can also consider other devices and sensor
readings when setting the price signal. This would enable
prioritising of different devices. If individual devices base
their decisions solely on the raw signal from the grid and
Figure 1: The technical architecture adopted in our
approach.
there is considerable ”reschedulable” load then a low price
signal could cause a significant instantaneous energy draw
which could conceivably cause a change to a higher price in a
dynamic pricing system. The power controller would also be
able to prioritise devices by giving them an apparent lower
price signal. The electricity provider generates the price sig-
nal and sends it to the power control unit but as the power
control unit bases its decisions on current usage, it provides
no warning of price changes so, from the device’s point of
view they happen randomly regardless of whether the sup-
plier provides advance price notice or not. This process is
shown on the right side of Figure 1. There are four different
prices in this scheme.
For the purpose of this scenario a source of fused partici-
patory sensing data is assumed. If real data were to be used,
for this application two main types of data would be needed,
exit data and travel data. Exit data being that which indi-
cates a user has begun a journey to the building. This could
be from swipe-accessed doors or starting a car, for exam-
ple. Travel data would most likely be provided by vehicu-
lar sensors such as GPS and it would indicate the expected
journey time. Ideally the participatory signal would at the
shortest be the required time to warm the building from
its pre-possibly arriving temperature to the require temper-
ature (here after called the “heating time”). It is expected
that the participatory data contributed to such a system will
be more passive and less deliberate than in the typical par-
ticipatory sensing application. Many applications ask users
to contribute specific, discrete data items such as in [12].
For a system like this a continuous stream of data will be
more beneficial, much like that used in [14].
3.2 Architecture
Figure 1 depicts the architecture used in this work. The
SGs part of the architecture is in the leftmost rectangle. The
participatory sensing aspects are in the rightmost one. The
agent takes place in the overlapping area. As mentioned
previously, the learning agent is implemented as a single
Q-learning process. A policy based solely on user utility
and one on price are contradictory in some situations. As to
minimise price the ‘off’ action would be suggested at all time
steps. While under the user based policy ‘on’ would be sug-
gested while the building is occupied. Producing an action
selection policy from contradictory policies would normally
use W-learning [11]. However, as the price based policy is
quite simple, it can be incorporated into the reward function
for the user utility based policy. Thus, in this work it is im-
plemented as a scaling factor to reward calculated based on
utility if the “on” action is used. In this way price is treated
as a part of the environment, so the agent finds the optimal
policy based on temperature, price and occupancy rather
than selecting between two policies optimised for different
goals. The main benefit of implementing action selection in
this way is decreasing learning times for the agent.
An environment consists of three attributes. Those are
the occupancy of the building, the electricity price and the
temperature. The participatory sensing input will be treated
by introducing a three state variable representing the occu-
pancy of the building. The states are ‘unoccupied’, ‘occu-
pied’ and ‘predicted arrival’. The ‘predicted arrival’ state
is used to handle the uncertainty in changing from ‘unoccu-
pied’ to ‘occupied’. In a system with no user sensing capa-
bility this transition would occur randomly from the agent’s
point of view and without the need for intermediate state.
However, when participatory sensing is included the ‘pre-
dicted arrival’ state serves as a warning that the user may
arrive. This allows the agent to prepare for the arrival. The
length of time spent in the ‘predicted arrival’ state depends
on the accuracy of the sensors and the amount of advanced
warning they are capable of providing. When the building is
occupied the heating agent should aim to maintain the de-
sired temperature, when unoccupied the temperature should
be kept at the minimum temperature. When an arrival is
predicted the agent must use its judgement as to whether to
conserve electricity or warm the building. Longer ‘predicted
arriving’ states indicate a better performing user sensing
component.
The electricity price signal will be implemented in much
the same way. The variable representing electricity price
has four states, one for each price. The building’s temper-
ature is mapped to states representing separate sections of
the possible temperature range. This mapping is necessary
as it limits the size of the state space that the agent must
consider. Mapping is based on 0.8◦ per state. As these
states are larger than the amount of heating or cooling that
can take place in one time step, from the agent’s point of
view its actions do not always produce the same results. To
prevent this affecting the agent’s behaviour, reward is calcu-
lated based on the building’s temperature. These quantised
states are only used for action selection. This makes the
environment appear stochastic to the agent, however, due
to the changeable price signal this is already true so there is
little effect on learning times.
To prevent time being treated as a variable in the environ-
ment, the learning process does not have access to the pre-
dicted arrival time. This is necessary as the action selection
policy that is learned should use the participatory sensing
data to predict an arrival rather than the time. As there is
no gradation in the ‘predicted arrival’ state the action selec-
tion policy should heat as fast as possible (factoring in price
changes) as the occupant could return at any time, no one
time step has a higher likelihood of transitioning to the ‘oc-
cupied’ state than any other. This was a deliberate choice
as heating time will typically be longer than the ‘predicted
arriving’ state.
In the scenario used here it takes about 85 minutes to
heat the building from the unoccupied temperature to the
occupied one and 187 minutes for it to fully cool. As conse-
quence, this requires an estimated arrival time be produced
long in advance of the expected arrival time to provide suf-
ficient notice to fully heat the building, if the heating time
was shorter (either through a different heating system or dif-
ferent temperature requirements) then the multi-state par-
Table 1: Experimental parameters used.
Parameter Value
Learning Rate (α) 0.9
Discount Factor (γ) 0.7
Boltzmann Temperature 1◦
Total Number of Runs 20
ticipatory signal would provide benefits. In this scenario all
it would do is increase the state space where the agent exists
and as a result of this, the learning times will be increased
considerably. The participator signal in this implementation
is based on simulated data.
3.3 Signal Fusion
In Figure 1, the two devices labelled: power control unit
and sensor data collation are not discrete devices but sources
of processed data available to the agent. The power control
unit receives the signal from the electricity provider and,
based on other inputs, alters this signal and feeds it to the
smart-device. While having the power control unit alter the
price received by the device will lead to the device being
unable to calculate its own power usage in monetary terms,
it reduces the size of the state space the agent must con-
sider. If the raw price signal was given to the smart-device
then another signal encapsulating the desirability of opera-
tion would need to be provided. This second signal would
represent the aspects of the power controller other than price
(e.g., device prioritisation, maximum usage). Inclusion of a
second signal would at least double the size of the state space
and increase learning times, as discussed previously.
The power control unit’s fusion process effectively applies
a scaling factor to the input signal. As the input signal is
discrete and has a much larger range than the output signal
(all possible prices to the number of different states for the
price variable) some mapping must take place as well. In the
implemented device, this scaling factor is calculated based
on the difference between external temperature and desired
temperature (for the correct occupancy state). In effect, this
means that the heating agent receives a higher priority as it
gets colder outside.
The fusion of participatory sensing devices’ data into one
signal is significantly more complex. As this is a simulation,
the complexity of combining different sensing devices can be
abstracted away and left for future work. The three state
participatory sensing signal mentioned earlier allows the rel-
ative accuracy and reliability of the raw data to be provided
to the agent in a regular form.
4. EXPERIMENTAL SET-UP
The experiments, as mentioned before, were conducted
using a Q-Learning and using Boltzmann selection. To test
the effectiveness of participatory sensing, experiments were
run under seven different sets of conditions (these are de-
scribed in the following paragraphs). All simulations will be
run 20 times (28800 time steps) and averaged to reduce the
influence of any outlying data points. The parameters we
have used are summarised in Table 1.
In the following paragraphs we introduce the metrics used
in this work to test our approach. It should be noted that
for all metrics scores, lower scores are better.
4.1 Metrics
Comparison will be done under several metrics. These are
defined as follows:
Electricity metric. This metric will count the number of
‘on’ actions taken by the agent. One ‘on’ action con-
stitutes operating the heating system for one minute.
The electricity metric can be seen as the amount of
power used with no account of price. Averages of this
metric are based on the total time steps the figure ap-
plies to. It will be given in a normalised form produced
by dividing by the score for a static policy under nor-
mal conditions. This is necessary as due to the large
number of runs no difference between experiments can
be seen when rounded to 3 decimal places. With the
device in this scenario, there is little variation in the
electricity metric as for the most part the same heating
must be applied; the differences between policies arise
in when this is scheduled.
Price metric. This metric is calculated from the price seen
by the device when an ‘on’ action is taken. The de-
vice’s apparent price is used rather that the raw signal
given to the power control unit from the electricity
provider as this work is examining the effect of partic-
ipatory sensing on learning in one device not the pri-
oritising effects of the power control unit. This figure
is given using a number relative to the price spectrum
(a low price would be valued at 1, an average price at 2
etc.). The normalised price metric is the price metric
divided by the average price regardless of occupancy.
If it is over 1 the policy has tended to take the ‘on’ ac-
tion when electricity is more expensive than average.
Averages of both price metrics will be based on the
number of ‘on’ actions in the given period.
User utility metric. This metric is calculated for every time
step that a user is in the building. It is the absolute
value of the difference between the actual temperature
and the desired temperature. The absolute value is
used so that higher and lower readings do not cancel
out and to maintain constancy with the other two met-
rics so that for all three metrics a score closer to zero
is better. Averages of this will be based on the number
of time steps for which the building is occupied.
4.2 Non-Participatory Experiments
To provide a baseline for comparison to a learned policy,
a static policy will be tested under the metrics. This policy
will be such that the heating is set to maintain the user’s
specified temperature from 18:00 to 08:00 and from 13:00
to 14:00 and the minimum unoccupied temperature at other
times. A thermostat will control the individual ‘on’ and
‘off’ actions according to a policy by which ‘on’ is selected
if the actual temperature is less than required temperature.
The signal representing occupancy indicated the building is
occupied in the same hours the policy operates. The price
signal peaks in the early evening as this is when demand is
highest. It is assumed that when the simulation starts at
00:00, the initial temperature is 21◦.
The results of this experiment can be seen in Table 2.
These results, as indicated before, provide a basis for com-
parison with subsequent experiments. A trace of the input
and output signals can be seen in Figure 2. For both lines
Table 2: Metric scores for a fixed policy.
Fixed Policy
Metric Score
Normalised Electricity 1
Price 2.408
Normalised Price 1.088
User Utility 1.612
Figure: 2 The trace of one day’s execution under a static
policy.
Table 3: Metric scores for a learning policy.
Learning Policy
Metric Exploration Exploitation Total
Normalised Electricity 0.999 1 1
Price 2.316 2.332 2.324
Normalised Price 1.056 1.043 1.049
User Utility 0.912 1.067 0.992
representing the price signal and the occupancy of the build-
ing the vertical axis is only to represent relative change in
state and the offset between the two is for visual clarity.
There is little that can be said by way of analysis from
these figures as they are a basis for comparison. The nor-
malised price signal shows that there is a tendency to oper-
ate at higher than average price. This is due to the policy
requiring significant heating in a higher price time period.
Running another experiment using a similar set of param-
eters but with an agent learning the policy produces com-
parable results (shown in Table 3). These figures are given
separately for both parts of the run so the differences can
be seen and so that the worse metric scores the agent re-
ceives while exploring its state space can be excluded when
comparing with the static policy. The first 14400 time steps
are given as the exploration phase, the rest are the exploita-
tion phase. The trace shown in Figure 3 is that of day
10 under the learning policy. In all experiment involving
learning the action selection policy used works by convert-
ing the Q-values to probabilities and then the actions are
selected accordingly. A temperature is used to determine
how “greedy” 2 the process is. Higher temperatures reduce
greediness.
When in the ‘occupied’ state, under this policy the tem-
perature oscillates around 21◦ with a greater amplitude and
period than in the static policy. This represents a trade-off
2Greediness is the tendency to exploit a known good solution
rather than seek out improvements.
Table 4: Metric score for a fixed policy with offset arrival
times.
Static Policy
Metric 15 Early 15 Late
Normalised Electricity 1 1
Price 2.408 2.408
Normalised Price 1.088 1.088
User Utility 2.119 1.131
Table 5: Metric score for a learning policy with offset
arrival times.
Learning Policy
Metric 15 Early 15 Late
Normalised Electricity 1 1
Price 2.385 2.323
Normalised Price 1.08 1.054
User Utility 1.186 1.102
between price and user utility. By doing so there is a slight
increase in the user utility metric (as the temperature drifts
away from the target by a fraction of a degree) but it is able
to store some of the cheaper energy in case of price rise.
Due to the way the signals overlap in this configuration
there is only one price rise while the user is in the building
so this tactic causes an increase in price. This is evident
between both phases of the learning policy run as the price
metrics are tending to increase as the policy learns rather
than decrease as would be expected with the learned im-
provements. The large improvement in the user utility met-
ric was due to the agent maintaining a higher temperature
than required during the unoccupied period so, when the
user returned, there was less heating to do and, by extension,
smaller additions to the metric. There was no corresponding
maintenance of unoccupied temperature in the other unoc-
cupied gap as the increased price made it undesirable to do
so.
The user metric drops between the phases because in the
leaning phase the unoccupied temperature tends to be higher
while the states are explored. This means that less heating
or cooling is required to get to the required temperature
when the building is occupied. To demonstrate the effect
of different arrival times without the warning provided by
participatory sensing, the above experiments will be redone
with an arrival 15 minutes earlier than expected and 15 min-
utes later. In Table 4 are the metric values for this experi-
ment with a static policy. In Table 5 are the values for the
exploitation phase of the run with a learning policy.
The results for the early arrivals are quite different. The
static policy consumes the same amount of power as its ac-
tion selection does not change based on the building’s occu-
pancy, its user utility rises as the building is occupied but not
heated for a time, for these time steps the maximum utility
metric score for a time step is accumulated. The learning
policy performs better according to the price metrics and
significantly better on the user metric. The reasons for the
superior performance can be seen in Figure 3. Much like
the first experiment, it maintains a higher than average un-
occupied temperature, which improves the user utility. The
improvement in price comes from the agent using the change
Figure 3: The trace of one day’s execution under a learning
policy with the user arriving early.
Table 6: Metric score for a fixed policy with participatory
data.
Learning Policy
Metric Exploration Exploitation Total
Normalised Electricity 1 1 1
Price 2.29 2.27 2.284
Normalised Price 1.031 1.032 1.032
User Utility 0.283 0.285 0.284
to the highest price state (time step 1020) as an indicator
that the user will arrive soon. It has no direct way of antic-
ipating user arrival so, the price signal is substituted. The
advanced warning allows the agent to begin heating from ap-
proximately 7◦ (time step 1020), this saves having to heat
from the minimum temperature. Using the high price signal
like this works in this set-up but it would cause a large drop
in performance if the either price or occupancy signals were
to change.
There is less of a marked difference between the results for
late arrival. Interestingly, with the learning policy in this
case the high price rise is not linked to the user’s arrival.
The trace looks very similar to the on time case but with a
slightly different occupancy signal.
4.3 Participatory Sensing Experiments
The first experiment to evaluate the effectiveness of the
participatory sensing signal will assume that the participa-
tory fusion process can provide perfect accuracy and suffi-
cient notice to allow for full heating of the building (85 time
steps). This will set maximum bounds for the improvement
that can be achieved through the addition of participatory
data. It will also provide a reference point for experiments
with less accurate or timely participatory sensing solutions.
For these experiments, the occupancy signal is now three
state, the ‘predicted arrival’ state is between the other two
(at −4 on the y-axis of Figure 4).
The results using a participatory sensing signal show im-
provement over both static and learning baselines (see Ta-
ble 6). The majority of the improvement is due to heating
for the user’s arrival at a lower price than in previous exper-
iments (in the Figure 4 at the participatory signal between
time steps 960 and 1020). The improvement in user utility
comes from the second occupancy period (time step 1080).
In previous experiments when the user arrived the agent was
only beginning the process of heating the building this lead
to higher utility metric scores. This early stage of heating
Figure 4: The trace of one day’s execution under a learning
policy and an optimal participatory signal.
Table 7: Metric score for a fixed policy with short notice
participatory data.
Learning Policy
Metric Exploration Exploitation Total
Normalised Electricity 1.01 1.02 1
Price 2.322 2.332 2.327
Normalised Price 1.045 1.056 1.051
User Utility 0.598 0.519 0.558
Figure 5: The trace of one day’s execution under a learning
policy and short participatory signal.
now occurs when the participatory signal is in the ‘predicted
arrival’ state. The temperature that the system stabilises to
between time steps 1020 and 1080 (and at other times in
the trace) corresponds to a boundary between temperature
states. The various times that the agent reaches this equilib-
rium correspond to having an average price and no occupant
in the building, the agent maintains this as it offers advan-
tages for any possible future change.
As the signal with 85 time steps of notice is somewhat un-
realistic the experiment will be repeated with 30 time steps
of ‘predicted arrival’ state. Once again perfect accuracy will
be used.
The shorter time spent in the ‘predicted arrival’ state does
blunt the agent’s performance when compared to the opti-
mal signal experiment (see Figure 5). It uses slightly more
power and at a higher price (see Table 7). This difference is
due to all the heating for the evening occupancy occurring in
the highest price state. Whereas with the longer ‘predicted
arrival’ state this could be done at a lower price. Similarly
the shorter warning means the agent is still warming the
building when the user arrives. This lowers the user utility
metric. Its performance on all metrics is still superior to
those of not using participatory sensing.
The experiment using the short ‘predicted arrival’ state
Table 8: Metric score for a fixed policy with short notice
participatory data and inaccuracy.
Learning Policy
Metric Day 12 Exploitation Total
Normalised Electricity 1.002 1 1
Price 2.209 2.366 2.362
Normalised Price 1.05 1.072 1.068
User Utility 1.038 0.76 0.91
Figure 6: The trace of one day’s execution under a learning
policy and short inaccurate participatory signal.
will be redone adding in inaccuracy. The user may now ar-
rive ±10 time steps away from the predicted time. This
means that the participatory sensor fusion process can give
an expected journey time that is wrong by 33% of the esti-
mate.
The figures given in Table 8 are for the full 20 day run.
Note that the exploration phase’s results have been replaced
with day 12’s for comparison. As it is infeasible to show and
analysis all the days the trace in Figure 6 is that of day 12,
which was one of the worse performing time periods. The
‘predicted arrival’ states last 22 and 20 time steps respec-
tively. Both occupancy changes in this run were predicted
with near maximum inaccuracy. Day 12’s results are ex-
amined as they provide lower bounds for performance of a
system using participatory data. The user utility is compa-
rable to that on the learning policy using no participatory
data as are the price and electricity metrics. This suggests
that in the worst case the participatory signal performs as
well as if no signal is present. It is reasonable to assume
that given enough time in this set-up the agent would learn
to maintain a higher unoccupied temperature much as it
did in other policies. As there are two occupancy changes
and a window of 20 time steps for each, there are 40 pos-
sible combinations of scenario. This means that the agent
had less time in a given set-up to fine tune its actions. The
tenancy to improve can be seen in the difference between
the exploitation phase’s user utility metric scores and the
total’s score. In other learning experiments the difference
between the exploitation phase’s score and the total’s score
has been small as the learning had taken a relativity short
time so it only impacted on some of the time steps covered
by the learning phase results. However, in this experiment
the difference is significant because learning took longer so
it tended to raise the total score.
5. CONCLUSIONS AND FUTURE WORK
In this paper, the use of participatory sensing data was
proposed to improve the autonomic management of smart-
devices. Experiments have been run to determine to what
extent participatory sensing data can improve the perfor-
mance of an agent learning a policy for the operation of a
smart device.
It was proposed that knowledge of user behaviour and ac-
tivity could inform decisions taken by the agent. Given the
optimal length of notice of a user arriving through participa-
tory sensing, an improvement of 82.32% in user utility and
5.147% in normalised price can be achieved over a static
policy. This is not surprising, since argued before; when no
information was taken into account (i.e., static scenario) no
form of computational intelligence was considered.
We envisage extending these experiments with real data
and to test the applicability of participatory sensing data to
other optimisation methods. In particular we are interested
in the use of bio-inspired algorithms (e.g., ant colony, genetic
algorithms) that have shown to have a profound positive
impact in this form of complex and dynamic problem.
In future work, we plan to handle a more realistic scenario
(e.g., bigger state space, fine-grained scenarios) by making
more robust our proposed approach. In particular, we are
interested in exploring the possibility of integrating “predic-
tion” tools that would help the system to reduce the time
needed for the agents to learn. More specifically, we are in-
terested in borrowing some concepts studied at evolutionary
computation systems (e.g., neutrality [9, 8, 6], locality [7,
13]).
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