Abstract. We present an approach for real-time camera tracking with depth stream. Existing methods are prone to drift in sceneries without sufficient geometric information. First, we propose a new weight method for an iterative closest point algorithm commonly used in real-time dense mapping and tracking systems. By detecting uncertainty in pose and increasing weight of points that constrain unstable transformations, our system achieves accurate and robust trajectory estimation results. Our pipeline can be fully parallelized with GPU and incorporated into the current real-time depth camera tracking system seamlessly. Second, we compare the state-of-theart weight algorithms and propose a weight degradation algorithm according to the measurement characteristics of a consumer depth camera. Third, we use Nvidia Kepler Shuffle instructions during warp and block reduction to improve the efficiency of our system. Results on the public TUM RGB-D database benchmark demonstrate that our camera tracking system achieves state-of-the-art results both in accuracy and efficiency.
Introduction
Visual simultaneous localization and mapping (SLAM) has been an active area of research over the past decades. Currently, feature-based vSLAM 1,2 has reached a mature stage. But feature-based vSLAM can only build 3-D points of sparse features. Many researchers have started to use consumer depth cameras for real-time dense mapping since the birth of the consumer depth camera, such as Microsoft Kinect. Our work focuses on real-time depth camera tracking without a color image stream. For one thing, a color image and depth image may not be taken at the same time; for another, color images do not have immunity to illumination changes, and many camera sensors can output only a depth stream. We aim to improve the performance of consumer depth camera tracking in a real-time dense mapping system. The famous KinectFusion 3,4 system utilizes a consumer depth camera for real-time dense mapping and tracking. The system fuses many depth images into one volumetric model. The accuracy of camera tracking is improved by registering each depth image with points raycasted from the truncated signed distance function (TSDF) model. The KinectFusion system 3, 4 is utilized by many state-of-the-art dense mapping systems to generate 3-D models. The offline dense mapping system proposed by Zhou et al. 5 builds local fragments with the KinectFusion system implemented by Point Cloud Library (PCL). 6 The system produces a global model and achieves consistent reconstruction results by registering and fusing local fragments. The real-time largescale dense mapping system proposed by Whelan et al. 7 deforms the dense map built by the extended KinectFusion system 3, 4 when loop closure is detected. The indoor dense mapping system proposed by Choi et al. 8 registers local fragments and uses global optimization to disable erroneous constraints. Their system achieves high quality dense reconstruction results and also utilizes the KinectFusion algorithm 3, 4 to generate 3-D models of local fragments. Many approaches have been proposed to improve the performance of the KinectFusion system. 3, 4 Our approach is inspired by the work of Zhou et al. 9 They imposed a large weight on the contour points, which built the structure of the surface. The system was designed to improve the accuracy and robustness of camera tracking on smooth surfaces. But camera tracking still bore drifts in sceneries without adequate boundaries. Furthermore, the authors did not give the performance on the efficiency of the system. We aim to propose an approach of increasing weight of points that constrain unstable transformations when minimizing nonlinear equations without sacrificing the performance of efficiency. Our approach can work in more general cases and also be more efficient.
A key contribution of our work is that we improve the accuracy and robustness of camera tracking by detecting uncertainty in pose and increasing the weight of points that constrain unstable transformations when minimizing pointto-plane error. We impose weight on each point according to the constraint to the potential unstable transformations. We also explore the performance of different weight methods on camera tracking and propose an algorithm degrading the weight of points far away from camera origin according to the measurement characteristics of a consumer depth camera.
Our second key contribution is that we improve the efficiency of camera tracking greatly with Nvidia Kepler Shuffle instructions. Accumulating the contribution of overlap points involves many GPU reduction operations. We use shuffle instructions to reduce in each warp, which removes synchronization at warp level when exchanging values during parallel reduction. Experiment results show that the efficiency of camera tracking has been improved greatly.
The rest of this paper is structured as follows. After discussing related work, we present our camera tracking algorithm in Sec. 3. In Sec. 4, we describe how to use shuffle instructions to improve the efficiency of camera tracking. We provide our experiment results both in terms of accuracy and efficiency in Sec. 5. And finally, in Sec. 6, we present conclusions and future directions of our research.
Related Work
A large amount of work has been done for dense surface mapping and tracking with consumer depth cameras. The famous KinectFusion system 3, 4 fuses all the depth data into one global volumetric model in real time. The pose is calculated by registering the current depth image to the points raycasted from a volumetric model. While working well in areas with sufficient geometric features, the system is prone to drift or even lost in challenging scenarios. Furthermore, the KinectFusion system can reconstruct limited space due only to memory consumption of volumetric representation.
A number of approaches have been developed to resolve the memory consumption problem of volumetric representation, [10] [11] [12] [13] and many others intend to improve the accuracy and efficiency of camera tracking. Henry et al.
14 extracted visual features and used the associated depth values to estimate initial pose. They also utilized both the visual and depth images for loop closure detection, and dealt with drifts and achieved global consistency by pose optimization. The system utilized sparse features to estimate initial transformation between consecutive frames, which restricted the system working on textureless areas. Gao and Zhang 15 proposed to detect and utilize features, such as planar points that provided reliable depth values to estimate camera poses. The accuracy and robustness of camera tracking is improved with the extracted reliable features. Kerl et al. 16 proposed to register two consecutive RGB-D images by minimizing photometric error. To reduce the influence of large residuals, they employ t-distribution-based error model when minimizing photometric error. As the system works well both in accuracy and robustness, we compare our algorithm with this approach in Sec. 5.
Zhou et al. 5 proposed an impressive system for high precision reconstruction in complex scenes with a consumer grade camera. The approach detects points of interest first and then builds fragments around the interest points detected. Since the camera moves a small distance within each fragment, the estimated trajectory carries little drift. Then the system registers the local fragments and imposes global optimization with g 2 o 17 to distribute registration error, and the global mode is achieved by fusing local fragments. The approach achieves high quality reconstruction both locally and globally. But the approach is in a strictly offline framework. Similar to work also done by Zhou et al, 18 the approach tries to deal with both noise error and camera distortion. The approach achieves high fidelity reconstruction by generating 3-D models of local fragments first, and then deforming the local fragments to align with each other.
Steinbrücker et al. 19 presented an approach to estimate camera poses by maximizing photometric consistency between two consecutive RGB-D images. They approximated the reprojection error function by linearizing data terms and estimated rigid-body transformation in a coarse-to-fine framework. Their system was implemented with CPU. Whelan et al. 20 presented a GPU version of the visual odometry system. The experimental results demonstrated high efficiency and accuracy of camera tracking in challenging sceneries. To obtain consistent dense maps, Whelan et al. 21 presented a system that was capable of capturing a consistent surfel map online without pose optimization backend. To fuse previous reconstructed surfels when local or global loop closure was detected, the system deformed the current reconstructed surface nonrigidly to align with the previous one.
Bylow et al. 22 presented an approach estimating camera poses directly against the signed distance function (SDF) model. This avoids to perform camera tracking with depth map raycasted from volumetric model, which may discard useful information about the surface. Experimental results on a public benchmark database demonstrate that the approach behaves better on accuracy and robustness than the camera tracking system in the KinectFusion system. 3, 4 Kahler et al. 23 optimized the pipeline proposed by Nießner et al., 11 which replaced the dense volumetric model with voxel-hasing representation. They also extended the camera tracking to fuse IMU data. The system achieved very high frame frequency on Nvidia TITAN X GPU.
Above all, many state-of-the-art dense mapping systems follow the pipeline of the KinectFusion system. 3, 4 The camera poses are estimated with an iterative closest point (ICP) algorithm. But none of the systems mentioned above explored the weight influence on the performance of camera tracking in a real-time dense mapping system. We aim to explore the state-of-the-art weight algorithms and develop a weight algorithm that constrains unstable transformations automatically when estimating camera poses. And we also intend to improve the efficiency of camera tracking with characteristics of Nvidia Kepler GPUs.
Iterative Closest Point Algorithm with
Geometrically Stable Covariance Matrix In this section, we first give an introduction to the geometrically stable covariance matrix presented by Gelfand et al. 24 The covariance matrix can be used to detect uncertainty when estimating camera poses by minimizing point-to-plane error. Based on this 6 × 6 covariance matrix, we propose our approach to calculate the weight for each point to constrain unstable transformations.
Geometrically Stable Covariance Matrix

Point-to-plane error metric
Researchers have proposed variants of ICP algorithms 25 in the past decades. Point-to-point and point-to-plane error metrics 26 are the most commonly used error metrics when registering multiple views of point cloud. For real-time depth camera tracking, nonlinear point-to-plane error can be linearized when the motion between two consecutive frames is small. Pottman and Hofer 27 demonstrated that point-toplane distance was closely approximate to the true distance between two surfaces when the two point sets were already close to each other. The point-to-plane error metric also makes the ICP algorithm less likely to fall into local minima. 28 The distance would remain invariant when registering two flat or spherical areas, which makes the two surfaces slide against each other. Let P and Q be two point sets with associated normals. For each point p i in P, we choose the closest point q i in Q with normal n i , forming point pair ðp i ; q i Þ. The point-toplane alignment error is given in Eq. (1). We calculate the rotation R and translation t by minimizing the error function:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 1 ; 6 3 ; 6 7 5 E ¼
(1)
Derivation and analysis of stable covariance matrix
The rotation matrix in Eq. (1) that minimizes E is nonlinear incorporating sine and cosine of the rotation angles. We linearize the rotation matrix by replacing cos θ with 1 and substituting θ for sin θ given the rotation between two consecutive frames is small. Define 3 × 1 rotation r ¼ ðr x ; r y ; r z Þ around the x, y, and z axes, and translation t ¼ ðt x ; t y ; t z Þ about the three axes. When r x , r y , r z approximate 0, 
Neglecting high-order terms in Eq. (2), the rotation matrix can be approximated by 
Therefore, we can replace the vector ½Rp i þ t with
(1), the error function is given by E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 4 ; 6 3 ; 3 2 8 E ¼
The first term in Eq. (4) would keep constant when we change the camera pose, and the amount of change depends on the last two terms. Equation (5) gives the change if the transformation is moved by ½ Δr Δt :
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 5 ; 6 3 ; 2 3 4 Δd i ¼ ð Δr
Therefore, if the normal vector n i is perpendicular to t, or the vector p i × n i is perpendicular to r, the error E would stay constant. We minimize Eq. (4) by calculating the partial derivatives with respect to the transform parameters and setting the partial derivatives to zero, which results in linear equation Cx ¼ b. In the linear equation, x is 6 × 1 vector of unknown transformation parameters, b is the residual error vector, and C is 6 × 6 covariance matrix accumulated by each point pair. The C matrix is given by E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 6 ; 3 2 6 ; 7 5 2
: : : : : :
Provided the above 6 × 6 covariance matrix, we can determine how much the alignment error will change when the transformation is moved by ½ Δr τ Δt τ from its optimum:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 7 ; 3 2 6 ; 6 6 4
If the variation of alignment error is large when the transformation is moved away from its optimum, minimizing point-to-plane error is stable, because the error function around ½ r t would have a deep well-defined minimum. On the other hand, if the variation is small, a nonlinear solution will be unstable with more degrees of freedom. By examining the eigenvalues and eigenvectors of the C matrix, we can directly identify the unconstrained transformations. The alignment error will increase greatly for any transformation away from the optimum if all the eigenvalues are large. On the other hand, if any of the eigenvalues is small, the corresponding eigenvector defines a transformation, where error landscape is shallow. Based on the stable covariance matrix, we propose our weight algorithm for each point when minimizing point-to-plane error.
Geometrically Stable Weight Algorithm
Gelfand et al. 24 proposed a greedy algorithm selecting points sequentially from input meshes to minimize uncertainty during each iteration. Selecting points sequentially from input meshes is particularly ineffective and cannot be applied for real-time dense mapping systems. We propose an algorithm calculating weight for each point to constrain potentially unstable transformations. Our algorithm can be fully parallelized with GPU and incorporated into current realtime camera tracking systems seamlessly.
As discussed above, camera pose uncertainty can be detected by analyzing the eigenvalues and eigenvectors of the covariance matrix. We aim to propose a weight algorithm to constrain potential unstable transformations when minimizing point-to-plane error. As mentioned above, the eigenvector corresponding to the smallest eigenvalue indicates the potential unstable transformation. For each corresponding point pair in the overlap area, if the point pair imposes large constraint to the unstable transformation, we put more weight on the point pair when minimizing point-to-plane error. The main steps of calculating weight for each point are given below, and the camera tracking algorithm is presented in Algorithm 1.
Step 1: As commonly used in PCA methods, we first shift the center of mass points to the origin and scale the average distance between the points and origin to 1. This equalizes the maximum amount of displacement contributed by rotation and translation.
Step 2: Since calculating the covariance matrix can be fully parallelized with GPU, and the covariance matrix is calculated once for each frame, we estimate the geometrically stable covariance matrix with all the points without sampling. Our system aims at real-time camera tracking, and the motion between two consecutive frames is small. As commonly done in real-time dense mapping systems, we use a projection algorithm 3 to search corresponding point pairs. For each point p i ∈ S p , we project to the current depth image and search the corresponding point in the neighborhood of the projected pixel. If the distance of the two points and angle between the two normal vectors are small enough, we add the point pair to the overlap point pair set Q p . We find that our algorithm works well if we use the same distance and angle thresholds as the ICP algorithm when searching corresponding point pairs.
Step 3: The covariance matrix C p is computed with the overlap point pair set Q p according to Eq. (6). We use point position in P and normal of corresponding point in Q instead of both of them in Q as proposed by Gelfand et al. 24 when calculating the covariance matrix. Experimental results on a benchmark database demonstrate that our way works better. The eigenvalues and eigenvectors of the covariance matrix C p are calculated using singular value decomposition with CPU.
Step 4: Define the eigenvector corresponding to the smallest eigenvalue as v s . Forming a six-vector v i ¼ ½p i × n p i n p i , we compute the product v τ i · v s as weight for each point in each ICP iteration. In fact, the magnitude of this product indicates how much a given point constrains the potential unstable transformation defined by the smallest eigenvector v s . Therefore, if the point imposes large constraint on the unstable transformation, we put more weight when minimizing the nonlinear equation. The camera tracking system with our weight method is given in Algorithm 1.
As listed in Algorithm 1, apart from the steps of the ICP algorithm used in the KinectFusion system, 3,4 first, we compute the center of the points and calculate the average distance of each point to the center. Then, the center of the points is shifted to the origin and average distance to the origin is scaled to 1. After that, we compute the matrix C p with the normalized points. All the steps can be fully parallelized with GPU. Little extra consumption of computing is added when calculating the weight for each point using our algorithm. The weight image in Fig. 1 shows the weight imposed on each point in one depth image. The weight image demonstrates that our algorithm imposes large weight on the points that constrain unstable directions in the scene. And the points on the large smooth area of the desk and floor are imposed on small weight.
Weight Degradation
In addition to proposing a geometrically stable weight algorithm, we also explore different weight functions. To the best of our knowledge, we are the first to evaluate different weight methods for the ICP algorithm commonly used in dense mapping systems. Bylow et al. 22 proposed and evaluated several weight algorithms when registering each depth image to the SDF model. Fig. 1 The images in the three columns are RGB images, point cloud images, and weight images. The weight images are computed according to our algorithm. The gray value of each pixel in the weight image corresponds to the weight of each point in the depth image when minimizing nonlinear equation.
Minimize the equation below to estimate the transformation:
The Kintinuous system implemented by PCL 6 imposes constant weight for all points. The constant weight is suitable for sensors, such as radar, which can generate points deeply. 22 Bylow et al. 22 showed that the exponential weight function provided in Eq. (8) led to higher robustness than other weight functions when registering each depth image to the SDF. We explore the performance of the weight functions displayed in Fig. 2 in Sec. 5: E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 8 ; 6 3 ; 3 9 7 w exp ðdÞ ¼ 
Apart from evaluating the weight functions presented by Bylow et al., 22 we also propose our own weight function based on the measurement characteristics of a consumer depth camera. According to the measurement error model of the consumer depth camera presented by Khoshelham et al., 29 the error has a quadratic relationship with the depth value. The depth error function is given by E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 9 ; 6 3 ; 2 5 7 σ z ¼ m fb
The measurement error about the x and y axes also has a quadratic relationship with the depth value since the x and y coordinates are linearly related to the z coordinate. The error functions about the x and y axes are given by E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 0 ; 6 3 ; 1 6 8
We propose a weight function according to the measurement characteristics of a consumer depth camera. The weight function is given below: E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 1 ; 3 2 6 ; 4 8 5
We degenerate the weight of points far from the origin, since the measurements of surface far away from camera origin are inaccurate and more likely to give rise to large noises. Experimental results presented in Sec. 5 show that the quadratic inverse weight function works better compared to the weight functions presented by Bylow et al. 22 And the experimental results on the benchmark database demonstrate that our algorithm achieves state-of-the-art results when combining the geometrically stable weight function and the quadratic inverse weight function together. We increase the weight of points constraining potential unstable transformations and also decrease the weight of points large distances away from the origin. The weight function for each point is given by E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 2 ; 3 2 6 ; 3 0 7
The weight image of teddy in Fig. 1 shows the weight for each point when we combine the two weight functions together. The weight image of teddy indicates that the points on the wall and floor far from the camera origin are imposed on small weight. Therefore, our weight algorithm decreases the effect of noises caused by large distance measurement. We evaluate our weight algorithm with the state-of-the-art in Sec. 5.
GPU Accelerating with Shuttle Instructions
Kahler et al. 23 optimized the pipeline proposed by Nießner et al. 11 and incorporated IMU data to improve the robustness and accuracy of camera tracking. They achieved a very high frame rate on Nvidia TITAN X GPU. But the camera tracking component of the dense mapping system is still similar to the course-to-fine ICP algorithm used in the KinectFuson system. 3, 4 The ICP algorithm accumulates the contribution of each point to the matrix C and vector b during every iteration, which involves many reduction Fig. 2 The six weight functions evaluated. KinectFusion system 3, 4 uses the constant weight function displayed in (a). The algorithms displayed in (b)-(e) are proposed by Bylow et al. 22 We proposed weight degradation algorithm displayed in (f) according to the measurement characteristics of consumer depth camera.
operations with GPU. As many state-of-the-art dense mapping systems utilize a reduction operation to estimate camera poses, it is meaningful to optimize and accelerate the reduction pipeline.
The ICP algorithm in the Kintinuous system implemented by PCL 6 uses lots of __syncthreads instructions and shared memory to do parallel reduction when minimizing point-toplane error. Apart from the reduction operations in each ICP iteration, there are extra steps we need to do parallel to reduction in our algorithm, such as computing the center of points, calculating the average distance for each point to the center and computing the covariance stability matrix C p . The main steps of computing the center of points are presented here. The pipeline of other procedures involved in the reduction operation is similar.
Our reduction process is similar to that implemented by PCL. 6 We use two steps to sum the coordinate values of overlap points. First, we use β blocks and α threads per block to reduce. Each block does reduction independently and writes the summation of the block to the global memory of GPU. Second, we use one block to accumulate the summation of each block stored in the global memory.
We present the pipeline of the first step here. The threads of each bock are divided into many warps. Inspired by Whelan, 30 we use shuffle instructions 31 added to the Nvidia Kepler GPUs to do parallel reduction in each warp. The __shfl_down instructions shift variables down in each warp, as shown in Fig. 3 . The warp reduction is carried out without using shared memory operations, and the synchronization at warp level is implicitly accomplished. For brevity, we show only 16 threads in a warp to do parallel reduction in Fig. 3 . Warp size of all current Nvidia GPUs is 32. We ignore the shifts that have no influence to the output and show only the arrows for the operations that contribute to the final result. The __shul_down instruction is executed by every thread, and the value shifts down even though the shift has no effect on the output. The summation of each warp is written to the shared memory by the first thread of each warp. The storage address is indexed by the warp ID in the block. Until this step, each warp reduces independently. To make sure all warps in the block have accomplished reduction, we call __syncthreads instruction. Finally, to obtain the summation of each block, we read the output of each warp from the shared memory and accumulate the summation of the warps using the threads in the first warp. The summation of each block is written to the global memory, and the storage address is indexed by the ID of each block.
In the second step, we use one block to calculate the summation of each block stored in global memory. The reduction process is the same as that mentioned above. We present the main steps of the summation in Algorithm 2.
Experimental Evaluation
In this section, we present evaluation results on the TUM RGB-D benchmark. 32 First, we introduce the error metric used to evaluate the accuracy of camera tracking. Then, the performance of the geometrically stable weight algorithm is evaluated. After that, we explore the performance of different weight functions presented in Sec. 3.3. Finally, our approach is compared to three state-of-the-art camera tracking systems. To evaluate the efficiency of our camera tracking algorithm, we calculate the execution time and compare it to the camera tracking algorithm in the Kintinuous system. 6 
Absolute Trajectory Error
The TUM RGB-D benchmark provides a database to evaluate the accuracy of RGB-D camera tracking. The ground truth camera poses are captured by a high precision motion capturing system. The benchmark also provides evaluation tools to compute different error metrics. We use absolute trajectory error (ATE) to evaluate the accuracy of depth camera tracking. The trajectory output by our tracking system is given by P 1 : : : P n ∈ SEð3Þ, and the ground truth trajectory is given by Q 1 : : : Q n ∈ SEð3Þ. As the two trajectories may be defined in different coordinate systems, they need to be aligned in advance. Assume the rigid-body transformation S maps the trajectory P 1∶n to Q 1∶n . The ATE at timestamp i can be computed as follows:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 3 ; 6 3 ; 5 0 5
The root-mean squared error (RMSE) over the trajectory is given by E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 4 ; 6 3 ; 4 5 2 RMSEðF 1∶n Þ :
In the above error equation, transðF i Þ is the relative pose error over the translation component. A visualization of the ATE error computed over several sequences in the TUM RGB-D benchmark is given in Fig. 4 .
Evaluate the Geometrically Stable Weight Algorithm
First, we evaluate the performance of the geometrically stable weight algorithm against the Kintinuous system. 6 Our dense mapping system is also based on the Kintinuous system implemented by PCL. 6 The results are presented in Table 1 . The experimental results demonstrate that our camera tracking system behaves better for accuracy.
Evaluate Different Weight Methods
We evaluated the weight methods presented in Fig. 2 . The Kintinuous system implemented by PCL 6 utilizes a constant weight function when minimizing nonlinear error. Bylow et al. 22 proposed the exponential weight function and also evaluated the performance of different weight functions when registering each depth image to the SDF model. According to Bylow et al, 22 the exponential weight function demonstrates robust results compared to the five others presented in their work. We evaluate the performance of the weight functions presented in Fig. 2 based on the Kintinuous system implemented by PCL. 6 We impose the weight during each ICP iteration according to the weight functions. The evaluation results are presented in Table 2 . It can be seen that our second order inverse degradation function achieves more accurate results.
Compare with the State-of-the-Art Camera Tracking Systems
We evaluate the performance of our camera tracking system when combining the geometrically stable weight function and second order inverse degradation function together. The weight function is given in Eq. (12) . We compare the accuracy of depth camera tracking against three other camera tracking systems: The Kintinuous system proposed by Whelan et al. 10 (PCL implementation), visual odometry system proposed by Christian Kerl et al. 16 (authors' implementation), and camera tracking system with the exponential weight function proposed by Bylow et al. 22 (our implementation). The exponential weight function proposed by Bylow et al. 22 is used to register each depth image directly against the SDF volume. We evaluate its performance when registering each depth image to the points raycasted from the TSDF model. The results are presented in Table 3 . It can be seen that our camera tracking system produces the most accurate results on camera trajectory estimation compared to the three others. We also evaluate the robustness of our camera tracking algorithm in a dense mapping system. Our dense mapping system is obtained by replacing the component of camera tracking in the Kintinuous system (implemented by PCL 6 ) with our camera tracking approach. The two dense mapping systems are used to build 3-D models of several sceneries in the TUM database. Figure 5 shows 3-D models built by the Kintinuous system 6 and our system. The Kintinuous system slipped and generated inaccurate 3-D models. By imposing large weight on the points that constrain unstable transformations, our system demonstrates small drift and produces camera tracking consistently and stably, and generates precise 3-D models.
Evaluate the Efficiency of Our Camera Tracking System
To evaluate the efficiency of our camera tracking system, we measure the execution time on several sequences in the TUM RGB-D benchmark. We calculate only the execution time of camera tracking in a dense mapping system. The experimental results are presented in Fig. 6 . Although calculating weight for each point leads to extra consumption of computing, our camera tracking system is about twice as fast as that in the Kintinuous system. 6 The experiment platform is a laptop with Intel Core i7-4720HQ CPU at 2.6HZ, 16 GB of RAM and an NVIDIA Geforce GTX 960M GPU with 4 GB memory.
Conclusion
We have proposed an approach for depth camera tracking. We impose more weight on points that constrain potential unstable transformations and degrade the importance of points far away from camera origin. Experimental results demonstrate that our camera tracking algorithm achieves accurate and robust results. Furthermore, our algorithm can be fully paralleled with GPU and little extra consumption of computing is added compared to the current systems. To improve the efficiency of camera tracking, we use shuffle instructions during warp and block reduction. Our system is almost twice as fast as that implemented in PCL.
There are limitations and opportunities for future work. Although our system demonstrates to be more accurate and robust, pose error accumulates when a camera moves for a large distance. And the surface around the loop closure would be built many times when the system encounters loop closure. Points generated during different times could not overlap or be fused. We intend to explore camera pose optimization and map points correction approaches for a realtime dense mapping system in the future. 6 Compare the efficiency between our camera tracking system and that in the Kintinuous system. 6 Even though there are extra steps in our pipeline, our tracking system is almost twice as fast as that in the Kintinuous system.
