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Governments worldwide have intensified their efforts to institutionalize policy evaluation.
Still, also in organizations with high evaluation maturity, the use of evaluations is not self-
evident. As mature organizations already meet many of the factors that are commonly seen
to foster evaluation use, they constitute an interesting research setting to identify (combi-
nations of) factors that can make a key difference in minimizing research waste. In this article,
we present an analysis of the use of evaluations conducted between 2013 and 2016 by the
Policy and Operations Evaluation Department (IOB) of the Dutch Ministry of Foreign Affairs,
a typical case of relatively high evaluation maturity. Methodologically, we rely on Qualitative
Comparative Analysis as an approach that is excellently suited to capture the causal com-
plexity characterizing evaluation use. The analysis provides useful insights on the link
between knowledge production and use. We highlight the relevance of engaging policy
makers in developing the evaluation design, and fine-tune available evidence as to what is
perceived a good timing to organize evaluations. Contrary to existing research, we show that
the political salience of an evaluation does not matter much.
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Parallel with the diffusion of the evidence-based policymantra, the attention for policy evaluations has risen dra-matically in recent decades. In their quest for more efficient,
effective and democratic policy decisions, governments world-
wide have intensified their efforts to institutionalize policy eva-
luation (Jacob et al., 2015; Pattyn et al., 2018). Establishing a
supportive evaluation infrastructure, however, is not a guarantee
that evaluations are also used. Even in settings scoring relatively
high on evaluation institutionalization or maturity indices
(Furubo et al., 2002; Varone et al. 2005; Jacob et al., 2015;
Stockmann et al., 2020), there is often much ‘research waste’
(Oliver and Boaz, 2019). In this article, consistent with our
conceptualization of policy evaluation (see below), research waste
refers to evaluation findings which do not provide useful
knowledge for decision makers or which are not recognized as
doing so. Research waste, or evaluation waste in particular, can
lead to huge amounts of public money being misspent (Glasziou
and Chalmers, 2018; Grainger et al., 2020).
When it comes to understanding the (non-)use of evaluations,
a plethora of facilitators and barriers can be identified in eva-
luation discourse. Common to the practitioner-oriented nature of
the field, much of the evidence is of anecdotal nature. Although
anecdotal evidence as such is empirically valuable, it makes it
particularly difficult to systematically draw lessons across indi-
vidual evaluations (Ledermann, 2012, p. 159). While evidence use
will never be straightforward in the reality of complex and messy
decision making (Oliver and Boaz, 2019, p. 3), this may not
discourage us from collecting systematic insights on evaluation
use in particular contexts. In this article, we present the results of
a systematic comparison of evaluation (non-) use in a typical case
(Seawright and Gerring, 2008) of high evaluation maturity, but
where evaluation use is neither self-evident. With high evaluation
maturity, we refer to a context where significant resources are
spent in producing high quality evaluations, and where an explicit
concern exists for evaluation use. Evaluation mature organiza-
tions by definition already meet many of the factors that are
commonly seen to foster evaluation use. Knowing which (com-
binations of) conditions can account for evaluation (non-)use in
such setting can help identifying ‘critical change makers’, which
can also be relevant in other contexts. As such, we aim to con-
tribute to the broader research agenda on the issue, outlined by
Oliver and Boaz (2019).
Empirically, the study focuses on the (non-)use of eighteen
evaluations conducted in a time span of three years by the Policy
and Operations Evaluation Department (IOB) of the Dutch
Ministry of Foreign Affairs. The Netherlands ranks relatively high
on the above-mentioned evaluation maturity and institutionali-
zation indices (Jacob et al., 2015). And within the country, IOB is
one of the frontrunner organizations when it comes to policy
evaluation practice (Klein Haarhuis and Parapuf, 2016). In the
past decade, the organization has also taken several initiatives to
actively promote evaluation use (see below). This makes it a
particularly interesting case.
The research proceeded stepwise. First, we conducted an
extensive screening of the evaluation literature to identify the
conditions that could potentially account for evaluation use.
Second, via desk research, interviews, and a survey with evalua-
tors and policy makers, we investigated which conditions held
relevance for the case of IOB. Third, by means of Qualitative
Comparative Analysis (QCA), we analyzed which (combinations
of) condition(s) are necessary and/or sufficient for evaluation use.
QCA as a method is excellently suited to capture the causal
complexity characterizing evaluation use.
The article is structured as following: In the theoretical fra-
mework, we describe the results of the literature screening for
barriers and facilitators for evaluation use, and we explain our
conceptual stance. Next, we introduce our research design, and
present our case. We continue with the presentation and dis-
cussion of the findings. In the conclusion, we reflect on the the-
oretical and practical relevance of the results.
Theoretical framework
Barriers and facilitators for evaluation use: literature review.
This study is about identifying the (combinations of) factors that
influence evaluation use, through a systematic analysis of eva-
luations conducted by IOB. In the literature on evaluation use,
one can find a multitude of factors that relate to the use of eva-
luations in public sector organizations. The table below (Table 1)
lists the result of a screening of relevant texts that address factors
contributing to evaluation (non-)use. We proceeded stepwise:
first, we started from well-known and well-cited articles and
books in the evaluation field discussing evaluation use. In these
texts, we screened which sources were cited, and which sources
cited them in turn. Second, we did a thorough search of Web of
Science and the SAGE-database and JSTOR-database, using key
words as ‘evaluation use’ and ‘utilization of evaluation’. Third, we
screened existing literature reviews on evaluation use to identify
any other relevant texts.
In the table, we specify whether the texts are of theoretical/
conceptual or empirical nature, and detail to which type of use
each factor holds relevance (if mentioned). We also state whether
the factor was found to have (or expected to be) a negative
(‘barrier’) or positive relationship (‘facilitator’) with use. We
grouped the factors along several dimensions, staying close to the
original labels used in the literature. As such, we distinguish
between factors that concern the involvement of policy makers;
political context; timing of the evaluation; key attributes of the
evaluation/report; characteristics of the evaluator; policy maker
characteristics; and characteristics of the public sector organiza-
tion which commissioned an evaluation.
It would exceed the scope of this contribution to discuss all
individual studies in depth. Neither do we claim that our
overview is exhaustive. As may be clear, however, the analysis
supports the diagnosis of a field without a consistent research
agenda on evaluation use. True, a broad diversity of factors is
discussed in evaluation literature, but there is great imbalance in
the amount of available empirical evidence across factors. Also,
there is strong diversity in how individual elements have been
conceptualized and operationalized. We further highlight the fact
that many studies are not explicit in the type of use being studied.
It is noteworthy as well that factors impeding use are usually not
directly addressed; overall studies are more focused on the factors
fostering use. Finally, and as mentioned before, there is little
information on how individual factors interact with each other
(Johnson et al., 2009, p. 399). By zooming into a setting with high
evaluation maturity, we aim to identify those combinations of
factors that have the potential to make a key difference.
Instrumental evaluation use. In line with OESO-DAC (1991)
and consistent with the definitions applied by IOB, our case
organization, we conceive a policy evaluation as “an assessment,
as systematic and objective as possible, of an on-going or com-
pleted project, programme or policy, its design, implementation
and results. The aim is to determine the relevance and fulfillment
of objectives, developmental efficiency, effectiveness, impact and
sustainability. An evaluation should provide information that is
credible and useful, enabling the incorporation of lessons learned
into the decision-making process of both recipients and donors”.
As can be remarked, the definition assumes a fairly traditional
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approach to a policy cycle, but is useful as an analytical heuristic.
Most importantly, it highlights the usefulness of evaluation for
decision-making. As to the latter, we do not make a distinction
between accountability and learning, as the main (rational) eva-
luation purposes (Vedung, 1997). Not only are the two hard to
distinguish methodologically. The evaluation goal can also change
throughout the evaluation lifecycle.
Of the many approaches to evaluation use, we focus on
instrumental use, consistent with the majority of empirical
research on the issue, and as such in an effort to build up more
systematic cumulative knowledge on the issue. We conceptua-
lize instrumental use as the use of the evaluation for direct
information or policy decision making (Alkin and Taut, 2003;
Ledermann, 2012), regardless of whether the use is intended or
unintended. In our understanding, use does not necessarily
involve an actual change to the policy, but the knowledge
gained from the evaluation should at a minimum inform
decision making about the policy. The knowledge should
neither be novel per se; it is possible that the knowledge was
already known before, but that the evaluation constituted the
catalyst for action.
As to the timing of use, we focused on immediate and so called
end-of-cycle use (Kirkhart, 2000), referring to use that happened
during or closely following the evaluation study. Of course, we do
not rule out that use can happen at a (much) later time (Kirkhart,
2000; Feinstein, 2002). One can assume, however, that the
urgency to act on the findings will be highest immediately
following the evaluation study. Also, the decision to focus only on
studies that were not older than three years at the time of data
collection (to make sure that respondents could still recall use),
put empirical constraints on investigating use at a later point
in time.
We conceived instrumental use to be ‘present’ (see below) if at
least one major policy decision was influenced significantly by the
evaluation. Such policy decisions can concern the termination or
continuation of the policy; an important strategic change in the
policy with consequences at the operational level; or a major
change in funding. To be clear, in our perspective, instrumental
use can but does not necessarily have to be written down (Leviton
and Hughes, 1981, p. 530).
Research design
Case: policies and operations evaluations department (IOB) in
the Netherlands. As mentioned, we focus on evaluations con-
ducted by/for the Policies and Operations Evaluations Depart-
ment (IOB) of the Ministry of Foreign Affairs in the Netherlands.
IOB is part of the Ministry but operates independently from the
policy department and has its own budget. The organization was
established in the 1970s, and charged with the mission to study
the effects of Dutch governmental development aid. In general,
IOB aims to conduct high-quality evaluations that should serve
learning and accountability purposes (Ministry of Foreign Affairs,
2009). Policy makers in the Ministry’s policy department con-
stitute the main target group. At present, it can be said that IOB
has an established reputation and adequate experience with
evaluation research. As mentioned above, evaluation use has been
a priority for the organization since years. In 2009, for instance,
the Minister of Development Cooperation established an advisory
panel of external experts, particularly with the aim to assess and
improve the usability and use of evaluations for policy and
practice. The panel only ceased existence in 2014 (Klein Haarhuis
and Parapuf, 2016). In Dutch Parliament, IOB evaluations get
quite some attention, where even international comparisons on
the institutionalization of evaluations explicitly referred to (Jacob
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Data collection. The actual data collection for the research took
place in June and July 2016. We selected the entire sample of 20
evaluations that were (at the time) most recently conducted for
IOB. The evaluations were completed and sent to Parliament
between 2013 and 2016. Spanning a period of 3 years, they can be
conceived as representative for IOBs evaluation practice. Even-
tually, with some targeted respondents not being available, we
proceeded with 18 evaluations for a more in depth analysis1.
According to the evaluations’ Terms of Reference, most had a
duration of approximately one year, with five months as the lower
limit and 24 months as the upper limit. All evaluations were made
public. Of the 18 evaluations our study included 7 so-called policy
reviews2 (i.e., systematic reviews), 5 evaluations of programmes or
activities of (semi) public organizations, and 6 evaluations of
thematic and regional policies. Just one evaluation concerned
ongoing policy, the others were all ex post evaluations. Sub-
stantively, 10 of the evaluations focused on international devel-
opment policy, the other related to foreign affairs, such as human
rights.
The total number of 18 evaluations allowed us to gain sufficient
‘intimacy’ with the cases, while also holding potential for
systematic cross-case analysis (Rihoux and Lobe, 2009, p. 223).
Data collection consisted of three main sources, which we
triangulated to have a reliable picture of each evaluation. To begin
with, we studied all relevant documentation relating to the
evaluations (such as the Terms of Reference, interim reports, final
evaluation report and the Ministerial response following the
evaluation). Next, we held a minimum of two interviews for
each evaluation, one with the evaluator(s) and one with the policy
maker who was most closely involved in the evaluation and who
was the main contact person for the evaluation team. In all but
one case, we could interview the so-called IOB ‘inspector’ and the
IOB researcher in charge of the evaluation. In addition, we sent a
questionnaire to other policy makers who were having a
substantial role in the evaluation. The latter being for instance
policy makers who had partaken in the reference group, who
served as a respondent in the evaluation, or who were responsible
for writing the policy response on the evaluation.
Identifying conditions with most explanatory potential. On the
basis of the triad of sources, only five evaluations qualify as being
used in an instrumental way. This is already worth highlighting:
also in the evaluation mature setting of IOB, not half of the
evaluations are instrumentally used. The observation tends to
support the criticism that evidence-based policy is often unrea-
listic and relying on a too rational and linear approach to policy
making (e.g., Sanderson, 2006; Strassheim and Kettunen, 2014).
Still, with Carey and Crammond (2015, p. 1021), we argue that we
should be careful not to throw the baby out with the bathwater. In
five cases, the evaluations were indeed used in a tangible way,
prompting the question what distinguishes them from the rest.
To solve this complex puzzle, the above longlist of factors
(Table 1) explaining use served as our starting point. We only
scrutinized those conditions that concern the organizational level.
After all, at the national level policies are very rarely decided upon
by one person alone (Weiss, 1998). As such, explanatory
attributes merely relating to characteristics of individual civil
servants fell out of the scope of this study. Taken this altogether,
we ended up with a series of 18 factors, grouped along 6
categories, which display strong parallels with the categories of
our literature review. The categories concern:
1. Contact between evaluator and policy makers,
2. Political context,
3. Timing of the study,
4. Evaluation characteristics,
5. Evaluator characteristics,
6. Characteristics of the policy department.
The overview of all factors per category can be consulted in the
supplementary materials. We also list which measures we used to
operationalize each of the factors in a qualitative way. During the
data collection process, it turned out that some factors proved not
relevant for further analysis. For a substantial number of factors,
we observed no or only very little variation across the evaluations.
This is largely to be interpreted in light of IOB’s evaluation
maturity. For instance, for all factors relating to the ‘contact
between evaluator and policy maker’, evaluations scored quasi-
identical. IOB established a certain routine in this respect, which
makes that evaluation processes occur in relatively similar ways in
terms of the ‘frequency of contact between evaluator and policy
makers’, the ‘formality of the contact’, as well as for ‘timing of
contact’. Similar observations apply to ‘evaluation quality’ or
‘readability of the evaluation report’, which were perceived as
almost constant across the cases. IOB developed a stringent
quality assurance system, resulting in the observation that all
evaluations are seen as of relatively good quality and well-written.
Also ‘the credibility of evaluators’ was perceived as generally high
across the board. These observations should not be interpreted
wrongly, as if these factors should be given less attention to when
engaging in policy evaluations. However, for the case of IOB, with
a strong evaluation tradition, they are not sufficient to account for
differences in evaluation use.
Other than these relatively stable factors, we excluded a few
others which proved difficult to measure in a reliable way, at least
with our data collection strategy. The ‘feasibility of recommenda-
tions’ is one of them. In practice, evaluations included a mixture
of recommendations of which some were deemed feasible and
others not. Also, respondents struggled to indicate what they
conceived feasible. In many instances, it was neither possible to
analytically distinguish the feasibility of recommendations from
the dependent (outcome) variable. In the same vein, we could not
obtain reliable findings when investigating whether it was the
evaluator and/or the policy maker who took the initiative for
contact. Respondents could often not remember who actually
initiated the contact, and/or evaluators and policy makers
frequently gave inconsistent responses.
Importantly, QCA requires researchers to craft an explanatory
model based on both theoretical insights and empirical informa-
tion on these variables in the context of specific cases (Marx and
Dusa, 2011, p. 104). Also, in QCA model building, a good ratio
between conditions and cases is essential to obtain valid findings
(Schneider and Wagemann, 2010). With 18 cases, it is advisable
to limit the model to four conditions (Marx and Dusa, 2011,
p. 104). From the data collection the four factors below appeared
most relevant in case of the IOB, and qualify as potentially of
strong importance in understanding instrumental evaluation use:
- the political salience of the evaluation (cfr. Ledermann, 2012;
Barrios, 1986, p. 111). While many possible approaches exist to
measure political salience, we opted for a conceptualization
(see Table 2) derived from conversations with policy makers
before the data collection phase. As we focused on the use of
the evaluations in making policy decisions, we deliberately
accounted for this policy makers’ perspective.
- timing of the evaluation process (Bober and Bartlett, 2004,
p. 377; Boyer and Langbein, 1991, p. 527; Rockwell et al., 1990,
p. 392; Shea, 1991, p. 107). While most studies usually approach
timing by asking policy makers whether the evaluation was on
time/too early/ too late, we take a more objective stance. We
analyze in particular whether it matters if the evaluation runs in
parallel to the policy formulation process in which new policy
measures are drafted or old ones are revised.
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- whether the study generates novel knowledge, not previously
known to policy makers (Ledermann, 2012, p. 173; Johnson
et al., 2009, p. 385).
- clear interest in the evaluation among the main policy maker(s)
involved (see e.g., Johnson et al., 2009; Leviton and Hughes,
1981; Patton et al., 1977, Preskill et al., 2003).
While all these factors have been given considerable attention in
the evaluation literature, evidence about their relevance for
evaluation use if often mixed, and frequently running in opposite
causal directions. The question is then whether more causal clarity
can be obtained by unraveling how these factors interact with each
other, and whether different combinations can be identified?
Qualitative comparative analysis. Qualitative Comparative Ana-
lysis (QCA) as a method lends itself very well to study such causal
complexity. By systematically comparing evaluations as configura-
tions of conditions (i.e., factors), we can search for prevalent pat-
terns and identify redundant conditions that do not seem to make a
difference in explaining evaluation use. As a set-theoretic approach,
QCA aims to identify so-called ‘necessary’ and ‘sufficient’ (combi-
nations of) conditions. Will a condition (or a combination of con-
ditions, i.e., configuration) be sufficient, the outcome should appear,
whenever the condition is present. A (combination) of condition(s)
found as necessary implies that it will always be present/absent
whenever the outcome is present/absent (Pattyn et al. 2019).
QCA comes with assumptions of equifinality, conjunctural
causation, and asymmetric causality. Equifinality means that there
are usually multiple causal combinations of factors leading to a
particular outcome, i.e., the use of policy evaluations. Multiple
conditions can be sufficient for an outcome, of which none is
actually necessary. Conjunctural causality refers to the idea that a
combination of factors, instead of a single factor, might cause an
outcome to occur. Asymmetric causality, finally, implies that if the
presence of a particular (combination of) conditions is relevant for
the outcome, its absence is not necessarily relevant for the absence
of the outcome. To compare the cases in a systematic and formal
way, QCA uses Boolean logic. The present research relied on the
original crisp set version of QCA. Crisp set QCA requires to
‘calibrate’ (code) all conditions (and the outcome) in binary terms
1 and 0, expressing qualitative differences in kind. Conditions
assigned a score of 1 should be read as present, while a score of 0 is
to be regarded as absent. To arrive at this score, we largely applied
the step-wise approach outlined by Basurto and Speer (2012).
They describe how to transform qualitative data in QCA. First,
and as mentioned, we developed measures to operationalize each
of the conditions in a qualitative way. On this basis, we collected
data on each measure using documents, interviews and the survey.
We subsequently summarized all information for each evaluation,
and checked this for consistency. This helped us to define the
crisp-set values, 1 or 0. In the last step, we assigned the values of
the conditions for each evaluation. Table 2 explains how we
calibrated each of the conditions. A condition is absent if the
evaluation did not meet this conceptualization.
The Supplementary Materials include the so-called ‘truth table’,
which lists all possible configurations leading to a particular
outcome, i.e., use or non-use. More extensive ontological and
technical details about the method and its procedures can be
found in specialized textbooks such as Ragin (1987, 2000, 2008),
Rihoux and Ragin (2009), and Schneider and Wagemann (2012).
Findings
Prior to searching for the combinations of conditions being suf-
ficient for use or non-use in the IOB setting, QCA practice
requires to verify whether there are any necessary conditions for
use, or non-use.3 Table 3 presents the results of the analysis of
necessity, restricted to the four conditions that we identified as
potentially explanatory powerful.
As becomes clear, in all IOB evaluations which qualify as being
used, the evaluation took place in parallel to the drafting process
of a new policy [Timing=Present]. In these evaluations, policy
makers also clearly expressed interest [Interest=Present]. Yet,
while ‘necessary’ strictly speaking, both conditions are to some
extent ‘trivial’, as they are not unique to the ‘success’ cases only.4
Also in the instances where the evaluations were not used, these
conditions are often present. Interestingly though, we cannot
identify any necessary conditions for ‘non-use’.
Table 4 presents the results of the analysis of sufficiency5 for
the presence of evaluation use. We can identify one ‘path’ being
associated with evaluation use, which includes the necessary
conditions ‘Timing’ and ‘Interest of policy makers’, but also
highlights the importance of novel knowledge revealed by the
evaluation. In formal terms, this solution can be presented as
(with * referring to logical ‘AND’; and capital letters implying the
‘presence’):
TIMING * NOVEL KNOWLEDGE* INTEREST → USE
Of the five evaluations that are indeed used, four evaluations
are covered by this ‘solution’, to put it in QCA terms. Impor-
tantly, of the cases that are not used, none displays this combi-
nation of conditions.
When turning to the analysis of the absence of instrumental
use, the causal picture is more complex, with three different paths
that can be distinguished (Table 5).
In formal terms, this can be presented as (‘+’ to be read as
‘logical OR’; and small letters reflecting the absence of
conditions):
Table 2 Calibration of conditions.
Condition Present (=1) if:
Politically salient An evaluation is considered politically salient, if perceived as high on the political agenda both by evaluators, as
well by policy makers; or when perceived as politically sensitive.
Timing in parallel to policy formulation An evaluation is considered as timely, when the policy department was working on a new policy or major policy
changes during the existing data collection and/or during the writing stage of the report. A new policy or major
changes include a complete change of the existing policy, as well as major changes in focus, scope, or goals.
Novel knowledge The evaluation contains new knowledge if the main policy maker(s) profess that the evaluation presented in
the evaluation report is novel to them. With the ‘main’ policy maker(s), we refer to the policy makers with
direct responsibility for the formulation for the policy. The ‘main’ policy maker(s) are to be distinguished from
the ‘relevant’ policy makers, which include all policy makers that are directly or indirectly involved in the policy.
Interest shown by policy makers Policy makers display high interest in the evaluation, if (1) the ‘main’ policy maker held a presentation of the
evaluation findings to all relevant policy makers; or (2) if the main policy maker(s) pitched the evaluation
findings during a staff meeting with all relevant policy makers; or (3) if the main policy maker suggested at
least one question for the policy evaluators to address.
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timing * novel knowledge + POLITICAL * novel knowledge *
interest + timing * INTEREST → use
Altogether, these three paths cover ten of the thirteen evaluations
that did not result in instrumental use. Again, there are no eva-
luations among the ‘successful’ cases that share any of these
configurations.
Discussion
Of the longlist of potential barriers and facilitators for evaluation
use that we started from, we identified four conditions with
potentially strong explanatory power for the mature evaluation
setting of IOB: the timing of the evaluation, its political salience,
whether policy makers show clear interest in the evaluation, and
whether the evaluation presents novel knowledge. Of these con-
ditions, an appropriate timing of the evaluation, and clear interest
among policy makers prove ‘necessary’ for evaluation use to take
place, which is a first important observation. As for timing, our
study further highlights the relevance of having the evaluation
running in parallel to the policy formulation process. Yet, the
mere presence of these two conditions is not sufficient for eva-
luation use. Whether the evaluation is picked up will also depend
on the novelty of the knowledge being generated, as we have
shown in our analysis. For four of the five evaluations that were
indeed used, these three conditions together turn out to be suf-
ficient for use to take place. If these conditions are met, it does not
seem to matter whether the issue is perceived as politically salient.
All three facilitators can clearly strengthen each other and are
not fully independent: policy makers with clear interest in the
evaluation will be incentivized to ask specific questions during the
evaluation process, which increases the chances of novel
knowledge being generated. In turn, it can be speculated that a
policy maker’s interest will also depend on the timing of the
evaluation. If the evaluation takes place while policy makers are
dealing with the revision of existing policy, or when drafting new
policy, there will be more reason to engage in the evaluation, and
to ask specific questions. It is an encouraging observation as well
that political salience matters less, precisely because this an ele-
ment that is often beyond control of policy makers and
evaluators.
More insights can be obtained from analyzing the cases that
were less successful in terms of instrumental use. The causal picture
is more complicated for these evaluations, with no less than three
different ‘recipes’ for non-use. We could not identify any necessary
conditions for non-use. A first path revolves around the absence of
novel knowledge, and an inappropriate timing of the evaluation.
Logically, when policy makers are not working on new policy or
major policy changes, there will be less opportunity to make use of
the evaluation findings, especially if the evaluation neither gen-
erates novel knowledge. Empirically speaking, this first path has
most explanatory power. In a second path, the absence of novel
knowledge returns again as a major barrier for use in a politically
salient setting, in combination with a lack of evaluation interest
among policy makers. Again, when there is no new knowledge
generated, and if policy makers do not show genuine interest, there
is hardly any reason for the evaluation being used. A third path,
applying to two empirical cases, confirms once more the impor-
tance of timing: even if policy makers have some interest in the
evaluation, but if the evaluation does not take place at the right
timing, there may not be possibilities for evaluation use. In at least
one of the cases, it was explained that the policy makers were
intrinsically interested in the evaluation results, but that manage-
ment was not eager to act upon the evaluation. In other studies,




No use Use Timing in parallel to
policy formulation
[Timing]
No use Use Novelty of
knowledge [Novel
knowledge]




Absent 5 1 Absent 9 0 Absent 11 1 Absent 6 0
Present 8 4 Present 4 5 Present 2 4 Present 7 5
Table 4 Sufficiency analysis for the presence of use.
Political Timing Novel knowledge Interest Consistency Raw coverage
1: ● ● ● 1 0.8
Solution consistency: 1/Solution coverage: 0.8
● denotes presence of a condition in the solution. Note: unique coverage is not displayed, as it is identical to the raw coverage.
a The consistency score indicates the segment of the evaluations characterized by this combination. With a consistency score of 1, all four cases that have ‘presence of timing, interest and novel
knowledge’ are indeed used. The ‘solution consistency’ score shows the consistency of the entire solution.
b The raw coverage score indicates the segment of cases where use is present and sharing this combination of conditions. A raw coverage of 0.8 means that 4 out of the 5 cases where use was present
share the combination of the factors ‘presence of timing, interest and novel knowledge’. The solution coverage shows the coverage of the entire solution.
Table 5 Sufficiency analysis for the absence of use.
Political Timing Novel knowledge Interest Consistency Raw coverage Unique coverage
1: ɵ ɵ 1 0.54 0.23
2: ● ɵ ɵ 1 0.23 0.08
3: ɵ ● 1 0.31 0.15
Solution consistency: 1/Solution coverage: 0.77
● denotes presence of a condition in the solution; ɵ denotes the absence of a condition.
a Some cases can be represented by multiple paths. The unique coverage score indicates the segment of cases represented by a particular path.
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focusing on reasons behind evaluation inactivity (Blinded for
review), it was already shown that managerial attitudes to evalua-
tion are an important aspect to consider.
Conclusion
In the evaluation literature, one can identify a plethora of facil-
itators and barriers for evaluation use. It can be assumed, how-
ever, that such facilitators/barriers will not be equally at play in all
organizations. Especially in organizations with a strong evalua-
tion tradition, there are usually built-in guarantees to make sure
that evaluations reach certain minimum quality standards. Still,
also in such organizations, as the IOB case shows, it is not self-
evident that evaluations are indeed used. On the contrary, of the
eighteen evaluations that we studied, only five were perceived as
being used, at least in an instrumental way. As such, this confirms
that policy making is highly complex, and that it would be naive
to think that evidence would be used in a linear and rational way
(Strassheim and Kettunen, 2014). This will even more apply to a
wicked policy setting as development cooperation, where inter-
ventions tend to be complex, and multiple stakeholders often
hold competing interests (Holvoet et al., 2018). Policy evaluation
will always remain an intrinsic political undertaking (Weiss,
1993), irrespective of the evaluation maturity of a public sector
organization.
Of course, future research ideally verifies whether our find-
ings hold true for other evaluation mature settings, and in
settings characterized by a knowledge regime, different from
the Dutch consensus-style tradition (Jasanoff, 2011; Strassheim
and Kettunen, 2014). A more in depth engagement with the
type of knowledge regime could also help understanding what
makes an evaluator being perceived as reliable, or results
credible. In our study we did not open this blackbox. Also,
while we scrutinized a relatively long range of explanatory
factors for evaluation use, a more extensive review beyond the
disciplinary boundary of the evaluation field would potentially
yield other relevant factors. Similarly, we primarily focused on
the point of view of civil servants, leaving aside politicians’
perspectives on evaluation use or other political variables.
Finally, it could be valuable to consider other policy fields.
Development cooperation is one of the fields where one can
typically find a lot of evaluation practice, and where internally
independent evaluation units, such as IOB, often have a key role
in generating evaluations (Stockmann et al., 2020). This makes
it a rather particular evaluation setting.
These limitations notwithstanding, the analysis provides useful
insights on the link between knowledge production and use, and
points at important elements to consider in deciding who to
involve in the evaluation process and when evaluations are ideally
set up to minimize research waste (Oliver and Boaz, 2019). The
contribution highlights the importance of interest among policy
makers for the evaluation, and engaging them in the evaluation
process. Providing policy makers the opportunity to suggest
evaluation questions seems key in this regard. As mentioned by
one of our respondents, the Dutch Ministry of Foreign Affairs is
characterized by a fast-changing policy setting, which leaves little
time for reflection and learning among policy makers. Under
these circumstances, it is no big surprise that an evaluation will
only be used when the main policy maker(s) is really dedicated to
doing so. In the same vein, we observed that ex post evaluations
are perceived as timely, especially when taking place simulta-
neously with drafting new/changed policy measures. As such, our
research fine-tunes available evidence (Leviton and Hughes, 1981;
Johnson et al., 2009) that demonstrates the importance of timing,
but which did not detail what an appropriate timing is. Other
than this, and especially interesting in light of the political nature
of evaluation, the analysis shows that the use of evaluations is
not hindered, but neither promoted by an issue being political
salient. As political salience that is less malleable by policy
makers, this in itself is an encouraging observation, and puts
previous research on the issue in a different light (e.g., Leder-
mann, 2012; Barrios, 1986).
Methodologically, by relying on QCA, we could reveal how
these factors precisely interact. True, given the relatively low
number of cases, we were constrained in the number of condi-
tions that we could include in the analysis. Nonetheless, via the
method, we could identify multiple paths to use or non-use which
echoes the multiple conjunctural nature of evidence utilization
(Ledermann, 2012). Also, the analysis confirmed that evidence
use, and non-use is best to be conceived from a causally asym-
metric approach, with different explanations being accountable
for use, and for non-use. While the barriers and facilitators’
approach can be conceived as reductionist in itself, it can help to
get a systematic overview, and to identify certain patterns across
research and evaluation studies. Given its ontological character-
istics, the method also has much potential, we believe, to advance
the broader research agenda on evidence use.
Data availability
The QCA ‘truth table’ generated and analyzed during this study
can be consulted in the Supplementary Materials. A replication
document can be achieved from the authors upon request.
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Notes
1 The list of evaluations can be received from the corresponding author upon reasonable
request, and after approval by IOB.
2 Policy reviews are mandatory reviews of policies conducted at least once every seven
years. The specifications for this specific type of evaluation are laid down in the
Regeling Periodiek Evaluatieonderzoek. https://wetten.overheid.nl/jci1.3:c:
BWBR0040754&paragraaf=2&artikel=3&z=2018-03-27&g=2018-03-27.
3 The QCA analysis has been conducted in R (packages QCA, QCA3; SetMethods).
4 The coverage score for timing is 0.56 and for interest 0.42. QCA denotes this as ‘low
coverage’, or ‘trivial’ (Schneider and Wagemann, 2010, p. 144).
5 Conservative solution: we did not make any assumptions on the logical remainders,
i.e., the combinations of conditions that are logically possible, but for which we do not
have any empirical observations.
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