Abstract. We consider an inverse scattering problem (ISP) for the acoustic equation utt = c 2 (x)∆u, u| t=0 = 0, ut| t=0 = δ(x), x ∈ R 3 . The ISP consists of the determination of the speed of sound c(x) inside a bounded domain Ω ⊂ R 3 given c(x) outside Ω and measurements of the amplitude u(x, t) of the sound at the boundary ∂Ω, u| ∂Ω = ϕ(x, t). This problem is nonoverdetermined since only a single source location at {0} is counted. Assuming regularity of the rays generated by c(x) and using the Carleman's weight functions, we construct a cost functional J λ . The main result is Theorem 3.1, which claims global strict convexity of J λ on "reasonable" compact sets of solutions. Therefore, global convergence on such a set of a number of standard minimization algorithms to the unique global minimum of J λ (i.e., solution of the ISP) is guaranteed. This in turn shows a possibility of constructions of numerical methods for this ISP which would not be affected by the problem of local minima.
1. Introduction. Let c(x) be the speed of sound at the point x ∈ R 3 , c(x) ≥ const > 0. The amplitude u(x, t) of the sound waves propagating in R 3 from the point source located at {0} is governed by the wave equation
2 (x) △ u, x ∈ R 3 , t ∈ (0, T ), (1.1) u| t=0 = 0, u t | t=0 = δ(x).
Let Ω ⊂ R 3 be a bounded domain with a piecewise smooth boundary ∂Ω and {0} / ∈ Ω. We work with the following inverse scattering problems (ISPs). ISP 1. Assume that function c(x) is given outside of Ω and is unknown inside of Ω. Determine c(x) for x ∈ Ω assuming that the following function ϕ(x, t) is given:
u| ∂Ω×(0,T ) = ϕ(x, t).
Function ϕ can be interpreted as the result of measurements of the sound's amplitude. This problem has well-known applications in geophysics and ocean acoustics.
Solving the outer boundary value problem u tt = c 2 (x) △ u, x ∈ R 3 \Ω, t ∈ (0, T ), u| t=0 = 0, u t | t=0 = δ(x), u| ∂Ω×(0,T ) = ϕ(x, t), one can uniquely determine function u(x, t) outside of Ω. Hence, the following function ξ(x, t) is given as well: ∂u ∂n | ∂Ω×(0,T ) = ξ(x, t). Now, with the case of backscattering data in mind, we consider a more complicated ISP. Namely, let ω ⊂ ∂Ω be a part of ∂Ω.
ISP 2. Assume that function c(x) is given outside of Ω and is unknown inside of Ω. Determine c(x) for x ∈ Ω assuming that the following two functions are given:
u| ∂Ω×(0,T ) = ϕ(x, t), ∂u ∂n | ω×(0,T ) = ξ(x, t), t ∈ (0, T ). (1.2)
As follows from our method, precise values of the function ϕ at ∂Ω\ω = ω 1 are not important. Rather, bounds for ϕ and its derivatives up to the second order are important at ω 1 in order to keep u(x, t) bounded. Therefore, one can consider ISP 2 as an ISP with the backscattering data only.
Remarks (also, see a relevant discussion in section 5). (i) In the case of backscattering data, the function ϕ is usually only given at ω×(0, T ) rather than at ∂Ω×(0, T ). However, it follows from our method that one can prescribe reasonable "pseudo" values for this function at (∂Ω\ω) × (0, T ). Given the right choice of parameters λ and ν in the Carleman's weight function (Theorem 3.1), these pseudovalues will provide very little impact on the solution c(x) at the points x located far from ∂Ω\ω. The real role of these pseudovalues is to provide an upper bound for the solution. In terms of estimates given below, we would not be able to obtain the "Lipshitz-like" Carleman estimate in the form of Theorem 4.1 without a boundary condition at ∂Ω\ω. Rather, we would obtain a "Hölder-like" Carleman estimate. To see this, one might compare Theorem 8.3.1 in [3] with Theorem 3 in Chapter 4, section 1 in [8] . In [3] , the function u ∈ C ∞ 0 (Ω) leads to the Lipshitz-like Carleman estimate, whereas in [8] , u does not have zero boundary values, which leads to a Hölder estimate. The difference between Theorem 4.1 below and Theorem 8.3.1 in [3] is that, unlike [3] , we assign a single boundary condition only at ∂Ω\ω.
(ii) Even in the case of backscattering data, the function ξ(x, t) in (1.2) can often be computed, rather than given a priori. The following example clarifies this statement. Suppose that the function c(x) is given in the half-space {x 3 > 0} and is unknown for {x 3 < 0} . Also, let the function ϕ(x, t) = u| {x3=0}×(0,T ) be given for all (x, t) ∈ {x 3 = 0}×(0, T ). Then, function ξ(x, t) can be computed for {x 3 = 0}×(0, T ) as the solution of the corresponding boundary value problem in the half-space. Let R be a positive constant. Assume that one wants to find function c(x) for x ∈ {|x| < R, x 3 < 0} only, rather than for all x ∈ {x 3 < 0} . Denote Ω = {|x| < 2R, x 3 < 0} , ω = {|x| < 2R, x 3 = 0} , ∂Ω ′ = Ω\ω.
Next, assign reasonable "pseudo" values for the function
Then, given the right choice of parameters λ and ν in the Carleman's weight function in (3.2), our method should provide a good approximation for the function c(x) for x ∈ {|x| < R, x 3 < 0} . A variety of numerical methods for different versions of multidimensional coefficient ISPs including inverse acoustic problems has been developed in the past; cf. [1] and references cited therein. However, in nonlinear situations, these methods do not guarantee the absence of the local minima of cost functionals. In this paper we construct such a cost functional J λ for the ISP 2, which is globally strictly convex on "reasonable" compact sets of solutions.
Thus, J λ does not have local minima in the interior of such a compact set. Further, by Tikhonov's principle [9] , one should assume that a solution of the ISP 2 exists and belongs to the interior of a given compact set, at least in the case of noiseless data. Hence J λ attains its unique global minimum at an interior point of this compact set. Finally, in the case of a presence of a small-level noise in the data, convexity of J λ implies that its unique global minimum is attained at a point which is close to the solution for the noiseless data (the corresponding result easily can be derived using the general framework of the theory of ill-posed problems [1, 9] ).
Our main idea consists of the use of the Carleman's weight functions α 2 (x), which are involved in the Carleman estimates for Laplace's operator (see Theorem 4.1). For this reason, we call our technique Carleman's weight method (CWM). The major "price" for our method is an assumption that a function associated with u(x, t) has a finite number N of Fourier harmonics with respect to t for an orthonormal basis in L 2 -space. That is, we work with the Galerkin approximation without proof of its convergence as N → ∞. Thus, N is the regularization parameter for this ill-posed problem. Note that such an assumption is usually quite acceptable in numerical methods. In fact, all the preceding algorithms deal with some similar assumptions (implicitly or explicitly). We also note that the proof of convergence of our technique as N → ∞ would almost inevitably lead to the proof of a global uniqueness theorem for this ISP. The latter, however, is a long-standing unsolved problem; cf. [7, 8] .
The global convexity of cost functionals for similar 3-dimensional hyperbolic and parabolic ISPs was established by CWM in [2, 5] . However, only coefficients at the lower order derivatives were reconstructed in these references.
CWM consists of two main steps. First, by eliminating the unknown coefficient, one obtains a special boundary value problem for an elliptic system of nonlinear PDEs. Second, to solve this system, one constructs a cost functional J λ . The presence of the Carleman's weight function in J λ together with the Carleman estimate for Laplace's operator ensures the global strict convexity of J λ .
In section 2, we obtain a nonlinear elliptic system convenient for treatment by CWM. In section 3, we construct the cost functional J λ and prove its convexity. In section 4, we derive the Carleman estimate. Section 5 is devoted to discussion.
2. Nonlinear elliptic system convenient for CWM. In this section, we use the detailed study of propagation of singularities of the hyperbolic Cauchy problem (1.1) being undertaken in the book [8] . For x 0 , x ∈ R 3 , let τ (x, x 0 ) be the travel time of the sound traveling from x 0 to x. Then, function τ (x, x 0 ) satisfies the eikonal equation
This equation generates the family of rays L(x, x 0 ) along which the first arrival signal travels from x 0 to x. One also calls these rays geodesic lines generated by Riemann's matrix
The following functional τ (M ) attains its minimum value on the geodesic line L(x, x 0 ) (this is Fermat's principle):
where M (x, x 0 ) is a smooth curve connecting x 0 with x.
Regularity assumption.
In what follows, we will always assume that the family of geodesic lines is regular in R 3 ; i.e., for every two points x 0 , x ∈ R 3 , there exists a unique geodesic line L(x, x 0 ) connecting them.
Denote τ 0 (x) = τ (x, 0). The surface {t = τ 0 (x)} in R 3 × (0, T ) defines the characteristic cone for the solution of the hyperbolic Cauchy problem (1.1). So, u(x, t) = 0 for t < τ 0 (x). Thus, we will consider function u(x, t) above this cone only. Let
consists of singular and regular parts which we denote u 0 and u 1 , respectively, where u = u 0 + u 1 . CWM requires that
By [8] and to ensure (2.2), we impose somewhat excessive smoothness conditions on the function c(x) (these conditions might likely be relaxed in practical computations). Theorem 4.1 of [8] can be reformulated as follows in our case.
(where s ≥ −1 is an integer), and H(t) be the Heaviside function. Then the solution of the Cauchy problem (1.1) has the form
where
Hence, the singular part of the function u is
and the regular part is
Thus, to ensure that u 1 ∈ C 2 (G), we take s = 3, l = 13, and
Remark. Because of the singular part (2.3) in the function u(x, t), functions τ 0 (x)| ∂Ω and ∂τ0(x) ∂n | ω easily can be determined from u(x, t)| ∂Ω×(0,T ) and ∂u ∂n (x, t)| ω×(0,T ) . Now we replace the cone {t = τ 0 (x)} with the hyperplane {t = 0} . To do this, we introduce a new function W (x, t):
Here the integral of the singular part u 0 of the function u is understood in the conventional setting as (see (2.3 
Hence,
Because of (1.1), (1.2), and (1.5), function W satisfies the following conditions:
where functions ϕ 1 and ξ 1 are generated by the functions ϕ and ξ due to the transformation (2.5).
An inconvenience of equation (2.8a) is that highest order derivatives fall on two unknown functions rather than just a single one: W (x, t) and τ 0 (x). So, to obtain a system of the equations with respect to τ 0 and W, we take t = 0 in (2.8a). Then, using (2.8b) and (2.8c), we obtain
To find the Dirichlet and Neumann data for τ 0 (x), we analyze singularities of functions ϕ and ξ in (1.2) at t → τ + 0 (x) due to the propagation of the singularity in (2.3). Hence, the following two functions are known as well:
We cannot solve the nonlinear system (2.8)-(2.10) in its present form. So, we simplify this system by cutting off Fourier harmonics for W (x, t) with respect to t.
be Fourier coefficients of the function W (x, t) with respect to this basis,
Choose an integer N > 1; we then impose the following assumption.
Main assumption. Denote
where ϕ 1n (x) and ξ 1n (x) are Fourier coefficients of the corresponding functions in (2.8d). So, we assume that function v satisfies exactly the same conditions (2.8a)-(2.8c), (2.9), and (2.10) as does function W, whereas (2.8d) is replaced with
Therefore, we arrive at the following nonlinear system of PDEs:
Remark. Because of the finite-dimensional Fourier approximation, the existence of a solution to the system (2.8a)-(2.8d) does not necessarily imply the existence of a solution to the system (2.11a)-(2.11e). This is a major shortcoming of our main assumption, since we cannot evaluate our method as N → ∞ (also, see the discussion below). However, we think that the finite-dimensional time dependence assumption is acceptable for numerical methods. In addition, Theorem 3.1 guarantees that our method finds a vector-valued function (v, τ 0 ), which provides a minimal discrepancy between left-and right-hand sides of (2.11a) and (2.11d), provided, of course, that a solution of the minimization problem (3.2) does exist and belongs to the interior of the set K 2 (this last assumption is very similar to the classical Tikhonov's "compact set principle"; see also the remark after the statement of Theorem 3.1).
Further, introduce vectors (ϕ 11 (x) , ..., ϕ 1N (x)) , and Ψ(x) = (ξ 11 (x), ..., ξ 1N (x)) .
Let [ , ] denote the dot product in R
N . Choose an integer n, 1 ≤ n ≤ N, multiply both sides of (2.11a) by a n (t), and integrate it over the time interval (0, T 1 ). We obtain the following nonlinear elliptic system of the second order:
where B is an N × N matrix with the elements
While the form of the system (2.12) is almost what we need, it is still a bit inconvenient because of the nonzero boundary conditions. Hence, to obtain zero boundary conditions, we assume that there exists a given N -dimensional vector-valued function F (x) and a given real-valued function g(x) such that
Then (2.12) and (2.13) lead to
So, our goal below is to solve the system (2.14), (2.15). Given the solution (P, r) of this system, one easily can reconstruct the function τ 0 (x) and, therefore, c(x). We also note that while zero boundary conditions for the vector (P, r) are convenient for theoretical analysis, in practical computations, one can likely work with the nonzero conditions for the vector (Q, τ 0 ) in (2.12).
3. Uniformly strictly convex cost functional. To solve the system (2.14) and (2.15), we introduce a weighted cost functional J λ . As the weight function, we choose the Carleman's weight function, i.e., one involved in the Carleman estimate for the Laplacian operator (see Theorem 4.1).
Choose a point x 0 ∈ R 3 \Ω such that there exists a part ω 1 ⊆ ω for which (x − x 0 , n(x)) < 0 for all x ∈ ω 1 and (x − x 0 , n(x)) ≥ 0 for all x ∈ ∂Ω\ω 1 , where n(x) is the outward pointing unit normal to ∂Ω and ( , ) is the dot product in R 3 . Without loss of generality, we will always assume that Ω ⊂ |x − x 0 | < 1 2 . Consider functions
where λ and ν are large positive parameters to be chosen later. Because of the Carleman estimate of Theorem 4.1, we call α(x) Carleman's weight function. Let x 1 be the point on ω 1 closest to x 0 . It is important for our method that Carleman's weight α(x) attains its maximum value at x 1 and decays exponentially in Ω with respect to the distance from x 1 . The level surfaces of α(x) are spheres with the center at x 0 . Remark. It can be shown that if, for example, Ω is a cube, Ω = (1, a) 3 with a = const > 1 and ω = {x 3 = 1} ∩ ∂Ω, then one can choose α(x) in a simpler way as α(x) = exp(λx We will say that a k-dimensional vector-valued function β(x) belongs to H 2 0 (Ω) if all of its components belong to H 2 0 (Ω). The same is true for any other Banach space which will be used below. For the norm · of such a Banach space, we define the norm of β as
Because of (2.14), denote
, and V (S) = (V 1 (S), V 2 (S)) .
Clearly, S ∈ H 2 0 (Ω) and V (S) is an (N + 1)-dimensional vector. Introduce the cost functional J λ (S) as
is the square length of the (N + 1)-dimensional vector V (S) − R. So, by (2.14) and (2.15), one should find such an (N + 1)-dimensional vector-valued function S = S ∈ H 2 0 (Ω) that provides the minimum of the functional J λ ,
First, suppose that the data F and g are given without noise and that
It also follows from the strict convexity of J λ (Theorem 3.1) that even if functions F and g are given with noise, which is sufficiently small in the H 2 (Ω)-norm, then the point S of the unique global minimum of J λ (on the compact set K 2 introduced below) is close to the solution S * for the noiseless data, provided, of course, that S * exists. The existence of S * , however, should be assumed a priori by Tikhonov's approach to ill-posed problems; cf. [1, 9] . By Tikhonov's principle [9] , we will minimize J λ over "reasonable" compact sets introduced below.
In what follows, C will denote different positive constants depending only on Ω, ω 1 , and x 0 . Let m 1 = const > 0 and
Likewise, we want to bound from the above C 1 -norms of all vector-valued functions S = (P, r) under consideration. Therefore, let m 2 and m 3 be two positive constants, m 2 < m 3 . Then K 2 = K 2 (m 2 , m 3 ) will denote a compact set of vector-valued functions S = (P, r) ∈ H 2 0 (Ω) ∩H 3 (Ω) such that [A, P + F ] ≥ m 2 for all (F, g) ∈ K 1 and all (P, r) ∈ K 2 (3.5) and
Note that because of (2.11c), [A, P + F ] > 0, which explains (3.5). Inequalities (3.5) and (3.6) imply that K 2 is a convex set in H 2 0 (Ω). In addition, by Sobolev's embedding theorem, K 2 ⊂ C 1 (Ω) and
So, in working on a computational implementation of our method, one should assume, by Tikhonov's principle, that in the case of noiseless data, solution S * of problem (2.14) does exist and belongs to the interior of K 2 [9] .
The following theorem is the main result of this paper. Theorem 3.1. Let Ω be a convex bounded domain, 0 / ∈ Ω, the speed of sound c(x) ≥ const > 0, c(x) = const outside of Ω, c(x) ∈ C 17 (R 3 ), the family of geodesic lines generated by c(x) be regular in R 3 , and τ 0 (x) = τ (x, 0) be the travel time from the source {0} to the point x. Then there exist large positive parameters ν 0 = ν 0 (Ω, ω) and λ 0 = λ 0 (Ω, ω, N, K 1 , K 2 ) such that for ν = ν 0 , all λ ≥ λ 0 , and for all (F, g) ∈ K 1 , the cost functional J λ (S) in (3.2) is uniformly strictly convex on the convex compact set
That is, for all (F, g) ∈ K 1 and S, (S + h) ∈ K 2 , where ||h|| H 2 (Ω) < 1, ν = ν 0 , and λ ≥ λ 0 , the following inequality is valid:
where J ′ λ is the Frechet derivative of J λ at the point S and C 1 is a positive constant,
, but does not depend onS, h, F, and g.
Remark.
There is a question, of course, on how "big" the set K 2 is. First, K 2 is a compact set in H 2 (Ω), which suits the Tikhonov's principle [9] well. Second, the "size" of K 2 depends on the constants m 2 and m 3 in (3.5), (3.6). So, given m 2 , the size of K 2 can be big if m 3 is a big number. The bigger the size of K 2 , the larger the value of λ 0 one should use in Theorem 3.1.
Proof. In this proof, C 2 will denote different positive constants depending on the sets K 1 and K 2 only, i.e., on the constants m 1 , m 2 , and m 3 in (3.3)-(3.6). But constants C 2 do not depend on λ, ν, S, and h.
The proof consists of two steps. First, using algebraic manipulations and the Cauchy-Schwarz inequality, we prove that
Second, the Carleman estimate of Theorem 4.1 implies that the first term of the right-hand side of (3.7) dominates the rest.
To establish (3.8), we evaluate J λ (S + h) − J λ (S) and single out the derivative J ′ λ (S)(h). By (3.2),
Let h = (h 1 , h 2 ), where h 1 and h 2 represent P and r, respectively. Then a routine algebraic analysis of (3.1) implies that
where L 1 and G 1 are the linear and nonlinear parts, respectively, of this difference with respect to h. Namely,
Also, G 1 satisfies the following estimate:
Similarly,
where L 2 and G 2 represent the linear and nonlinear parts, respectively, of this difference with respect to h:
Again, we remark that constants C 2 are independent on S, h because of (3.7). Let L(S, h) and G(S, h) be (N + 1)-dimensional vector-valued functions of the form
Hence, (3.15) where the linear (with respect to h) operator L contains only the lower order derivatives of h. By (3.9)-(3.14),
This equation together with (3.15) leads to
Thus, the Cauchy-Schwarz inequality, (3.7), (3.10), (3.12), (3.14), and (3.16) immediately lead to (3.8) . Further, (3.8) and the Carleman estimate (Theorem 4.1) imply that
Hence, for sufficiently large
, we obtain
Let σ =max Ω ψ(x). Then, the last inequality leads to
Remark. A minor concern can be raised about how to keep H 3 -norms of function S bounded (since S ∈ K 2 ⊂ H 3 (Ω)) while only the H 2 -norm of h is involved in this theorem. One can argue, however, that in practical computations one could work with the finite-dimensional approximations of S, where all norms are equivalent in the finite-dimensional spaces.
4. Carleman estimate. One can find the conventional Carleman estimates in the books [3, 4, 7] . In particular, these estimates were obtained in [3, 4] for very general differential operators, including elliptic ones. The main difference between our case and the conventional one is that we integrate over the whole domain Ω, Dirichlet data are given on the whole boundary ∂Ω, and Neumann data are given on its part ω only, whereas in the conventional case, either the integration is carried out over a part of Ω adjacent with ω (and both Dirichlet and Neumann data are given at ω only as in [7] ) or the integration is carried out over the whole domain Ω (and both Dirichlet and Neumann data are given at the whole boundary ∂Ω, as in [3, 4] ). This difference makes it necessary for us to carefully evaluate boundary terms arising after applying the Gaussian formula. Therefore, the major difference between our case and the conventional one lies in the method of evaluation of the boundary terms.
One of the most convenient methods of the derivation of the Carleman estimates which allows one to deal with the nonzero boundary terms is the method of [7] . So, our proof essentially follows [7] . The only two differences are in the analysis of the nonzero boundary conditions and second-order derivatives.
Theorem 4.1.There exist sufficiently large positive numbers λ 0 , ν 0 depending only on Ω, w 1 , and x 0 (see the beginning of section 3 about x 0 ) such that the following Carleman estimate is valid for ν = ν 0 , for all λ ≥ λ 0 , and for all functions u ∈ H 2 0 (Ω) :
where the positive constant C depends on Ω, ω 1 , and x 0 only. Remark. By a slight modification of the proof of this result, we show that one can choose any ν ≥ ν 0 , rather that just fix ν = ν 0 . This leads to an obvious slight change of Theorem 3.1.
Proof. Without loss of generality, we assume that
In what follows, γ = γ(x, λ, ν) will denote different C 1 (Ω)-functions such that
and
First, we estimate 2z 1 z 2 ψ ν+1 . Note that
Therefore, Finally, an obvious combination of the latter estimate with (4.10) leads to
5. Discussion. Because of the exponential decay of the Carleman's weight α(x), the major impact in the cost functional J λ is provided by a small neighborhood Ω(x 1 ) ⊂ Ω of the point x 1 ∈ ω 1 closest with x 0 . Hence, the data at ∂Ω\ω are not really important for J λ . Therefore, in fact, CWM can work with the backscattering data only. In this case, one needs the Dirichlet data on ∂Ω\ω to "bound" the solution. Hence, one does not need to know these data with good precision. By changing x 0 , one can cover, by such neighborhoods, a small layer adjacent with ω. Thus, CWM can be considered as a stable layer stripping procedure: α(x) together with the "nonprecise" Dirichlet data at ∂Ω\ω provide a stabilization.
Since J λ is uniformly strictly convex on K 2 , then a global convergence on K 2 for a number of standard minimization techniques is guaranteed, which hopefully should lead to an effective numerical implementation(s) of this technique. The crucial point is that in such an implementation, one would not face the problem of local minima.
The major price for these attractive features of CWM consists of predetermination of the number N, which is a regularization parameter. In other words, we work with the Galerkin method without allowing N → ∞. In our opinion, this is acceptable for practical computations. We also note that an increase of N could lead to nonstable algorithms; cf. [1, p. 86] for a similar conclusion. Finally, if one would be able to prove convergence of this method for N → ∞, then one would almost certainly prove a global uniqueness result for this ISP, which is a long-standing problem [4, 8, 9] .
