, 1[, multiple indefinite integrals on a simplex are constructed and the regularity of their sample paths are studied. Then, it is proved that the family of probability laws of the processes obtained by replacing B
Introduction
In this paper, we consider stochastic processes X = {X t , t ∈ [0, T ]} given by indefinite multiple integrals on the n-dimensional simplex {(θ 1 , . . . , θ n ) ∈ R n + : 0 ≤ θ 1 ≤ · · · ≤ θ n ≤ t} with respect to a fractional Brownian motion (fBm). The integrands are allowed to depend also on the parameter t. Under suitable assumptions on the integrands, depending whether the Hurst parameter H belongs to ] [, we prove Hölder continuity of the sample paths, a.s.. Then we establish a large deviation principle (LDP) in Hölder norm for the family of laws of ε n 2 X. For the standard Brownian motion (sBm), a similar question has been addressed in [11] . The authors consider different assumptions on the integrands ensuring a.s. continuity of the sample paths of the integrals; then they prove large deviations principles in the space of continuous functions endowed with the supremum norm. Geometric rough paths based on processes with γ-Hölder continuous sample paths give rise to random vectors whose components are multiple Stratonovich integrals up to order [ ], where [·] denotes the integer value. A large deviation principle for the rough path lying above the standard Brownian motion has been proved in [8] . The norm under consideration is the p-variation norm used in the rough path analysis (see for instance [10] ). The higher order of the multiple stochastic integrals involved is in this example n = 2. For the fractional Brownian motion with Hurst parameter H ∈] [∪] 1 2 , 1[, a similar result has been proved in [12] . We notice that the non trivial part of it corresponds to the values H ∈] [ and that one needs to deal with multiple stochastic integrals up to order n = 3. This paper is motivated mainly by [11] and [12] in the following sense: As in [11] , we want to consider multiple indefinite integrals of any order and on the other hand, we wish to deal with sharper norms, like Hölder norm, and with the fBm. The main body of the paper is devoted to the construction of the indefinite multiple integral on a simplex with respect to the fBm, and the study of its sample paths. The corresponding results are gathered in Section 3. Starting from the results and ideas in [1] for n = 1, by means of a recursive argument, we are able to give a meaning to the multiple integral with respect to the fBm as a multiple integral with respect to the sBm. For this, we identify the kernels corresponding to increments in time of such integrals. With suitable assumptions, we prove that these kernels define continuous operators on the space of the integrands taking values on spaces of Hölder-continuous functionals (see (13) and (21)). By means of the hypercontractivity property of Gaussian chaos, the Hölder continuity is transferred to the sample paths of the integrals. We should mention the fractional calculus approach (see for instance [18] ) to multiple definite integrals with respect to the fBm given in [16] , and to indefinite integrals of progressively measurable processes with respect to the fBm -including sample path properties-in [4] . In contrast, as we have mentioned before, our approach follows [1] (see also [6] and [5] ). It is based on anticipating integrals of Skorohod type; thus, on techniques from Malliavin calculus. Once we have identified the functional spaces where our fBm functionals live, we can study what LDP they do satisfy. In [7] , a LDP for random vectors in a Banach-valued homogeneous Wiener chaos of any order n is established. The elegant proof relies upon isoperimetric methods. This provides the suitable framework for our study. In fact, in Section 4 we first identify the abstract Wiener space associated with the fBm as a Gaussian process with Hölder continuous paths. Then we notice that the space of γ-Hölder continuous functions can be embedded in a separable Banach space (see the first part of Section 4 for some details and references). With this and the results of Section 3, we see that the indefinite multiple integrals with respect to the fBm are Banach-valued random vectors in a Wiener chaos. Therefore, the results of [7] can be applied. A similar approach could be used for the sBm to obtain the LDP stated in [11] and very likely with sharper norms.
Preliminaries and notation
We start the article with this section devoted to fix the notation and recall some known facts that will be intensively used throughout the paper, refereeing to [15] and the references herein for additional details. 
where dW θ denotes the Itô differential and
Throughout the paper, we denote by
, and for n ≥ 2,
, when B = R) the space of λ-Hölder continuous functions endowed with the norm
In the next Propositions 2.1 and 2.2, we shall use this notation for B = H H and
, and this is the usual Sobolev-Watanabe space associated with the Wiener process W . Set
where the meaning attached to the stochastic integral is that of [1] , that is 
Hence, if p (H − 1/q) > 1, the process X has γ-Hölder continuous paths, a.s., with
Proof:
By applying twice Minkowski's inequality, we have
By using first Fubini's theorem and then Minkowski's inequality three times, we obtain
Since by (9) 
Thus, Meyer's inequality implies
with
.
By comparing the domains of integration in the terms S 1 and S 2 above with that
Then, applying (9) we obtain
Notice that this last integral is finite. Fix q ≥ 1 such that qH > 1. By applying Hölder's inequality with
, we reach
and we conclude by applying Kolmogorov's continuity criterion.
. 
Multiple stochastic integrals of deterministic functions with respect to a fractional Brownian motion
In this section, we study conditions on deterministic functions h defined on [0, T ] n allowing to define the indefinite multiple stochastic integral with respect to a fractional Brownian motion
• The case H ∈]
and for any integer n ≥ 2,
where we write K * ,(m)
, 1[ and a natural number n ≥ 1.
where b H is the same constant as in (9) . Thus, K * ,(n) (10) and (11) is a linear continuous operator.
As in the proof of Proposition 2.1, we see that
Indeed, it suffices to compare the domains of integration of the terms T 1 and T 2 above with that of h l 1 ]s,t[ |H H | . Then, applying (9) we obtain (12) for n = 1.
Hölder's inequality with
Hence (13) holds for n = 1.
Assume now that (12) holds up to an integer n
), for all r n ′ +1 ∈ [0, t], a.e. and the induction hypothesis yields
, with
Minkowski's inequality yields
Notice that, except for the constant 2 n ′ b 2n ′ H , the upper bounds of the terms Q 1 , Q 2 coincide with T 2 1 and T 2 2 , respectively, with h := h(·, r n ′ +1 )
Thus, using (14) and (9)
This proves (12) for n ′ + 1. The upper bound (13) for n ′ + 1 follows by applying Hölder's inequality, as we did for n = 1 in the first step of the proof.
Theorem 3.2 (A) With the same hypothesis as in (a) of Proposition 3.1, the integral stochastic
process
is well defined as an iterated integral and for any
with K * ,(n) H,s,t , given in (10) and (11) .
(B) Suppose the same hypotheses as in (b) of Proposition 3.1. Then, for any
for some positive constant C depending on q, p, h and H.
Consequently, the sample paths of I (n),H (h) are γ-Hölder continuous with γ ∈ ]0, H − 1/q[.
Proof: Let us show (A)
. We start by noticing that for n = 1 the equality (15) has already been met in Proposition 2.
(see the proof of Proposition 3 in [1]). Assume that (15) holds true up to an integer
). By the induction assumption, for any r n ′ +1 ∈ [0, t], a.e., the random variable I (n ′ ),H r n ′ +1 (h (·, r n ′ +1 )) is well defined as an iterated integral. Fix p ≥ 2. The rules of the Malliavin derivative for the standard Brownian motion and the hypercontractivity inequality (see for instance [9] ) imply
for any r n ′ +1 ∈ [0, t], a.e. Thus,
Thus, the process I
By applying Proposition 2.1, we can write
Owing to (10), the last term can be decomposed into the sum of two terms denoted by M 1 , M 2 , and defined as follows:
We now apply the induction assumption to write all these terms by means of (n ′ +1)-multiple integrals, obtaining
Finally, by the stochastic Fubini theorem applied to (17) and (18), we obtain
That is,
(see (11)). This ends the proof of (15) and also that of (A).
For the proof of (B), we consider (15) and we apply the hypercontractivity inequality and (13) . Then the conclusion on sample path regularity is a consequence of the Kolmogorov's criterion.
In the next section, we shall consider indefinite multiple integrals with integrands depending on the upper bound of the integration domain for which we shall apply the following Corollary. 
The conclusion follows by applying Kolmogorov's criterion.
[.
Let us introduce the functions that will appear as kernels of increments of the indefinite multiple integrals. Fix 0 ≤ s < t ≤ T . We set
where we write K * ,(m) H,· instead of K * ,(m)
[ and a natural number n ≥ 1.
with some positive constant C(T, λ, H). Thus, K * ,(n) (19) and (20) is a linear continuous operator.
where in the last estimate we have used (4). Thus, (21) holds for n = 1.
Suppose now that (21) holds up to an integer n
). From (20) it follows that
i=1 R i , with
Applying Minkowski's inequality to each one of these terms and the induction assumption, we obtain,
With (22), (23), (24), (25), we see that (21) holds for n = n ′ + 1 and this ends the proof of this proposition.
Thus, the D 1,p -valued stochastic process Y (n ′ ) = I (n ′ ),H t (h(·, t)) ; t ∈ [0, T ] has (H ∧ λ)-Hölder continuous sample paths, a.s. Notice that (H ∧ λ) + H > Owing to (19) applied to h(θ) := I (n ′ ),H θ (h (·, θ) ) and the identity (28), the last term can be decomposed into the sum of four terms denoted by N i , i = 1, . . . , 4, and defined as follows:
(h(·, r n ′ +1 )) K H (dr n ′ +1 , θ n ′ +1 ) dW θ n ′ +1 ,
(h(·, r n ′ +1 )) K H (dr n ′ +1 , θ n ′ +1 ) l 1 {s =0} dW θ n ′ +1 .
∆ n ′ +1 h(·, θ n ′ +1 ; r n ′ +1 ) (θ 1 , . . . , θ n ′ )
Finally, by the stochastic Fubini theorem applied to (30), (32) and (31), we obtain by We also denote by I
