We propose a multiple-kernel local-patch descriptor based on efficient match kernels from pixel gradients. It combines two parametrizations of gradient position and direction, each parametrization provides robustness to a different type of patch misregistration: polar parametrization for noise in the patch dominant orientation detection, Cartesian for imprecise location of the feature point. Combined with whitening of the descriptor space, that is learned with or without supervision, the performance is significantly improved. We analyze the effect of the whitening on patch similarity and demonstrate its semantic meaning. Our unsupervised variant is the best performing descriptor constructed without the need of labeled data. Despite the simplicity of the proposed descriptor, it competes well with deep learning approaches on a number of different tasks.
Introduction
Representing and matching local features is an essential step of several computer vision tasks. It has attracted a lot of attention in the last decades, when local features still were a required step of most approaches. Despite the large focus on Convolutional Neural Networks (CNN) to process whole images, local features still remain important and necessary for tasks such as Structure-from-Motion (SfM) (Frahm et al. 2010; Heinly et al. 2015; Schonberger and Frahm 2016) , stereo matching (Mishkin et al. 2015) , or retrieval under severe change in viewpoint or scale (Schönberger et al. 2015; Zhou et al. 2017 Classical approaches involve hand-crafted design of a local descriptor, which has been the practice for more than a decade with some widely used examples (Lowe 2004; Bay et al. 2008; Mikolajczyk and Schmid 2005; Tola et al. 2010; Calonder et al. 2010; Leutenegger et al. 2011) . Such descriptors do not require any training data or supervision. This kind of approach allows to easily inject domain expertise, prior knowledge or even the result of a thorough analysis (Dong and Soatto 2015) . Learning methods have been also employed in order to learn parts of the hand-crafted design, e.g. the pooling regions (Winder and Brown 2007; Simonyan et al. 2014) , from the training data.
Recently, the focus has shifted from hand-crafted descriptors to CNN-based descriptors. Learning such descriptors relies on large training sets of patches, that are commonly provided as a side-product of SfM (Winder and Brown 2007) . Integrating domain expertise has been mostly so far neglected in this kind of approaches. Nevertheless, remarkable performance is achieved on a standard benchmark (Balntas et al. 2016b; Tian and Wu 2017; Mishchuk et al. 2017) . On the other hand, recent work (Balntas et al. 2017; Schönberger et al. 2017) shows that many CNN-based approaches do not necessarily generalize equally well on different tasks or different datasets. Hand-crafted descriptors still appear an attractive alternative.
In this work, we choose to work with a particular family of hand-crafted descriptors, the so called kernel descriptors (Bo and Sminchisescu 2009; Bo et al. 2011; Tolias et al. 2015) . They provide a quite flexible framework for matching sets, patches in our case, by encoding different properties of the set elements, pixels in our case. In particular, we build upon the hand-crafted kernel descriptor proposed by Bursuc et al. (2015) that is shown to have good performance, even compared to learned alternatives. Its few parameters are easily tuned on a validation set, while it is shown to perform well on multiple tasks, as we confirm in our experiments.
Further post-processing or descriptor normalization, such as Principal Component Analysis (PCA) and power-law normalization, is shown to be effective on different tasks (Delhumeau et al. 2013; Bursuc et al. 2015; Mikolajczyk and Matas 2007; Taira et al. 2016) . We combine our descriptor with such post-processing that is learned from the data in unsupervised or supervised ways. We show how to reduce the estimation error and significantly improve results even without any supervision.
The hand-crafted nature and simplicity of our descriptor allows to visualize and analyze its parametrization, and finally understand its advantages and disadvantages. It leads us to propose a simple combination of parametrizations each offering robustness to different types of patch missregistrations. Interestingly, the same analysis is possible even for the learned post-processing. We observe that its effect on the patch similarity is semantically meaningful. The feasibility of such analysis and visualization is an advantage or our approach, and hand-crafted approaches in general, compared to CNN-based methods. Several insightful ablation and visualization studies (Zeiler and Fergus 2014; Yosinski et al. 2015; Mahendran and Vedaldi 2016; Bau et al. 2017) reveal what a CNN has learned. This typically provides only a partial view, i.e. for a small number of neurons, on their behavior, while our approach enables visualization of the overall learned similarity in a general way that is not restricted to particular examples.
This work is an extension of our earlier conference publication (Mukundan et al. 2017) . In addition to the earlier version, we propose unsupervised whitening with shrinkage, give extra insight about its effect on patch similarity, present extended comparisons of different whitening variants and provide a proof justifying the absence of regularized concatenation.
The manuscript is organized as follows. Related work is discussed in Sect. 2, and background knowledge for kernel descriptors is presented in Sect. 3. Our descriptor, the different whitening variants, and their interpretation are described in Sect. 4. Finally, the experimental validation on two patch benchmarks is presented in Sect. 5.
Related Work
We review prior work on local descriptors, covering both hand-crafted and learned ones.
Hand-Crafted Descriptors
Hand-crafted descriptors have dominated the research landscape and a variety of approaches and methodologies exists. There are different variants on descriptors building features from filter-bank responses (Bay et al. 2008; Brown et al. 2005; Kokkinos and Yuille 2008; Oliva and Torralba 2001; Schmid and Mohr 1997) , pixel gradients (Lowe 2004; Mikolajczyk and Schmid 2005; Tola et al. 2010; Ambai and Yoshida 2011) , pixel intensities (Shechtman and Irani 2007; Calonder et al. 2010; Leutenegger et al. 2011; Rublee et al. 2011) , ordering or ranking of pixel intensities (Ojala et al. 2002; Heikkila et al. 2009 ), local edge shape (Forssén and Lowe 2007) . Some approaches focus on particular aspects of the local descriptors, such as a injecting invariance in the patch descriptor (Ojala et al. 2002; Lazebnik et al. 2005; Ahonen et al. 2009; Taira et al. 2016) , computational efficiency (Tola et al. 2010; Ambai and Yoshida 2011) , binary descriptors (Calonder et al. 2010; Leutenegger et al. 2011; Alahi et al. 2012) .
A popular direction is that of gradient histogram-based descriptors, where the most popular representative is SIFT p g (Lowe 2004 ). SIFT is a long-standing top performer on multiple benchmarks and tasks across the years. Multiple improvements for SIFT have been subsequently proposed: PCA-SIFT (Ke and Sukthankar 2004) , ASIFT (Yu and Morel 2009), OpponentSIFT (van de Sande et al. 2010 ), 3D-SIFT (Scovanner et al. 2007 ), RootSIFT (Arandjelovic and Zisserman 2012) , DSP-SIFT (Dong and Soatto 2015) , etc. A simple and effective improvement of SIFT is brought by the RootSIFT descriptor (Arandjelovic and Zisserman 2012) , which uses Hellinger kernel as similarity measure. DSP-SIFT (Dong and Soatto 2015) counters the aliasing effects caused by the binned quantization in SIFT by pooling gradients over multiple scales instead of only the scale selected by SIFT. Our kernelized descriptor also deals with quantization artifacts by embedding each pixel in a continuous space and the aggregating pixels per patch by sum-pooling.
Kernel descriptors based on the idea of Efficient Match Kernels (EMK) (Bo and Sminchisescu 2009 ) encode entities inside a patch (such a gradient, color, etc.) in a continuous domain, rather than as a histogram. The kernels and their few parameters are often hand-picked and tuned on a validation set. Kernel descriptors are commonly represented by a finite-dimensional explicit feature maps (Vedaldi and Zisserman 2012) . Quantized descriptors, such as SIFT, can be also interpreted as kernel descriptor Bo et al. 2010) . Furthermore, the widely used RootSIFT descriptor (Arandjelovic and Zisserman 2012) can be also thought of as an explicit feature map from the original SIFT space to the RootSIFT space, such that the Hellinger kernel is linearised, i.e. the linear kernel (i.e. dot product) in RootSIFT space is equivalent to the Hellinger kernel in the original SIFT space. In this case, the feature mapping is performed by 1 -normalization and square-rooting, without any expansion in dimensionality.
In this work we build upon EMK by integrating multiple pixel attributes in the patch descriptor. Unlike EMK which relies on features from random projections that require subsequent learning, we leverage instead explicit feature maps to approximate a kernel behavior directly. These representations can be further improved by minimal learning.
Learned Descriptors
Learned descriptors commonly require annotation at patch level. Therefore, research in this direction is facilitated by the release of datasets that originate from an SfM system (Winder and Brown 2007; Paulin et al. 2015) . Such training datasets allow effective learning of local descriptors, and in particular, their pooling regions (Winder and Brown 2007; Simonyan et al. 2014) , filter banks (Winder and Brown 2007) , transformations for dimensionality reduction (Simonyan et al. 2014) or embeddings (Philbin et al. 2010) .
Kernelized descriptors are formulated within a supervised framework by Wang et al. (2013) , where image labels enable kernel learning and dimensionality reduction. In this work, we rather focus on learning discriminative projections with minimal or no supervision. This is several orders of magnitude faster to learn than other learning approaches.
Recently, local descriptor learning is dominated by deep learning. The proposed network architectures mimic the ones for full-image processing. They have fewer parameters, however they still use a large amount of training patches.
Among representative examples is the work of Simo-Serra et al. (2015) training with hard positive and negative examples or the work of Zagoruyko and Komodakis (2015) where a central-surround representation is found to be immensely beneficial. Such CNN-based approaches are seen as joint feature, filter bank, and metric learning (Han et al. 2015) since both the convolutional filters, patch descriptor and metrics are learned end-to-end. Going further towards an end-to-end pipeline for patch detection and description, LIFT (Yi et al. 2016 ) advances a multi-step architecture with several spatial transformer modules (Jaderberg et al. 2015 ) that detects interest points and crops them, identifies their dominant orientation and rotates them accordingly and finally extract a patch descriptor. Paulin et al. (2017) propose a deep patch descriptor from unsupervised learning. They consider a convolutional kernel network (Mairal et al. 2014 ) with feature maps compatible with the Gaussian kernel and which require layer-wise training.
Recent works in deep patch descriptors lean towards more compact architectures with more carefully designed training strategies and loss functions. Balntas et al. (2016a, b) advance shallower architectures with improved triplet ranking loss (Balntas et al. 2016a, b) . In L2-Net (Tian and Wu 2017) supervision is imposed on intermediate feature maps, the loss function integrates multiple attributes, while sampling of training data is done progressively to better balance positive and negative pairs at each step. In HardNet (Mishchuk et al. 2017) , extend L2-Net with a loss that mimics Lowe's matching criterion by maximizing the distance between the closest positive and closest negative example in the batch. HardNet is currently a top perfomer on most benchmarks. Despite obtaining impressive results on standard benchmarks, the generalization of CNN-based local descriptors to other datasets is not always the case (Schön-berger et al. 2017 ).
Post-Processing
A post-processing step is common to both hand-crafted and learned descriptors. This post-processing ranges from simple 2 normalization, PCA dimensionality reduction, to transformations learned on annotated data (Radenović et al. 2016; Brown et al. 2011; Balntas et al. 2017; Jégou and Chum 2012) .
Preliminaries

Kernelized Descriptors
In general lines we follow the formulation of Bursuc et al. (2015) . We represent a patch P as a set of pixels p ∈ P and compare two patches P and Q via a match kernel
where kernel k : R n × R n → R is a similarity function, typically non-linear, comparing two pixels or their corresponding feature vectors. The evaluation of this match kernel is costly as it computes exhaustively similarities between all pairs of pixels from the two sets. Match kernel M(P, Q) can be approximated with EMK (Bo and Sminchisescu 2009) . It uses an explicit feature map ψ : R n → R d to approximate this result as
Vector V(P) = p∈P ψ( p) is a kernelized descriptor (KD), associated with patch P, used to approximate M(P, Q), whose explicit evaluation is costly. The approximation is given by a dot product V(P) V(Q), where
To ensure a unit self similarity, 2 -normalization by a factor γ is introduced. The normalized KD is then given bȳ
Kernel k comprises products of kernels, each kernel acting on a different scalar pixel attribute
where kernel k n is pairwise similarity function for scalars and p n are pixel attributes such as position and gradient orientation. Feature map ψ n corresponds to kernel k n and feature map ψ is constructed via Kronecker product of individual feature maps
Feature Maps
As non-linear kernel for scalars we use the normalized Von Mises probability density function, 1 which is used for image and patch representations. It is parametrized by κ controlling the shape of the kernel, where lower κ corresponds to wider kernel, i.e. less selective kernel. We use a stationary (shift invariant) kernel that, by definition, depends only on the difference
We approximate this probability density function with Fourier series with N frequencies that produces a feature map ψ VM : R → R 2N +1 . It has the property that
In particular we approximate the Fourier series by the sum of the first N terms as
The feature map ψ VM ( p n ) is designed as follows:
This vector has 2N + 1 components. It is now easy to show that the inner product of two feature maps is approximating the kernel . That is, 1 Also known as the periodic normal distribution.
The reader is encouraged to read prior work for details on these feature maps (Vedaldi and Zisserman 2010; Chum 2015) , which are previously used in various contexts Bursuc et al. 2015) .
Descriptor Post-Processing
It is known that further descriptor post-processing (Radenović et al. 2016; Babenko and Lempitsky 2015; Bursuc et al. 2015 ) is beneficial. In particular, KD is further centered and projected aŝ
where μ ∈ R d and A ∈ R d×d are the mean vector and the projection matrix. These are commonly learned by PCA (Jégou and Chum 2012) or with supervision (Radenović et al. 2016) . The final descriptor is always 2 -normalized in the end.
Method
In this section we consider different patch parametrizations and kernels that result in different patch similarity. We discuss the benefits of each and propose how to combine them. We further learn descriptor transformation with or without supervision and provide useful insight on how patch similarity is affected.
Patch Attributes
We consider a pixel p to be associated with coordinates p 
Patch Parametrizations
Composing patch kernel k as a product of kernels over different attributes enables easy design of various patch similarities. Correspondingly, this defines different KD. All attributes p x , p y , p ρ , p θ , p φ , and pθ are matched by the Von Mises kernel, namely, k x , k y , k ρ , k θ , k φ , and kθ parameterized by κ x , κ y , κ ρ , κ θ , κ φ , and κθ , respectively. In a similar manner to SIFT, we apply a Gaussian mask by p g = exp(− p 2 ρ ) which gives more importance to central pixels.
In this work we focus on the two following match kernels over patches. One in polar coordinates
and one in Cartesian coordinates
The KD for the two cases are given by
The V φρθ variant is exactly the one proposed by Bursuc et al. (2015) , considered as a baseline in this work. Different parametrizations result in different patch similarity, which is analyzed in the following. In Fig. 1 we present the approximation of kernels used per attribute.
Post-Processing Learned with or w/o Supervision
We detail different ways to learn the projection matrix A of (9) to perform the descriptor post-processing. Let us consider a learning set of patches P and the corresponding set of descriptors V P = {V (P), P ∈ P}. Let C be the covariance matrix of V P . Vector μ is the mean descriptor vector, and different ways to compute A are as follows. Supervised whitening We further assume that supervision is available in the form of pairs of matching patches. This is given by set M = {(P, Q) ∈ P × P, P ∼ Q}, where ∼ denotes matching patches. We follow the work of Mikolajczyk and Matas (2007) to learn discriminative projections using the available supervision. The discriminative projection is composed of two parts, a whitening part and a rotation part. The whitening part is obtained from the intraclass (matching pairs) covariance matrix C M , while the rotation part is the PCA of the interclass (non-matching pairs) covariance matrix in the whitened space. We set the interclass one to be equal to C as this is dominated by non-matching pairs, while the intraclass one is given by
The projection matrix is now given by
where eig denotes the eigenvectors of a matrix into columns. To reduce the descriptor dimensionality, only eigenvectors corresponding to the largest eigenvalues are used. The same holds for all cases that we perform PCA in the rest of the paper. We refer to this transformation as supervised whitening (W S ).
Unsupervised whitening There is no supervision in this case and the projection is learned via PCA on set V P . In particular, projection matrix is given by
where diag denotes a diagonal matrix with the given elements on its diagonal, and λ i is the i-th eigenvalue of matrix C. This method is called PCA whitening and we denote simply by Jégou and Chum (2012) . Unsupervised whitening with shrinkage We extend the PCA whitening scheme by introducing parameter t controlling the extent of whitening and the projection matrix becomes
where t ∈ [0, 1], with t = 1 corresponding to the standard PCA whitening and t = 0 to simple rotation without whitening. Equivalently, t = 0 imposes the covariance matrix to be identity. We call this method attenuated PCA whitening and denote it by W UA .
The aforementioned process resembles covariance estimation with shrinkage (Ledoit and Wolf 2004a, b) . The sample covariance matrix is known to be a noise estimator, especially when the available samples are not sufficient relatively to the number of dimensions (Ledoit and Wolf 2004b) . Ledoit and Wolf (2004b) propose to replace this by a linear combination of the sample covariance matrix and a structured estimator. Their solution is well conditioned and is shown to reduce the effect of noisy estimation in eigen decomposition. The imposed condition is simply that all variances are the same and all covariances are zero. The shrunk covariance is
where I d is the identity matrix and β the shrinking parameter. This process "shrinks" extreme (too large or too small) eigenvalues to intermediate ones.
In our experiments we show that a simple tuning of parameter β performs well across different context and datasets. The projection matrix is now
where α = 1 − β. We call this method PCA whitening with shrinkage and denote it by W US . We set parameter β equal to the i-th eigenvalue. A method similar to ours is used in the work of Brown et al. (2011) , but does not allow dimensionality reduction since descriptors are projected back to the original space after the eigenvalue clipping.
Visualizing and Understanding Patch Similarity
We define pixel similarity M( p, q) as kernel response between pixels p and q, approximated as
To show a spatial distribution of the influence of pixel p, we define a patch map of pixel p (fixed p x , p y , and p θ ). The patch map has the same size as the image patches; for each pixel q of the patch, map M( p, q) is evaluated for some constant value of q θ . For example, in Fig. 2 patch maps for different kernels are shown. The position of p is denoted by × symbol. Then, p θ = 0, while q θ = 0 for all spatial locations of q in the top row and q θ = −π/8 in the bottom row. This example shows the toy patches and their gradient angles in arrows to be more explanatory. The toy patches are directly defined by p θ , and q θ . Only p θ and q θ are used in later examples, while the toy patches are skipped from the figures.
The example in Fig. 2 reveals a discontinuity near the center of the patch when pixel similarity is given by V φρθ descriptor. It is caused by the polar coordinate system where a small difference in the position near the origin causes large difference in φ andθ . The patch maps reveal weaknesses of kernel descriptors, such the aforementioned discontinuity, but also advantages of each parametrization. It is easy to observe that the kernel parametrized by Cartesian coordinates and absolute angle of the gradient (V xyθ , third column) is insensitive to small translations, i.e. feature point displacement. Moreover, in the bottom row we see that using the relative gradient directionθ allows to compensate for imprecision caused by small patch rotation, i.e. the most similar pixel is not the one at the location of p with differentθ, but a rotated pixel with more similar value ofθ . This effect is further analyzed in Fig. 3 . The final similarity involves the product of two kernels that both depend on angle φ. They are both maximized at the same point if Δθ = 0, otherwise not. The larger Δθ is, the maximum value moves further (in the patch) from p.
We additionally construct patch maps in the case of descriptor post-processing by a linear transformation, e.g. descriptor whitening. Now the contribution of a pixel pair is given bŷ
The last term is constant and can be ignored. If A is a rotation matrix then the similiarity is affected just by shifting by μ. After the transformation, the similarity is no longer shift-invariant. Non-linear post-processing, such as powerlaw normalization or simple 2 normalization cannot be visualized, as it acts after the pixel aggregation.
Combining Kernel Descriptors
We propose to take advantage of both parametrizations V φρθ and V xyθ , by summing their contribution. This is performed Fig. 2 Patch maps for different parametrizations and kernels. We present two parametrizations in polar and two in cartesian coordinates, with absolute or relative gradient angle for each one. The similarity between each pixel of patch Q and a single pixel p is shown over patch Q. All pixels in Q have the same gradient angle, which is shown in red arrows. The position of pixel p is shown with "×" on the patch maps.
We show examples for Δθ equal to 0 (top) and π/8 (bottom). At the top of each column the kernels that are used (patch similarity) are shown. The similarity is shown in a relative manner and, therefore, the absolute scale is missing. Ten isocontours are sampled uniformly and shown in different color (Color figure online) The diagram of the 4th column overlays pixel p and 3 pixels of patch Q with the same distance from the center as p. On the rightmost plot, we illustrate kθ ( pθ , qθ ), k φ ( p φ , q φ ) for pixels q with q ρ = p ρ (on the black dashed circle). kθ is maximized at q (3) , k φ at q (1) , and their product at q (2) by simple concatenation of the two descriptors. Finally, whitening is jointly learned and dimensionality reduction is performed.
In Fig. 4 we show patch maps for the individual and combined representation, for different pixels p. Observe how the combined one better behaves around the center. The combined descriptor inherits reasonable behavior around the patch center and insensitivity to position misalignment from the Cartesian parametrization, while insensitivity to dominant orientation misalignment from the polar parametrization, as shown earlier.
Understanding the Whitened Patch Similarity
We learn the different whitening variants of Sect. 4.3 and visualize their patch maps in Fig. 5 . All examples shown are for Δθ = 0 but gradient angles p θ and q θ jointly vary. We initially observe that the similarity is shift invariant only in the fist column of patch maps where no whitening is applied. This is expected by definition. Projecting by matrix A does not allow to reconstruct the shift invariant kernels anymore; the similarity does not only depend on Δθ , which is 0, but also on p θ and q θ .
The patch similarity learned by whitening exhibits an interesting property. The shape of the 2D similarity becomes anisotropic and gets aligned with the orientation of the gradient. Equivalently, it becomes perpendicular to the edge on which the pixel lies. This is a semantically meaningful effect. It prevents over-counting of pixel matching along aligned edges of the two patches. In the case of a blob detector this can provide tolerance to errors in the scale estimation, i.e. the similarity remains large towards the direc- tion that the blob edges shift in case of scale estimation error.
We presume that this is learned by pixels with similar gradient angle that co-occur frequently. A similar effect is captured by both the supervised and the unsupervised whitening with covariance shrinkage, it is, though, less evident in the case of W US . Moreover, we see that it is mostly the Cartesian parametrization that allows this kind of deformation.
According to our interpretation, supervised whitening p g (Mikolajczyk and Matas 2007; Radenović et al. 2016 ) owes its success to covariance estimation that is more noise free. The noise removal comes from supervision, but we show that standard approaches for well-conditioned and accurate covariance estimation have similar effect on the patch similarity even without supervision. The observation that different parametrizations allow for different types of cooccurrences to be captured is related to other domains too. For instance. CNN-based image retrieval exhibits improvements after whitening (Babenko and Lempitsky 2015) , but this is very unequal between average and max pooling. However, observing the differences is not as easy as in our case with the visualized patch similarity.
Finally, we obtain slices from the 2D patch maps and present the 1D similarity kernels in Fig. 6 . It is the similarity between pixel p and all pixels q ∈ Q that lie on the vertical and horizontal lines drawn on the patch map at the left of Fig. 6 . We present the case for which p θ = 0 and q θ = 0, ∀q ∈ Q (top row in Fig. 5 ). The gradient angle is fully horizontal in this case and the 2D similarity kernel tends to get aligned with that, while the chosen slices are aligned in this fashion too. In our experiments we show that all W S , W UA , and W US provide significant performance improvements. However, herein, we observe that the underlined patch similarity demonstrates some differences. Supervised whitening W S is not a decreasing function, which might be an outcome of over-fitting to the training data. This is further validated in our experiments. Finally, W UA and W S are not maximized on point p, which does not seem a desired property. W US is maximized similarly to the raw descriptor without any post-processing.
Patch maps are a way to visualize and study the general shape of the underlined similarity function. In a similar manner, we visualize the kernel responses for a particular pair of patches to reflect which are the pixels contributing the most to the patch similarity. This is achieved by assigning strength q∈QM ( p, q) to pixel p. In cases without whitening, M( p, q) is used. We present such heat maps in Fig. 7 . Whitening significantly affects the contribution of most pixels. The over-counting phenomenon described in Sect. 4.6 is also visible; some of the long edges are suppressed.
Experiments
We evaluate our descriptor on two benchmarks, namely the widely used Phototourism (PT) dataset (Winder and Brown 2007) , and the recently released HPatches (HP) dataset (Balntas et al. 2017 ). We first show the impact of the shrinkage parameters in unsupervised whitening, and then compare with the baseline method of Bursuc et al. (2015) on top of which we build our descriptor. We examine the generalization properties of whitening when learned on PT but tested on HP, and finally compare against state-of-the-art descriptors on both benchmarks. In all our experiments with descriptor post-processing the dimensionality is reduced to 128, while the combined descriptor original has 238 dimensions, except for the cases where the input descriptor is already of lower dimension. Our experiments are conducted with a Matlab implementation of the descriptor, which takes 5.6 ms per patch for extraction on a single CPU on a 3.5 GHz desktop machine. A GPU implementation reduces time to 0.1 ms per patch on an Nvidia Titan X.
Datasets and Protocols
The Phototourism dataset contains three sets of patches, namely, Liberty (Li), Notredame (No) and Yosemite (Yo). Additionally, labels are provided to indicate the 3D point that the patch corresponds to, thereby providing supervision. Whitening is learned on Liberty dataset. Observe that the similarity is no more shift invariant after the whitening and how the shape follows the angle of the gradients. Ten isocontours are sampled uniformly and shown in different color (Color figure online) Fig. 6 Visualizing 1D slices of a patch map. Showing similarity k( p, q) for all pixels q with q x = p x (middle figure) and q y = p y (right figure) . It corresponds to 1D similarity across the dashed lines (magenta and blue, respectively) of the patch map on the left. The particular patch map on the left is only chosen as an illustrative example. We show similarity for the first row and for columns 1, 4, 5 and 6 of patch maps from It has been widely used for training and evaluating local descriptors. Performance is measured by the false positive rate at 95% of recall (FPR95). The protocol is to train on one of the three sets and test on the other two. An average over all six combinations is reported.
The HPatches dataset contains local patches of higher diversity, is more realistic, and during evaluation the performance is measured on three tasks: verification, retrieval, and matching. We follow the standard evaluation protocol (Balntas et al. 2017 ) and report mean Average Precision (mAP).
Fig. 7
Positive patch pairs (patches Q and P) and the corresponding heat maps for polar (P), Cartesian (C), combined (PC), and whitened combined (PC+W S ) parametrization. Red (blue) corresponds to maximum (minimum) value. Heat maps on the left side correspond to p∈P M( p, q), while the ones on the right side to q∈Q M( p, q) . In the case of PC+W S ,M( p, q) is used instead of M( p, q) (Color figure online) Fig. 8 Impact of the shrinkage parameter for unsupervised whitening when trained on the same or different dataset. We evaluate performance on Photo Tourism and HPatches datasets versus shrinkage parameter t for the attenuated whitening W UA (top row), and versus shrinkage parameter β = λ i for whitening with shrinkage W US (bottom row) We follow the common practice and use models learned on Liberty of PT to compare descriptors that have not used HP during learning. We evaluate on all 3 train/test splits and report the average performance. All reported results on HP (our and other descriptors) are produced by our own evaluation by using the provided framework, and descriptors. 2
Impact of the Shrinkage Parameter
We evaluate the impact of the shrinkage parameter involved in the unsupervised whitening. It is t for W UA and β = λ i for W US . Results are presented in Fig. 8 for evaluation on PT and HP dataset, while the whitening is learned on the same or different dataset. The performance is stable for a range of values, which makes it easy to tune in a robust way across cases and datasets. In the rest of our experiments we set t = 0.7 and β = λ 40 . In Fig. 9 we show the eigenvalues used by W, W UA , and W US . The contrast between the larger and smaller eigenvalues is decreased.
Comparison with the Baseline
We compare the combined descriptor against the different parametrizations when used alone. The experimental evaluation is shown in Table 1 for the PT dataset. The baseline is followed by PCA and square-rooting, as originally proposed in Bursuc et al. (2015) . We did not consider the square-rooting variant in our analysis in Sect. 4 because Fig. 9 Eigenvalues for standard PCA whitening, attenuated whitening (t = 0.7) and whitening with shrinkage (β = λ 40 ). We normalize so that the maximum eigenvalue is 1. First 120 eigenvalues (out of 238) are shown such non-linearity does not allow to visualize the underlined patch similarity. Supervised whitening on top of the combined descriptor performs the best. Unsupervised whitening significantly improves too, while it does not require any labeling of the patches.
Polar parametrization with the relative gradient direction (polar) significantly outperforms the Cartesian parametrization with the absolute gradient direction (cartes). After the descriptor post-processing (polar + W S vs. cartes + W S ), the gap is reduced. The performance of the combined descriptor (polar + cartes) without descriptor post-processing is worse than the baseline descriptor. That is caused by the fact, that the two descriptors are combined with an equal weight, which is clearly suboptimal. No attempt is made to estimate the mixing parameter explicitly. It is implicitly included in the post-processing stage (see Appendix A).
Figure 10 presents patch similarity histograms for matching and non-matching pairs, showing how their separation is improved by the final descriptor. Bold values indicate the best performance is performed for one patch of each pair of the PT dataset and results are presented in Fig. 11 . It is indeed verified that the Cartesian parametrization is more robust to translations, while the polar one to rotations. The joint one finally partially enjoys the benefits of both.
Generalization of Whitening
We learn the whitening on PT or HP (supervised and unsupervised) and evaluate the performance on HP. We present results in Table 2 . Whitening always improves the performance of the raw descriptor. The unsupervised variant is superior when learning it on an independent dataset. It gen- Bold values indicate the best performance eralizes better, implying over-fitting of the supervised one (recall the observations of Fig. 6 ). Learning on HP (the corresponding training part per split) with supervision significantly helps. Note that PT contains only patches detected by DoG, while HP uses a combination of detectors.
Comparison with the State of the Art
We compare the performance of the proposed descriptor with previously published results on Phototourism dataset. Results are shown in Table 3 . Our method obtains the best performance among the unsupervised/hand-crafted approaches by a large margin. Overall, it comes right after the two very recent CNN-based descriptors, namely L2Net (Tian and Wu 2017) and HardNet (Mishchuk et al. 2017) . The advantage of our approach is the low cost of the learning. It takes less than a minute; about 45 s to extract descriptors of Liberty and about 10 s to compute the projection matrix. CNN-based competitors require several hours or days of training. The comparison on the HPatches dataset is reported in Fig. 12 . We use the provided descriptors and framework to evaluate all approaches by ourselves. For the descriptors that require learning, the model that is learned on Liberty-PT is used. Our unsupervised descriptor is the top performing hand-crafted variant by a large margin. Overall, it is always outperformed by HardNet, L2Net, while on verification is it hand-crafted or unsupervised, are shown in striped bars. Our descriptor is denoted by PCW US (P = polar, C = cartes) Fig. 13 Performance comparison on HP benchmark when postprocessing all descriptors with supervised whitening W S which is learned on HP. The initial learning of the descriptor, whenever applicable, is performed on Liberty of PT dataset. Our descriptor uses the whitening learned on HP and does not use the PT dataset at all. Our descriptor is denoted by PCW S (P = polar, C = cartes) additionally outperformed by DDesc and TF-M. Verification is closer to the learning task (loss) involved in the learning of these CNN-based methods.
Finally, we learn supervised whitening W S for all other descriptors, post-process them, and present results in Fig. 13 . The projection matrix is learned on HP, in particular the training part of each split. Supervised whitening W S consistently boosts the performance of all descriptors, while this comes at a minimal extra cost compared to the initial training of a CNN descriptor. Our descriptor comes 3rd at 2 out of 3 tasks. Note that it uses the whitening learned on HP (similarly to all other descriptors of this comparison), but does not use the PT dataset at all. All CNN-based descriptors train their parameters on Liberty-PT which is costly, while the overall learning of our descriptor is again in the order of a single minute.
Conclusions
We have proposed a multiple-kernel local-patch descriptor combining two parametrizations of gradient position and direction. Each parametrization provides robustness to a different type of patch miss-registration: polar parametrization for noise in the dominant orientation, Cartesian for imprecise location of the feature point. We have performed descriptor whitening and have shown that its effect on patch similarity is semantically meaningful. The lessons learned from analyzing the similarity after whitening can be exploited for further improvements of kernel, or even CNN-based, descriptors. Learning the whitening in a supervised or unsupervised way boosts the performance. Interestingly, the latter generalizes better and sets the best so far performing hand-crafted descriptor that is competing well even with CNN-based descriptors. Unlike the currently best performing CNN-based approaches, the proposed descriptor is easy to implement and interpret.
help with the HPatches benchmark, and Dmytro Mishkin for providing the L2Net and HardNet descriptors for the HPatches dataset.
Appendix: A Regularized Concatenation
When combining the descriptors of different parametrization by concatenation we use both with equal contribution, i.e. the final similarity is equal to k φ k ρ kθ + k x k y k θ . In the case of the raw descriptors this is clearly suboptimal. One would rather regularize by k φ k ρ kθ + wk x k y k θ and search for the optimal value of scalar w. We are about to prove that this is not necessary in the case of post-processing by supervised whitening, where the optimal regularization is included in the projection matrix.
We denote a set of descriptors without regularized concatenation by V P when w = 1, while the V (w) P when w = 1. It holds that V (w) P = {W V (P), P ∈ P}, where W is a diagonal matrix with ones on the dimensions corresponding to the first descriptors (for k φ k ρ kθ ), and has all the rest elements of the diagonal equal to w. The covariance matrix of V P is C, while of V (w) P it is C (w) = W CW . Learning the supervised whitening on V P as in (15) produces projection matrix
while learning it on V (w) P produces projection matrix
Cholesky decomposition of C gives
which leads to the Cholesky decomposition
Using (24) allows us to rewrite (22) as
Whitening descriptor V (P) ∈ V P with matrix A is performed bŷ
while whitening descriptor V (P) (w) ∈ V (w) P with matrix A (w) is performed bŷ
No matter what the regularization parameter is, the descriptor is identical after whitening. We conclude that there is no need to perform such regularized concatenation.
