ABSTRACT With the development of machine learning technology, numerous studies have been proposed to diagnose the open circuit (OC) faults in the pulse width modulation (PWM) voltage source rectifier (VSR) systems. However, most methods require system signals of more than one current period, which show poor real-time performance. Aiming at this problem, this paper presents an improved diagnosis system based on deep belief networks (DBN) and least square support vector machine (LSSVM). First, the double chain quantum genetic algorithm (DCQGA) is employed to obtain the proper length of measured signals and DBN structure parameters. Then, the fault features are extracted from the signals through DBN. Finally, these features are used to train the LSSVM fault classifier to construct the diagnosis model. The experimental results show that the proposed method can achieve the fault diagnosis including six kinds of single switch faults and 15 kinds of different double switches faults correctly. Besides, the proposed method also shows the superior anti-interference performance and high robustness on abrupt load transient conditions, unbalanced, and/or distorted grid voltage conditions, as well as, different power factor conditions. Furthermore, the average diagnostic time of this method is only 2.57 ms.
I. INTRODUCTION
PWM voltage source rectifier (VSR) system, which shows high power efficiency and low harmonic distortion, has been increasingly applied in various applications [1] , [2] . However, due to the complex operating conditions, the VSR system is prone to accidental failure which may lead to abnormal operations and system directly shut down [3] , [4] . Researches show that, the devices which most likely to fail is the power semiconductor devices such as Insulated Gate Bipolar Transistor (IGBT) and Metal-Oxide-Semiconductor Field Effect Transistor (MOSFET), and the most common fault type are short-circuit (SC) fault and open-circuit (OC) fault [5] , [6] . It is worth mentioning that, the High overvoltage and overcurrent caused by the SC fault can be easily detected and
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protected through the protection circuits while the currents' harmonic and voltages' ripple caused by the the OC faults are often ignored [7] . Therefore, it is particular important to find an effective and reliable method to diagnose the OC fault of power semiconductor devices and thereby increase the security of system operation and reduce unexpected maintenance costs.
To realize the OC fault diagnostic in the VSR system, various methods have been proposed, which can be generally categorized into model-based [4] and knowledge-based [3] . The model-based methods diagnose the faulty switches through the analysis of the system model, which show high accuracy and strong pertinence but require accurate mathematical model or extra hardware [8] - [10] . In addition, some of model based methods are sensitive to the system parameters [11] . The knowledge-based methods directly analyze the measured signals and extract fault features, thereby realizing the fault diagnosis through the machine learning algorithms [12] . Thus, this kind of methods do not require accurate system model nor extra hard ware.
Generally, the knowledge-based methods diagnose the faulty switches through two steps: feature extraction and fault classification. The feature extraction process is used to obtain the critical fault information from the measured signals, which plays a key role in the performance of the knowledge-based fault diagnosis methods [13] . Generally, the feature extraction methods that employed in the fault diagnostic of power electronics converters can be divide into 3 categories: time-domain analysis, frequency-domain analysis and time-frequency analysis. The time-domain analysis methods directly use the system parameters, e.g. Park's vectors or root mean square (RMS) value of the currents as the input vector of the fault classifier [14] , [15] . The frequencydomain analysis methods usually extract the spectral features using the fast Fourier transform (FFT) [16] , [17] . To extract both the features from time-domain and frequency-domain, various time-frequency analysis methods, e.g. wavelet transform (WT) and wavelet packet transform (WPT) have been introduced into the feature extraction field [18] - [20] .
The fault classification process is used to construct a classifier model to realize the automatic diagnostic. Artificial Neural Network (ANN) [21] , [22] and Support Vector Machine (SVM) [23] , [24] are the two most commonly used classifier models in the fault diagnostic applications of VSR. In addition, some new algorithms and technologies have been employed in this field. A diagnosis method based on support vector Data Description is proposed in [25] . Wang et.al propose a novel diagnosis method with the information fusion technique [26] .
Although the methods mentioned above successfully realize the accurate diagnostic of switch OC faults in the converter systems, there are still some drawbacks of knowledge-based methods. For example, some of these methods are only designed for open-loop conditions [27] . Besides, the feature extraction methods mentioned above cannot obtain the feature vectors with high discrimination and high representativeness. Besides, the ANN method is prone to over fitting and has the problem of vanishing gradient. The SVM method shows high accuracy and high generalization capability, but the inequality constraints in it greatly increase the calculation difficulty.
To improve the representativeness of the fault feature, the deep learning theory proposed by Hinton is involved in this paper as feature extraction method [28] . The deep learning method has been employed on various occasions since it can learn deep features without over fitting [29] - [32] . At present, there are mainly three deep learning models: Convolutional Neural Network (CNN), Stacked Auto Encoder (SAE) and Deep Belief Network (DBN) [33] . CNN shows priority in shift-invariance and weight sharing [34] . SAE is easy to train and has high learning efficiency [35] . As a probabilistic generative model, DBN establishes a joint probability distribution between the observed signals and tags, thereby it shows higher generalization performance [36] . Obviously, the power electronics converter is a complex multi-inputmulti-output (MIMO) system, where the changes of load or power supply can affect the system condition. Therefore, DBN is employed to learn representative and discriminative features from the measured signals in this paper. In addition, to improve the accuracy and efficiency of fault classifier, the least square SVM proposed by Suykens et.al is employed as a fault classifier in this paper. Comparing with the classification methods mentioned above, LSSVM shows more superior performance [37] .
It is worth mention that, one of the most important problems of the knowledge based diagnosis method is the diagnosis efficiency. Since some methods require at least one fundamental period of signal data, the diagnosis time of this kind of method is at least 20ms (power frequency is 50 Hz) [38] . However, authors have analyzed the current distortion characteristics of OC faults in a three-phase PWM VSR system, and the analysis results show that the fault feature of current' waveforms only occur at certain positions, which means not all the data in one period has useful information [39] . Hence, select the optimal length of input signals for the proposed DBN-LSSVM method can greatly improve the pertinence as well as reduce the diagnosis time.
Obviously, the optimal length of the input signals cannot be set by experience. To realize the optimization problem above, the Double Chain Quantum Genetic Algorithm (DCQGA) is introduced in this paper. The DCQGA has two gene chains in each chromosomes, and updates the chromosome by quantum rotation gates and quantum non-gates [40] , [41] . Compare with the exist parameter optimization methods e.g. Particle Swarm Optimization (PSO) and Quantum Genetic Algorithm (QGA), DCQGA shows higher accuracy and convergence rate, furthermore, it shows the capability of jump out of the local optimal solution [42] . Thus, DCQGA is employed to optimize the length of the input signals, the node numbers of DBN's hidden layer and the regularization parameter as well as the width factor of LSSVM. This paper propose a novel online diagnosis method of switch OC faults based on optimized DBN-LSSVM, which requires no extra hardware requirements nor mathematical model. Besides, it shows low parameters sensitivity and high reliability. The rest of this paper is organized as follows. In section 2, the OC fault conditions of a VSR system are analyzed. Section 3 introduces the DBN-based feature extraction process and LSSVM-based fault identification process. Section 4 describes the parameter optimization based on DCQGA. In section 5, we give the experiments and analysis the results. Finally in section 6, the conclusion is draw.
II. ANALYSIS OF OC FAULTS IN VSR SYSTEMS
The VSR system using double closed loop control strategy has steady dc-link voltage and controllable power factor, which greatly reduces the harmonic pollution in the power grid. Fig.1 (a) gives the structure of a VSR system and Fig.1 (b) describe the control system. Here, T 1 ∼T 6 are the 
A. SINGLE-SWITCH OC FAULT ANALYSIS
As mentioned in the previous work, the open-switch fault on the IGBT make the faulty switch continuing remain open and uncontrollable, which lead to the instantaneous AC current distortion at certain positions. The process of proof is shown as follows.
According the Park's transform, there are:
Here, I m is the amplitude value of current vector I, ωt is the phase of the grid EMF, θ is the angle between the current vector I and the axis of phase a.
Obviously, in a unit power factor system, the angle θ equals to ωt. Therefore, in the normal condition, there are:
However, when an OC fault occurs, the AC current in the faulty phase exhibits the continuing zero-crossing phenomenon, which lead to distortion of all the currents and voltages in this section. Taking T 1 open as an example, when i a comes into the negative half cycle, there are:
According to the Clark's transform, there are:
Thus, there is:
The analysis in [39] shows that, when T 1 is open, the lower diode D 2 operates uncontrollably. Therefore, the faulty current i a is determined by the conduction of D 2 , while the conduction of D 2 is determined by the voltage across it. Only when e a exhibits the lowest value of the grid voltages can D 2 be positive bias. According to the characteristics of grid voltages, there are two sections in each cycle that e a exhibits the lowest value, therefore i a has two zero-crossing sections in each cycle. Based on Eq. 5, the angle θ is a fixed value in the zero-crossing sections. In this paper, the AC currents is calculated in the form of cosine, so the zero-crossing sections are [π/2, 2π/3] and [4π/3, 3π/2]. Through the calculation steps above, the zero-crossing sections on each IGBT open conditions can be obtained, which is shown in Table 1 . It can be find that, when an upper IGBT is open, the negative half cycle of current is distorted and the positive half cycle presents a normal waveform. On the contrary, when a lower IGBT is open, the positive half cycle is distorted and the negative half cycle is normal. Namely, if an open switch fault occurs in the normal half cycle, the influence of the faulty switch on the VSR system will not appear until the AC currents enter the distortion half cycle. Therefore, the diagnosis operation stars after the distortion of AC currents and the distortion half cycle of currents contain enough information which can be used for the diagnosis method. Considering the symmetric of the distorted half cycle waveform, the fault diagnostic of single IGBTs' OC faults can be achieved by AC current signals of up to a quarter of the current cycle.
B. DOUBLE-SWITCHES OC FAULT ANALYSIS
According to the basic operation of PWM VSR system, there are three IGBTs or diodes operating at any time. The VSR system cannot form a current loop if more than two VOLUME 7, 2019 IGBTs present OC fault. Thus, this paper only considers the conditions of double IGBTs OC fault. In a three-phase system, there are C 2 6 = 15 different double-fault conditions, which can be divided into 3 categories due to different fault combinations, namely two faulty switches are in the same phase, share the same electrode and others. The analysis in the previous work proved that, the faulty IGBT only affects the current in its phase. In addition, the two fault conditions in one phase have different distortion positions. Therefore, when there are two IGBTs present OC fault, the AC currents perform in one period can be regarded as a combination of two kinds of faulty waveforms in the time domain. On the double-switch OC fault conditions, most part of the waveforms act like the single-switch OC fault conditions while only a small part of current signals can be used as fault features.
Taking T1T2, T1T3 and T1T4 open as examples, the waveform of the AC currents are shown in Fig.2 , which prove the point proposed above. Fig.2 (a) represents the double-switches fault condition where two faulty switches are in the same phase. On this condition, the unique feature is the combination of two zero-crossing sections caused by different switches. two switches share the same electrode and Fig.2 (c) represents the fault condition where two switches are neither same phase nor share same electrode. On these two conditions, the unique feature of currents is the section that the currents effected by two faulty switches. According to the analysis in [39] and the waveforms in the figure, only less than a quarter of the current cycle contains useful information which can be used for fault diagnosis. Therefore, the fault diagnostic of double IGBTs' OC faults can be achieved by AC current signals of less than a quarter of the current cycle.
III. DIAGNOSIS METHOD BASED ON DBN AND LSSVM
Based on the analysis of VSR system and the OC faults operation above, AC current signals of no more than a quarter of the current cycle contain the enough information of faulty switches. Thus, using a whole cycle of current signals as the input vector of a fault classifier is unnecessary and inefficient. To improve the performance of existing methods, the proposed diagnosis method employs DBN technique to extract the features and LSSVM to identify the faulty IGBTs.
A. RESTRICTED BOLTZMANN MACHINES
As mentioned before, the performance of fault features directly determine the accuracy and efficiency of fault diagnostic. In this paper, the deep belief network method is introduced to extract the fault features from the original signals. The fundamental units of DBN is stacked Restricted Boltzmann Machines (RBMs), which contains a visible layer v = {0, 1} n and a hidden layer h = {0, 1} m [42] . Generally, the visible layer is used to receiving the input vectors and the hidden layer is used to be a feature detector. Besides, the connections of neurons are only existed between different layers. The basic structure of a RBM is shown in Fig. 3 . Here, v i , i = 1, 2, . . . , n represents the neuron state of the visible layer; h j , j = 1, 2, . . . , m represents the neuron state of the hidden layer; a i , i = 1, 2, . . . , n and b j , j = 1, 2, . . . , m are the bias of v i and h j , respectively; w ij is the symmetric interaction term of the connection weight between v i and h j .
The energy of a joint configuration (v, h) can be described as follows. Here, θ = {a i , b j , w ij } is the model parameter.
The layer's joint distribution p θ (v,h) is given by:
where Z θ is a normalizing constant or partition function.
Since there are no direct connections between hidden neurons and visible neurons, the state of v i and h j is independent of each other. Therefore, the conditional distributions of h and v are generated as follows:
To improve the training efficiency, Hinton et al. proposed contrastive divergence (CD) method [42] . Generally, the CD training method with one-step (CD-1) can obtain extraordinary performance. First, the training data are given to the visible layer v, and the hidden layer is calculated by Eq.8. Then the hidden layer h tries to reconstruct a visible layer v * , and the reconstruction of hidden layer h * is obtained using v * . If the RBN model can recover the visible layer perfectly, it represents that the hidden layer h learns effective information from the input data, and the produced weights can be regarded as good structure parameters of the input data. Thus, the model parameters require update, which are shown as follows:
Here, α ∈(0, 1) is a learning rate and refers to the expectation over the reconstructed data.
B. DEEP BEILEF NETWORK
Since only one RBM cannot satisfied the feature extraction requirement, several RBMs are stacked together to realize the feature extraction, and this structure is known as DBN. As a probabilistic generative model, DBN employs a greedy layer-wise training model in its pre-training phase firstly, and then adopts a back-propagation in subsequent fine-tuning phase.
In the pre-training step, the input signal data are learnt by each RBM and the features obtained by the previous RBM is used as input to the next RBM. Then, the result of the last RBM is input to the output layer to realize the fine-tune step. In this step, the pre-trained DBN is fine-tuned by a supervised machine learning algorithm. For high learning efficiency, the SOFTMAX classifier is the most commonly selection. The SOFTMAX classifier is trained by the input data labels and the features from the DBN. The purpose of the fine-tune step is to minimize the errors between the labels generated by the SOFTMAX classifier and the objective labels. To realize this goal, the back-propagation method is performed to adjust the weights of DBN. After updating the weights, the learning process of DBN is finished and the new learnt features of the last RBM are the final features that required. The structure and learning process of a DBN is shown in Fig. 4 . 
C. LEAST SQUARE SVM
As mentioned above, the LSSVM method is employed in this paper as the fault classifier. This method replaces the inequality constraints with equality ones in traditional SVM, thereby transforms the optimization problem into solving a set of linear equations, which makes the calculation much more convenient [43] .
The basic theory of a binary SVM classifier is to separate two categories by constructing a separating hyper plane on which the distance of classes is maximum. To achieve this aim, the following constrained optimization problem and inequality constraints need to be addressed:
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here C > 0 is the regularization parameter, ξ i is the slack variable. LSSVM employs the least square criteria into the loss function. Thus, Eq.10 can be written as follows:
Based on Eq.11, the optimization problem can be transformed into the following solution:
where α = [α 1 , α 2 , . . . , α N ] T is the Lagrange multipliers, y = [y 1 , y 2 , . . . , y N ] T , E is a N-order identity matrix, I is a N × 1 identity vector, and the matrix = y i y j K (x, x i ). Here, K (x, x i ) is known as a kernel function, which is employed to achieve the non-linear classification. In this work, radial basis function (RBF) is employed as kernel function due to its superior non-linear processing capability, thus the LSSVM classifier takes the form:
where γ is a width factor.
D. DOUBLE CHAIN QUANTUM GENETIC ALGORITHM
According to the analysis above, the DCQGA is employed to optimize the length of the input signals, the node numbers of DBN's hidden layer and the regularization parameter C as well as the width factor γ of LSSVM. The encoding principle is defined as:
where t ij = 2π × random[0, 1], i = 1, 2, . . . , m, j = 1, 2, . . . , n, m is the colony size, and n is the number of quantum bits. It can be find that, each chromosome in the DCQGA has two gene chains, which represents two possible solutions simultaneously. Therefore, it has great priority in search range and optimization speed. Furthermore, the encoding principle of DCQGA can avoid the random city and blindness in encoding process, which significantly increases the probability of obtaining global optimum solution.
The chromosome updating process is defined as follows:
where θ represents the rotation angle, Set A = α 0 β 1 −α 1 β 0 , where α 0 and β 0 are the probability amplitudes of the qubit in the global optimum solution, α 1 and β 1 are the probability amplitudes of the corresponding qubit in current solution. The rotation direction of θ as determined as:
The rotation angle value can be obtained by:
where θ 0 is the initial rotation angle, f j max and f j min is defined as follows:
For each chromosome in the process of optimization, the mutation operation is implemented by using quantum non-gates. The mutation can be deemed to one kind of rotation, such rotation can prevent precocious convergence and enhance variety of colony.
IV. EXPERIMENTS
In order to verify the performance of the proposed diagnosis system, several experiments have been performed in this paper. Here, the parameter settings of the VSR system are the same as those used in the simulation, which are shown in Table 2 . In this paper, the main circuit of the VSR is construct by a FS50R17KE3_B17 full bridge IGBT module; the VOC strategy with a double closed-loop is employed using a TMS320F28335 DSP and the modulation mode of PWM wave is the sinusoidal PWM modulation.
TABLE 2. Experimental parameters.
The proposed diagnosis process consists of two steps: offline training and online test. In the offline training process, the DBN-LSSVM method is trained with offline signals and the parameters of DBN and LSSVM are optimized through DCQGA. All the training and optimization process are carried out in a training computer. In the online test process, the well trained and optimized DBN-LSSVM diagnosis model is construct in a host computer program first. Then, the current signals are sampled from the VSR system in real time and transmitted to the host computer through a serial communication circuit based on Modbus protocol. Thus, the proposed diagnosis method based on DBN-LSSVM model is test with the online signals.
The flow chart of the proposed diagnosis method is shown in Fig.5 and the schematic diagram of the proposed experimental platform is shown in Fig.6 . 
A. OFFLINE TRAINING PROCESS 1) DATA SAMPLING AND SAMPLE SET GENERATION
In this paper, the sampling frequency is set as twice of the switching frequency, namely 20 kHz. Thus, the current signal in 1 T s (20 ms) contains 400 data points. For the normal condition, the signals of the whole cycle are sampled and each sample has 3 × 400 points of data. For the single-switch OC fault conditions, the signals of distorted half cycle are sampled and each sample has 3 × 200 points of data.
For the double-switches OC fault conditions, when the two faulty switches are in the same phase, the signals of the two connected zero-crossing sections are sampled. Besides, the length of one zero-crossing section is 1/12 T s according to Table 1 . Therefore each sample has 3 × 66 points of data. When the two faulty switches are not in the same phase, the signals of the section which the currents are effected by two faulty switches together are sampled. Based on Fig. 2 , the length of this section is 1/6 T s . Therefore, in the condition that the two faulty switches are not in the same phase, each case collects 3×66 points of data. After generating the sample set, all the samples need to be normalized for scaling the samples within [0,1]: (19) where x norm is the normalized value, x min and x max are the minimum and maximum values in the samples, respectively.
2) OPTIMIZATION OF DBN
As analyzed before, the currents, which are used as input signals in this paper, show different characteristics on single switch OC faults and double switch OC faults. Thus two different DBN feature extraction models are construct against with these two conditions, respectively. However, the dimension of input layer determines the diagnosis efficiency and the dimension of hidden layers effects the extraction capability. Besides, the size of sample set and the learning rate of DBN also have influence on the performance of the diagnosis method. Thus, these parameters should be selected before training the DBN.
Comparing with the dimension of DBN's layers, the learning rate α and the size of the training set S have smaller range, which can be selected by several tests. Fig.7 shows the average diagnosis accuracy of a DBN-SOFTMAX model for single-switch OC fault and double-switch OC fault on different learning rate and the training set size. It can be find that, with the increase of α, the diagnosis accuracy first increases and then decreases; while with the increase of S, the diagnosis accuracy first increases and then remains within a stable range.
According to the results in the Fig.7 , the learning rate αof the DBN model is set at 0.58 while the size of the training set S is set at 250. Using these parameters, the dimension of DBN's layers can be optimized via DCQGA method. Since A DBN model with two hidden layers shows the lowest computational cost and reasonable performance [36] , there are 3 structure parameters to be optimized: the number of the input layer's nodes n v , the number of the first hidden layer's nodes n h1 and the number of the second hidden layer's nodes n h1 . Based on the description above, the optimization steps of DBN models are given as follows:
(1) Initialization. Set the initial rotation angle θ 0 and the mutation probability P m of the DCQGA; generate the initial chromosomes according to Eq. (14). 
where acc represents the correct rate of SOFTMAX classifier while eff = (αT used + β) represents the efficiency of feature process, the factors α and β are employed to balance the accuracy and efficiency. (5) Update the chromosomes. Realize the rotation process according to Eq. (15)∼Eq. (18); realize the mutation process according to the mutation probability P m . (6) Return to step (2), continue the optimization process until matching the terminate requirement. (7) Output the optimal structure parameters of DBN.
The optimization process of DCQGA on single fault conditions and double fault conditions are shown in Fig. 8 . To verify the performance of DCQGA, QGA and PSO method are involved in this test, the optimization process of which are also shown in Fig.7 . The initial parameters of three methods are given in Table 3 . It can be seen that, in the optimization process of the single faults DBN diagnosis model, the DCQGA converges at the 8th iteration with steady fitness value of 0.9553; the QGA converges at 38th iteration with final fitness value of 0.9167 and the PSO converges until 12th iteration with fitness value of 0.8936. In the optimization process of the multi-faults DBN diagnosis model, the DCQGA converges at the 13th iteration with steady fitness value of 0.9259; the QGA converges at 53th iteration with final fitness value of 0.9052 and the PSO converges until 12th iteration with fitness value of 0.8786. According the results in Fig.6 , the PSO method converges quickly but easy to fall into local optimum, while the QGA method shows the capability of jump out of the local optimum point but converges slowly. Thus, it can be deduces that the DCQGA has the superior optimization performance. The optimal structure parameters obtained by 3 methods are shown in Table 4 .
Here, the structure of DBN represents the number of the input layer's nodes n v , the number of the first hidden layer's nodes n h1 and the number of the second hidden layer's nodes n h1 . The performance 'acc' represents the accuracy of the DBN model, 'eff' represents the efficiency of the DBN model and 'fit' is the fitness of the DBN's structure in the optimization process.
After the optimization and training, two optimized and well-trained DBN models are obtained, and the specific information of DBN models used in this paper are shown in the Table 5 . Here, the dimension of DBN's input and hidden layers are selected according to the optimization results of DCQGA; the dimension of DBN's output layer is selected according to the number of the fault conditions; the learning rate and the training set size are selected based on Fig. 6 ; the size of validation set and testing set is selected by experience.
3) TRAINING THE OPTIMZIED DBN
After obtained the optimal structure parameters, the optimized DBN models are pre-training and fine-tuning with the training sample set. To verify the performance of the feature extraction process, one of the most common ways is to reduce the dimension of the feature vectors to two dimensions and generate a 2-D feature distribution diagram. In this paper, the dimension reducing process is realized through t-SNE method [45] .
The feature extraction results of DBN on single fault conditions and double fault conditions are shown in Fig. 9 . To verify the performance of DBN, a common feature extraction method combining the wavelet packet (WP) method and kernel principal component analysis (KPCA) is involved in this test, the optimization process of which are also shown in Fig.9 .
As seen, whether on the single fault conditions or the double fault conditions, the WP-KPCA method shows poor performance in obtaining discriminative features. In Fig.9 (b) and (d) , most of the fault features are mixed together. However, the features in Fig.9 (a) and (c) are strongly clustered and separated clearly from each another. The results in Fig.9 show that, DBN approach has satisfactory performance in extracting robust and discriminative features on both two conditions.
4) OPTIMIZING AND TRAINING THE LSSVM
The fault features extracted through DBN method are used to train the LSSVM fault classifiers. As mentioned before, there are 6 single fault conditions and 15 double fault conditions. The code of each fault are shown in Table 6 .
According to the fault codes in Table 6 , the labels of each fault conditions is generated by a set of binary numbers. Including the normal condition, there are 7 different system operations on single fault condition and 16 different system operations on double fault condition. Therefore, the binary numbers L i of each labels can be written as follows: On single fault conditions, i = 1, 2, . . . , 7; on double fault conditions, i = 1, 2, . . . , 16. Before training the fault classifier, the regularization parameter C and the width factor γ should also be optimized via DCQGA method since they greatly affect the accuracy of LSSVM. The optimization steps are similar with the optimization process of DBN and the optimal parameters are given in Table 7 . After training the LSSVM classifier, the feature extraction model based on DBN and the classification model based on LSSVM are obtained, thus the offline training process is finished.
B. ONLINE TESTING PROCESS
The online testing process verify the reliability, robustness and efficiency of the proposed diagnosis method. The detail test results and analysis are given as follows. Fig.10 gives the waveforms of AC currents and two output fault labels on different fault conditions. In Fig.10 (a) , there is only one faulty switch, thus the single fault diagnosis model outputs the signal 1 at each faulty half cycle and the double fault diagnosis model outputs zero. In Fig.10 (b) , (c) and (d), there are two faulty switches, thus F S outputs two signals alternately. Obviously, the single fault diagnosis model can only identify one faulty switch at the same time. Therefore, the double fault diagnosis model is trained to deal with these conditions. The results in Fig. 10 show that, the double fault diagnosis model diagnosis the faulty switches correctly.
1) GENERAL TEST

2) RUBSTNESS TEST
In order to verify the robustness of the proposed diagnosis model, several additional experiments have been carried out. Fig.11 shows the diagnosis results when an OC occurs on the abrupt load transient conditions. It can be find that, the load is abrupt change at t 0 and the waveform distortion occurs at t 1 . But the output of the proposed fault diagnosis method is kept at 0 until the correct fault signals are output at t 2 and t 3 . The experiment results show that, the abrupt transient of the system load does not cause the false alarms, which prove the anti-interference performance of the proposed method.
Furthermore, since the proposed method diagnose the OC faults by AC current signals, the distorted and unbalanced grid voltages conditions can change the shape of current waveforms which may result in false alarms. To verify the reliability of the proposed diagnosis method on distorted and unbalanced grid voltages conditions, the robustness test has been carried out. In Fig.12 (a) and (b) , the grid voltages are unbalanced; in Fig.12 (c) and (d) , the grid voltages are unbalanced and phase b is seriously distorted, while in Fig.12 (e) and (f), the grid voltages are unbalanced and all the three voltages have different degree distortion. It can be find that, the AC current waveforms are effected by distorted and/or unbalanced grid voltages but the fault features are still exist. Thus, the proposed diagnosis method shows high anti-interference capability on these conditions. In addition, the experiments above only exhibit the diagnosis performances under the unity power factor condition. In order to further verify the robustness of the proposed method, more experiments under different power factors have been performed. In Fig.13 (a) and (c), the power factor is set as 0.5, while in Fig.13 (b) and (d), the power factor is set as 0.8. Similarly, the proposed method obtains accurate diagnosis results under both two different power factor conditions.
3) DIAGNOSIS TIME ANALYSIS
Another important performance of diagnosis method is diagnosis efficiency. According to the experiments above, the total used time T D is the sum of the sampling time T sample and the diagnosis time of the proposed method T diagnosis . It is worth mentioning that, since the diagnosis method can only diagnose the faulty switches via the distorted AC currents, thus the diagnosis time in this paper counts from the time that the currents start distortion to the time that the diagnosis algorithm outputs the diagnosis results. The detail diagnosis time is shown in Table 8 .
Here, n v is the number of the DBN's input layer; n signal is the number of the measured signal. It can be find that, on the single-switch OC fault conditions, the sampling time is 1.6ms, and the diagnosis time of the proposed method is 0.61ms, thus the total used time is 2.21ms, namely around 0.11 fundamental period. On the multi-switches OC fault conditions, the sampling time is 2.0ms, and the diagnosis time of the proposed method is 0.72ms, thus the total used time is 2.72ms, namely around 0.14 fundamental period. The results in Table 8 proved that, the efficiency of proposed method is obviously better than existing schemes. Assuming that the probability of all the fault conditions is the same, the average diagnosis time of the proposed method can be calculated as follows:
T averge = (15×2.72+6×2.21) / (15+6) = 2.75ms (22) 
4) DIAGNOSIS ACCURACY COMPARISON
To further clarify the accuracy of the proposed method, a comparison test with several conventional approaches has made in this paper. Here, three knowledge-based methods and three model-based methods are chosen to compare the diagnosis accuracy on different fault conditions. In this test, 200 sets of the faulty IGBTs and the fault occurrence time are generated randomly, 100 sets of which are single-switch fault conditions and the other 100 sets of which are double-switch fault conditions. The diagnosis accuracy and other comparison results are shown in Table 9 .
It can be find in the Table 9 that, the model-based diagnosis methods show higher diagnosis accuracy. However, these methods require additional hardware or accurate system model. The existing knowledge-based method do not require additional hardware or a system model but the accuracy of which are not good enough. The comparison results prove that the proposed method shows well diagnosis accuracy.
V. CONCLUSION
In this paper, an improved diagnosis method based on deep learning technology is proposed for open-circuit faults of a three-phase PWM VSR. This method not only ensure the diagnosis accuracy by using deep belief networks and least square SVM method, but also improve the diagnosis efficiency by optimizing the most proper length of measured signals through DCQGA technique. The experimental results show that, the proposed method has high reliable, accuracy and efficiency. Furthermore, it shows superior anti-interference and robustness under different system operations. Although the proposed method shows high performance, it requires enough historical failure data of the VSR system and there are still many improvement can be achieve (including but not limited to: different converters or structures, more advance control strategies, more complex fault conditions and so on).
