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Diplomova´ pra´ce je veˇnovana´ aplikaci forma´ln´ı metody bounded model checking pro au-
tomatickou opravu chyb. Oprava se specializuje na chyby spojene´ se soubeˇzˇnost´ı. Pra´ce je
zameˇrˇena na programy napsane´ v jazyce Java, a proto pro verifikacˇn´ı metodu byl zvolen mo-
del checker Java Pathfinder, ktery´ je urcˇen pro Java programy. Vlastn´ı verifikacˇn´ı metoda
spocˇ´ıva´ v aplikaci strategie pro navigaci stavovy´m prostorem do mı´sta verifikace. Z dane´ho
mı´sta je spusˇteˇn bounded model checking pro oveˇrˇen´ı opravy. Navigace stavovy´m prosto-
rem je implementova´na pomoc´ı strategie record&replay trace. Pro aplikaci bounded model
checkingu jsou implementova´ny dalˇs´ı parametry a moduly pro verifikaci specia´ln´ıch vlast-
nost´ı syste´mu, ktere´ oveˇrˇuj´ı koreknost opravy chyby. Bounded model checking se prova´d´ı v
okol´ı opravy.
Kl´ıcˇova´ slova
Model Checking, Java PathFinder, Bounded model checking, verifikace, Record&Replay
trace, automaticka´ oprava, soubeˇzˇnost, oveˇrˇova´n´ı opravy
Abstract
This thesis deals with the application of bounded model checking method for self-healing as-
surance of concurrency related problems. The self-healing is currently interested in the Java
programming language. Therefore, it concetrate mainly on the model checker Java PathFin-
der which is built for handling Java programs. The verification method is implemented like
the Record&Replay trace strategy for navigation through a state space and performance
bounded model checking from reached state through the use of Record&Replay trace stra-
tegy. Java PathFinder was extended by new moduls and interfaces in order to perform the
bounded model checking for self-healing assurance. Bounded model checking is applied at
the neighbourhood of self-healing.
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V dnesˇn´ı dobeˇ se setka´va´me s pocˇ´ıtacˇi nebo pocˇ´ıtacˇovy´mi programy te´meˇrˇ na kazˇde´m
kroku. At’ uzˇ se jedna´ o mobiln´ı telefony, bankovn´ı u´cˇty, pr˚umyslove´ stroje nebo rˇ´ıd´ıc´ı
strˇediska. Vzˇdy chceme, aby na´m nasˇe prˇ´ıstroje pracovaly spra´vneˇ, cozˇ ale jizˇ z principu
nelze. O zˇa´dne´m rozsa´hlejˇs´ım programu nemu˚zˇeme prohla´sit, zˇe neobsahuje chyby, lze pouze
rˇ´ıci, jake´ chyby neobsahuje. Jsou prˇ´ıpady, kdy na´m nevad´ı, zˇe program ”zatuhne“ nebo
provede neplatnou akci, naprˇ. prˇi pos´ıla´n´ı emailu se nepodarˇ´ı komunikace se serverem,
email se neodesˇle a jeho obsah je ztracen. V takove´m prˇ´ıpadeˇ na´s chyba zamrz´ı, mus´ıme
email napsat znova. Mu˚zˇe ovsˇem nastat situace, kdy se jedna´ o d˚ulezˇite´ uda´losti, ktere´
mohou zp˚usobit za´vazˇneˇjˇs´ı proble´my – neprˇicˇten´ı spra´vne´ cˇa´stky na bankovn´ı u´cˇet, porucha
na le´karˇsky´ch prˇ´ıstroj´ıch, atd. V takove´m prˇ´ıpadeˇ rozhodneˇ nechceme, aby program zatuhl
nebo vykonal neocˇeka´vanou akci. Z toho d˚uvodu se vynakla´da´ spousta peneˇz na testova´n´ı
a oveˇrˇova´n´ı korektnosti programu˚, aby programy vykona´valy pouze pozˇadovane´ uda´losti.
I prˇes vesˇkere´ snahy v programech z˚usta´vaj´ı chyby, ktere´ se dostanou azˇ k uzˇivateli.
Da´va´ tedy smysl se zaby´vat opravou teˇchto chyb, ktere´ se neodhal´ı prˇi testova´n´ı a snazˇit
se je opravit za beˇhu aplikace. Pra´veˇ o to se snazˇ´ı projekt SHADOWS, jehozˇ soucˇa´st´ı
je i tato diplomova´ pra´ce. SHADOWS–A Self-healing Approach to Designing Complex
Software Systems je evropsky´ projekt, ktery´ se zaby´va´ procesem automaticke´ opravy (self-
healing approach). Princip procesu a jeho c´ıl se daj´ı specifikovat pomoc´ı na´sleduj´ıc´ıch cˇtyrˇ
za´kladn´ıch krok˚u:
1. zjiˇsteˇn´ı proble´mu (problem detection) – prˇedt´ım nezˇ se zacˇne s opravou (le´cˇen´ım)
je potrˇeba urcˇit, zda je v syste´mu neˇjaky´ proble´m a cˇeho se ty´ka´,
2. nalezen´ı prˇ´ıcˇiny proble´mu (problem localization) – druhy´m krokem po urcˇen´ı
mozˇne´ho proble´mu v syste´mu je trˇeba tento proble´m lokalizovat resp. urcˇit mı´sto
v programu (sledovane´m syste´mu), kde se proble´m vyskytuje,
3. oprava proble´mu (problem healing) – dalˇs´ım krokem je vy´beˇr akce, ze seznamu
nab´ızeny´ch le´cˇ´ıc´ıch akc´ı, ktere´ je mozˇne´ pro opravu detekovane´ho proble´mu pouzˇ´ıt,
4. oveˇrˇen´ı opravy (problem assurance) – posledn´ım krokem je oveˇrˇen´ı, zda pro-
vedn´ı opravne´ akce nezp˚usobilo v syste´mu jiny´ proble´m. Le´cˇ´ıc´ı akce zmeˇn´ı chova´n´ı
syste´mu, prˇedpokla´da´me, zˇe se nyn´ı syste´m bude chovat korektneˇ vzhledem k urcˇeny´m
pozˇadavk˚um. Nicme´neˇ opravna´ akce mu˚zˇe zmeˇnit chova´n´ı syste´mu takovy´m zp˚usobem,
zˇe se objev´ı jiny´ proble´m. Z toho d˚uvodu je potrˇeba prove´st oveˇrˇen´ı opravy.
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Projekt SHADOWS se zaby´va´ splneˇn´ım funkcˇn´ıch pozˇadavk˚u, vy´konem a v neposledn´ı
rˇadeˇ spra´vny´m pouzˇit´ım soubeˇzˇne´ho prova´deˇn´ı v programu. Fakulta informacˇn´ıch techno-
logi´ı se v projektu veˇnuje cˇa´sti zameˇrˇene´ na soubeˇzˇne´ prova´deˇn´ı (concurrency). Prˇesneˇji se
veˇnuje le´cˇen´ı chyb, ktere´ vznikaj´ı pomoc´ı paralelismu resp. soubeˇzˇnosti v syste´mu. Jedna´ se
o chyby typu deadlocks, data races, lost notification, atd. Le´cˇen´ı se zameˇrˇuje na opravy chyb
v Java programech, ve ktery´ch se soubeˇzˇnost implementuje velice snadno pomoc´ı vla´ken.
Tato diplomova´ pra´ce je veˇnovana´ posledn´ımu z uvedeny´ch krok˚u opravne´ho procesu –
oveˇrˇen´ı le´cˇ´ıc´ı akce. K tomu, aby bylo mozˇne´ navrhnout vhodnou metodu pro oveˇrˇen´ı le´cˇ´ıc´ı
akce, je zapotrˇeb´ı zna´t, co le´cˇ´ıc´ı akce prova´d´ı a jaky´m zp˚usobem funguje. Pokud zna´me
princip opravne´ akce, je mozˇne´ navrhnout a posle´ze implementovat metody pro oveˇrˇen´ı
korektnosti opravy.
Dalˇs´ı text je deˇlen do na´sleduj´ıc´ıch kapitol. V druhe´ kapitole jsou podrobneˇji rozepsa´ny
jednotlive´ kroky opravne´ho procesu pro lepsˇ´ı porozumeˇn´ı cele´ho procesu opravy. Da´le jsou
zde strucˇneˇ popsa´ny forma´ln´ı metody, ze ktery´ch byla pro oveˇrˇen´ı opravy zvolena metoda
model checking. O model checkingu, jeho za´kladech a principu pojedna´va´ trˇet´ı kapitola. Zde
jsou take´ popsa´ny jeho modifikace, proble´m stavove´ exploze a jeho mozˇna´ rˇesˇen´ı. Ve cˇtvrte´
kapitole jsou nejprve uvedeny r˚uzne´ model checkery, ze ktery´ch byl pro verifikaci zvolen mo-
del checker – Java PathFinder. Jeho popis a nastaven´ı jeho vlastnost´ı jsou v te´to kapitole
take´ uvedeny. Dalˇs´ı kapitola popisuje hloubeˇji zvolenou metodu pro verifikaci syste´mu z hle-
diska implementace v Java PathFinderu. Jsou zde uvedeny prˇ´ıklady a dosazˇene´ vy´sledky.





2.1 Proces automaticke´ opravy
V na´sleduj´ıc´ıch odstavc´ıch budou podrobneˇji rozepsa´ny jednotlive´ kroky procesu automa-
ticke´ opravy. Kroky procesu popisuj´ı princip le´cˇen´ı chyb, ktere´ vznikaj´ı soubeˇzˇnost´ı v Java
programech [12].
Zjiˇsteˇn´ı proble´mu. V prvn´ım kroku se monitoruje vykona´va´n´ı programu. Monito-
rova´n´ı prob´ıha´ pomoc´ı instrumentace programu nad byte-codem. Pokud by se chyba hledala
na u´rovni byte-codu pomoc´ı ladeˇn´ı (debugging), je velka´ pravdeˇpodobnost, zˇe chyba ne-
bude nalezena. Program na u´rovni byte-codu umozˇnˇuje velke´ mnozˇstv´ı mozˇnost´ı prokla´da´n´ı
instrukc´ı a t´ım se snizˇuje pravdeˇpodobnost nalezen´ı chyby beˇhem testova´n´ı. Pomoc´ı instru-
mentace se do programu zava´d´ı take´ sˇum (dalˇs´ı instrukce), pomoc´ı ktery´ch se zvysˇuje
pravdeˇpodobnost odhalen´ı chyb vznikly´ch nespra´vny´m prokla´da´n´ım instrukc´ı (data race).
Instrumentace ko´du se prova´d´ı pomoc´ı na´stroje ConTest, ktery´ pracuje nad Java byte-
codem a jehozˇ blizˇsˇ´ı popis a specifikace jsou uvedeny v [5]. ConTest je na´stroj vyv´ıjeny´
vy´zkumnou laboratorˇ´ı IBM pro testova´n´ı Java programu˚, ktere´ obsahuj´ı v´ıce vla´ken [6].
Nalezen´ı prˇ´ıcˇiny proble´mu. Nalezen´ı prˇ´ıcˇiny proble´mu je obt´ızˇny´ u´kol i pro cˇloveˇka,
t´ım teˇzˇsˇ´ım u´kolem se sta´va´ navrzˇen´ı mechanizmu pro automatickou detekci prˇ´ıcˇiny chyby.
V projektu SHADOWS byly navrzˇeny metody pro automatickou detekci. Prvn´ı meto-
dou je spra´vny´ odhad a vy´beˇr opravne´ akce ze specia´ln´ıho seznamu, ktery´ byl navrzˇen
pro vy´beˇr spra´vne´ opravy chyb vznikly´ch soubeˇzˇnost´ı. Jedna´ se o na´sleduj´ıc´ı detektory: da-
taRace detektor, atomRace detektor nebo deadlock detektor. Jinou mozˇnost´ı je prova´deˇn´ı
velke´ho mnozˇstv´ı test˚u s r˚uzny´mi body instrumentace a na´sledne´ statisticke´ vyhodno-
cen´ı dosazˇeny´ch vy´sledk˚u. Pomoc´ı z´ıskany´ch statisticky´ch dat a korektnosti chova´n´ı pro-
gramu v dane´m testu se da´ urcˇit proble´m. Oba vy´sˇe popsane´ prˇ´ıstupy lze kombinovat
s forma´ln´ımi metodami (naprˇ. model checkingem, statickou analy´zou) a pomoc´ı nich sn´ızˇit
pocˇet false alarmu˚. False alarmy vznikaj´ı v prˇ´ıpadeˇ, pokud je nadetekova´n proble´m, ktery´
ve skutecˇnosti v programu nen´ı. Z principu funkce forma´ln´ıch metod, by se tyto metody
daly aplikovat na samotnou lokalizaci proble´mu v syste´mu. Nicme´neˇ jejich aplikace na rea´lny´
syste´m je problematicka´ z d˚uvodu stavove´ exploze. Ta je kriticky´m proble´mem forma´ln´ıch
metod, ktery´ bra´n´ı jejich nasazen´ı na rea´lne´ syste´my a proveden´ı jejich celkove´ verifikaci.
Oprava proble´mu. Na´stroj (tool) pro opravu proble´mu mu˚zˇe by´t zalozˇen na vy´beˇru
opravne´ akce, ktere´ jsou vyjmenova´ny ve specia´ln´ım seznamu. Zvolena´ oprava detekovane´ho
proble´mu mu˚zˇe by´t nab´ıdnuta vy´voja´rˇi jako mozˇne´ rˇesˇen´ı beˇhem vy´voje syste´mu. Vy´voja´rˇ
se pak sa´m rozhodne, zda nab´ızenou akci provede cˇi nikoliv. C´ılem projektu je ovsˇem
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le´cˇit chyby, ktere´ se projev´ı u uzˇivatele. Za´meˇrem je tedy le´cˇit chyby, ktere´ se jizˇ jednou
v syste´mu vyskytly a na neˇ aplikovat opravu, a t´ım zamezit jejich opeˇtovne´mu vy´skytu
v aplikaci u uzˇivatele. Prozat´ım se le´cˇ´ıc´ı akce zameˇrˇuj´ı na proble´my typu data races. Data
races vznikaj´ı v d˚usledku paraleln´ıho prˇ´ıstupu ke sd´ılene´ promeˇnne´ ve stejny´ cˇasovy´ okamzˇik
z v´ıce mı´st, jehozˇ d˚usledkem je konfliktn´ı za´pis do sd´ılene´ promeˇnne´. Mozˇny´m rˇesˇen´ım
odstraneˇn´ı proble´mu data race je prˇida´n´ı za´mk˚u (locks). Prˇesneˇjˇs´ı popis jednotlivy´ch oprav
i samotne´ho proble´mu data race je bl´ızˇe uveden v [1, 12].
Oveˇrˇen´ı opravy. Posledn´ım krokem procesu je oveˇrˇen´ı opravne´ akce. Bylo by chybne´
prˇedpokla´dat, zˇe lze navrhnout univerza´ln´ı opravu urcˇite´ho proble´mu, ktera´ by fungovala
za vsˇech okolnost´ı. Z toho d˚uvodu jsou navrzˇeny specia´ln´ı le´cˇ´ıc´ı akce pro konkre´tn´ı prˇ´ıpady
vy´skytu urcˇite´ho proble´mu. Proto je take´ potrˇeba oveˇrˇit, zda zvolena´ oprava chyby byla
u´speˇsˇna´ a bezpecˇna´ (naprˇ. oveˇrˇen´ı zda prˇida´n´ı za´mk˚u pro odstraneˇn´ı proble´mu data race,
nezp˚usobilo jiny´ proble´m – deadlock, apod.). Ke kontrole opravy je vhodne´ pouzˇ´ıt forma´ln´ı
verifikaci, jedna´ se efektivn´ı metody pro oveˇrˇova´n´ı spra´vnosti syste´mu. Mezi forma´ln´ı me-
tody patrˇ´ı model checking, staticka´ analy´za nebo theorem proving. V prˇ´ıpadeˇ jejich omezen´ı
resp. modifikace je lze aplikovat na rea´lny´ syste´m a zverifikovat ho.
Jak jizˇ bylo uvedeno v u´vodu, k tomu aby bylo mozˇne´ navrhnout spra´vnou metodu
pro oveˇrˇen´ı opravy, je potrˇeba zna´t jej´ı podstatu a zp˚usob aplikace na proble´m resp. chybu.
2.1.1 Princip opravy proble´mu
Prˇedpokla´dejme, zˇe v monitorovane´m syste´mu byl lokalizova´n proble´m. Ten se nacha´z´ı
ve specia´ln´ım seznamu proble´mu˚, pro ktere´ jsou navrzˇeny le´cˇ´ıc´ı akce. Posle´ze se zvolena´
le´cˇ´ıc´ı akce aplikuje na detekovany´ proble´m, a ta proble´m v programu oprav´ı [1]. Existuj´ı
dveˇ mozˇnosti jak opravu na proble´m aplikovat. Prvn´ı mozˇnost´ı je pouze navrzˇen´ı opravy
vy´voja´rˇi, ktery´ se sa´m rozhodne, zda ji na opravu pouzˇije cˇi nikoliv. Druhou vhodneˇjˇs´ı
metodou je pouzˇit´ı arichitektury listener˚u. Listenery umozˇnuj´ı modifikovat chova´n´ı syste´mu
za jeho beˇhu bez nutnosti explicitn´ıho za´sahu do zdrojove´ho ko´du. Architektura listener˚u
je soucˇa´st´ı jizˇ zminˇovane´ho na´stroje ConTest [5, 16].
Oprava pomoc´ı pla´nova´n´ı. Dı´ky monitorova´n´ı (sledova´n´ı) syste´mu za jeho beˇhu
vznika´ v beˇhu programu sˇum, resp. v programu se vykona´va´ v´ıce instrukc´ı nezˇ v beˇzˇne´m
beˇhu programu bez monitorova´n´ı. Pomoc´ı tohoto mechanizmu je snadneˇjˇs´ı odhalit chyby
vznikle´ soubeˇzˇnost´ı, ktere´ se projevuj´ı pouze prˇi urcˇite´m prokla´da´n´ı instrukc´ı. K nespra´vne´-
mu prokla´da´n´ı instrukc´ı vedouc´ı k chybeˇ docha´z´ı naprˇ´ıklad prˇi vyt´ızˇen´ı procesoru jiny´mi
programy, ktere´ nejsou beˇzˇneˇ prˇi testova´n´ı programu spusˇteˇny. Proto monitorova´n´ı, ktere´
take´ potrˇebuje porva´deˇt vlastn´ı instrukce umozˇnuje odhalen´ı teˇchto chyb. Pro opravu po-
dobny´ch chyb v Java programech je neˇkdy postacˇuj´ıc´ı zavola´n´ı metody yield(). Metoda se
zavola´ prˇed kritickou seck´ı, kde docha´z´ı k chybeˇ. Princip metody yield() spocˇ´ıva´ v prˇepnut´ı
kontextu na jine´ vla´kno (aktua´ln´ı vla´kno se vzda´va´ procesoru), prˇi dalˇs´ım prˇideˇlen´ı proce-
soru je jizˇ dostatek cˇasu na vykona´n´ı kriticke´ sekce vcelku (bez prˇepnut´ı kontextu). Uvede-
nou techniku lze kombinovat s prˇideˇlova´n´ım r˚uzny´ch priorit vla´kn˚um. V takove´m prˇ´ıpadeˇ
do kriticke´ sekce mu˚zˇe vstoupit nebo ji prˇerusˇit pouze vla´kno se stejnou nebo vysˇsˇ´ı prioritou.
Oprava pomoc´ı synchronizace. Zminˇovana´ cˇa´st projektu SHADOWS je zameˇrˇena
na chyby, ktere´ jsou zp˚usobeny nevhodny´m pouzˇit´ım synchronizace, nebo kdyzˇ synchroni-
zace zcela chyb´ı. V prˇ´ıpadeˇ chybne´ho pouzˇit´ı synchronizace obsahuje oprava vhodnou zmeˇnu
v synchronizaci. Pokud se jedna´ o proble´m chybeˇj´ıc´ı synchronizaci nad sd´ılenou promeˇnnou,
je trˇeba veˇnovat dostatecˇnou pozornost prˇida´n´ı za´mku. Za´mek je potrˇeba vlozˇit takovy´m
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zp˚usobem, aby jeho prˇida´n´ı nezp˚usobilo jiny´ proble´m v syste´mu, typicky´m proble´mem je
vznik deadlocku. Je tedy nutno oveˇrˇit, zda prˇida´n´ı za´mk˚u skutecˇneˇ vyrˇesˇilo proble´m (data
race) a da´le zverifikovat, zˇe zmı´neˇna´ oprava nezp˚usobila v syste´mu jiny´ proble´m.
2.1.2 Princip oveˇrˇen´ı opravy
Pro oveˇrˇen´ı opravy je mozˇne´ pouzˇ´ıt techniky forma´ln´ı verifikace jako model checking, sta-
tickou analy´zu atd. K tomu, aby bylo mozˇne´ forma´ln´ı metody aplikovat na rea´lny´ syste´m,
je trˇeba udeˇlat jejich omezen´ı nebo urcˇitou modifikaci. V tomto prˇ´ıpadeˇ – oveˇrˇova´n´ı opravy,
nen´ı c´ılem zverifikovat cely´ syste´m, ale pouze okol´ı le´cˇene´ chyby. Jde tedy o aplikaci forma´ln´ı
metody na konkre´tn´ı cˇa´st programu a na kompletn´ı rea´lny´ syste´m. Aplikace forma´ln´ı me-
tody mu˚zˇe vypadat na´sledovneˇ.
Pouzˇit´ı staticke´ analy´zy nad byte-codem: v prˇ´ıpadeˇ pouzˇit´ı opravne´ akce – prˇida´n´ı za´mk˚u
(lock/unlock) je trˇeba oveˇrˇit, zda nove´ za´mky nejsou v kolizi s jizˇ naimplementovanou
synchronizac´ı. Prˇ´ıpadna´ kolize synchronizace by mohla zp˚usobit deadlock. Proble´m data
races se cˇasto vyskytuje nad jednoduchy´mi prˇ´ıkazy (mala´ cˇa´st ko´du). Prove´st statickou
analy´zu nad malou cˇa´st´ı ko´du nen´ı proble´m a tud´ızˇ odhalen´ı dane´ho proble´mu je mozˇne´.
Pro pouzˇit´ı model checkingu se je nejprve potrˇeba dostat do pozˇadovane´ho stavu resp.
do jeho okol´ı a zde posle´ze prove´st bounded model checking. Bounded model checking se
provede do prˇedem urcˇene´ hloubky stavove´ho prostoru. K prohleda´va´n´ı stavove´ho prostoru
existuj´ı r˚uzne´ heurisitiky, da´le je potrˇeba pro prohleda´va´n´ı stavove´ho prostoru zadat r˚uzne´
specifikace, ktere´ maj´ı by´t v syste´mu splneˇny (verifikova´ny).
Pokud opravna´ akce zp˚usob´ı jiny´ proble´m a pomoc´ı oveˇrˇova´n´ı opravy se dany´ proble´m
zjist´ı, je potrˇeba upravit le´cˇ´ıc´ı akci tak, aby k nove´ chybeˇ nedocha´zelo nebo zvolit jinou le´cˇ´ıc´ı
akci. Po zmeˇneˇ opravy je trˇeba prove´st nove´ oveˇrˇen´ı beˇhu programu, zda se jizˇ syste´m chova´
korektneˇ. Sta´le zde ale prˇetrva´va´ proble´m mozˇne´ho vy´skytu chyb. Verifikace syste´mu nebo
cˇa´sti syste´mu se prova´d´ı vzˇdy vzhledem k neˇjaky´m konkre´tn´ım vlastnostem a specifikac´ım.
Sta´le tedy nerˇesˇ´ı proble´m, kdy o zˇa´dne´m syste´mu nelze rˇ´ıci, zˇe je bezchybny´. O programu
lze pouze rˇ´ıci, ktere´ chyby neobsahuje. Pokud je zna´m princip opravy, je mozˇne´ navrhnout
a posle´ze implementovat takovou metodu pro oveˇrˇen´ı korektnosti opravy, ktera´ oveˇrˇ´ı ty
specifikace, u ktery´ch beˇhem le´cˇen´ı dosˇlo ke zmeˇneˇ.
2.2 Forma´ln´ı metody
Forma´ln´ı metody jsou zalozˇeny na matematicky´ch metoda´ch, umı´ doka´zat/vyvra´tit urcˇite´
specifikace syste´mu. Forma´ln´ımi metodami rozumı´me verifikacˇn´ı nebo analyticke´ metody.
Verifikace oveˇrˇuje zadane´ vlastnosti v syste´mu. Naprˇ´ıklad v paraleln´ıch programech
mu˚zˇe verifikace odpoveˇdeˇt na ota´zku, zda se v programu vyskytuje deadlock. Verifikace
tedy vrac´ı odpoveˇd’ ano/ne podle toho, jestli je verifikovana´ vlastnost v syste´mu splneˇna
nebo ne. Existuj´ı ale take´ specifikace, ktere´ oveˇrˇit nelze.
Analy´za poskytuje odpoveˇdi na obecneˇjˇs´ı ota´zky o syste´mu, neodpov´ıda´ tedy ano/ne,
zda je vlastnost v syste´mu splneˇna, ale poda´va´ komplexneˇjˇs´ı informace o chova´n´ı syste´mu
jako optimalizace, synte´za, apod.
Rozd´ıl mezi forma´ln´ımi metodami a testova´n´ım spocˇ´ıva´ v odpoveˇdi na ota´zku, zda
syste´m obsahuje danou chybu. Pokud se beˇhem testova´n´ı objev´ı chyba, je zrˇejme´, zˇe pro-
gram danou chybu obsahuje, ale pokud se beˇhem testova´n´ı chyba neprojev´ı, neznamena´
to, zˇe v programu zadana´ chyba nen´ı. Narozd´ıl od forma´ln´ı verifikace, jestlizˇe se beˇhem
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verifikace chyba neprojev´ı a byla provedena verifikace cele´ho syste´mu, uvedena´ chyba se
v syste´mu opravdu nevyskytuje.
Idea´ln´ı forma´ln´ı verifikace splnˇuje na´sleduj´ıc´ı vlastnosti. Idea´ln´ı forma´ln´ı verifikace je
plneˇ automaticka´, spolehliva´ (pokud dojde k za´veˇru, mus´ı by´t spra´vny´), u´plna´ (pokud najde
chybu, jedna´ se o skutecˇnou chybu – nejede o false alarm), konecˇna´ (verifikace vzˇdy skoncˇ´ı
s urcˇity´m za´veˇrem). Bohuzˇel v praxi idea´ln´ı verifikace neexistuje, kriticky´m proble´mem ve-
rifikace je stavova´ exploze. V prˇipadeˇ syste´mu s konecˇny´m stavovy´m prostorem a mozˇnost´ı
vyuzˇ´ıt´ı dostatecˇneˇ vy´konne´ho pocˇ´ıtacˇe – verifikace vzˇdy dojde k za´veˇru. V praxi se ale cˇasto
setka´va´me s neomezeny´m stavovy´m prostorem nebo nadmeˇrny´mi pozˇadavky na vy´kon
pocˇ´ıtacˇe (d˚uvodem je pra´ce s daty – jeden trˇicetidvou-bitovy´ integer mu˚zˇe naby´vat 232 hod-
not, paralelismus, nedeterminismus, ...).
Rea´lne´ verifikace maj´ı tedy na´sleduj´ıc´ı vlastnosti: produkuj´ı false alarmy, nekoncˇ´ı vzˇdy
korektneˇ, nejsou plneˇ automaticke´ a nejsou stoprocetneˇ spolehlive´.
K tomu, aby bylo mozˇne´ prova´deˇt verifikace, je nejprve zapotrˇeb´ı nadefinovat syste´m,
ktery´ bude verifikova´n a jeho vlastnosti, ktere´ se maj´ı zkontrolovat. Vstupn´ı syste´m mu˚zˇe
by´t popsa´n pomoc´ı modelu (petri net, promela, SMV, atd.) nebo jako rea´lny´ syste´m (pro-
gramy v r˚uzny´ch programovac´ıch jazyc´ıch, Verilog, hardware pospany´ ve VHDL, atd.).
Vlastnosti, ktere´ se maj´ı verifikovat, mohou by´t naprˇ. zˇivost promeˇnny´ch, invarianty, ukon-
cˇen´ı syste´mu pouze v pozˇadovane´m mı´steˇ. Vlastnosti, ktere´ se verifikuj´ı, lze rozdeˇlit do dvou
skupin: bezpecˇnost a zˇivost. Bezpecˇnost na´m rˇ´ıka´, zˇe v syste´mu nikdy nenastane nic sˇpatne´-
ho, protiprˇ´ıklad takove´ vlastnosti je konecˇny´ – neˇkdy nastane neˇco sˇpatne´ho. Oproti tomu
zˇivost syste´mu rˇ´ıka´, zˇe v syste´mu neˇkdy nastane neˇco dobre´ho a protiprˇ´ıklad je nekonecˇny´ –
nikdy nenastane nic sˇpatne´ho. Lze tedy uve´st, zˇe bezpecˇnost se verifikuje snadneˇni nezˇ
zˇivost. Pro popis vlastnost´ı je mozˇne´ pouzˇ´ıt naprˇ´ıklad formule tempora´ln´ıch logik,µ-calcul,
labels, atd.
Dalˇs´ı d˚ulezˇitou charakteristikou vlastnost´ı pro verifikaci je cˇas, ktery´ ma´ dveˇ za´kladn´ı
rozdeˇlen´ı na cˇas logicky´/fyzicky´ a linea´rn´ı/veˇtv´ıc´ı se. Logicky´ cˇas ukazuje cˇasovy´ sled jed-
notlivy´ch uda´lost´ı podle beˇhu, kdezˇto fyzicky´ cˇas slouzˇ´ı k urcˇen´ı kolik cˇasu na jakou uda´lost
bylo potrˇeba vzhledem ke zvolene´mu meˇrˇ´ıtku. V linea´rn´ım cˇase je pouze jedna mozˇnost
cˇasu, je mozˇny´ pouze linea´rn´ı beˇh programu. Oproti tomu veˇtv´ıc´ı se cˇas umozˇnˇuje spolecˇny´
na´hled na dva beˇhy, ktere´ se rozcha´zej´ı azˇ posle´ze.
Nejpouzˇ´ıvaneˇjˇs´ımi metodami pro forma´ln´ı analy´zu a verifikaci jsou model checking, sta-
ticka´ analy´za a theorem proving.
Model checking. Model checking je algoritmicka´ technika, ktera´ oveˇrˇuje, zda syste´m
splnˇuje pozˇadovane´ vlastnosti [4]. Verifikovany´ syste´m mu˚zˇe by´t popsa´n jak modelem, tak
rea´lny´m syste´mem. Model checking umozˇnˇuje verifikovat syste´my s konecˇny´m stavovy´m
prostorem. Kriticky´m proble´mem model checkingu je exploze stavove´ho prostoru, kde veli-
kost stavove´ho prostoru roste exponencia´lneˇ s velikost´ı verifikovane´ho syste´mu [21]. Vlast-
nosti jsou typicky specifikova´ny pomoc´ı tempora´ln´ıch logik.
Vy´hodami model checkingu jsou: vysoky´ stupenˇ automatizace, snadne´ pouzˇit´ı (pokud
to umozˇnˇuje syste´m), pomeˇrneˇ vsˇeobecne´ pouzˇit´ı pro verifikaci r˚uzny´ch vlastnost´ı syste´mu.
Oproti tomu hlavn´ı nevy´hodou je jizˇ zminˇovana´ exploze stavove´ho prostoru, ktery´ se da´
rˇesˇit r˚uzny´mi metodami jako redukce, abstrakce, kompozice syste´mu z cˇa´st´ı, atd. Dalˇs´ı
nevy´hodou je nutnost modelovat okol´ı verifikovane´ho syste´mu jako jsou vstupy.
Staticka´ analy´za. Staticka´ analy´za se neprova´d´ı nad skutecˇny´m beˇhem syste´mu, ale
pouze nad zdrojovy´m ko´dem. T´ım umozˇnˇuje zjistit informace o programu ze zdrojove´ho
ko´du, anizˇ by bylo nutne´ program spousˇteˇt. Staticke´ analy´zy jsou r˚uzne´ druhy (typova´
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analy´za, vyhleda´va´n´ı chybovy´ch vzor˚u – bug pattern, dataflow analy´za, apod.). Vy´hodami
staticke´ analy´zy je mozˇnost verifikovat obrovske´ syste´my, za´rovenˇ nen´ı nutne´ modelovat
okol´ı syste´mu a nab´ız´ı velky´ stupenˇ automatizace. Nevy´hodou je velka´ specializace jednot-
livy´ch staticky´ch analy´z na konkre´tn´ı proble´my. Pokud je c´ılem zverifikovat noveˇ zadany´
proble´m, mus´ı se nejprve navrhnout nova´ staticka´ analy´za pro jeho oveˇrˇen´ı. Dalˇs´ı nevy´hodou
je vznik false alarmu˚. Dı´ky tomu, zˇe se staticka´ analy´za prova´d´ı nad zdrojovy´m ko´dem, mu˚zˇe
nadetekovat chybu, ktera´ prˇi skutecˇne´m beˇhu nikdy nenastane (false positive).
Theorem proving. Jedna´ se o deduktivn´ı verifikaci, ktera´ vycha´z´ı z axiomu˚ a po-
moc´ı pouzˇit´ı r˚uzny´ch pravidel produkuje vlastnosti syste´mu. Uzˇit´ı jednotlivy´ch pravidel
nen´ı automaticke´, je potrˇeba za´sahu uzˇivatele ”experta“, ktery´ vede d˚ukaz. Jedna´ se tedy
o cˇa´stecˇneˇ automatickou metodu, ktera´ je velmi obecna´, cozˇ je jej´ı vy´hodou. Nevy´hodou je
proble´m s diagnostickou informac´ı, ktera´ mu˚zˇe, ale take´ nemus´ı by´t k dispozici.
Pro oveˇrˇen´ı opravy byla zvolena froma´ln´ı metoda –model checking. Ta umozˇnˇuje verifi-
kovat syste´m dynamicky, a tedy hledat pouze chyby, ktere´ mohou v syste´mu rea´lneˇ nastat
oproti staticke´ analy´ze, ktera´ produkuje hodneˇ false alarmu˚. Dalˇs´ı vy´hodou je sˇiroky´ vy´beˇr




Model checking je algoritmicka´ cesta k oveˇrˇen´ı, zda zadany´ syste´m splnˇuje pozˇadovanou
vlastnost [4]. Za´kladn´ı sche´ma verifikacˇn´ıho procesu je zna´zorneˇne´ na obr. 3.1. Vstupem
pro verifikace je verifikovany´ syste´m, ktery´ je typicky popsa´n pomoc´ı forma´ln´ıho modelu
syste´mu. Druhy´m vstupem je forma´ln´ı specifikace vlastnost´ı, ktere´ se maj´ı oveˇrˇit. Model
syste´mu a specifikovane´ vlastnosti vstupuj´ı do model checkeru, ktery´ oveˇrˇuje resp. verifikuje
zadane´ vlastnosti. V idea´ln´ım prˇ´ıpadeˇ na´m model checker vra´t´ı odpoveˇd’ ano/ne, podle toho
jestli je vlastnost splneˇna. V praxi ovsˇem mu˚zˇe nastat i situace, kdy na´m model checker
nen´ı schopen poskytnout odpoveˇd’, naprˇ. z d˚uvodu nedostatku pameˇti.
Obra´zek 3.1: Za´kladn´ı sche´ma procesu verifikace pomoc´ı model checkeru
Principem model checkingu je systematicke´ prohleda´va´n´ı stavove´ho prostoru. Stav (state)
je sn´ımek syste´mu v cˇase, zachycuje hodnoty promeˇnny´ch v dane´m cˇasove´m okamzˇiku.
Za´rovenˇ chceme zna´t, jak se stavy meˇn´ı – popis zmeˇny mezi jednotlivy´mi stavy (stav prˇed
uda´lost´ı a stav po uda´losti) se nazy´va´ prˇechod (transition). Vy´pocˇet (computation) je sek-
vence stav˚u, kde se na´sleduj´ıc´ı stav z´ıska´ z prˇedchoz´ıho stavu pomoc´ı prˇechodu.
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3.1 Model syste´mu
Rea´lne´ syste´my jsou veˇtsˇinou zada´ny pomoc´ı textu programu (zdrojovy´ ko´d) nebo diagra-
mem cest. Je tedy potrˇeba mechanizmus, ktery´ je schopen popsat vsˇechny typy syste´mu˚
tak, aby mohli by´t verifikova´ny. Jednou mozˇnost´ı popisu chova´n´ı syste´mu je Kripkeho struk-
tura (Kripke structure) obr. 3.2(a) . Jedna´ se o graf, ktery´ popisuje stavy syste´mu a jeho
prˇechody:
Necht’ AP je mnozˇina atomicky´ch vy´rok˚u, pak Kripkeho struktura M nad AP je cˇtverˇice
M = (S, S0, R, L), kde
• S je mnozˇina stav˚u,
• S0 ⊆ S je mnozˇina pocˇa´tecˇn´ıch stav˚u,
• R ⊆ S × S je prˇechodova´ relace mezi stavy takova´, zˇe ∀s ∈ S : ∃s′ ∈ S : R(s, s′)
• L : S → 2AP je funkce prˇiˇrazuj´ıc´ı kazˇde´mu stavu mnozˇinu vsˇech atomicky´ch tvrzen´ı,
ktera´ v dane´m stavu plat´ı, AP = {v = d | v ∈ V ∧ d ∈ D}, kde V je mnozˇina
promeˇnny´ch nad dome´nou D.
Pro popis sekvencˇn´ıho chova´n´ı Kripkeho struktury M jsou definova´ny cesty (paths).
Cesta (path) v Kripkeho strukturˇe M ze stavu s je nekonecˇna´ sekvence stav˚u pi = s0s1s2...,
ktera´ je rˇazena´ s ohledem na prˇechodovou relaci v M . Prˇechodova´ relace R(si, si+1) plat´ı
pro vsˇechny 0 ≤ i < |pi| − 1. Jestlizˇe I(s0) t.j. s0 je pocˇa´tecˇn´ı stav, potom se cesta nazy´va´
pocˇa´tecˇn´ı (initialized). De´lka cesty (length) |pi| mu˚zˇe by´t jak konecˇna´, tak nekonecˇna´.
Pro i < |pi| je definovany´ i-ty´ stav si v sekvenci jako pi(i). Suffixem pi je pii = (si, si+1, . . . ),
ktery´ zacˇ´ına´ stavem si. Vsˇechny mozˇne´ pocˇa´tecˇn´ı cesty syste´mu, lze z Kripkeho struktury
zapsat pomoc´ı vy´pocˇetn´ıho stromu (computation tree) obr. 3.2(b). Vy´pocˇetn´ı strom tedy
vznikne rozepsa´n´ım Kripkeho struktury z pocˇa´tecˇn´ıho stavu.
Obra´zek 3.2: Uka´zka Kripkeho struktury (a) a vy´pocˇetn´ıho stromu (b)
Granularita prˇechod˚u. Jedn´ım ze za´sadn´ıch nastaven´ı verifikace je urcˇen´ı granu-
larity prˇechod˚u syste´mu. Tento fakt je podstatny´ pro urcˇen´ı atomicky´ch prˇechod˚u, tyto
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prˇechody jsou da´le nedeˇlitelny´. Pokud prˇechod obsahuje v´ıce operac´ı, prova´deˇj´ı se jako
jedna jedina´ atomicka´ operace. Beˇzˇnou chybou je nastaven´ı hrube´ granularity, kdy se za ato-
micke´ prˇechody povazˇuj´ı i takove´ prˇechody, ktere´ v rea´lne´m syste´mu atomicke´ nejsou. T´ım
mu˚zˇe doj´ıt k chybeˇ prˇi verifikaci, model checking neodhal´ı chyby (errors), ktere´ v syste´mu
jsou. Oproti tomu nastaven´ı velmi jemne´ granularity mu˚zˇe zp˚usobit detekova´n´ı chyb, ktere´
v rea´lne´m beˇhu syste´mu nemohou nikdy nastat.
Prˇ´ıklad z [4]: Syste´m ma´ 2 promeˇnne´ x, y a dva soubeˇzˇneˇ proveditelne´ prˇechody α, β.
α : x := x+ y
β : y := y + x
s pocˇa´tecˇn´ım stavem x = 1, y = 2. Oba prˇechody maj´ı jemnou granularitu, implementace
prˇechod˚u je pomoc´ı instrukc´ı assembleru: load, add, store, ktere´ slouzˇ´ı pro pra´ci s pameˇt´ı a
registry:
α0 : load R1, x β0 : load R2, y
α0 : add R1, y β0 : add R2, x
α0 : store R1, x β0 : store R2, y
Vy´pocˇet prˇechodu α a pak β da´va´ vy´sledek x = 3∧ y = 5. Pokud je prˇechod β vykona´n
prˇed α obdrzˇ´ıme vy´sledek x = 4∧y = 3. Na druhou stranu podle granularity implementace
mu˚zˇe nastat i situace α0β0α1β1α2β2 a vy´sledek x = 3 ∧ y = 3.
Prˇedpokla´dejme, zˇe x = 3 ∧ y = 3 porusˇuje vlastnosti syste´mu, da´le prˇedpokla´dejme,
zˇe syste´m je implementova´n pro prˇechod α a β. V tom prˇ´ıpadeˇ je nemozˇne´ z´ıskat vy´sledek
x = 3 ∧ y = 3. Potom s granularitou α0α1α2β0β1β2 mu˚zˇeme dostat stavy, ktere´ v syste´mu
nikdy nenastanou. Na druhou stranu ma´me implementaci α0α1α2β0β1β2, ale syste´m mo-
delujeme s α a β, potom nikdy nenalezneme chybu v syste´mu.
Syste´my se soubeˇzˇnost´ı. Takove´ syste´my se skla´daj´ı z mnozˇiny komponent, ktere´
beˇzˇ´ı soucˇasneˇ. Jednotlive´ komponenty si mezi sebou prˇeda´vaj´ı r˚uzna´ data – komunikuj´ı.
Zp˚usob komunikace je v jednotlivy´ch syste´mech r˚uzny´. Komunikace mu˚zˇe prob´ıhat asyn-
chronneˇ – v cˇasove´m okamzˇiku pracuje pouze jedna komponenta, nebo synchronneˇ – vsˇechny
komponenty deˇlaj´ı krok ve stejne´m cˇase. Komunikace prob´ıha´ za pomoci sd´ıleny´ch promeˇn-
ny´ch (shared variables) nebo zas´ıla´n´ı zpra´v (exchanging messages). Pokud program obsa-
huje sd´ılene´ promeˇnne´ resp. promeˇnne´, ke ktery´m ma´ prˇ´ıstup v´ıce nezˇ jeden proces, je trˇeba
zajistit, aby ke sd´ılene´ promeˇnne´ meˇl v dany´ cˇasovy´ okamzˇik prˇ´ıstup pouze jeden proces.
V opacˇne´m prˇ´ıpadeˇ mu˚zˇe doj´ıt k nekonzistenci dat. Pro tyto u´cˇely slouzˇ´ı synchronizacˇn´ı
prˇ´ıkazy, ktere´ jsou atomicke´ a mohou mı´t podobu prˇ´ıznaku cˇeka´n´ı (wait) nebo za´mk˚u
(lock/unlock).
3.2 Specifikace syste´mu
Po forma´ln´ım nadefinova´n´ı syste´mu je trˇeba take´ forma´lneˇ nadefinovat vlastnosti, ktere´ se
maj´ı verifikovat. Typickou formou specifikace vlastnost´ı pro model checking jsou na´sleduj´ıc´ı
tempora´ln´ı logiky:Linear-time Temporal Logic (LTL), Computation Tree Logic (CTL) a
CTL∗, ktera´ spojuje vyjadrˇovac´ı mozˇnosti LTL a CTL.
Tempora´ln´ı logiky jsou specia´ln´ım typem moda´ln´ıch logik, pomoc´ı nichzˇ se daj´ı nade-
finovat formule, ktere´ vyajdrˇuj´ı urcˇitou vlastnost syste´mu. V tempora´ln´ı logice nen´ı cˇas
uveden explicitneˇ, naopak, formule umozˇnˇuj´ı urcˇit, zda je neˇjaky´ stav proveditelny´ nebo
tento stav nikdy nenastane (naprˇ. chybovy´ stav), jedna´ se o logicky´ cˇas. Vlastnosti typu
neˇkdy (sometimes) nebo nikdy (never) jsou popsa´ny specia´ln´ımi tempora´ln´ımi opera´tory.
Tempora´ln´ı opera´tory mohou by´t kombinova´ny libovolneˇ s booleovsky´mi spojkami nebo
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vza´jemneˇ vnorˇeny. Jednotlive´ tempora´ln´ı logiky se liˇs´ı v opera´torech, ktere´ poskytuj´ı a
take´ v jejich se´mantice.
Logika CTL∗. Tato logika zahrnuje v sobeˇ logiky CTL a LTL. CTL∗ formule popisuj´ı
vlastnosti vy´pocˇetn´ıch stromu˚. CTL∗ formule obsahuje: atomicke´ vy´roky (AP), booleovske´
spojky (∧,∨,¬), kvantifika´tory cesty, tempora´ln´ı opera´tory.
Kvantifika´tory cesty jsou pouzˇity pro popis veˇtven´ı ve vy´pocˇetn´ım stromu:
• A pro vsˇechny cesty
• E existuje cesta
Tempora´ln´ı opera´tory popisuj´ı vlastnosti cesty (cesty prˇes strom). Existuje peˇt za´kladn´ıch
tempora´ln´ıch opera´tor˚u:
• Xp (next time) vlastnost p bude splneˇna v na´sleduj´ıc´ım stavu dane´ cesty,
• Fp (eventually) vlastnost p bude splneˇna neˇkdy na dane´ cesteˇ,
• Gp (globally) vlastnost p je splneˇna ve vsˇech stavech dane´ cesty,
• pUq (until) vlastnost p plat´ı na cesteˇ dokud neplat´ı q,
• pRq (release) vlastnost q byla splneˇna ve vsˇech stavech cesty azˇ po prvn´ı stav vcˇetneˇ,
ve ktere´m plat´ı formule p.
V CTL∗ logice existuj´ı dva typy formul´ı stavove´ formule (state formulas) a formule
cesty (path formulas).
Logika CTL a LTL. Jsou podlogiky CTL∗, rozd´ıl mezi nimi je v uporˇa´da´n´ı veˇtven´ı
ve vy´pocˇetn´ım stromu. CTL (Computation Tree Logic) je logika s veˇtv´ıc´ım se cˇasem a
tempora´ln´ı opera´tory urcˇuj´ı cesty, ktere´ jsou mozˇne´ z dane´ho stavu obr. 3.3(b). Oproti
tomu LTL (Linear Temporal Logic) je logika s linea´rn´ım cˇasem a opera´tory urcˇuj´ı uda´losti,
ktere´ mohou nastat po cesteˇ ve vy´pocˇetn´ım stromu obr. 3.3(a).
Obra´zek 3.3: KS, VS, CTL, LTL
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3.3 Vy´stup verifikace
Vy´sledkem verifikace je tedy odpoveˇd’ na ota´zku model checkingu: Necht’, je da´na Kripkeho
struktura M = (S, S0, R, L), pomoc´ı ktere´ je popsa´n verifikovany´ syste´m a tempora´ln´ı
formule f , reprezentuj´ıc´ı pozˇadovanou vlastnost, kterou ma´ syste´m splnˇovat. Odpoveˇd´ı
model checkingu je, zda zadana´ formule f je splneˇna v Kripkeho strukturˇe M :
M |= ϕ ?,
respektive urcˇit mnozˇinu stav˚u syste´mu S, ve ktery´ch je formule f splneˇna:
{s ∈ S | M, s |= ϕ}.
Postup urcˇen´ı, zda je formule f plneˇna spocˇ´ıva´ v oveˇrˇen´ı, zˇe:
• pro kazˇdou podformuli ψ formule ϕ je vypocˇtena mnozˇina stav˚u:
Sψ = {s ∈ S | M, s |= ψ},
• vy´pocˇet mnozˇiny stav˚u Sψ zacˇ´ına´ u nejvnitrˇenjˇs´ıch (da´le nedeˇlitelny´ch) podformul´ı a
postupuje se smeˇrem ven k z´ıska´n´ı mnozˇiny stav˚u p˚uvodn´ı formule ϕ.
Typicky se prova´d´ı model checking z pocˇa´tecˇn´ıho stavu (stav˚u) syste´mu, d´ıky tomu se
oveˇrˇ´ı, zda je specifikace splneˇna v cele´m syste´mu (S0 ⊆ Sϕ) nebo jeho cˇa´sti – formule je
splneˇna v pozˇadovany´ch stavech.
Existuj´ı r˚uzne´ algoritmy, pomoc´ı nichzˇ se urcˇuj´ı mnozˇiny stav˚u, ve ktery´ch je pozˇadovana´
formule splneˇna. Nicme´neˇ pro vy´pocˇet mnozˇiny u r˚uzny´ch formul´ı, ktere´ obsahuj´ı jine´ tem-
pora´ln´ı opera´tory je trˇeba aplikovat r˚uzne´ algoritmy, jednotlive´ algoritmy lze naj´ıt naprˇ´ıklad
v [4].
Algoritmy pro oveˇrˇen´ı formule jsou zalozˇeny na procha´zen´ı stavovy´m prostorem a jejich
hlavn´ım proble´m se tedy sta´va´ exploze stavove´ho prostoru.
3.4 Proble´m stavove´ exploze
Exploze stavove´ho prostoru je kriticky´m proble´mem model checkingu (state space explo-
sion problem), kde verifikace spocˇ´ıva´ v generova´n´ı stavove´ho prostoru. Velikost stavove´ho
prostoru roste exponencia´lneˇ s velikost´ı verifikovane´ho modelu resp. syste´mu [21]. Z toho
d˚uvodu je prakticky model checking bez redukce stavove´ho prostoru v praxi nepouzˇitelny´.
Exploze stavove´ho prostoru spocˇ´ıva´ v nedeterminismu – ve velke´m mnozˇstv´ı mozˇnost´ı stav˚u,
ktery´mi mu˚zˇe syste´m pokracˇovat z aktua´ln´ıho stavu. Pro rˇesˇen´ı proble´mu stavove´ exploze
existuj´ı r˚uzne´ prˇ´ıstupy [7, 15, 21, 23]. Jedn´ım z mozˇny´ch deˇlen´ı teˇchto prˇ´ıstup˚u je na´sleduj´ıc´ı:
• Prˇedzpracova´n´ı (preprocessing). Jesˇteˇ prˇed zacˇa´tkem prova´deˇn´ı model checkingu
se vykona´ prˇedzpracova´n´ı verifikovane´ho syste´mu. Do te´to skupiny patrˇ´ı: slicing a
jemu podobne´ techniky zalozˇene´ na staticke´ analy´ze, jejich podstatou je ”orˇ´ıznut´ı“ ve-
rifikovane´ho syste´mu pouze na tu cˇa´st, ktera´ mu˚zˇe ovlivnit verifikovanou vlastnost.
Vlastn´ı model checking se prova´d´ı pouze nad ”orˇ´ıznutou“ cˇa´st´ı syste´mu. Dalˇs´ı meto-
dou je nad aproximace, pomoc´ı n´ı je mozˇne´ zjistit, co ovlivnˇuje zkoumanou oblast a
da´le pracovat se zvolenou cˇa´st´ı syste´mu. Da´le je mozˇne´ pouzˇ´ıt explicitn´ı urcˇen´ı ato-
micke´ sekce. Uzˇivatel sa´m zada´ oblasti, ktere´ maj´ı by´t vykona´ny atomicky a nema´ se
rozgenerova´vat jejich stavovy´ prostor. V tom prˇ´ıpadeˇ sa´m uzˇivatel zarucˇuje, zˇe j´ım
zadana´ atomicka´ sekce nezp˚usob´ı nenalezen´ı chyby. Existuj´ı i metody, ktere´ doka´zˇ´ı
urcˇit atomicke´ sekce automaticky. Tyto sekce jsou ovsˇem veˇtsˇinou velice jednoduche´ a
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neefektivn´ı vzhledem k redukci stavove´ho prostoru. Dalˇs´ı mozˇnost´ı je abstrakce (abs-
traction). Abstrakce se mu˚zˇe vytvorˇit bud’ rucˇneˇ (theorem proving, uzˇivatel) nebo
automaticky (predika´tova´ abstrakce, petriho s´ıteˇ).
• Efektivn´ı ulozˇen´ı Kripkeho struktury v pameˇti.Dalˇs´ı mozˇnost´ı jak se vyporˇa´dat
se stavovou exploz´ı je komprimace stavove´ho prostoru. BDD (binary decision diagram)
je jednou z mozˇnost´ı jak komprimovat stavovy´ prostor, jednotlive´ stavy jsou reprezen-
tova´ny pomoc´ı formul´ı. Dalˇs´ı mozˇnost´ı je efektivn´ı ulozˇen´ı stavu v pameˇti, neukla´daj´ı
se cele´ noveˇ generovane´ stavy, ale pouze zmeˇny mezi jizˇ ulozˇeny´m stavem a noveˇ
generovany´m. Abstrakce stav˚u je metoda, ktera´ redukuje informace o procesech. Ne-
uchova´va´ se informace o prˇesne´m pocˇtu proces˚u, ale pouze informace zda na dane´m
rˇa´dku ko´du je 0, 1 nebo ∞ proces˚u, jedna´ se o nadaproximaci.
• Redukce stavove´ho prostoru. Redukce stavove´ho prostoru neznamena´ pouze efek-
tivn´ı procha´zen´ı stavove´ho prostoru, ale take´ redukce pocˇtu stav˚u. Redukce stav˚u
mu˚zˇe prob´ıhat bud’ prˇedem nebo za beˇhu programu –neˇktere´ generovane´ stavy nejsou
z hlediska verifikovane´ vlastnosti zaj´ımave´. Metody pro redukci stavove´ho prostoru
jsou: symmetry reduction, Petri-net unifolding (rozvinut´ı petriho s´ıteˇ do linea´rn´ıho
stromu).
Zaj´ımave´ redukce pro programy se soubeˇzˇnost´ı jsou ”Partial order reduction“ (POR)
a ”on-the-fly model checking“. POR je zalozˇena´ na redukova´n´ı generova´n´ı stavove´ho
prostoru. V programech existuj´ı neza´visle´ prˇechody u ktery´ch neza´lezˇ´ı na porˇad´ı je-
jich vykona´n´ı, po jejich proveden´ı se verifikace dosta´va´ do shodne´ho stavu. Takove´
prˇechody (operace) se typicky vyskytuj´ı u v´ıce vla´knovy´ch aplikac´ı, kdy r˚uzna´ va´lkna
prova´d´ı na sobeˇ neza´visle´ operace a neza´lezˇ´ı tedy na porˇad´ı jejich prova´deˇn´ı. Uka´zka
cˇa´sti vygenerovane´ho stavove´ho prostoru, kde je mozˇne´ tuto generovanou cˇa´st redu-
kovat pouze na proveden´ı jednoho pr˚uchodu je na obr. 3.4.
Obra´zek 3.4: Uka´zka redukce stavove´ho prostoru pomoc´ı POR
Metoda on-the-fly je zalozˇena na soucˇasne´m generova´n´ı stavove´ho prostoru a oveˇrˇova´n´ı
vlastnosti syste´mu najednou. Prˇi generova´n´ı stavove´ho prostoru se soucˇasneˇ verifi-
kuje, zda je vlastnost v dane´m generovane´m stavu splneˇna. Pokud dojde k nalezen´ı
protiprˇ´ıkladu verifikovane´ vlastnosti, generova´n´ı stavove´ho prostoru koncˇ´ı. Verifikace
dospeˇla k za´veˇru bez nutnosti rozgenerova´va´vat cely´ stavovy´ prostor a t´ım k jeho
redukci.
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• Kompozicˇn´ı model checking (Compositional of MC). Jedna´ se o rozdeˇlen´ı
syste´mu na komponenty, kde u kazˇde´ komponenty sledujeme urcˇite´ vlastnosti. Nako-
nec z teˇchto d´ılcˇ´ıch vlastnost´ı komponent odvod´ı vlastnosti cele´ho syste´mu.
Existuj´ı i dalˇs´ı metody pro redukci stavove´ho prostoru, ktere´ zde nejsou uvedeny. Take´
je mozˇne´ jednotlive´ metody vhodny´m zp˚usobem kombinovat, a t´ım doc´ılit vysˇsˇ´ı efektivnosti
prˇi redukci stavove´ho prostoru.
3.5 Bounded Model Checking
Bounded model checking resp. ohranicˇeny´ model checking se pouzˇ´ıva´ pro verifikaci konecˇneˇ
stavovy´ch syste´mu˚. Bounded model checking mu˚zˇe u´cˇinneˇ redukovat proble´m splnitelnosti
booleovske´ formule –SAT . Tento proble´m byl jedn´ım z d˚uvod˚u pro vytvorˇen´ı te´to me-
tody [3].
Za´kladn´ı mysˇlenkou bounded model checkingu je oveˇrˇen´ı urcˇite´ vlastnosti syste´mu pouze
za pomoci konecˇne´ho prefixu cesty v syste´mu. Nalezen´ı d˚ukazu o splneˇn´ı nebo vyvra´cen´ı
urcˇite´ vlastnosti syste´mu se prova´d´ı v konecˇne´m pocˇtu krok˚u. Prohleda´va´n´ı stavove´ho
syste´mu je omezeno na prˇedem danou de´lku k. Pomoc´ı omezen´ı prohleda´va´n´ı stavove´ho
syste´mu se omez´ı i verifikace pozˇadovane´ vlastnosti. Verifikace je omezena na verifikaci pre-
fixu cesty, ktera´ ma´ de´lku k. V praxi se veˇtsˇinou omezena´ de´lka cesty prodluzˇuje na takovou
dobu, dokud se nez´ıska´ d˚ukaz o splneˇn´ı/vyvra´cen´ı verifikovane´ vlastnosti.
Prˇestozˇe prefix cesty je konecˇny´ – obsahuje konecˇny´ pocˇet stav˚u, mu˚zˇe reprezentovat
nekonecˇnou cestu. Pokud cesta obsahuje zpeˇtnou smycˇku (back loop) z posledn´ıho stavu
prefixu do neˇktere´ho z prˇedchoz´ıch stav˚u (obr. 3.5(b)) jedna´ se o reprezentaci nekonecˇne´
cesty pomoc´ı konecˇne´ho pocˇtu stav˚u. V prˇ´ıpadeˇ, zˇe prefix cesty neobsahuje zpeˇtnou smycˇku
(obr. 3.5(a)), nelze rˇ´ıci nic o nekonecˇne´m chova´n´ı syste´mu. Nelze zverifikovat vlastnosti,
ktere´ pozˇaduj´ı, aby urcˇita´ vlastnost byla platna´ nekoncˇneˇ dlouho. Pokud prefix neobsahuje
zpeˇtnou smycˇku nen´ı zna´me´ chova´n´ı syste´mu za stavem sk.
Obra´zek 3.5: Dveˇ mozˇnosti omezene´ cesty
Definice pro cestu, ktera´ obsahuje zpeˇtnou smycˇku je na´sleduj´ıc´ı:
Pro l ≤ k nazy´va´me cestu pi: (k, l)-loop, pokud T (pi(k), pi(l)) a pi = u.vω, kde
u = (pi(0), . . . , pi(l − 1)) a v = (pi(l), . . . , pi(k)). Pokud existuje k≥l≥0, pro ktere´ je cesta
pi: (k, l)-loop, pak nazy´va´me cestu pi: k-loop.
Pokud na cesteˇ de´lky k existuje prˇechod z posledn´ıho stavu cesty sk do neˇktere´ho
z prˇedesˇly´ch stav˚u cesty sl, pak je mozˇne´ danou cˇa´st cesty neomezeneˇ kra´t opakovat k-loop.
Se´mantika model checkingu na limitovany´ch cesta´ch se nazy´va´ bounded semantics. Vyu-
zˇ´ıva´ se prvn´ıch k+1 stav˚u cesty (s0, . . . , sk), jedna´ se o konecˇny´ prefix cesty. Pomoc´ı tohoto
prefixu se urcˇuje splnitelnost formule na cesteˇ. Pokud cesta obsahuje smycˇku k-loop, mu˚zˇe
se pro splnitelnost formule pouzˇ´ıt origina´ln´ı se´mantika model checkingu. Tato se´mantika lze
vyuzˇ´ıt vzhledem k faktu, zˇe pokud cesta obsahuje zpeˇtnou smycˇku jsou nekonecˇne´ vlastnosti
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cesty obsazˇeny v jej´ım konecˇne´m prefixu. Forma´lneˇ lze toto tvrzen´ı ”Bounded Semantics
for a Loop“ zapsat na´sledovneˇ:
Necht’ k ≥ 0 a pi je k-loop. Potom LTL formule f je splneˇna na cesteˇ pi de´lky k (sym-
bolicky´ za´pis pi |=k f iff pi |= f).
Druha´ mozˇnost nasta´va´ v prˇ´ıpadeˇ, kdy cesta pi neobsahuje k-loop. Potom formule f = Fp
je splneˇna na cesteˇ pi v origina´ln´ı (neomezene´) se´mantice, jestlizˇe existuje index i ≥ 0,
takovy´, kde p je splneˇna na sufixu (pii) cesty pi. Pokud je pouzˇita omezena´ se´mantika,
potom k+1-n´ı stav pi(k) nema´ na´sledovn´ıka a nen´ı tedy mozˇne´ tuto se´mantiku definovat
rekurzivneˇ pomoc´ı sufix˚u cesty (pii). Z toho d˚uvodu se zava´d´ı znacˇen´ı pi |=ik f , kde i je
aktua´ln´ı pozice v prefixu na cesteˇ pi a suffix pii cesty pi splnˇuje formuli f : pi |=ik f implikuje
pii |= f . Forma´ln´ı definice tohoto tvrzen´ı ”Bounded Semantics without a Loop“ lze zapsat
na´sledovneˇ:
Necht’ k ≥ 0, cesta pi nen´ı k-loop. Potom LTL formule f je splneˇna na cesteˇ pi de´lky k
resp. pi |=k f iff pi |=0k f , kde
pi |=ik p iff p ∈ L(pi(i))
pi |=ik ¬p iff p /∈ L(pi(i))
pi |=ik f ∧ g iff pi |=ik f and pi |=ik g
pi |=ik f ∨ g iff pi |=ik f or pi |=ik g
pi |=ik Gf nen´ı splneˇna nikdy
pi |=ik Ff iff ∃j, i ≤ j ≤ k. pi |=jk f
pi |=ik Xf iff i < k and pi |=i+1k f
pi |=ik fUg iff ∃j, i ≤ j ≤ k. pi |=jk g and ∀n, i ≤ n < j. pi |=nk f
pi |=ik fRg iff ∃j, i ≤ j ≤ k. pi |=jk f and ∀n, i ≤ n < j. pi |=nk g
Na za´veˇr te´to kapitoly o bounded model checkingu zle uve´st na´sleduj´ıc´ı dveˇ veˇty:
Necht’ f je LTL formule a pi je cesta, potom pi |=k f ⇒ pi |= f .
Necht’ f je LTL formule a M je Kripkeho struktura. Jestlizˇe M |= Ef , potom existuje
k ≥ 0, kde M |=k Ef .
Z teˇchto dvou veˇt lze odvodit na´sleduj´ıc´ı theore´m o bounded model checkingu:
Necht’ f je LTL formule a M je Kripkeho struktura, potom M |= Ef iff existuje k ≥ 0,
resp. M |=k Ef .
Theore´m rˇ´ıka´, pokud zle z´ıskat takovou de´lku k, na ktere´ je formule splneˇna, potom
omezena´ a neomezena´ se´mantika jsou ekvivalentn´ı.
3.6 Navigace stavovy´m prostorem
V projektu SHADOWS se bounded model checking vyuzˇ´ıva´ pro zverifikova´n´ı okol´ı le´cˇene´
chyby, nen´ı tedy c´ılem prove´st bounded model checking z pocˇa´tecˇn´ıho stavu (s0), ale
z neˇjake´ho konkre´tn´ıho stavu ve stavove´m prostoru syste´mu. Aby bylo mozˇne´ z toho stavu
prove´st bounded model checking, je potrˇeba nejprve dane´ho stavu dosa´hnout, proj´ıt sta-
vovy´ prostor do konkre´tn´ıho stavu. K tomuto u´cˇelu existuj´ı r˚uzne´ metody [14, 20], ktere´
slouzˇ´ı k navigaci stavovy´m prostorem do pozˇadovane´ho stavu. Tyto metody mohou by´t
na´sleduj´ıc´ı.
• Record&Replay trace. Tato strategie pro navigaci stavovy´m prostorem je zalozˇena
na zaznamena´n´ı beˇhu programu (trace) a posle´ze prˇehra´n´ı te´to cesty ve zvolene´m
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model checkeru. Pomoc´ı za´znamu beˇhu programu se je mozˇne´ nava´deˇt stavovy´m
prostorem azˇ do mı´sta opravy chyby, ze ktere´ho je mozˇne´ spustit bounded model
checking. Vy´hodou te´to metody je zaznamena´n´ı cele´ cesty prova´deˇn´ı programu. Dı´ky
tomu je mozˇne´ prove´st bounded model checking ne pouze z chybove´ho stavu pro-
gramu, ale z ktere´hokoliv stavu, ktery´ mu na cesteˇ prˇedcha´z´ı. Za´sadn´ı nevy´hodou
te´to metody je nutnost ukla´da´n´ı cele´ho beˇhu programu, a t´ım zpomalen´ı chodu apli-
kace. Dalˇs´ı nevy´hodou je pameˇt’ova´ na´rocˇnost, pro za´znam cesty programu je za-
potrˇeb´ı velke´ mnozˇstv´ı dat. Cˇ´ım delˇs´ı dobu program beˇzˇ´ı, t´ım je potrˇeba v´ıce pameˇti
pro za´znam cesty. Minima´lneˇ stejneˇ dlouha´ doba jako pro za´znam cesty je take´ potrˇeba
pro prˇehra´n´ı zaznamenane´ cesty. Proto se tato metoda nehod´ı pro navigaci stavovy´m
prostorem u syste´mu˚, ktere´ jsou dlouhodobeˇ v chodu.
Aby bylo mozˇne´ prˇehra´t zaznamenanou cestu beˇhu programu, je trˇeba ukla´dat re-
levantn´ı informace jako informace o aktua´ln´ım vla´kneˇ, vykonane´ byte-code instrukci
atd.
• Store&Restore state. Dalˇs´ı strategie pro z´ıska´n´ı pozˇadovane´ho stavu ze stavove´ho
prostoru syste´mu je zalozˇena na ulozˇen´ı a opeˇtovne´m obnoven´ı stavu. Neprve se ulozˇ´ı
aktua´ln´ı stav beˇzˇ´ıc´ıho programu a na´sledneˇ se ulozˇeny´ stav obnov´ı ve zvolene´m model
checkeru. Po obnoven´ı ulozˇene´ho stavu je z neˇj mozˇne´ prove´st bounded model chec-
king. Nevy´hodou te´to metody je nemozˇnost zacˇ´ıt bounded model checking z jine´ho
nezˇ z pouze ulozˇene´ho stavu. Nen´ı mozˇne´ jako u prˇedesˇle´ metody zaha´jit bounded
model checking z neˇjake´ho z prˇedcha´zej´ıc´ıch stav˚u beˇhu programu. Dalˇs´ı nevy´hodou
je slabost v ukla´da´n´ı stavu. Pokud dojde ke zmeˇneˇ v ulozˇene´m stavu je trˇeba prove´st
prˇ´ıslusˇnou zmeˇnu i v ukla´dane´m resp. obnovene´m stavu. Naprˇ. u Java programu˚ mu˚zˇe
doj´ıt ke zmeˇneˇ verze Java virta´ln´ıho stroje (JVM) nebo zmeˇna verze model checkeru
mu˚zˇe zp˚usobit take´ nutnost zmeˇny v ukla´da´n´ı a obnoven´ı stavu. Nevy´hoda mozˇnosti
verifikace pouze z ulozˇene´ho stavu se da´ cˇa´stecˇneˇ odstranit opeˇtovny´m ukla´da´n´ım
stav˚u syste´mu naprˇ. po urcˇite´m cˇasove´m intervalu. Nicme´neˇ sta´le tu z˚usta´va´ nutnost
ulozˇen´ı vesˇkery´ch potrˇebny´ch informac´ı pro obnoven´ı stavu syste´mu v model chec-
keru. Teˇchto informac´ı je znacˇna´ spousta a jak jizˇ bylo zmı´neˇno, s kazˇdou zmeˇnou
verze mu˚zˇe doj´ıt k nutnosti zmeˇneˇ ukla´dany´ch informac´ı. Naopak vy´hodou je fakt,
zˇe nezp˚usobuje trvale´ zpomalen´ı beˇhu programu, ke zpomalen´ı docha´z´ı pouze v dobeˇ
ukla´da´n´ı stavu.
• Dalˇs´ı Strategie. Vy´sˇe uvedene´ strategie se daj´ı r˚uzneˇ kombinovat, naprˇ. po urcˇite´m
cˇasove´m intervalu mu˚zˇe docha´zek k ukla´da´n´ı stavu syste´mu a zaznamena´va´n´ı cesty
z tohoto stavu. Po urcˇite´ dobeˇ dojde k prˇemaza´n´ı ulozˇene´ cesty a stavu novy´mi in-
formacemi.
Dalˇs´ı mozˇnost´ı je modifikace uvedeny´ch strategi´ı, jako naprˇ´ıklad Record&Replay trace
lze kombinovat s ”orˇeza´va´n´ım (slicing)“. Jedna´ se o metodu, pomoc´ı ktere´ se ne-
ukla´daj´ı vsˇechny informace o beˇhu programu, ale pouze ty informace, ktere´ jsou rele-




Projekt SHADOWS se veˇnuje le´cˇen´ı programu˚ napsany´ch v jazyce Java, a proto bylo
vyb´ıra´no z model checker˚u vhodny´ch pro verifikaci Java programu˚. Byly zkouma´ny vlast-
nosti teˇchto trˇ´ı zna´my´ch a zaj´ımavy´ch model checker˚u.
• Bogor [10] je softwarovy´ model checking framework, ktery´ poskytuje vizualizaci,
graficke´ uzˇivatelske´ rozhran´ı, a take´ r˚uzne´ algoritmy po model checking (pro redukci
stavove´ho prostoru, vyhleda´vac´ı heuristiky, abstraktn´ı definice atd.). Bogor lze pouzˇ´ıt
i jako plugin do Eclipse. (Eclipse je integrovane´ vy´vojove´ prostrˇed´ı pro programova´n´ı
Java programu˚, jeho na´vrh umozˇnuje rozsˇ´ıˇren´ı prostrˇed´ı pomoc´ı plugin˚u [2].) Jedn´ım
z mozˇny´ch vyuzˇit´ı Bogoru, je pro studijn´ı u´cˇely. Je mozˇne´ ho vyuzˇ´ıt pro vy´uku
za´kladn´ıch algoritmu˚ model checkingu a jeho podstaty. Za´rovenˇ lze Bogor vyuzˇ´ıt
pro klasicky´ model checking.
• Bandera [8] je model checker pro programy napsane´ v Javeˇ, ktere´ obsahuj´ı parale-
lismus. Bandera prˇekla´da´ zdrojovy´ ko´d v Jave do vstupn´ıho jazyka neˇjake´ho jine´ho
existuj´ıc´ıho model checkeru jako naprˇ´ıklad SPIN, SMV, SAL, atd. Tyto jine´ model
checkery zabezpecˇuj´ı vlastn´ı verifikaci syste´mu. Po zverifikova´n´ı syste´mu Bandera
umozˇnˇuje namapovat vy´stup verifikace ze zvolene´ho model checkeru na p˚uvodn´ı Java
ko´d.
• Java PathFinder(JPF) [9] je model checker, ktery´ prova´d´ı verifikaci nad Java
byte-codem. JPF je implementova´n jako specia´ln´ı Java virtua´ln´ı stroj (JVM), ktery´
v sobeˇ prˇehra´va´ programy urcˇene´ k verifikaci. Beˇhem prˇehra´va´n´ı programu kontroluje
pozˇadovane´ vlastnosti nebo specifikace syste´mu. JPF je implicitneˇ nastaven na detekci
deadlocks, unhandled exception, violations of assertions. Za´rovenˇ JPF mu˚zˇe detekovat
i dalˇs´ı vlastnosti syste´mu, ktere´ se daj´ı zadat pomoc´ı parametr˚u. Nebo je mozˇne´ naim-
plementovat dalˇs´ı vlastn´ı specia´ln´ı soucˇa´sti JPF pro verifikaci pozˇadovany´ch vlastnost´ı
syste´mu.
Pro vlastn´ı implementaci bounded model checkingu byl zvolen model checker Java
PathFinder pro jeho snadnou rozsˇiˇritelnost o dalˇs´ı moduly a funkce. Java PathFinder ob-
sahuje rˇadu vyhleda´vac´ıch strategi´ı (search strategies), redukce stavove´ho prostoru, r˚uzne´
heuristiky pro prohleda´va´n´ı stavove´ho prostoru atd. Model checker Bogor je take´ mozˇne´
rozsˇ´ıˇrit o vlastn´ı moduly, nicme´neˇ vy´hodou JPF je jeho nasazen´ı jizˇ na rea´lne´ syste´my.
Hlavn´ı nevy´hodu model checkeru Bandera je nutnost transformovat vstupn´ı zdrojovy´ ko´du
programu do jine´ho jazyka. T´ım je zp˚usobena nemozˇnost seloda´va´n´ı pr˚ubeˇhu verifikace
nad p˚uvodn´ım Java ko´dem.
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4.1 Za´kladn´ı charakterisitika
Java PathFinder je explicitn´ı stavovy´ model checker pro programy napsane´ v jazyce Java [9,
13, 17, 19, 22]. Verifikace se prova´d´ı na u´rovni Java byte-codu. JPF prˇedstavuje specia´ln´ı
virtua´ln´ı stroj, ve ktere´ se spousˇt´ı verifikovany´ syste´m. Z d˚uvodu beˇhu aplikace prˇ´ımo
v JPF, nen´ı nutne´ spousˇteˇt program v´ıcekra´t nebo ho neˇjaky´m zp˚usobem upravovat. JPF
neprova´d´ı jednoduchy´ beˇh programu, ale vykona´va´ rovnou verifikaci za beˇhu (runtime).
Prohleda´va´n´ı stavove´ho prostoru prob´ıha´ pomoc´ı r˚uzny´ch prohleda´vac´ıch strategi´ı, ktere´
budou popsa´ny da´le. Samotny´ Java PathFinder je take´ napsa´n v jazyce Java, jeho archi-
tektura je rozdeˇlena do modul˚u, ktere´ umozˇnˇuj´ı dalˇs´ı rozsˇiˇritelnost. Je mozˇne´ rozsˇiˇrovat jizˇ
existuj´ıc´ı moduly o dalˇs´ı funkce nebo implementovat nove´ moduly. Pokud JPF beˇhem ve-
rifikace nalezne chybu (error), standardneˇ vyp´ıˇse cestu (trace), ktera´ k chybeˇ vedla, a take´
vyp´ıˇse relevantn´ı informace o beˇhu (aktua´ln´ı vla´kno, jednotlive´ rˇa´dky zdrojove´ho ko´du,
apod), tyto informace mohou pomoci opravit nalezenou chybu. Za´kladn´ı architektura Java
PathFinderu je vyobrazena na obr. 4.1.
Obra´zek 4.1: Architektura Java PathFinderu [9]
Vstupem JPF je Java byte-code program, ktery´ je urcˇen k verifikaci. Na beˇh JPF jsou
prˇilinkova´ny r˚uzne´ moduly, ktere´ definuj´ı jaky´m zp˚usobem bude verifikace prob´ıhat. Po-
moc´ı nastaven´ı JPF se urcˇ´ı, jaka´ vyhleda´vac´ı strategie (search strategy) bude pouzˇita
pro prohleda´va´n´ı stavove´ho prostoru, ktere´ listenery (search listener) budou s touto stra-
tegi´ı pouzˇity (pro z´ıska´n´ı pozˇadovany´ch informac´ı). Da´le lze nastavit generova´n´ı mozˇnost´ı
(choice generator) nedeterminismu, jedna´ se o hodnoty vstupn´ıch dat, prokla´da´n´ı vla´ken
atd. Dalˇs´ı nastaven´ı umozˇnuje prˇilinkovat listener zalozˇeny´ na sledova´n´ı jednotlivy´ch krok˚u
virtua´ln´ıho stroje. JPF tedy systematicky, podle zvolene´ strategie, prohleda´va´ stavovy´ pro-
stor vstupn´ıho programu, pokud dojde k detekci chyby. JPF uzˇivateli poskytne zpra´vu
o verifikaci, ktera´ obsahuje cestu, ktera´ vedla k chybeˇ, typ detekovane´ho proble´mu a dalˇs´ı
informace, ktere´ byly nastaveny uzˇivatelem.
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JPF umozˇnˇuje verifikovat programy, ktere´ maj´ı v´ıce vla´ken, nicme´neˇ neumozˇnˇuje verifi-
kaci soubeˇzˇne´ho beˇhu vla´ken (na dvou procesorech). JPF pouze simuluje soubeˇzˇnost vla´ken.
Za´rovenˇ neumozˇnˇuje zverifikovat programy, ktere´ obsahuj´ı nativn´ı metody (metody psane´
v jine´m jazyce nezˇ Java). JPF neobsahuje podporu vsˇech knihoven Java, pokud program
obsahuje urcˇite´ knihovny, nen´ı ho mozˇne´ verifikovat [9].
Nicme´neˇ umozˇnˇuje vytvorˇen´ı nativn´ıch metod, ktere´ jsou v ra´mci verifikace bra´ny jako
atomicke´ cˇa´sti ko´du a neprova´d´ı se nad nimi verifikace. Metoda je vykona´na bez prokla´da´n´ı
jiny´mi instrukcemi ko´du. Dı´ky tomuto mechanizmu je mozˇne´ verifikovat programy obsa-
huj´ıc´ı knihovny nebo metody, ktere´ nechceme bra´t v u´vahu do verifikace. Pro verifikaci
vstupn´ıch dat obsahuje JPF specializovane´ API, pomoc´ı ktere´ho lze urcˇit, jaky´ch hodnot
mohou tyto data naby´vat. Jinou mozˇnost´ı je volba pro na´hodny´ vy´beˇr hodnot vstupn´ıch
dat. Nast´ıneˇne´ vlastnosti JPF budou da´le rozepsa´ny. JPF mu˚zˇe simulovat nedeterminismus,
pro generova´n´ı nedeterminismu obsahuje JPF dva mechanismy:
• Backtracking znamena´, zˇe se JPF mu˚zˇe vra´tit k vykonane´mu stavu a nahradit zvo-
lenou mozˇnost (hodnotu promeˇnne´), z ktere´ vznikl nedeterminismus, jinou mozˇnost´ı
a t´ım vygenerovat novy´ stav a na´sledneˇ generovat cestu. Tento zp˚usob se aplikuje
na postupne´ rozgenerova´n´ı vsˇech mozˇny´ch pla´novac´ıch sekvenc´ı (mozˇny´ch hodnot).
• State matching je zalozˇen na mechanismu vyhnut´ı se generova´n´ı jednoho stavu
syste´mu dvakra´t, kazˇdy´ novy´ stav je ulozˇen na heap. Pokud je dany´ stav ulozˇen,
neukla´da´ se jizˇ vygenerovany´ stav, ale JPF se vrac´ı k prvn´ımu nerozgenerovane´mu
stavu a zde se pokracˇuje s verifikac´ı.
4.2 Specifikace
JPF umozˇnˇuje verifikovat r˚uzne´ vlastnosti podle zadany´ch pozˇadavk˚u. V JPF existuj´ı trˇi
za´kladn´ı mechanizmy pro nastaven´ı vlastnost´ı: ordinary assertions, gov.nasa.jpf.Property a
listenery (gov.nasa.jpf.SearchListner nebo gov.nasa.jpf.VMListener).
Java assertions se zada´vaj´ı prˇ´ımo do zdrojove´ho ko´du programu a slouzˇ´ı k z´ıska´n´ı
informac´ı za´visly´ch prˇ´ımo na datech aplikace. Jedna´ se o u´cˇinne´ z´ıska´n´ı informac´ı a chova´n´ı
syste´mu. Nevy´hodou te´to metody je nutnost za´sahu do zdrojove´ho ko´du programu. Za´rovenˇ
mu˚zˇe doj´ıt k na´r˚ustu stavove´ho prostoru, pokud se maj´ı zverifikovat i prˇidane´ assertions.
Gov.nasa.jpf.Property je mechanismem zapouzdrˇuj´ıc´ım kontrolu vlastnost´ı (proper-
ties). Verifikace teˇchto vlastnost´ı mu˚zˇe by´t nastavena staticky pomoc´ı search.properties
nebo dynamicky pomoc´ı jpf.getSerach().addProperty(). Potom je mozˇne´ tyto vlast-
nosti kontrolovat za beˇhu programu prˇi kazˇde´ zmeˇneˇ pomoc´ı search objektu. Za´kladn´ı
specifikace, ktere´ jsou implicitneˇ v JPF pomoc´ı tohoto mechanizmu kontrolova´ny jsou
na´sleduj´ıc´ı: deadlocks, assertion violation, uncaught exceptions. Kontrola teˇchto specifikac´ı
je jizˇ v JPF naiplementova´na.
Listenery – gov.nasa.jpf.SearchListener a gov.nasa.jpf.VMListener jsou dalˇs´ım
mechanismem, ktery´ lze vyuzˇ´ıt pro oveˇrˇen´ı komplexneˇjˇs´ıch informac´ı. Jedna´ se o dveˇ trˇ´ıdy,
pomoc´ı ktery´ch jsou naimplementova´ny r˚uzne´ listnery. Ty slouzˇ´ı k z´ıska´va´n´ı r˚uzny´ch in-
formac´ı o beˇhu programu. V JPF je jizˇ rˇada teˇchto listener˚u naimplementova´na. Jed-
notlive´ listenery da´vaj´ı naprˇ´ıklad na´sleduj´ıc´ı inforamce: SearchMonitor – vy´pis statisticky´
informac´ı o beˇhu programu (pocˇet vygenerovany´ch stav˚u, velikost vyuzˇite´ pameˇti, atd.),
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HeapTracker – vy´pis vyuzˇit´ı haldy (heap) na vsˇech cesta´ch verifikace, StateSpaceDot –
vytvorˇ´ı graf vygenerovane´ho stavove´ho prostoru beˇhem verifikace, MethodTracker – vy´pis
vsˇech metod, ktere´ byly beˇhem verifikace vola´ny, atd.
Mechanizmus listener˚u umozˇnuje z´ıska´va´t informace o programu na trˇech u´rovn´ıch.
Obecne´ listenery poskytuj´ı informace o programu z´ıskane´ pomoc´ı rozhran´ı, nacha´zej´ı se
mimo program. Jedna´ se o SearchListnery a VMListenery. Druhy´m typem listener˚u jsou
specializovane´ vyhleda´vac´ı listenery, ty se opeˇt nacha´z´ı mimo program a jsou k neˇmu
pouze linkova´ny. Nicme´neˇ jsou navrzˇeny pro z´ıska´n´ı specificky´ch informac´ı o programu,
nebo jsou navrzˇeny ke konkre´tn´ımu u´cˇelu, naprˇ. gov.nasa.jpf.search.heuristic.BFSHeuristic
slouzˇ´ı pro nastaven´ı prohleda´va´n´ı stavove´ho prostoru pomoc´ı BFS strategie. Trˇet´ım ty-
pem listener˚u jsou vnitrˇn´ı listenery, ktere´ se nacha´z´ı v konkre´tn´ım bal´ıku uvnitrˇ imple-
mentace JPF a umozˇnuj´ı z´ıska´vat inforamce z dane´ho konkre´tn´ıho bal´ıcˇku. Naprˇ. bal´ık
gov.nasa.jpf.jvm.bytecode obsahuje jednotlive´ instrukce byte-codu a tedy listener v tom-
to bal´ıku umozˇnuje z´ıskat nebo meˇnit prima´rn´ı informace o jednotlivy´ch instrukc´ıch byte-
codu, ktere´ jsou ostatn´ım listener˚um skryty. Nejˇsirsˇ´ı vyuzˇit´ı nab´ızej´ı obecne´ listenery, ktere´
umozˇnuj´ı z´ıskat nebo meˇnit informace v programu ”bezpecˇny´m“ zp˚usobem.
SearchListenery lze pouzˇ´ıt pro monitorova´n´ı prohleda´vac´ıho procesu stavovy´m pro-
storem. Umozˇnuj´ı zaznamena´vat naprˇ´ıklad informace o jednotlivy´ch stavech syste´mu nebo
vytva´rˇet graf stavove´ho prostoru, ktery´ obsahuje inforamce o postupu stavovy´m prostorem
i za´kladn´ı informace o jednotlivy´ch stavech.
VMListenery mohou zaznamena´vat nebo meˇnit jednotlive´ kroky prova´deˇn´ı programu
na u´rovni virtua´ln´ıho stroje. VMListener zle naprˇ´ıklad pouzˇ´ıt pro monitorova´n´ı vykona´n´ı
byte-code instrukc´ı MONITORENTER a MONITOREXIT, ktere´ slouzˇ´ı k synchronizaci
v programu. Monitorova´n´ı teˇchto instrukc´ı umozˇnuje odhalit chybeˇj´ıc´ı synchronizaci nebo
naopak detekovat mı´sto vzniku deadlocku.
Prˇilinkova´n´ı listener˚u k beˇhu JPF lze prove´st dveˇma zp˚usoby. Prvn´ım zp˚usobem je sta-
ticke´ nastaven´ı vlastnost´ı JPF prˇed jeho spusˇteˇn´ım. Tento mechanizmus umozˇnuje zvolit
jednotlive´ listnery, ktere´ maj´ı by´t prˇilinkova´ny a take´ nastavit parametry prˇida´vany´ch lis-
tener˚u. Druhou mozˇnost´ı je dynamicke´ prˇida´n´ı listener˚u do beˇhu JPF, lisntener je prˇida´n
prˇ´ımo do zdrojove´ho ko´du aplikace a vyvola´n azˇ za beˇhu.
4.3 Prohleda´va´n´ı stavove´ho prostoru
JPF obsahuje r˚uzne´ nastavitelne´ vyhleda´vac´ı strategie (Search strategies) pro prohleda´va´n´ı
stavove´ho prostoru verifikovane´ho syste´mu. Naimplementova´ny jsou za´kladn´ı vyhleda´vac´ı
strategie jako DFS (Depth First Search – prohleda´va´n´ı do hloubky), BFS (Breadth First
Search – prohleda´va´n´ı do sˇ´ırky), A∗, Best-First or BeamSearch. Za´rovenˇ je mozˇne´ na-
stavit r˚uzne´ parametry u jednotlivy´ch strategi´ı jako hloubku prohleda´va´n´ı, prioritu stav˚u,
apod. JPF obsahuje i strategie pro na´hodny´ beˇh programem naprˇ.RandomSearch nebo
PathSearch. Vhodny´m vy´beˇrem prohleda´vac´ı strategie a jej´ıho nastaven´ı lze rˇ´ıdit gene-
rova´n´ı stavove´ho prostoru a t´ım doc´ılit zverifikova´n´ı zadane´ specifikace syste´mu drˇ´ıve, ne-
mus´ı doj´ıt k explozi stavove´ho prostoru.
Redukce stavove´ho prostoru. Java PathFinder obsahuje r˚uzne´ mechanizmy, ktere´
maj´ı za c´ıl omezit explozi stavove´ho prostoru. V kapitole 3, ktera´ pojedna´va´ o Model
checkingu jsou vypsa´ny r˚uzne´ prˇ´ıstupy jak doc´ılit redukce stavove´ho prostoru. Mechanizmy
redukce v JPF jsou zalozˇeny na uvedeny´ch principech.
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• Partial Order Reduction (POR) je metoda, ktera´ u´cˇinneˇ redukuje pocˇet gene-
rovany´ch stav˚u. Pocˇet pla´novany´ch rozhodova´n´ı (veˇtven´ı) mu˚zˇe by´t znacˇneˇ omezen,
pokud seskup´ıme vsˇechny instrukce v konkre´tn´ım vla´kneˇ, ktere´ nemohou zp˚usobit
zmeˇnu mimo toto vla´kno. Takove´ instrukce jsou seskupeny do jednoho prˇechodu,
pokud program obsahuje hodneˇ vla´ken, ktere´ mezi sebou nesd´ılej´ı data, mu˚zˇe by´t
redukce stavove´ho prostoru znacˇna´. Oproti tomu pokud program obsahuje mnozˇstv´ı
sd´ıleny´ch dat nebo prova´zany´ch operac´ı, redukce pomoc´ı POR je minima´ln´ı. JPF
prova´d´ı POR ”on-the-fly“, prˇi prova´deˇn´ı se nespole´ha´ na statickou analy´zu, ale vy-
hodnocuje atomicke´ sekce za beˇhu, resp. urcˇuje, ktere´ instrukce mus´ı by´t vyhodnoceny
jako hranicˇn´ı dane´ho prˇechodu do nove´ho stavu. Pokud je POR prˇi spusˇteˇn´ı JPF po-
volena, vykona´vaj´ı se vsˇechny instrukce v aktua´ln´ım vla´kneˇ do okamzˇiku nezˇ dalˇs´ı
instrukce zp˚usob´ı zmeˇnu v pla´nova´n´ı (scheduling relavant) nebo se mu˚zˇe jednat o in-
strukci, ktera´ zp˚usobuje nedeterminismus. Z Java byte-code instrukc´ı je pouze asi
10% instrukc´ı, ktere´ zp˚usobuj´ı zmeˇnu v pla´nova´n´ı, na obr. 4.2 jsou tyto instrukce
vyobrazeny s jejich za´vislostmi.
Obra´zek 4.2: Instrukce maj´ıc´ı vliv na pla´nova´n´ı [9]
• Choice Generatory (CG) jsou dalˇs´ım d˚ulezˇity´m mechanizmem pro pra´ci s nede-
terminismem. CG slouzˇ´ı k vytvorˇen´ı vsˇech hodnot, ktery´ch mohou data v programu
naby´vat nebo k vytvorˇen´ı vsˇech mozˇnost´ı pla´nova´n´ı. CG jsou jedn´ım z mozˇny´ch rˇesˇen´ı
jak se vyrovnat s proble´mem vstupn´ıch dat. Pomoc´ı rozhran´ı gov.nasa.jpf.jvm.Verify
lze zadat, jaky´ch hodnot maj´ı urcˇite´ promeˇnne´ naby´vat a takto specifikovany´mi
mozˇnostmi hodnot promeˇnny´ch se prova´d´ı verifikace. Pokud jsou vstupn´ı data typu
boolean nen´ı proble´m prove´st verifikaci nad vsˇemi mozˇnostmi hodnot, u typu integer
jizˇ nasta´va´ proble´m s vygenerova´n´ım vsˇechn mozˇnost´ı hodnot a u promeˇnne´ typu
float je to jizˇ velmi nevhodne´.
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K rˇesˇen´ı tohoto proble´mu slouzˇ´ı CG, pomoc´ı ktery´ch mu˚zˇeme zadat jaky´ch hodnot
ma´ promeˇnna´ naby´vat prˇi verifikaci (explicitn´ı urcˇen´ı ”zaj´ımavy´ch“ hodnoty pro ve-
rifikaci). Pomoc´ı CG lze vymezit interval mozˇny´ch hodnot Na obr. 4.3(a) typ bo-
olean naby´va´ vsˇech mozˇnost´ı, typ integer naby´va´ hodnot ze zvolene´ho intervalu a
u typu float i po vymezen´ı intervalu z˚usta´va´ velke´ mnozˇstv´ı mozˇny´ch hodnot. Proto
je zde dalˇs´ı mechanizmus jak urcˇit interval i krok mezi jednotlivy´mi hodnotami.
Prˇesne´ hodnoty promeˇnne´ se pak definuj´ı azˇ pomoc´ı nastaven´ı parametr˚u prˇi spusˇteˇn´ı
JPF (obr. 4.3(b)). Tento mechanizmus lze pouzˇ´ıt naprˇ´ıklad pokud z hlediska verifi-
kace je potrˇeba pouze zjistit, zda je promeˇnna´ veˇtsˇ´ı nebo mensˇ´ı nezˇ urcˇity´ pra´h.
Podle vy´sledku se zvol´ı jedna ze dvou mozˇnost´ı. Je tedy nadbytecˇne´ generovat vsˇechny
mozˇne´ hodnoty promeˇnne´, pokud je relevantn´ı pouze vztah hodnoty k prahu).
Obra´zek 4.3: Instrukce maj´ıc´ı vliv na pla´nova´n´ı [9]
• Explicitn´ı urcˇen´ı Atomicity spocˇ´ıva´ v proveden´ı urcˇite´ho ko´du programu ato-
micky. Ta cˇa´st ko´du, ktera´ ma´ by´t provedena atomicky je explicitneˇ urcˇena uzˇivatelem
pomoc´ıVerify.beginAtomic() a Verify.endAtomic(). Za´rovenˇ mus´ı uzˇivatel zarucˇit,
zˇe d´ıky te´to atomiciteˇ nedojde k nenalezen´ı chyby v syste´mu.
4.4 Rozsˇiˇritelnost
Pro vyuzˇit´ı JPF v projektu SHADOWS je podstatna´ jeho vlastnost rozsˇiˇritelnosti. JPF je
open source a je tedy mozˇne´ doimplementovat jine´ vlastn´ı moduly nebo funkce. Pro z´ıska´n´ı
dalˇs´ıch vlastnost´ı z verifikovane´ho syste´mu je mozˇne´ vytva´rˇet nove´ listenery, nove´ pro-
hleda´vac´ı strategie. Ty mohou by´t modifikac´ı jizˇ naimplementovany´ch a upraveny pro kon-




Jak jizˇ bylo uvedeno v u´vodu, c´ılem pra´ce bylo navrhnout a posle´ze implementovat metodu
pro oveˇrˇen´ı opravy v projektu SHADOWS. C´ılem opravy je automaticke´ le´cˇen´ı chyb v Java
programech. Le´cˇen´ı se specializuje na chyby vznikle´ soubeˇzˇnost´ı, kapitola 2.
Pro kontrolu opravy byla zvolena forma´ln´ı metoda Model Checking, kapitola 3. Z d˚uvodu
proble´mu stavove´ exploze nen´ı mozˇne´ prove´st cely´ model checking nad rea´lny´m syste´mem.
Proto pro vlastn´ı verifikaci byla zvolena modifikace – bounded model checking kapitola 3.5.
Klasicky´ bounded model checking spocˇ´ıva´ v omezen´ı hloubky stavove´ho prostoru, ktery´ se
ma´ prohleda´vat. Pokud ma´ by´t bounded model checking pouzˇit pro oveˇrˇen´ı opravy, nen´ı
c´ılem prove´st model checking od zacˇa´tku beˇhu programu do prˇedem definovane´ hloubky,
ale zverifikovat konkre´tn´ı cˇa´st programu, kde byla aplikova´na oprava. K tomuto u´cˇelu
byly v kapitole 3.6 uvedeny i r˚uzne´ strategie pro navigaci stavovy´m prostorem do chy-
bove´ho stavu. Potom je jizˇ mozˇne´ prove´st bounded model checking ne z pocˇa´tecˇn´ıho stavu,
ale z dane´ho stavu (naprˇ. chybove´ho stavu) a zverifikovat pozˇadovane´ vlastnosti. K navi-
gaci stavovy´m prostorem byla vybra´na strategie Record&Replay trace. Tato strategie byla
vybra´na pro mozˇnost prove´st bounded model checking ne pouze z podezrˇele´ho (chybove´ho)
stavu, ale i z neˇktere´ho z prˇedesˇly´ch stav˚u. Tato vlastnost je velmi vy´hodna´ z hlediska
oveˇrˇen´ı opravy. Jako podezrˇely´ stav je detekova´n chybovy´ stav, ale oprava mu˚zˇe prove´st
zmeˇny v prova´deˇn´ı programu nejenom po chybove´m stavu, ale take´ prˇed n´ım (naprˇ. prˇida´n´ı
za´mku). Proto je mozˇnost zacˇ´ıt verifikaci z neˇktere´ho z prˇedesˇly´ch stav˚u vy´hodna´. Tento
fakt prˇeb´ıj´ı nevy´hody te´to metody jako na´rocˇnost na zaznamenane´ informace a zpomalen´ı
beˇhu aplikace.
Pro vlastn´ı implementaci byl zvolen model checker Java PathFinder, ktery´ sky´ta´ velke´
mozˇnosti rozsˇiˇritelnost o dalˇs´ı funkce (Listenery a Search Strategie). Listenery lze vyuzˇ´ıt
k za´znamu potrˇebny´ch informac´ı, lze tedy listenery pouzˇ´ıt k za´znamu beˇhu programu. Dalˇs´ı
cˇa´st spocˇ´ıva´ v prˇehra´n´ı zaznamenane´ cesty a navigaci do konkre´tn´ıho stavu. K tomuto u´cˇelu
lze vyuzˇ´ıt vyhleda´vac´ı strategie, ktere´ je samozrˇejmeˇ opeˇt potrˇeba upravit a doimplemento-
vat pro prˇehra´n´ı zaznamenane´ cesty. Pokud se dostaneme do pozˇadovane´ho stavu stavove´ho
prostoru, je mozˇne´ prove´st bounded model checking, ktery´ se prova´d´ı take´ pomoc´ı modifi-
kovane´ prohleda´vac´ı strategie, ktera´ obsahuje vlastnosti bounded model checkingu.
Kapitola je da´le rozdeˇlena do d´ılcˇ´ıch podkapitol, kde kazˇda´ podkapitola popisuje urcˇitou
cˇa´st implementace. V prvn´ı podkapitole je uvedena implementace zvolene´ metody pro na-
vigaci skrz stavovy´ prostor. Jedna´ se o strategii Record&Replay Trace. V prvn´ı fa´zi byla
tato metoda cela´ implementova´na v Java PathFinderu, pro oveˇrˇen´ı a otestova´n´ı funkcˇnosti
metody a oveˇrˇen´ı pouzˇitelnosti pomoc´ı zvolene´ho model checkeru. Da´le je zde uveden jed-
noduchy´ prˇ´ıklad, ktery´ demonstruje funkcˇnost zvolene´ strategie.
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Druha´ podkapitola se veˇnuje bounded model checkingu, po prˇehra´n´ı cesty v JPF se
z dosazˇene´ho stavu provede bounded model checking. V te´to podkapitole je popsa´na nova´
prohleda´vac´ı strategie, ktera´ slouzˇ´ı k vykona´n´ı bounded model checkingu, a kterou je mozˇne´
da´le rozsˇiˇrovat o verifikaci dalˇs´ıch vlastnost´ı. I zde je uveden jednoduchy´ prˇ´ıklad pro lepsˇ´ı
na´zornost funkcˇnosti bounded model checkingu.
Trˇet´ı podkapitola se veˇnuje modifikaci naimplementovany´ch metod pro u´cˇel projektu
SHADOWS. Aby bylo mozˇne´ vy´sˇe popsany´ mechanizmus vyuzˇ´ıt v projektu SHADOWS,
je nutne´ prova´deˇt nahra´va´n´ı beˇhu programu mimo JPF a v JPF prove´st azˇ samotnou veri-
fikaci. Tato cˇa´st implementace nen´ı zcela dokoncˇena´ z d˚uvod˚u r˚uzny´ch peripeti´ı, s ktery´mi
bylo potrˇeba se prˇi implementaci vyporˇa´dat. Proble´my a jejich na´vrh rˇesˇen´ı jsou uvedeny
v dane´ podkapitole. Za´rovenˇ je zde nast´ıneˇno, jaky´m smeˇrem se bude da´le pokracˇovat v do-
koncˇen´ı zacˇleneˇn´ı naimplementovany´ch metod do projektu SHADOWS.
Posledn´ı podkapitola obsahuje neˇktere´ testy a vy´sledky, ktere´ jsou pouze d´ılcˇ´ı. Celkove´
testova´n´ı naimplementovany´ch metod bude mozˇne´ azˇ po integraci strategi´ı do projektu
SHADOWS.
5.1 Record&Replay trace v JPF
Metoda Record&Replay trace je zalozˇena na za´znamu potrˇebny´ch informac´ı pro opeˇtovne´
prˇehra´n´ı stejne´ho beˇhu programu.
Aby bylo mozˇne´ tuto metodu aplikovat pro oveˇrˇen´ı opravy, bylo nutne´ nejprve otes-
tova´n´ı, zda je tento mechanizmus – za´znamu cesty a prˇehra´n´ı dane´ cesty v JPF– v˚ubec
mozˇny´. Z toho d˚uvodu byly vytvorˇeny listenery (cz.vutbr.fit.tools.CG.SaveCurChoice
a cz.vutbr.fit.tools.CG.LoadCurChoice) pro oveˇrˇen´ı mozˇnosti implementace navigace
stavovy´m prostorem.
JPF je model checker, ktery´ prova´d´ı rozgenerova´n´ı cele´ho stavove´ho prostoru a bylo
tedy nutne´ nejprve pochopit jeho princip verifikace. Jak jizˇ bylo uvedeno JPF obsahuje
rˇadu prohleda´vac´ıch strategi´ı. Pro pochopen´ı principu generova´n´ı stavove´ho prostoru jsou
d˚ulezˇite´ na´sleduj´ıc´ı za´kladn´ı strategie DFS a BFS.
• DFS strategie: 1) Sestrojen´ı za´sobn´ıku (stack), ktery´ obsahuje vsˇechny uzly, ktere´
se maj´ı expandovat. Na zacˇa´tku za´sobn´ık obsahuje pocˇa´tecˇn´ı stav. 2) Je-li za´sobn´ık
pra´zdny´, prohleda´va´n´ı koncˇ´ı. Jinak se pokracˇuje v prohleda´va´n´ı. 3) Ze za´sobn´ıku
se vybere prvn´ı uzel. 4) Vybrany´ uzel se expanduje a vsˇechny jeho bezprostrˇedn´ı
na´sledn´ıci se ulozˇ´ı do za´sobn´ıku. Pokud se nejedna´ o stav, ktery´ jizˇ v za´sobn´ıku je
nebo je jizˇ expandovany´, provede se na´vrat do bodu 2).
Implementace DFS metody v JPF (gov.nasa.jpf.search.DFSearch) je navrzˇena
takovy´m zp˚usobem, aby nedocha´zelo ke generova´n´ı vsˇech na´sledn´ık˚u, ale do za´sobn´ıku
jsou ulozˇeny pouze vsˇechny expandovane´ stavy a informace o mozˇny´ch na´sledovn´ıc´ıch
pomoc´ı CG (ne cely´ stav). Dalˇs´ı bezprostrˇedn´ı na´sledovn´ıci stavu se generuj´ı azˇ prˇed
vykona´n´ım stavu. Pro osˇetrˇen´ı, aby se negeneroval jeden stav v´ıcekra´t, slouzˇ´ı mecha-
nizmus State matching, kapitola 4.
• BFS strategie: 1) Sestrojen´ı dvou seznamu˚, prvn´ı tvorˇ´ı frontu obsahuj´ıc´ı vsˇechny
uzly urcˇene´ k vykona´n´ı a druhy´ obsahuje jizˇ expandovane´ stavy. Do prvn´ı fronty
se na zacˇa´tku vlozˇ´ı pocˇa´tecˇn´ı stav. 2) Pokud prvn´ı fronta neobsahuje zˇa´dny´ stav
pro rozgenerova´n´ı prohleda´va´n´ı koncˇ´ı. Jinak se pokracˇuje v prohleda´va´n´ı stavove´ho
prostoru. 3) Z prvn´ıho seznamu se vybere cˇeln´ı stav a ulozˇ´ı se do druhe´ho seznamu
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(jizˇ expandovany´ch uzl˚u). 4) Cˇeln´ı stav z prvn´ıho seznamu se expanduje a jeho bez-
prostrˇedn´ı na´sledovn´ıci se ulozˇ´ı do prvn´ıho seznamu (pokud jizˇ nejsou vygenerova´ny
bud’ v prvn´ım nebo druhe´m seznamu).
Implementace BFS metody v JPF (gov.nasa.jpf.search.heuristic.BFSearch)
je naimplementova´na podobny´m zp˚usobem. V metodeˇ docha´z´ı k vygenerova´n´ı vsˇech
bezprostrˇedn´ıch na´sledovn´ık˚u po expandova´n´ı stavu (vsˇechny mozˇnosti z CG), tyto
stavy jsou vytvorˇeny a prˇed jejich vykona´n´ım docha´z´ı pouze k jejich postupne´mu
obnoven´ı.
Ve strategii BFS je zaj´ımavou mysˇlenkou rozgenerova´n´ı vsˇech mozˇny´ch na´sledovn´ık˚u
(t´ım je videˇt, co ktery´ vykona´va´). Nicme´neˇ ve strategii BFS se do fronty pro na´sledovane´
obnoven´ı a vykona´n´ı stavu ulozˇ´ı vsˇichni bezprostrˇedn´ı na´sledovn´ıci. C´ılem strategie Re-
cord&Replay trace je vykonat pouze konkre´tn´ı mozˇnost a ostatn´ı nerozgenerova´vat, resp.
vykonat pouze jeden konkre´tn´ı beˇh programu. Toho lze doc´ılit napla´nova´n´ım a ulozˇen´ım
do fronty pouze zvolene´ mozˇnosti CG.
5.1.1 Record&Replay pomoc´ı ChoiceGenera´tor˚u
Aby bylo mozˇne´ napla´novat pouze konkre´tn´ı mozˇnost CG, je zapotrˇeb´ı pochopit ovla´da´n´ı
ChoiceGenra´tor˚u a volba urcˇity´ch mozˇnost´ı. JPF obsahuje Listener, ktery´ demonstruje pra´ci
ChoiceGenera´tor˚u gov.nasa.jpf.tools.CGMonitor. Uka´zka cˇa´sti vy´pisu z dane´ho liste-
neru je na obr. 5.1, listener vypisuje mozˇnosti CG, kde dosˇlo k volbeˇ a ktera´ mozˇnost byla
zvolena. Vy´pis je ze vzorove´ho verifikacˇn´ıho prˇ´ıkladu JPF (trunk/examples/Rand.java).
Dalˇs´ım naimplementovany´m listenerem je gov.nasa.jpf.tools.ChoiceSeletor, ktery´ de-
monstruje prova´deˇn´ı pouze jedne´ na´hodneˇ zvolene´ mozˇnosti z CG.














Obra´zek 5.1: Cˇa´st vy´pisu testove´ho prˇ´ıkladu s listenerem CGMonitor
SaveCurChoice. SaveCurChoice je listener, ktery´ zaznamena´va´ potrˇebne´ informace
o zvolene´ mozˇnosti CG do souboru. Pomoc´ı prˇeddefinovane´ho rozhran´ı VMListener˚u je de-
tekova´n zacˇa´tek nove´ mozˇnosti ChoiceGenera´toru. Po vykona´n´ı prvn´ı instrukce do zacˇa´tku
nove´ mozˇnosti CG (zvolena´ mozˇnost se jizˇ vykona´va´), se ulozˇ´ı informace o jaky´ typ CG se
jedna´ (BooleanChoiceGenerator, ThreadChoiceGenerator, atd.), o kolika´tou mozˇnost z CG
se jedna´ a jake´ je aktua´ln´ı vla´kno. Tyto informace jsou postacˇuj´ıc´ı k opeˇtovne´mu prˇehra´n´ı
spra´vne´ mozˇnosti CG. Listener umozˇnuje na´sleduj´ıc´ı nastaven´ı (properties):
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save cur choice.trace – na´zev vy´stupn´ıho souboru se za´znamem beˇhu,
save cur choice.comment – zneˇn´ı komenta´rˇe, ktery´ bude zapsa´n do vy´stupn´ıho souboru,
vut.logging – (true/false) pro vy´pis vykonany´ch mozˇnost´ı CG na prˇ´ıkazovou rˇa´dku (vy´pis
urcˇeny´ pro testova´n´ı).
LoadCurChoice Jedna´ se o listener, ktery´ podle vstupn´ıho souboru, ktery´ obsahuje
CG a jejich zvolene´ mozˇnosti provede nacˇten´ı cesty a pokud je to mozˇne´ opeˇtovne´ prˇehra´n´ı
programu koresponuj´ıc´ı s ulozˇenou cestou (ulozˇena´ cesta CG koresponduje s CG, ktere´ jsou
voleny ve spusˇteˇne´ aplikaci). Listener gov.nasa.jpf.tools.ChoiceSelector je za´kladem
uvedene´ho nove´ho listeneru.
Beˇhem registrace listeneru prˇi spusˇteˇn´ı JPF se nacˇte cesta ze souboru. Pokud se prˇi vy-
kona´va´n´ı programu naraz´ı na vytva´rˇen´ı nove´ho CG, provede se kontrola s nacˇtenou ces-
tou, pokud typ aktua´ln´ıho CG z ulozˇene´ cesty koresponduje s typem CG z vykona´vane´ho
programu napla´nuje se proveden´ı pouze ulozˇene´ mozˇnosti. Listener umozˇnuje na´sleduj´ıc´ı
nastaven´ı (propeties):
load cur choice.trace – na´zev vstupn´ıho souboru se zaznamenanou cestou,
load cur choice.after – (true/false) pro mozˇnost pokracˇovat ve vyhleda´va´n´ı i pokud ulo-
zˇena´ cesta jizˇ skoncˇila nebo ulozˇena´ cesta nekoresponduje s vykona´vany´m programem,
load cur choice.randomSeed – zada´n´ı rˇady pro Random, ktera´ se pouzˇije pro na´hodny´
vy´beˇr mozˇnosti CG, nekoresponduj´ıc´ıch s ulozˇenou cestou (urcˇeno pro testova´n´ı).
5.1.2 Record&Replay pomoc´ı byte-code instrukc´ı
Z prˇedchoz´ı cˇa´sti vyply´va´, zˇe JPF lze pouzˇ´ıt pro implementaci metody Record&Replay
trace. V prvn´ı fa´zi byly pro za´znam a prˇehra´n´ı cesty vyuzˇity ChoiceGenera´tory, ty lze ale
z´ıskat pouze v prˇ´ıpadeˇ za´znamu beˇhu programu v JPF.
Podstata pouzˇitelnosti metody spocˇ´ıva´ v mozˇnosti prˇehra´n´ı beˇhu programu pomoc´ı
informac´ı, ktere´ lze z´ıskat z ”libovolne´ho“ beˇhu programu.
C´ılem je prˇehra´t beˇh programu napsane´ho v Javeˇ, zdrojovy´ ko´d se nejprve prˇelozˇ´ı
do spustitelne´ho meziko´du – Java byte-code. Tento ko´d se posle´ze spust´ı pomoc´ı JVM (Java
Virtual Machine). Jak jizˇ bylo uvedeno, JPF je specia´ln´ı virtua´ln´ı stroj, ktery´ take´ prova´d´ı
beˇh programu pomoc´ı byte-code instrukc´ı.
Pro prˇehra´n´ı urcˇite´ho beˇhu programu je tedy potrˇeba zaznamenat porˇad´ı vykona´va´n´ı
jednotlivy´ch byte-code instrukc´ı a informace o tom, ktere´ vla´kno dane´ instrukce vykona´va´.
Za´znam cesty je sta´le prova´deˇn pomoc´ı JPF, ale tentokra´t se ukla´daj´ı ty informace, ktere´
lze z´ıskat z programu i bez JPF. Mezi dalˇs´ı informace, ktere´ je potrˇeba zna´t pro prˇesne´
prˇehra´n´ı cesty programu jsou vstupn´ı data, cˇten´ı/za´pis do souboru atd. Tyto informace ne-
byly prozat´ım bra´ny v potaz a za´znam/prˇehra´n´ı cesty se prova´d´ı nad programy, u ktery´ch
tyto informace nejsou zapotrˇeb´ı. Cˇten´ı/za´pis do souboru je slozˇity´ proble´m, JPF nepod-
poruje knihovny pro cˇten´ı/za´pis do souboru. Dalˇs´ı d˚ulezˇite´ informace, jako vstupn´ı data,
lze osˇetrˇit nacˇten´ım pozˇadovany´ch hodnot pomoc´ı CG. Pouzˇit´ı CG ovsˇem vyzˇaduje za´sah
do zdrojove´ho ko´du programu. Z toho d˚uvodu se zat´ım programy se vstupn´ımi daty ne-
uvazˇuj´ı.
JPF je specia´ln´ı virtua´ln´ı stroj, jako takovy´ potrˇebuje i specia´ln´ı byte-code instrukce.
Mechanizmus prˇehra´n´ı programu v JPF spocˇ´ıva´ v nacˇten´ı Java byte-codu a prˇeveden´ı stan-
dardn´ıch byte-code instrukc´ı na instrukce JPF, tyto instrukce plneˇ koresponduj´ı s Java
byte-code instrukcemi. Maj´ı stejne´ na´zvy, stejne´ funkce i stejne´ parametry.
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Dı´ky faktu prova´deˇn´ı programu prˇ´ımo v JPF a dobre´mu rozhran´ı na listenery, je mozˇne´
prˇipojit listenery te´meˇrˇ kamkoliv. Rozhran´ı pro VMListenery obsahuje metodu pro na-
pojen´ı se na beˇh programu za kazˇdou vykonanou instrukci instructionExecuted(...).
Dı´ky tomuto mechanizmu je jednoduche´ odchyta´vat d˚ulezˇite´ informace – vsˇechny vykonane´
byte-code instrukce, beˇzˇ´ıc´ı vla´kna atd. Jelikozˇ k za´znamu potrˇebny´ch informac´ı docha´z´ı
sta´le zat´ım v JPF, je mozˇne´ zaznamenat v´ıce informac´ı najednou a pouzˇ´ıt je pro oveˇrˇen´ı
korektnosti prˇehra´n´ı cesty nebo pro informativn´ı vy´pis.
RecordTrace. Pro za´znam cesty, ktera´ obsahuje vykonane´ byte-code instrukce je vy-
tvorˇen novy´ listener cz.vutbr.fit.tools.RecordTrace. Ten se podoba´ prˇedesˇle´ imple-
mentaci listeneru (SaveCurChoice). Rozd´ıl je v implementovany´ch metoda´ch pomoc´ı roz-
hran´ı VMListener a v zaznamenany´ch informac´ıch beˇhem beˇhu programu. I tento listener
umozˇnˇuje nastaven´ı parametr˚u, ktere´ ovlivnˇuj´ı jeho funkci:
vut record trace.CG – (true/false) pro zaznamena´va´n´ı informace o zvolene´ mozˇnosti CG
(urcˇeno pro testova´n´ı),
vut record trace.Insn – (true/false) pro zaznamena´va´n´ı vykonane´ instrukce byte-codu,
vut record trace.Thread – (true/false) pro zaznamena´va´n´ı informac´ı o aktua´ln´ım vla´kneˇ
(jme´no, index),
vut record trace.FileName – na´zev vy´stupn´ıho souboru se zaznamenanou cestou,
vut record trace.Info – (true/false) zaznamena´va´n´ı dalˇs´ıch informac´ı (krok vprˇed, krok
vzad, apod.).
Z nastaven´ı listeneru plyne mozˇnost zaznamena´vat r˚uzne´ informace podle pozˇadavk˚u.
Aby prˇ´ı nacˇ´ıta´n´ı inforamc´ı zaznamenane´ cesty bylo patrne´, o jakou informaci se jedna´,
obsahuje kazˇdy´ typ informace sv˚uj prˇedem definovany´ prefix. Prˇ´ıklad cˇa´sti souboru se za-
znamenanou cestou, ktera´ obsahuje vsˇechny mozˇne´ informace, je na obr. 5.2.
/* Record trace, search started. */
application vut.delivereble.TwoThreadsTest
[0] gov.nasa.jpf.jvm.choice.ThreadChoiceFromSet 1 main 0
# main@0 "invokestatic java.lang.Object.<clinit>()V"
# main@0 "invokestatic java.lang.Object.registerNatives()V"
# main@0 "return java.lang.Object.<clinit>()V"
...
# main@0 "return vut.delivereble.SimpleThread.<init>(Ljava/lang/String;)V"
% started Martin index 2 %
# main@0 "invokevirtual vut.delivereble.SimpleThread.start()V"
[5] gov.nasa.jpf.jvm.choice.ThreadChoiceFromSet 1 main 0
# main@0 "invokevirtual vut.delivereble.SimpleThread.start()V"
% terminated main index 0 %
# main@0 "return vut.delivereble.TwoThreadsTest.main([Ljava/lang/String;)V"




Obra´zek 5.2: Zaznamenana´ cesta pomoc´ı listeneru cz.vutbr.fit.tools.RecordTrace
Kazˇdy´ vy´pis obsahuje na zacˇa´tku informace o aplikaci, ke ktere´ byl porˇ´ızen – na´zev
aplikace a vstupn´ı parametry, pokud neˇjake´ byly. Da´le obsahuje informace o CG (pre-
fix [x], kde x je cˇ´ıslo CG), typ CG, jaka´ mozˇnost byla zvolena a cˇ´ıslo vybrane´ mozˇnosti.
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Nejcˇasteˇjˇs´ı polozˇkou za´znamu jsou informace, podstatne´ pro prˇehra´n´ı cesty. Tyto infor-
mace jsou: jme´no aktua´ln´ıho vla´kna, index aktua´ln´ıho vla´kna a popis byte-code instrukce
(prefix #). Posledn´ım typem informace jsou informace o stavech a prohleda´va´n´ı stavovy´m
prostorem (prefix %).
Pomoc´ı listeneru RecordTrace lze tedy prove´st za´znam cesty v JPF. Nicme´neˇ pokud by
byla aplikace spusˇteˇna v JPF pouze s t´ımto listenerem, nedosˇlo by k za´znamu jedne´ cesty,
ale JPF automaticky prohleda´va´ cely´ stavovy´ prostor. Implicitn´ı prohleda´vac´ı strategi´ı je
DFS. Pokud je tedy c´ılem zaznamenat pouze jeden beˇh aplikace, je nutne´ spustit JPF s jinou
vyhleda´vac´ı strategi´ı, ktera´ prova´d´ı resp. simuluje pouze jeden beˇh programu. JPF obsa-
huje dveˇ jednoduche´ naimplementovane´ strategie RandomSearch a PathSearch. Ty simuluj´ı
na´hodny´ vy´beˇr mozˇnosti CG a jeho proveden´ı. Jinou mozˇnost´ı je vyuzˇit naimplemento-
vany´ch listener˚u SaveCurChoice a LoadCurChoice. JPF se spust´ı s aplikac´ı v za´kladn´ım
nastaven´ı a s listenerem SaveCurChoice. Pomoc´ı neˇho se zaznamenaj´ı vsˇechny mozˇne´
cesty, jedna z nich se vybere a ulozˇ´ı do souboru, ktery´ bude na vstupu druhe´ho liste-
neru LoadCurChoice. Prˇi spusˇteˇn´ı JPF s listenerem LoadCurChoice se prˇilinkuje i listener
pro za´znam relevantn´ıch informac´ı o cesteˇ RecordTrace. Dı´ky tomu se doc´ıl´ı zaznamena´n´ı
na´mi zvolene´ zaj´ımave´ cesty a ne pouze na´hodne´ cesty.
ReplayTrace. Prˇehra´n´ı cesty jizˇ nelze implementovat jako listener. Je trˇeba vybrat a
prove´st stavy ve stavove´m prostoru, ktere´ koresponduj´ı se zaznamenanou cestou. Pro tento
mechanizmus je naimplementova´na nova´ prohleda´vac´ı strategie. Tato prohleda´vac´ı strate-
gie, jako vsˇechny naimplementovane´ prohleda´vac´ı strategie v JPF, je zalozˇena na superclass
Search. Nova´ strategie ReplayTrace ma´ za´klad v prohleda´vac´ıch strategi´ıch – DFSearch a
BFSearch.
Princip ReplayTrace spocˇ´ıva´ v generova´n´ı vsˇech bezprostrˇedn´ıch na´sledovn´ık˚u aktua´ln´ıho
stavu a vy´beˇrem pouze teˇch, kterˇ´ı koresponduj´ı se zaznamenanou cestou ve vstupn´ım sou-
boru (ktery´ je vy´stupem z RecordTrace). Tento mechanizmus se opakuje u kazˇde´ho stavu a
t´ım se doc´ıl´ı rozgenerova´n´ı pouze te´ cˇa´sti stavove´ho prostoru, ktera´ koresponduje s ulozˇenou
cestou. Prohleda´va´n´ı stavove´ho prostoru pro urcˇen´ı koresponduj´ıc´ıch na´sledovn´ık˚u se pro-
va´d´ı pomoc´ı prohleda´vac´ı strategie BFS.
ReplaySearchHeuristic je tedy nova´ vyhleda´vac´ı strategie zalozˇena´ na principu Search
strategi´ı, a jej´ı za´klad je prˇevzat z vyhleda´vac´ıch strategi´ı DFSearch a BFSHeuristic.
Za´sadn´ı rozd´ıl spocˇ´ıva´ v rozgenerova´va´n´ı jednotlivy´ch na´sledovn´ık˚u a jejich prova´deˇn´ı.
Stejneˇ jako listenery i vyhleda´vac´ı strategie sky´taj´ı mozˇnost nastaven´ı parametr˚u. U te´to
strategie lze nastavit na´sleduj´ıc´ı:
vut.replay search.QueueLimit –maxima´ln´ı de´lka fronty stav˚u, ktere´ se ukla´daj´ı ke gene-
rova´n´ı (omezen´ı pouzˇit´ı pameˇti),
vut.replay search.FileName – na´zev vstupn´ıho souboru se zaznamenanou cestou,
vut.replay search.ShowInfo – (true/false) podmı´nka pro vypisova´n´ı pr˚ubeˇzˇny´ch informac´ı
beˇhem prohleda´va´n´ı (urcˇeno pro testova´n´ı),
vut.replay search.HeurisiticName – volba prohleda´vac´ı strategie stavovy´m prostorem (DFS,
BFS).
Prˇi zaregistrova´n´ı vyhleda´vac´ı strategie po spusˇteˇn´ı JPF se nejprve nacˇte zazname-
nana´ cesta ze vstupn´ıho souboru. Pro nacˇ´ıta´n´ı cesty byla implementova´na nova´ trˇ´ıda
cz.vutbr.fit.tools.LoadRecord. LoadRecord slouzˇ´ı k nacˇten´ı cesty ze souboru a sou-
cˇasne´mu rozdeˇlen´ı jednotlivy´ch informac´ı. Ty jsou zapsa´ny do struktury Trace ti insn,
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ktera´ ma´ formu seznamu. Trace ti insn umozˇnuje uchova´vat prˇ´ıznak o na´slednosti jed-
notlivy´ch informac´ı, a take´ umozˇnuje jednoduchy´ prˇ´ıstup k d´ılcˇ´ım dat˚um.
Dalˇs´ım krokem je nacˇten´ı struktury Trace ti insn do trˇ´ıdy CheckStep, ktera´ prova´d´ı
samotne´ porovna´n´ı zaznamenane´ cesty s beˇhem programu. Porovna´n´ı beˇhu se prova´d´ı
po jednotlivy´ch kroc´ıch. Po vygenerova´n´ı nove´ho stavu se zavola´ metoda CheckState(),
ktera´ porovna´ aktua´ln´ı krok programu s aktua´ln´ım krokem zaznamenane´ cesty. Aktua´ln´ı
krok za´znamu, je prvn´ı krok za´znamu, ktery´ jesˇteˇ nebyl prˇehra´n prova´deˇny´m programem.
Po spusˇteˇn´ı prohleda´va´n´ı stavove´ho prostoru pomoc´ı strategie ReplaySearchHeuristic
se zacˇne prohleda´vat stavovy´ prostor stejny´m zp˚usobem jako u strategie BFS. Po vy-
kona´n´ı pocˇa´tecˇn´ıho stavu dojde k rozgenerova´n´ı bezprostrˇedn´ıch na´sledovn´ık˚u. Po vyge-
nerova´n´ı na´sledovn´ık˚u dojde k jejich zarˇazen´ı do fronty, kde cˇekaj´ı na vykona´n´ı, za´rovenˇ
dojde k nastaven´ı prˇ´ıznakugenerateChildren. Ten urcˇuje, zda ma´ by´t stav vykona´n a
jeho na´sledovn´ıci generova´ni. Pomoc´ı prˇ´ıznaku docha´z´ı k vykona´va´n´ı pouze teˇch stav˚u,
ktere´ koresponduj´ı s ulozˇenou cestou v souboru.
Urcˇen´ı, zda aktua´ln´ı stav (krok) programu koresponduje s ulozˇenou cestou, se prova´d´ı
v metodeˇ CheckState(), trˇ´ıdy CheckStep. Na zacˇa´tku prohleda´va´n´ı byla zaznamenana´
cesta prˇeda´na do trˇ´ıdy CheckStep. Po za´znamu cesty je mozˇne´ se pohybovat po jednot-
livy´ch kroc´ıch, aktua´ln´ım krokem zaznamenane´ cesty je posledn´ı nevykonany´ krok v pro-
gramu. Parametrem metody CheckState() je aktua´ln´ı krok prova´deˇne´ho programu, ten
se porovna´va´ s aktua´ln´ım krokem zaznamenane´ cesty. Urcˇen´ı koresponduj´ıc´ıch krok˚u se
prova´d´ı podle shody jednotlivy´ch byte-code instrukc´ı a vla´kna, ktere´ je vykona´va´. Porovna´n´ı
byte-code instrukc´ı a identifikace vla´kna je jednoducha´, maj´ı stejnou signaturu (za´znam
i prˇehra´n´ı se prova´d´ı pomoc´ı JPF). Proble´m pro porovna´n´ı jednotlivy´ch krok˚u nasta´va´
u hranice prˇechodu mezi jednotlivy´mi stavy. Hranic´ı prˇechodu by´va´ typicky instrukce
pro nacˇten´ı/ulozˇen´ı promeˇnne´ nebo zmeˇnu aktua´ln´ıho vla´kna. Pokud v mı´steˇ nacˇten´ı/ulo-
zˇen´ı promeˇnne´ docha´z´ı k veˇtven´ı (generova´n´ı novy´ch stav˚u). Je trˇeba da´vat pozor, zda k vy-
kona´n´ı instrukc´ı docha´z´ı prˇed ukoncˇen´ım prˇechodu, a je tud´ızˇ trˇeba z´ıskat nacˇtenou/ulozˇe-
nou hodnotu promeˇnne´ i ve vsˇech rozgenerovany´ch stavech, vykona´n´ı instrukce se opakuje
na zacˇa´tku nove´ho prˇechodu. Mu˚zˇe nastat i situace, kdy je vykona´n´ı instrukce napla´novane´
azˇ na zacˇa´tku novy´ch prˇechod˚u. V prˇ´ıpadeˇ jednoho beˇhu JPF tento proble´m nevznika´,
proble´m nasta´va´ prˇi porovna´va´n´ı prˇechod˚u dvou beˇh˚u JPF. Je tedy nutne´ s t´ımto proble´mem
pocˇ´ıtat prˇi porovna´va´n´ı jednotlivy´ch krok˚u programu.
Prˇi urcˇova´n´ı korespondence jednotlivy´ch krok˚u je nutne´ take´ pocˇ´ıtat s faktem, kdy mu˚zˇe
skoncˇit zaznamenana´ cesta a prohleda´va´n´ı stavove´ho prostoru nen´ı ukoncˇeno. V takove´m
prˇ´ıpadeˇ lze prove´st bud’ ukoncˇen´ı prohleda´va´n´ı s koncem zaznamenane´ cesty nebo da´le
prova´deˇt na´hodny´ vy´beˇr a dokoncˇen´ı jednoho beˇhu programu.
5.1.3 Prˇ´ıklad na Record&Replay trace
Pro uka´zku funkcˇnosti strategie Record&Replay, je zde uveden prˇ´ıklad TwoThreads. Jedna´
se o jednoduchy´ prˇ´ıklad, ktery´ prova´d´ı prokla´da´n´ı dvou vla´ken. Kazˇde´ z vla´ken v cyklu
vypisuje na standardn´ı vy´stup svoje jme´no a index pr˚uchodu cyklem. Na obr. 5.3 je uveden
zdrojovy´ ko´d programu.
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class SimpleThread extends Thread {
...
public void run() {
for (int i = 0; i < 2; i++) {
System.out.println(i + " " + getName());
}
System.out.println("DONE! " + getName());
}
}
public class TwoThreads ... {





Obra´zek 5.3: Zdrojovy´ Java ko´d prˇ´ıkladu pro demonstraci strategie Record&Replay
V prvn´ım kroku dojde k za´znamu jednoho beˇhu programu pomoc´ı JPF. Na obr. 5.4 je











Obra´zek 5.4: Jeden z mozˇny´ch vy´stup˚u programu prˇi za´znamu cesty v JPF
Pomoc´ı nastaven´ı listeneru bylo zvoleno ulozˇen´ı pouze nejnutneˇjˇs´ıch informac´ı pro prˇehra´n´ı
cesty programu. Zaznamenane´ informace jsou jme´no aktua´ln´ıho vla´kna, jeho index a vyko-
nane´ byte-code instrukce. Uka´zka cˇa´sti za´znamu cesty je na obr. 5.5.
/* Record trace, search started. */
application: vut.testBytecode.TwoThreads
# main@0 "invokestatic java.lang.Object.<clinit>()V"









# Second-thread@2 "invokevirtual java.io.PrintStream.println(Ljava/lang/String;)V"
# Second-thread@2 "return vut.testBytecode.SimpleThread.run()V"
/* Record trace, search finished. */
Obra´zek 5.5: Zaznamenana´ cesta koresponduj´ıc´ı s beˇhem programu z obr. 5.4
Prˇehra´n´ı zaznamenane´ cesty v JPF demonstruje na´sleduj´ıc´ı obr. 5.6. Na obra´zku je
patrne´ generova´n´ı stavove´ho prostoru. Z kazˇde´ho stavu dosˇlo k vygenerova´n´ı vsˇech bez-
prostrˇedn´ıch na´sledovn´ık˚u. Nicme´neˇ vykona´va´n´ı vygenerovane´ho stavu a jeho na´sledovn´ık˚u
pokracˇuje pouze t´ım stavem (stavy), ktere´ koresponduj´ı se zaznamenany´mi kroky cesty.
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V uvedene´m prˇ´ıkladeˇ se jedna´ vzˇdy pouze o jeden koresponduj´ıc´ı na´sleduj´ıc´ı stav. Gene-
rova´n´ı cesty koncˇ´ı po dosazˇen´ı posledn´ıho stavu ulozˇene´ cesty.
Obra´zek 5.6: Graf vygenerovane´ho stavove´ho prostoru pomoc´ı cesty z obr. 5.5
5.2 Bounded model checking v JPF
Po implementaci metody Record&Replay trace je dalˇs´ım krokem proveden´ı bounded model
checkingu v JPF.
Bounded model checking v JPF je mozˇne´ aplikovat na r˚uzne´ prohleda´vac´ı strategie, naprˇ.
na cˇasto jmenovane´ BFS a DFS. Pomoc´ı parametr˚u strategi´ı je mozˇne´ zadat pozˇadovanou
nejveˇtsˇ´ı hloubku prohleda´va´n´ı k. Standardneˇ se bounded model checking prova´d´ı z pocˇa´-
tecˇn´ıho stavu do zvolene´ hloubky k, za´rovenˇ je mozˇne´ zada´vat dalˇs´ı nastavitelne´ parametry
prohleda´va´n´ı, a take´ prˇida´n´ı dalˇs´ıch listener˚u pro verifikaci dalˇs´ıch vlastnost´ı sledovane´ho
syste´mu.
Pokud vezmeme forma´ln´ı za´pis bounded model checkingu z kapitoly 3.5, kde je veri-
fikovany´ syste´m popsa´n pomoc´ı Kripkeho struktury, je mozˇne´ naj´ıt podobnou strukturu
syste´mu i v JPF. V JPF se nejprve nevytva´rˇ´ı model verifikovane´ho syste´mu, ale verifikace
se prova´d´ı prˇ´ımo nad rea´lny´m syste´mem. Nicme´neˇ i zde se da´ naj´ıt podobnost v pr˚uchodu
stavovy´m prostorem s vy´pocˇetn´ım stromem Kripkeho struktury. JPF prˇ´ı prohleda´va´n´ı sta-
vove´ho prostoru vytva´rˇ´ı stavy syste´mu i prˇechody. Prˇechod mezi stavy je definova´n pomoc´ı
vykonany´ch byte-code instrukc´ı. Stav syste´mu je charakterizova´n aktua´ln´ım stavem cele´ho
syste´mu (hodnoty promeˇnny´ch, aktua´ln´ı vla´kno, atd.). Vlastnosti, ktere´ se maj´ı u syste´mu
verifikovat jsou forma´lneˇ zapsane´ pomoc´ı tempora´ln´ıch formul´ı. Prˇi verifikace pomoc´ı JPF
lze nadefinovat verifikovane´ vlastnosti a oveˇrˇit je pomoc´ı listener˚u. Ty se daj´ı prˇipojit na ve-
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rifikovany´ syste´m do pozˇadovane´ho mı´sta a s generova´n´ım stavove´ho prostoru kontroluj´ı
pozˇadovane´ vlastnosti.
JPF umozˇnˇuje z´ıskat informaci, zda omezena´ cesta obsahuje smycˇku (k-loop) pro veri-
fikaci nekonecˇny´ch vlastnost´ı. V JPF nedocha´z´ı k opeˇtovne´mu vytva´rˇen´ı shodne´ho stavu.
Pokud byl jednou stav vygenerova´n, nedocha´z´ı k jeho opeˇtovne´mu generova´n´ı v jine´m mı´steˇ
stavove´ho prostoru, ale pouze se vyuzˇiji jizˇ existuj´ıc´ı stav. Proto je snadne´ zjistit, zda na ge-
nerovane´ cesteˇ existuje zpeˇtna´ smycˇka.
JPF implicitneˇ umozˇnˇuje prova´deˇt bounded model checking z pocˇa´tecˇn´ıho stavu. C´ılem
pra´ce je ovsˇem prove´st bounded model checking z prˇedem urcˇene´ho stavu a ne pouze
ze stavu pocˇa´tecˇn´ıho. K tomu u´cˇelu byly vytvorˇeny prˇedcha´zej´ıc´ı listenery a prohleda´vac´ı
strategie.
Prvn´ı mozˇnost´ı je vyuzˇit´ı prvn´ıch listener˚u (LoadCurChoice a SaveCurChoice). Pomoc´ı
listeneru SaveCurChoice se zaznamena´ cesta azˇ do podezrˇele´ho (chybove´ho) stavu. Za´znam
cesty tedy koncˇ´ı v mı´steˇ, kde se posle´ze ma´ zacˇ´ıt prova´deˇt bounded model checking nebo
je mozˇne´ urcˇit, zda se prˇed zacˇa´tkem bounded model checkingu ma´ prove´st pa´r krok˚u zpeˇt
(backtrack()) pro zverifikova´n´ı cele´ho okol´ı chyby. Druhy´m krokem je prˇehra´n´ı za´znamu
cesty pomoc´ı LoadCurChoice, navigace stavovy´m prostorem koncˇ´ı po vygenerova´n´ı po-
sledn´ıho stavu zaznamenane´ cesty.
Druhou mozˇnost´ı je vyuzˇit´ı listeneru pro za´znam cesty RecordTrace, jehozˇ za´znam
cesty take´ koncˇ´ı v podezrˇele´m stavu. Potom se JPF spust´ı s novou prohleda´vac´ı stra-
tegi´ı ReplaySearchHeurisicBMC, ktera´ vykona´va´ navigaci stavovy´m prostorem pomoc´ı
zaznamenane´ cesty. Jedna´ se o modifikaci prohleda´vac´ı strategie ReplaySearchHeurisic.
Rozd´ıl spocˇ´ıva´ v doimplementova´n´ı funkce, ktera´ po ukoncˇen´ı navigace stavovy´m prosto-
rem umozˇnuje spustit bounded model checking. Strategie obsahuje dalˇs´ı nastaven´ı urcˇena´
pro bounded model checking, nastaven´ı slouzˇ´ı k urcˇen´ı pocˇa´tecˇn´ıho stavu bounded model
checkingu, k urcˇen´ı hloubky prova´deˇn´ı generova´n´ı stavove´ho prostoru, atd.
Proto, aby bounded model checking slouzˇil k u´cˇelu oveˇrˇen´ı opravy, je trˇeba verifikovat
specificke´ vlastnosti chova´n´ı syste´mu v okol´ı chyby. K tomuto u´cˇelu jsou implementova´ny
dalˇs´ı listenery, ktere´ sleduj´ı pozˇadovane´ vlastnosti. Prˇilinkovane´ listenery k beˇhu programu
v JPF sleduj´ı pozˇadovanou vlastnost od zacˇa´tku beˇhu azˇ do jeho konce. Tento mechanizmus
v prˇ´ıpadeˇ bounded model checkingu nen´ı zˇa´douc´ı.
Naprˇ´ıklad pokud listener slouzˇ´ı k sledova´n´ı prˇ´ıstup˚u ke sd´ılene´ promeˇnne´, nen´ı c´ılem
zaznamena´vat vesˇkere´ prˇ´ıstupy ke sd´ılene´ promeˇnne´, ale pouze prˇ´ıstupy v okol´ı chyby. Je
snahou sledovat pouze ty prˇ´ıstupy, ktere´ mohou mı´t vliv na detekovanou chybu. C´ılem je
zapnout funkci listener˚u azˇ prˇi bounded model checkingu a ne jizˇ prˇi pr˚uchodu stavovy´m
prostorem pomoc´ı prohleda´vac´ı strategie. Doc´ılen´ı tohoto mechanizmu si vyzˇaduje prˇida´n´ı
parametru (zacˇa´tku verifikace) do listeneru. Tento prˇ´ıznak mus´ı by´t mozˇne´ nastavit pomoc´ı
vyhleda´vac´ı strategie a jeho prˇ´ıznak prˇeda´n do prˇilinkovany´ch listener˚u. Implementace to-
hoto mechanizmu si vyzˇaduje za´sah do navrzˇene´ho rozhran´ı mezi vyhleda´vac´ımi strategiemi
a listenery.
ReplayTraceAndBoundedModelChecking. Jak bylo zmı´neˇno vy´sˇe, modifikac´ı
prohleda´vac´ı strategie ReplaySearchHeuristic je mozˇne´ prova´deˇt bounded model checking
po pr˚uchodu stavovy´m prostorem do podezrˇele´ho stavu. Jedna´ se o strategii ReplaySearch-
HeuristicBMC, ktera´ obsahuje rozsˇ´ıˇren´ı nastaven´ı parametr˚u o parametry bounded model
checking:
vut.replay search.bmcBackStep – pocˇet krok˚u, o ktere´ se ma´ strategie vra´tit prˇed spusˇteˇ-
n´ım bounded model checkingu,
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vut.replay search.bmcStartDepth – explicitn´ı urcˇen´ı hloubky, ze ktere´ se zacˇ´ına´ prova´deˇt
bounded model checking, explicitn´ı urcˇen´ı hloubky na cesteˇ, kde se zacˇ´ına´ prova´deˇt bounded
model checking, (pokud je hodnota rovna −1, bounded model checking zacˇ´ına´ na konci
zaznamenane´ cesty),
vut.replay search.bmcMaxDepth –maxima´ln´ı hloubka prova´deˇn´ı bounded model checkingu
(verifikace mu˚zˇe skoncˇit i v mensˇ´ı hloubce – konec programu).
Do prohleda´vac´ı strategie byly tedy prˇida´ny zmı´neˇne´ parametry, ktere´ rˇ´ıd´ı navigaci
stavovy´m prostorem a na´sledne´ vykona´n´ı bounded model checkingu. Zadane´ parametry
urcˇ´ı, kde skoncˇ´ı navigace a zacˇne verifikace, resp. zp˚usob´ı generovova´n´ı a vykona´va´n´ı vsˇech
na´sledn´ık˚u stav˚u, ktere´ maj´ı by´t provedeny. Prohleda´vac´ı strategie se rˇ´ıd´ı pomoc´ı jizˇ po-
psany´ch heuristik, ty jsou take´ soucˇa´st´ı nastaven´ı vstupn´ıch parametr˚u. Prozat´ım jsou
implementova´ny pouze dva prohleda´vac´ı mechanizmy BFS – HeuristicBFS VUT a DFS –
HeuristicDFS VUT.
5.2.1 Prˇ´ıklad na Bounded Model Checking
Pro uka´zku funkcˇnosti bounded model checkingu byl zvolen prˇ´ıklad Bank Account [11].
Jedna´ se o vzorovy´ prˇ´ıklad, ktery´ je implementova´n jako program s v´ıce vla´kny. Pouzˇ´ıva´ se
pro demonstraci soubeˇzˇne´ho prˇ´ıstupu ke sd´ılene´ promeˇnne´ pomoc´ı v´ıce vla´ken. Soubeˇzˇny´
prˇ´ıstup mu˚zˇe zp˚usobit chybu v programu – data race. Tento prˇ´ıklad je pouzˇit i jako vzorovy´
v projektu SHADOWS pro opravy chyby – data races. Jednou mozˇnost´ı, jak vyuzˇ´ıt bounded
model checking spocˇ´ıva´ v urcˇen´ı, zda v programu opravdu v dane´m mı´steˇ dojde k chybeˇ
nebo zda se jedna´ pouze o false alarm. Data race – je chyba, ktera´ vznika´ u soubeˇzˇne´ho
prˇ´ıstupu dvou vla´ken ke sd´ılene´ promeˇnne´, prˇicˇemzˇ jedno vla´kno se snazˇ´ı o za´pis do sd´ılene´
promeˇnne´. Proble´m nasta´va´ v prˇ´ıpadeˇ nekonzistence prˇecˇteny´ch a ulozˇeny´ch dat.
Program Bank Account obsahuje dveˇ trˇ´ıdy. Hlavn´ı trˇ´ıdou je trˇ´ıda Bank, ktera´ vytva´rˇ´ı
a spousˇt´ı dalˇs´ı vla´kna. Tato vla´kna reprezentuj´ı jednotlive´ u´cˇty – trˇ´ıda Account. Kazˇde´
vla´kno mu˚zˇe simulovat r˚uzne´ operace nad u´cˇty. Kazˇda´ z operac´ı nad u´cˇty je ukoncˇena
vola´n´ım metody Service() z trˇ´ıdy Bank. Zdrojovy´ ko´d metody je na obr. 5.7. Metoda ma´
dva parametry: Id je identifikace u´cˇtu a sum reprezentuj´ıc´ı celkovy´ obnos transakce.
public static void Service(int id, int sum) {
// operace s~obnosem na~ucte
accounts[id].Balance += sum;
// operace s~celkovym obnosem v~bance
Bank_Total += sum;
}
Obra´zek 5.7: Zdrojovy´ ko´d metody z trˇ´ıdy Bank
Na prvn´ı pohled uvedeny´ zdrojovy´ ko´d neobsahuje chybu. Ale proble´m nasta´va´ prˇi zmeˇ-
neˇ celkove´ cˇa´stky v bance (Bank Total). Programa´tor se mylneˇ domn´ıva´, zˇe uvedena´
operace se prova´d´ı jako atomicka´. Prˇi prˇevodu do meziko´du, ktery´ se posle´ze vykona´va´,
ma´ tato jednoducha´ operace (prˇicˇten´ı) cˇtyrˇi Java byte-code instrukce: (1) z´ıska´n´ı hod-
noty Bank Total, (2) z´ıska´n´ı hodnoty sum, (3) secˇten´ı hodnot a (4) ulozˇen´ı nove´ hodnoty
Bank Total.
Proble´m tedy nasta´va´ pokud zadanou operaci prova´d´ı dveˇ vla´kna najednou. Pokud si
obeˇ vla´kna nacˇtou hodnotu Bank Total, aktualizuj´ı jej´ı hodnotu a posle´ze zap´ıˇs´ı novou
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hodnotu sekvencˇneˇ. Druhy´ za´pis do Bank Total prˇep´ıˇse aktualizovanou hodnotu prvn´ım
vla´knem, a t´ım docha´z´ı ke ztra´teˇ informace a k chybeˇ ve vy´pocˇtu.
C´ılem bounded model checkingu je nyn´ı oveˇrˇit, zˇe v uvedene´m mı´steˇ programu mu˚zˇe
opravdu doj´ıt k ”TrueRace“. Uvedene´ mı´sto programu je povazˇova´no za podezrˇele´.
Nejprve se provede beˇh programu s prˇilinkova´n´ım listeneru pro za´znam cesty. Jedna´
se o testovy´ prˇ´ıklad, je mozˇne´ prove´st nejprve za´znam cele´ho beˇhu programu pomoc´ı
SaveCurChoice. Ze za´znamu listeneru je videˇt v jake´ hloubce a v ktere´m beˇhu se nacha´z´ı
podezrˇely´ stav, ktery´ mu˚zˇe zp˚usobit proble´m. Tato hloubka a cesta je poznamenana´ do sou-
boru. Da´le jsou aplikova´ny listenery LoadCurChoice a RecordTrace, ktere´ jsou vyuzˇity
pro zaznamena´n´ı cesty do pozˇadovane´ hloubky.
Druhy´m krokem je proveden´ı prˇehra´n´ı ulozˇene´ cesty, ktera´ vede do podezrˇele´ho stavu.
K proveden´ı je pouzˇita prohleda´vac´ı strategie ReplayTraceHeuristicBMC a da´le je prˇilin-
kova´n novy´ listener Races, ktery´ je navrzˇen pro za´znam jednotlivy´ch prˇ´ıstup˚u k podezrˇele´
promeˇnne´. Promeˇnna´ je identifikova´na podle sve´ho umı´steˇn´ı (bal´ıcˇek + trˇ´ıda) a identi-
fika´toru promeˇnne´. V tomto prˇ´ıpadeˇ je podezrˇelou promeˇnou Bank Total.
Listener Races zacˇ´ına´ uchova´vat informace o prˇ´ıstupu ke sd´ılene´ promeˇnne´ v okamzˇiku
spusˇteˇn´ı bounded model checkingu. Po kazˇde´ provedene´ instrukci se kontroluje, zda nesˇlo
o instrukci prˇ´ıstupu ke sledovane´ promeˇnne´. Pokud dosˇlo k prˇ´ıstupu k promeˇnne´, zazname-
naj´ı se na´sleduj´ıc´ı informace: hloubka – aktua´ln´ı vla´kno – aktua´ln´ı metoda – stav syste´mu –
typ instrukce. Cˇa´st za´znamu se zaznamenany´mi informacemi je na obr. 5.8. Z teˇchto infor-














Obra´zek 5.8: Cˇa´st vy´stupu z listeneru Races pro oveˇrˇen´ı race
Cely´ proces prˇehra´n´ı cesty, bounded model checking a vyhodnocen´ı specifikace je zna´zor-
neˇn na obr. 5.9. Obra´zek zna´zornˇuje pouze cˇa´st cele´ho grafu, ktery´ reprezentuje generovany´
stavovy´ prostor. Nejprve dosˇlo k navigaci stavovy´m prostorem do podezrˇele´ho stavu. Z po-
dezrˇele´ho stavu se rozgenerova´va´ stavovy´ prostor a za´rovenˇ se pomoc´ı listeneru ukla´daj´ı
informace o prˇ´ıstupu ke sd´ılene´ promeˇnne´. Nakonec byly rucˇneˇ vyhodnoceny zaznamenane
informace pomoc´ı listeneru. Na grafu je cˇerveneˇ uveden podezrˇely´ stav, ze ktere´ho byl
zaha´jen bounded model checking. Cˇerneˇ jsou vybarveny ty stavy, ve ktery´ch byl detekova´n
”TrueRace“.
Cely´ proces prˇehra´n´ı cesty (bounded model checking a vyhodnocen´ı specifikace) je zna´-
zorneˇn na obr. 5.9. Obra´zek zna´zornˇuje pouze cˇa´st cele´ho grafu, ktery´ reprezentuje ge-
nerovany´ stavovy´ prostor. Nejprve dosˇlo k navigaci stavovy´m prostorem do podezrˇele´ho
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stavu. Z podezrˇele´ho stavu se rozgenerova´va´ stavovy´ prostor a za´rovenˇ se pomoc´ı listeneru
ukla´daj´ı informace o prˇ´ıstupu ke sd´ılene´ promeˇnne´. Nakonec byly rucˇneˇ vyhodnoceny za-
znamenane´ informace pomoc´ı listeneru. V grafu je oznacˇen podezrˇely´ stav, ze ktere´ho byl
zaha´jen bounded model checking. Cˇerneˇ jsou vybarveny ty stavy, ve ktery´ch byl detekova´n
”TrueRace“.
Obra´zek 5.9: Graf bounded model checkingu a detekce TrueRace
5.3 Modifikace Replay trace pro projekt SHADOWS
Posledn´ı implementacˇn´ı cˇa´st se zaby´va´ u´pravou strategie Record&Replay trace pro vyuzˇit´ı
v projektu SHADOWS. Nahra´va´n´ı cesty programu se jizˇ neprova´d´ı pomoc´ı JPF, ale mimo
model checker. Pro za´znam cesty se vyuzˇ´ıva´ na´stroj ConTest, ktery´ byl jizˇ zmı´neˇn na zacˇa´t-
ku pra´ce v kapitole 2. Jedna´ se o na´stroj, pomoc´ı ktere´ho se detekuj´ı a posle´ze le´cˇ´ı nalezene´
chyby v programu.
IBM ConTest je testovac´ı na´stroj, ktery´ prova´d´ı instrumentaci Java byte-codu pro-
gramu. ConTest obsahuje take´ listenerovou architekturu a umozˇnˇuje zanesen´ı sˇumu do pro-
gramu pro lepsˇ´ı odhalova´n´ı chyb vznikly´ch soubeˇzˇnost´ı. Instrumentace ko´du spocˇ´ıva´ ve
vkla´da´n´ı byte-code instrukc´ı do byte-codu monitorovane´ho programu. Pomoc´ı teˇchto vlo-
zˇeny´ch instrukc´ı je mozˇne´ prˇilinkova´vat listenery do beˇhu programu, zana´sˇet do programu
sˇum a dalˇs´ı. Na architekturˇe listener˚u je zalozˇen i mechanizmus pro detekci a na´slednou
opravu chyb v programu.
Pomoc´ı teˇchto listener˚u je mozˇne´ z´ıskat r˚uzne´ informace o vykona´va´n´ı programu prˇ´ımo
za beˇhu. Instrumentovany´ ko´d programu se spousˇt´ı v beˇzˇne´m Java virtua´ln´ım stroji. Pomoc´ı
instrumentace a parametr˚u se za beˇhu programu prˇilinkova´vaj´ı pozˇadovane´ listenery Con-
Testu, ktere´ vykona´vaj´ı zadane´ uda´losti. ConTest tedy mu˚zˇe stejny´m zp˚usobem jako JPF
pomoc´ı listener˚u sledovat urcˇite´ vlastnosti nebo cˇa´stecˇneˇ modifikovat prova´deˇn´ı programu
za beˇhu.
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Za´meˇrem je zaznamena´vat cestu programu prˇi jeho prova´deˇn´ı s prˇilinkovany´m ConTes-
tem. Po aplikaci opravy ConTestem prove´st v okol´ı opravy bounded model checking v JPF
a oveˇrˇit korektnost opravy. C´ılem tedy je prˇehra´t zaznamenanou cestu ConTestem v JPF.
Na obr. 5.10 je uvedena cˇa´st zaznamenane´ cesty z ConTestu. Za´znam cesty se prova´d´ı po-
moc´ı specia´ln´ıho listeneru, ktery´ byl pro tento u´cˇel navrzˇen. Listener zaznamena´va´ vsˇechny
mozˇne´ informace, ktere´ lze z ConTestu o beˇhu programu z´ıskat. Za´znam cesty a implemen-
tace zmı´neˇne´ho listeneru nen´ı soucˇa´sti diplomove´ pra´ce, ale je prˇevzat z projektu SHA-
DOWS.
3:main(java.lang.Thread@19134f4):BASICBLOCK:.../bank Bank.java <clinit>() 14-14,20-20,24-24 1
9:main(java.lang.Thread@19134f4):THREAD_BEGIN:.../bank Bank.java main(java.lang.String[]) 35 1
10:main(java.lang.Thread@19134f4):BASICBLOCK:.../bank Bank.java main(java.lang.String[]) 35-35 1
....
22:Thread-4(bank.Account@f4a24a):THREAD_END:null
23:Thread-3(bank.Account@17182c1):BASICBLOCK:.../bank Bank.java Service(int,int) 85-85,87-88 1
33:Thread-3(bank.Account@17182c1):BASICBLOCK:.../bank Account.java run() 54-54 2
34:Thread-3(bank.Account@17182c1):BASICBLOCK:.../bank Account.java run() 54-54 1
34:Thread-3(bank.Account@17182c1):BASICBLOCK:.../bank Account.java run() 62-63 1
...
531:main(java.lang.Thread@19134f4):BASICBLOCK:.../bank Bank.java main(java.lang.String[]) 73-73 1
531:main(java.lang.Thread@19134f4):BASICBLOCK:.../bank Bank.java main(java.lang.String[]) 77-77 1
533:main(java.lang.Thread@19134f4):THREAD_END:null
Obra´zek 5.10: Cˇa´st za´znamu cesty programu pomoc´ı ConTest listeneru
Za´znam cesty obsahuje informace o aktua´ln´ım vla´kneˇ (jme´no, trˇ´ıda, index), dalˇs´ı infor-
mac´ı je uda´lost ConTestu (bude da´le rozepsane´), informace o zdrojove´m ko´du (umı´steˇn´ı a
jme´no zdrojove´ho souboru, aktua´ln´ı metoda), posledn´ı informac´ı je rozsah uda´losti ConTest
a porˇad´ı byte-code instrukce na rˇa´dku, kterou dana´ uda´lost ConTestu zacˇ´ına´.
Z hlediska prˇehra´n´ı cesty je pro na´s d˚ulezˇite´ zaznamena´vat mı´sta nedeterminismu, ktera´
urcˇuj´ı smeˇr dalˇs´ıho prova´deˇn´ı programu. Na´stroj ConTest program rozdeˇluje na tzv. Ba-
sicBlocky. BasicBlock tvorˇ´ı cˇa´st programu, ve ktere´ nedocha´z´ı k nedeterminismu. Na uve-
dene´m za´znamu cesty programu je videˇt neˇkolik BasicBlock˚u s r˚uznou de´lkou. Cˇ´ısla na konci
kazˇde´ho rˇa´dku za´znamu odpov´ıdaj´ı cˇ´ısl˚um rˇa´dk˚u ve zdrojove´m ko´du programu odkud –
kam saha´ BasicBlock. Posledn´ım cˇ´ıslem za´znamu cesty je porˇadove´ cˇ´ıslo prvn´ı instrukce
BasicBlock na zdrojove´m rˇa´dku ko´du.
Dalˇs´ı zaznamenanou uda´lost´ı ConTestu je zacˇa´tek vla´kna Thread Begin nebo ukoncˇen´ı
vla´kna Thread End. Tyto uda´losti jsou take´ vznikem nedeterminismu a jsou tedy potrˇebne´
v za´znamu cesty.
V za´znamu cesty je patrny´ rozd´ıl mezi informacemi z´ıskany´mi z JPF a informacemi,
ktere´ jsou z´ıska´ny z ConTestu. Dalˇs´ı odliˇsnost´ı je rozd´ıl mezi BasicBlocky ConTestu a stavy
v JPF. BasicBlocky v podstateˇ tvorˇ´ı jednotlive´ stavy a prˇechody v syste´mu, ty jsou ovsˇem
odliˇsne´ od stav˚u a prˇechod˚u v JPF.
Po z´ıska´n´ı za´znamu cesty z ConTestu je trˇeba danou cestu prˇehra´t v JPF. Pro prˇehra´n´ı
cesty je trˇeba naj´ıt koresponduj´ıc´ı informace v beˇhu programu pomoc´ı JPF. Po z´ıska´n´ı
na´vaznosti mezi ulozˇeny´mi informacemi a informacemi za beˇhu programu je mozˇne´ aplikovat
strategii pro navigaci stavovy´m prostorem a na´sledny´ bounded model checking.
Pro prˇehra´n´ı koresponduj´ıc´ı cesty v JPF jsou dveˇ mozˇnosti. Prˇi prvn´ı mozˇnosti se v JPF
spust´ı p˚uvodn´ı program (bez instrumentace ConTestu) a vyhledaj´ı se souhlasne´ informace
se zaznamenanou cestou ConTestem. Tyto informace slouzˇ´ı k navigaci stavovy´m prostorem.
Druhou mozˇnost´ı je prˇehra´n´ı instrumentovane´ho ko´du v JPF. Instrumentace ConTestem
sice prˇida´va´ do byte-codu programu dalˇs´ı instrukce, ale beˇh programu se prova´d´ı pomoc´ı
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standardn´ıho virtua´ln´ıho stroje. JPF je specia´ln´ım virtua´ln´ım strojem a je tedy teoreticky
mozˇne´ prˇehra´n´ı instrumentovane´ho ko´d.
5.3.1 Replay trace pomoc´ı p˚uvodn´ım ko´du
Prˇi prozkouma´va´n´ı prvn´ı mozˇnosti byl postup na´sleduj´ıc´ı. Postupneˇ se specifikovaly infor-
mace z´ıskane´ ze za´znamu cesty a hledaly se odpov´ıdaj´ıc´ı instance teˇchto informac´ı v JPF.
Protozˇe JPF vezme p˚uvodn´ı byte-code instrukce a transformuje je na vlastn´ı byte-code
instrukce, docha´z´ı ke zmeˇneˇ nejen instrukce, ale take´ se meˇn´ı parametry a informace, ktere´
lze z´ıskat.
Ke vsˇem zaznamenany´m informac´ım z ConTestu byly nalezeny koresponduj´ıc´ı informace
azˇ na identifikaci instrukce. V ConTestu se jednotlive´ byte-code instrukce identifikuj´ı pomoc´ı
cˇ´ısla rˇa´dku ve zdrojove´m ko´du (tato informace je v JPF obsazˇena) a pomoc´ı porˇad´ı instrukce
na rˇa´dku, tuto informaci se nepodarˇilo z´ıskat. Z d˚uvod˚u prˇepsa´n´ı p˚uvodn´ıch byte-code
instrukc´ı na odpov´ıdaj´ıc´ı JPF instrukce se ztra´c´ı neˇktere´ informace obsazˇene´ v p˚uvodn´ım
meziko´du. Pro z´ıska´n´ı porˇad´ı instrukce na rˇa´dku v p˚uvodn´ım ko´du by byl nutny´ hlubsˇ´ı
za´sah do fungova´n´ı JPF. Pozˇadovana´ informace by se musela z´ıskat v pr˚ubeˇhu tranformace
p˚uvodn´ıch instrukc´ı na instrukce JPF. Transformace p˚uvodn´ıho ko´du na instrukce JPF
ma´ neˇkolik fa´z´ı. Nejprve dojde k rozdeˇlen´ı ko´du na d´ılcˇ´ı cˇa´sti jako jsou metody, v dalˇs´ı
fa´zi se postupneˇ procha´z´ı jednotlive´ instrukce, a ty se postupneˇ tranformuj´ı na instrukce
JPF. Za´rovenˇ docha´z´ı ke zmeˇneˇ potrˇebny´ch parametr˚u, ktere´ kazˇda´ byte-code instrukce
potrˇebuje pro spra´vnou funkci. V te´to fa´zi docha´z´ı k za´sadn´ı zmeˇneˇ. Nelze jizˇ zpeˇtneˇ z´ıskat
p˚uvodn´ı informace instrukce.
Pro uchova´n´ı informace, kolika´tou insturkc´ı na rˇa´dku dana´ instrukce je, by bylo trˇeba
zasa´hnout do superclass vsˇech JPF instrukc´ı a prˇidat novy´ parametr. Nastaven´ı tohoto
parametru by bylo trˇeba prˇidat do ”spra´vny´ch“ konstruktor˚u JPF instrukc´ı. Da´le by bylo
nutne´ zasa´hnout do jendnotlivy´ch cˇa´st´ı tranformace p˚uvodn´ıho ko´du na instrukce JPF
a na vsˇechna potrˇebna´ mı´sta zadat nejprve z´ıska´n´ı pozˇadovane´ho parametru a pak jeho
prˇeda´n´ı do nove´ instrukce JPF. Tento mechanizmus je na´rocˇny´ a zp˚usobil by rozsa´hle´
zmeˇny v JPF.
Vzhledem k tomu ,zˇe byte-code instrukce jsou jednou z hlavn´ıch informac´ı, ktera´ je
potrˇebna´ pro opeˇtovne´ prˇehra´n´ı beˇhu programu, byla snaha tento mechanizmus naimple-
mentovat tak, aby byly z´ıska´ny potrˇebne´ informace bez velke´ho za´sahu do JPF. Nicme´neˇ
po delˇs´ı dobeˇ testova´n´ı bylo od te´to mozˇnosti upusˇteˇno a nebyla naimplementova´na.
5.3.2 Replay trace pomoc´ı instrumentovane´ho ko´du
Druhou mozˇnost´ı je prˇehra´n´ı instrumentovane´ho ko´du prˇ´ımo v JPF. C´ılem je prˇehra´t
p˚uvodn´ı Java byte-code bez instrumentace. Je nutne´ se neˇjaky´m zp˚usobem s prˇidany´mi
instrukcemi ConTestu vyporˇa´dat. Ponecha´n´ı instrukc´ı ko´du prˇi verifikaci nen´ı mozˇne´. Po-
moc´ı prˇidany´ch instrukc´ı ConTestu se volaj´ı r˚uzne´ moduly ConTestu, ktere´ nen´ı mozˇne´
pomoc´ı JPF zverifikovat. Vyrˇazen´ı teˇchto modul˚u z verifikace pomoc´ı standardn´ıho mecha-
nizmu JPF si vyzˇaduje za´sah do zdrojove´ho ko´du a zmeˇnu metod teˇchto modul˚u na nativn´ı
metody. Nativn´ı metody jizˇ nepodle´haj´ı verifikaci. Na´stroj ConTest ovsˇem nen´ı mozˇne´ mo-
difikovat a tud´ızˇ nelze dany´ mechanizmus JPF vyuzˇ´ıt.
Jinou mozˇnost´ı, jak se vyporˇa´dat s prˇidany´mi instrukcemi ConTestu, je jejich prˇeskakova´-
n´ı namı´sto vykona´n´ı. Princip prˇeskocˇen´ı (skip) napla´novane´ instrukce je podobny´ jako u lis-
teneru LoadCurChoice, kde se z napla´novany´ch mozˇnost´ı CG provedla pouze jedna mozˇnost
a ostatn´ı se prˇeskocˇily.
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Principem nove´ho listeneru je prˇeskakova´n´ı vsˇech instrukc´ı ConTestu, ktere´ byly do byte-
codu prˇida´ny a za´rovenˇ prˇeskakova´n´ı vsˇech souvisej´ıc´ıch instrukc´ı (parametr˚u, na´vratovy´ch
hodnot, atd.).
Instrumentace ConTestem prˇida´va´ do ko´du instrukce pro vola´n´ı staticky´ch metod Con-
Testu. Staticke´ metody jsou vola´ny pomoc´ı instrukce invokestatic. Vsˇechny metody Con-
Testu jsou tedy vola´ny pomoc´ı instrukce invokestatic, nicme´neˇ kazˇda´ metoda ma´ jiny´
pocˇet parametr˚u a jine´ typy parametr˚u a na´vratove´ hodnoty. Je tedy nutne´ osˇetrˇit jake´koliv
vola´n´ı metody ConTestu a prˇeskocˇit spra´vny´ pocˇet byte-code instrukc´ı prˇed a za touto in-
strukc´ı.
Kazˇda´ instrukce, ktera´ vola´ metodu Contestu obsahuje informace o tom jaka´ metoda
ConTestu se vola´ a odkud. Dı´ky tomu lze prˇesneˇ urcˇit, ktere´ instrukce byly prˇida´ny ConTes-
tem. Za´rovenˇ tato instrukce obsahuje informaci prˇed kterou p˚uvodn´ı instrukci byla prˇida´na
a take´ informaci o p˚uvodn´ı instrukci (na jake´m rˇa´dku ko´du se nacha´z´ı a kolika´tou instrukc´ı
rˇa´dku je). C´ılem je dane´ instrukce beˇhem prova´deˇn´ı programu v JPF pouze prˇeskakovat a
ne je zcela vymazat.
Novy´ listener SkipConTestInstruction je zalozˇen na prohleda´va´n´ı napla´novany´ch in-
strukc´ı a detekc´ı instrukc´ı ConTestu s jejich parametry. Po jejich detekci dojde k nastaven´ı
jejich prˇ´ıznaku na prˇeskocˇen´ı prˇi vykona´va´n´ı napla´novany´ch instrukc´ı.
ConTest vzˇdy prˇida´va´ instrukci pro vola´n´ı staticke´ metody, nicme´neˇ kazˇda´ metoda mu˚zˇe
mı´t jiny´ pocˇet parametr˚u, a proto je potrˇeba urcˇit, jaka´ metoda ma´ by´t vola´na.
V listeneru SkipConTestInstruction docha´z´ı pouze k detekci, zda se jedna´ o instrukci
prˇidanou ConTestem. Urcˇen´ı pocˇtu parametr˚u volane´ metody a tedy pocˇtu prˇeskakovany´ch
instrukc´ı docha´z´ı ve trˇ´ıdeˇ Skipping. Jednotlive´ typy metod, ktere´ mohou by´t pomoc´ı
ConTestu prˇida´ny, jsou obsazˇeny v intern´ı dokumentaci ConTestu. Beˇhem implementace
prˇeskakova´n´ı jednotlivy´ch typ˚u metod se objevil na´sleduj´ıc´ı proble´m.
Beˇhem instrumentace zdrojove´ho ko´du programu nedocha´z´ı pouze k prˇida´n´ı dalˇs´ıch
instrukc´ı ConTestu, ale take´ ke zmeˇneˇ urcˇity´ch byte-code instrukc´ı. Zmeˇna se ty´ka´ instrukc´ı
pro vla´kna (start, stop, yield, join, atd.). ConTest p˚uvodn´ı instrukce, ktere´ pracuj´ı s vla´kny,
nahradil vola´n´ım vlastn´ıch metod, ktere´ maj´ı dane´ vla´kno jako parametr. K proveden´ı
p˚uvodn´ı instrukce dojde beˇhem vykona´n´ı metody ConTestu. Pokud jsou tyto metody v JPF
prˇeskakova´ny, p˚uvodn´ı instrukce se neprovedou a nasta´va´ proble´m.
Je tedy trˇeba implementovat mechanizmus, pomoc´ı ktere´ho se doc´ıl´ı proveden´ı, resp.
obnoven´ı p˚uvodn´ıch instrukc´ı, ktere´ byly beˇhem instrumentace ko´du odstraneˇny a spra´vneˇ
je zpeˇt zacˇlenit do ko´du. Z principu fungova´n´ı JPF se nab´ızej´ı dveˇ mozˇnosti, jak vytvorˇit
pozˇadovanou instrukci:
• Byte-code instrukce JPF. Princip spocˇ´ıva´ v prˇetransformova´n´ı instrukce Con-
Testu na p˚uvodn´ı instrukci zdrojove´ho ko´du nebo vytvorˇen´ı nove´ instrukce JPF.
Vzˇdy na zacˇa´tku spusˇteˇn´ı programu v JPF dojde k transformaci p˚uvodn´ıch byte-
code instrukc´ı na byte-code instrukce JPF. JPF obsahuje mechanizmus pro vytva´rˇen´ı
vlastn´ıch instrukc´ı z p˚uvodn´ıch instrukc´ı.
Pro transformaci instrukce ConTestu na jinou instrukci JPF je potrˇeba zna´t infor-
mace, ktere´ jizˇ instrukce JPF neobsahuj´ı. Pro vytvorˇen´ı resp. transformaci JPF in-
strukce je zapotrˇeb´ı zadat jako parametry odkaz do ConstatPool tabulky (v´ıce in-
formac´ı fungova´n´ı JVM je uvedeno v [18]). Tento odkaz je zna´m pouze u p˚uvodn´ıch
byte-code instrukc´ı a nen´ı jizˇ k dispozici u instrukc´ı JPF (ty maj´ı vlastn´ı mechani-
zmus). Mechanizmus vytva´rˇen´ı resp. modifikace instrukce JPF na jinou bez vyuzˇit´ı
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naimplementovany´ch metod by vyzˇadovala velky´ za´sah do JPF. Z toho d˚uvodu nen´ı
tato mozˇnost pro rˇesˇen´ı proble´mu vyuzˇita.
• Standardn´ı byte-code instrukce. Druhou mozˇnost´ı je vytvorˇen´ı nove´ byte-code
instrukce jesˇteˇ prˇed zmeˇnou na instrukce JPF. Instrukce ConTestu se prˇetransformuje
nebo se vytvorˇ´ı nova´ byte-code instrukce mı´sto p˚uvodn´ı a teprve posle´ze se transfor-
muje na instrukci JPF. Vzhledem ke zmeˇneˇ instrukce jesˇteˇ prˇed prˇevodem na JPF
instrukci, jsou k dispozici vsˇechny potrˇebne´ informace pro vytvorˇen´ı nove´ byte-code
instrukce.
Druha´ z uvedeny´ch mozˇnost´ı byla hloubeˇji prostudova´na. Pro vytvorˇen´ı nove´ funguj´ıc´ı
instrukce je trˇeba prˇedat spra´vne´ odkazy do ConstantPool tabulky, zadat spra´vneˇ parametry
a v neposledn´ı rˇadeˇ spra´vneˇ zacˇlenit mezi ostatn´ı instrukce.
Tato cˇa´st implementace – vytvorˇen´ı nove´ instrukce, nen´ı zcela funkcˇn´ı. Metoda pro vy-
tva´rˇen´ı nove´ instrukce je v rozpracovane´ fa´zi.
Listener SkipConTestInstruction se take´ nacha´z´ı v rozpracovane´ fa´zi. Listener je
v tuto chv´ıli schopny´ prˇeskocˇit vykona´va´n´ı vsˇech instrukc´ı ConTestu i s jeho parametry,
ktere´ jsou do ko´du prˇida´ny nav´ıc. Avsˇak sta´le neumozˇnˇuje nahrazen´ı instrukc´ı ConTestu
pro pra´ci s vla´kny za p˚uvodn´ı instrukce. Je tedy mozˇne´ v JPF prˇehra´t instrumentovany´
program, ktery´ neobsahuje vla´kna.
5.4 Vy´sledky a Testy
Funkcˇnost jednotlivy´ch cˇa´st´ı implementace listener˚u a vyhleda´va´c´ıch strategi´ı byla tes-
tova´na beˇhem jejich na´vrhu a po jejich dokoncˇen´ı. Kazˇda´ z vy´sˇe uvedeny´ch cˇa´st´ı implemen-
tace si vyzˇadovala jiny´ vy´beˇr testovy´ch programu˚. Testove´ programy byly vyb´ıra´ny podle
pozˇadavk˚u, ktere´ maj´ı jednotliv´ı listenery a strategie splnˇovat. Neˇktere´ z testovy´ch prˇ´ıklad˚u
jsou soucˇa´st´ı prˇilozˇene´ho DVD media.
Pro zhodnocen´ı dosazˇeny´ch vy´sledk˚u byly vytvorˇeny r˚uzne´ beˇhy vybrany´ch programu˚.
Jednotlive´ beˇhy se vykona´va´ly v uvedeny´ch na´stroj´ıch: beˇzˇny´ Java virtua´ln´ı stroj (JVM),
Java PathFinder (JPF) a ConTest. Z´ıskane´ informace z jednotlivy´ch beˇh˚u programu˚ jsou
posle´ze porovna´ny. Vyhodnocen´ı beˇh˚u programu˚ slouzˇ´ı k urcˇen´ı cˇasove´ na´rocˇnosti oveˇrˇen´ı
opravy chyby v programu. V kazˇde´m z uvedeny´ch na´stroj˚u trva´ beˇh programu r˚uznou
dobu a z hlediska verifikace, ktera´ je typicky na´rocˇna´ na cˇa´s, je porovna´n´ı teˇchto beˇh˚u
zaj´ımave´. Jednotlive´ testy, ktere´ zde budou uvedeny je mozˇne´ opeˇtovneˇ spustit, jsou soucˇa´st´ı
prˇilozˇene´ho DVD. Pouze na´stroj ConTest nen´ı volneˇ sˇ´ıˇritelny´ a prˇilozˇene´ DVD tedy obsahuje
pouze vy´sledky teˇchto test˚u. Informace o ConTestu je mozˇne´ z´ıskat na [16].
Prvn´ım prˇ´ıkladem je jizˇ zminˇovany´ program Bank Account uvedeny´ v kapitole 5.2.1.
Jeho zdrojovy´ ko´d je take´ soucˇa´sti prˇilozˇene´ho DVD. Prˇ´ıklad je zalozˇen na vza´jemne´m
prokla´da´n´ı jednotlivy´ch vla´ken, ktere´ simuluj´ı jednotlive´ u´cˇty v bance (Account). Dı´ky
vza´jemne´mu prokla´da´n´ı a prˇ´ıstupu do sd´ılene´ promeˇnne´ je mozˇne´ pomoc´ı tohoto prˇ´ıkladu
pozorovat vliv nedeterminismu na rychlost prova´deˇn´ı programu. Aplikace je vhodny´m
prˇ´ıkladem programu s nutnost´ı pla´nova´n´ı prokla´da´n´ı jednotlivy´ch instrukc´ı r˚uzny´ch vla´ken.
Pro testove´ u´cˇely bylo v programu vytvorˇeno deset vla´ken simuluj´ıc´ıch jednotlive´ u´cˇty.
Dı´ky neza´vislosti vykona´va´n´ı jednotlivy´ch vla´ken na sobeˇ vznika´ velke´ mnozˇstv´ı mozˇny´ch
prokla´da´n´ı instrukc´ı jednotlivy´ch vla´ken.
Druhy´m prˇ´ıkladem je velice jednoduchy´ program SkipInstruction. Jedna´ se o u´meˇle
vytvorˇeny´ program pro testovna´n´ı funkcˇnosti listeneru a pro prˇeskakova´n´ı instrukc´ı Con-
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Testu, prˇidany´ch do programu pomoc´ı instrumentace. Program byl vytvorˇen za u´cˇelem
otestova´n´ı prˇeskakova´n´ı vsˇech mozˇny´ instrukc´ı, ktere´ mohou by´t ConTestem do programu
prˇida´ny. ConTest vkla´da´ instrukce prˇi vytva´rˇen´ı/zmeˇneˇ promeˇnny´ch v programu, prˇi vola´n´ı
metod v programu a samozrˇejmeˇ u vola´n´ı metod vla´ken (start(),stop(),join(), atd.).
Program tedy obsahuje r˚uzne´ typy promeˇnny´ch jako integer, double, tyto promeˇnne´ mo-
hou by´t staticke´ nebo nestaticke´ (instance promeˇnny´ch). Stejneˇ taky i vola´n´ı metod mu˚zˇe
naby´vat r˚uzny´ch typ˚u (staticke´, ...) a jednotlive´ metody mohou mı´t r˚uzne´ typy parametr˚u.
Vy´sledky test˚u, ktere´ jsou uvedene´ v tabulka´ch 5.1 a 5.2 byly z´ıska´ny jako pr˚umeˇrne´
hodnoty cˇas˚u beˇhu programu˚. Kazˇdy´ typ beˇhu byl spusˇteˇn tis´ıckra´t a z nameˇrˇeny´ch cˇas˚u
byla vytvorˇena pr˚umerna´ hodnota. Beˇhy programu byly spusˇteˇny na osobn´ım pocˇ´ıtacˇi: Intel
Centrino Duo, T2250 1.73GHz, 1GB RAM.
5.4.1 Rychlost beˇhu programu ve pouzˇity´ch na´stroj´ıch
C´ılem na´sleduj´ıc´ıho testova´n´ı je porovnat rychlost jednotlivy´ch beˇh˚u programu v na´s-
leduj´ıc´ıch na´stroj´ıch. Nejprve byl program spusˇteˇn v obycˇejne´m Java virtua´ln´ım stroji
(JVM). Pr˚umeˇrna´ de´lka beˇhu v JVM je bra´na jako referncˇn´ı. Na´sledneˇ byly programy
spusˇteˇny v model checkeru Java PathFinder (JPF), ktery´ byl nastaven pro vykona´n´ı jed-
noho na´hodne´ho beˇhu programu. Pak byla vytvorˇena instrumentace ko´du programu pomoc´ı
na´stroje ConTest a program opeˇt spusˇteˇn v JVM s instrumentac´ı. Posledn´ım testem beˇhu
bylo prˇehra´n´ı instrumentovane´ho ko´du v JPF. Tento test byl spusˇteˇn pouze pro prˇ´ıklad
SkipInstruction, ktery´ obsahuje pouze ty instrumentovane´ instrukce, ktere´ je mozˇne´ v
te´to fa´zi implementace prˇeskakovat. Pr˚umeˇrne´ hodnoty nameˇrˇeny´ch cˇas˚u beˇhu programu˚
jsou uvedeny v tabulce 5.1.
Tabulka 5.1: Beˇh zvoleny´ch prˇ´ıklad˚u v pouzˇity´ch na´stroj´ıch (JVM, JPF, ConTest)
Bank Account SkipInstruction
JVM 217ms 1 × 50ms 1 ×
JPF (RandomSearch) 324ms 1,5 × 596ms 11,9 ×
JVM s ConTestem 217ms 1 × 58ms 1,2 ×
JPF s ConTest — — 674ms 13,5 ×
Z nameˇrˇeny´ch cˇas˚u v r˚uzny´ch na´stroj´ıch je videˇt, zˇe JPF nen´ı navrzˇeny´ pro jedno-
duchy´ beˇh programu. Prˇi simulova´n´ı beˇhu programu v JPF docha´z´ı ke znacˇne´mu zpoma-
len´ı cele´ aplikace. Oproti tomu beˇh programu, ktery´ byl instrumentova´n pomoc´ı ConTestu
nen´ı tolik zpomalen. Je ovsˇem nutne´ bra´t v potaz fakt, zˇe prˇi testove´m beˇhu nebylo in-
strumentace vyuzˇito (ConTest neprˇidal k beˇhu programu zˇa´dny listener ani nezasahoval
do beˇhu aplikace). Posledn´ım z uvedeny´ch cˇas˚u je prˇehra´n´ı instrumentovane´ho ko´du v JPF.
Z dosazˇeny´ch cˇas˚u je videˇt, zˇe prˇi prˇehra´va´n´ı programu v JPF s instrumentac´ı jizˇ k velke´mu
zpozˇdeˇn´ı nedocha´z´ı. To je vy´hodny´m faktem pro dalˇs´ı vy´voj. Je mozˇne´ verifikovat p˚uvodn´ı
zdrojovy´ ko´d programu nebo instrumentovany´ ko´d za stejnou cenu.
Z uvedene´ tabulky take´ vyply´va´ za´veˇr, zˇe doba prova´deˇn´ı beˇhu programu v JPF znacˇneˇ
za´lezˇ´ı na strukturˇe programu a na typu nedeterminismu. Pokud program obsahuje velke´
mnozˇstv´ı nedeterminismu a prokla´da´n´ı instrukc´ı, ktere´ je potrˇeba rˇesˇit, docha´z´ı ke znacˇne´mu
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zpomalen´ı beˇhu programu. U prvn´ıho prˇ´ıkladu Bank Account, ktery´ obsahuje velke´ mnozˇ-
stv´ı mozˇne´ho prokla´da´n´ı, docha´z´ı k mensˇ´ımu zpomalen´ı aplikace, z d˚uvodu velke´ho pocˇtu
neza´visly´ch instrukc´ı.
5.4.2 Rychlost metody Record&Replay trace
Dalˇs´ı testova´n´ı bylo zameˇrˇeno na zjiˇsteˇn´ı rychlosti zaznamena´va´n´ı a prˇehra´n´ı cesty pro-
gramu v JPF nebo ConTestu.
Testy byly opeˇt prova´deˇny nad stejny´mi programy jako prˇedchoz´ı. Referencˇn´ı rychlost
prova´deˇn´ı z˚usta´va´ stejna´ – jednoduchy´ beˇh programu v JVM. Pro testova´n´ı strategie Re-
cord&Replay trace byly pouzˇity naipmlementovane´ listenery kapitola 5. Prvn´ı testy beˇhu
programu˚ (v tabulce 5.2 oznacˇeny jako SaveChoice v JPF) byly spusˇteˇny v JPF s liste-
nerem SaveCurChoice, ktery´ beˇhem prova´deˇn´ı programu zaznamena´va´ volby ChoiceGe-
nera´tor˚u. Druhe´ testy (Record v JPF I) byly spusˇteˇny v JPF s listenerem LoadCurChoice
a RecordTrace. Pomoc´ı teˇchto test˚u tedy docha´zelo za´rovenˇ k prˇehra´va´n´ı beˇhu aplikace
pomoc´ı ChoiceGenera´tor˚u a za´rovenˇ k za´znamu cesty s byte-code instrukcemi. Trˇet´ı testy
(Record v JPF II) byly spusˇteˇny v JPF pouze s listenerm RecordTrace, nedocha´zelo tedy
k navigaci stavovy´m prostorem pomoc´ı cesty, ale k na´hodne´mu beˇhu pomoc´ı implemento-
vane´ strategie RandomSearch. Ve cˇtvrty´ch testech (Record v ConTestu) byla cesta nahra´va´na
pomoc´ı listeneru ConTestu. Posledn´ı dva druhy test˚u (Replay v JPF I, II) byly opeˇt spusˇteˇny
v JPF se strategi´ı pro prˇehra´n´ı cesty ReplayTraceHeuristic. U programu Bank Account
byl nejprve prˇehra´va´n na´hodny´ beˇh programu, ktery´ vedl ke korektn´ımu ukoncˇen´ı apli-
kace. Posledn´ı testy jsou prˇehra´va´n´ım chybove´ho beˇhu programu. U druhe´ho programu
SkipInstruction nedocha´z´ı k chybove´mu beˇhu programu, a proto nebylo druhe´ testova´n´ı
prˇehra´va´n´ı cesty zapotrˇeb´ı. Nameˇrˇene´ cˇasy beˇhu programu˚ jsou uvedeny v tabulce 5.2.
Tabulka 5.2: Record&Replay trace v JPF a ConTestu
Bank Account SkipInstruction
SaveChoice v JPF 326ms 1,6× 1 028ms 20,6×
Record v JPF I 434ms 2× 1 258ms 25,2×
Record v JPF II 438ms 2,1× 1 276ms 25,5×
Record v ConTestu 269ms 1,3× 375ms 7,5×
Replay v JPF I 1 135ms 5,3× 648ms 11,7×
Replay v JPF II 1 128ms 5,2× — —
Z tabulky jsou opeˇt videˇt rozd´ılne´ pomeˇry cˇas˚u zvoleny´ch programu˚. Rozd´ıl v cˇase pro si-
mulova´n´ı prˇehra´va´n´ı programu v JPF z˚usta´va´ i u implementovane´ strategie Record&Replay
trace. Z tabulky je patrne´ dalˇs´ı zpomalen´ı, ktere´ nasta´va´ v d˚usledku nahra´va´n´ı beˇhu pro-
gramu. Velikost zpomalen´ı nahra´va´n´ı v JPF je zhruba dvojna´sobne´ oproti na´hodne´mu beˇhu
v JPF. Oproti tomu pomeˇr prˇehra´va´n´ı cesty oproti zaznamena´va´n´ı cesty je u r˚uzny´ch pro-
gramu˚ odliˇsny´. Tento fakt vyply´va´ z principu strategie prˇehra´va´n´ı cesty. Prˇi prˇehra´va´n´ı
cesty je trˇeba zkontrolovat, ktere´ kroky programu koresponduj´ı s ulozˇenou cestou. Pokud
program obsahuje velke´ mnozˇstv´ı nedeterminismu a velke´ mnozˇstv´ı mozˇny´ch jednotlivy´ch
43
voleb nedeterminismu, je trˇeba urcˇit koresponduj´ıc´ı cestu z mnoha mozˇnost´ı a t´ım docha´z´ı
k veˇtsˇ´ımu zpomalen´ı, nezˇ pokud se vol´ı pouze ze dvou nebo trˇ´ı mozˇnost´ı.
Nahra´va´n´ı cesty programu pomoc´ı ConTestu, ktery´ nezanamena´va´ vsˇechny vykonane´
instrukce byte-codu, ale pouze mı´sta veˇtven´ı, je rychlejˇs´ı. Je take´ c´ılem zaznamenat beˇh




C´ılem diplomove´ pra´ce bylo navrhnout a posle´ze implementovat metodu pro oveˇrˇen´ı opravy
v projektu SHADOWS. Oprava chyb v uvedne´ cˇa´sti projektu SHADOWS se specializuje
na chyby v Java programech. Konkre´tneˇ se jedna´ o chyby, ktere´ vznikaj´ı v d˚usledku pare-
lelismu.
Pro kontrolu opravy chyby byla zvolena modifikace forma´ln´ı metody model checkingu.
Nejprve bylo nutne´ nastudovat model checking, jake´ ma´ vlastnosti a principy. Po pro-
studova´n´ı model checkingu bylo mozˇne´ navrhnout metodu zalozˇenou na modifikaci model
checkingu takovy´m zp˚usobem, aby splnˇovala zadane´ pozˇadavky pro oveˇrˇen´ı opravy.
Navrzˇena´ metoda pro oveˇrˇen´ı opravy je zalozˇena na vykona´va´n´ı bounded model chec-
kingu v okol´ı opravy. Bounded model checking vznikl omezen´ım prova´deˇn´ı verifikace pomoc´ı
model checkingu do zadane´ hloubky stavove´ho prostoru. Tato modifikace model checkingu
lze pro oveˇrˇova´n´ı opravy chyby vyuzˇ´ıt. Oprava se veˇnuje chyba´m vznikly´m soubeˇzˇnost´ı,
ktere´ jsou zalozˇeny na zp˚usobu prokla´da´n´ı jednotlivy´ch instrukc´ı. T´ım tedy dojde cˇasem
k vykona´n´ı vsˇech relevantn´ıch instrukc´ı, ktere´ mohou mı´t vliv na opravu. K vykona´n´ı teˇchto
relevatn´ıch instrukc´ı veˇtsˇinou docha´z´ı v prˇijatelne´m cˇase a je tedy mozˇne´ pouzˇ´ıt bounded
model checking.
Nicme´neˇ za´sadn´ım proble´mem pro vyuzˇit´ı bounded model checkingu v okol´ı chyby
je navigace stavovy´m prostorem do pozˇadovane´ho stavu syste´mu. Pro navigaci stavovy´m
syste´mem existuj´ı r˚uzne´ strategie, ktere´ byly studova´ny a z nich byla zvolena strategie
Record&Replay trace. Podsatou metody je ulozˇen´ı beˇhu programu, ktery´ vede k chybeˇ a
na´sledne´ prˇehra´n´ı tohoto beˇhu ve zvolene´m model checkeru. Ulozˇena´ cesta tedy slouzˇ´ı k na-
vigaci stavovy´m prostorem do pozˇadovane´ho stavu, ze ktere´ho je vykona´n bounded model
checking pro zverifikova´n´ı pozˇadovany´ch vlastnost´ı.
Diplomova´ pra´ce obsahuje jednotlive´ cˇa´sti implementace metody Record&Replay trace
a strategie pro vykona´n´ı bounded model checkingu v JPF.
Implementaci metody Record&Replay trace, lze rozdeˇlit na dveˇ hlavn´ı cˇa´sti, na imple-
mentaci mechanizmu pro za´znam cesty a na strategii pro prˇehra´n´ı zaznamenane´ cesty. Pro
implementaci mechanizmu pro za´znam cesty bylo hlavn´ım bodem urcˇen´ı jake´ informace
je trˇeba zaznamena´va´t, aby bylo mozˇne´ zaznamenanou cestu pozdeˇji prˇehra´t. Potom byly
postupneˇ navrzˇeny a implementova´ny listenery model checkeru, ktere´ slouzˇ´ı pro za´znam
cesty, ktera´ obsahuje informace podle pouzˇite´ho listeneru. Po naimplementova´n´ı mechani-
zmu pro za´znam cesty bylo mozˇne´ prˇistoupit k implementaci strategie pro prˇehra´n´ı cesty.
Prˇehra´n´ı cesty bylo u´speˇsˇne´ u cesty zaznamenane´ pomoc´ı listener˚u Java PathFinderu. Zat´ım
nen´ı hotove´ prˇehra´va´n´ı cesty, ktera´ byla zaznamena´na pomoc´ı na´stroje ConTest. Ten v pro-
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jektu SHADOWS slouzˇ´ı pro opravu chyby. Tato cˇa´st implementace pro vytvorˇen´ı strategie
prˇehra´vaj´ıc´ı cestu zaznamenanou pomoc´ı ConTestu je v rozpracovane´ fa´zi.
Dalˇs´ı pra´ce bude veˇnova´na dokoncˇen´ı te´to strategie. Po dokoncˇen´ı implementace stra-
tegie pro prˇehra´n´ı cesty bude mozˇne´ celou metodu otestovat na rea´lny´ch datech. A prove´st
bounded model checking pro oveˇrˇen´ı opravy. Pro vlastn´ı verifikaci byl zvolen model checker
Java PathFinder, ktery´ umozˇnuje r˚uzne´ rozsˇ´ıˇren´ı. Umozˇnuje tedy nejen verifikaci vlast-
nost´ı pro ktere´ Java PathFinder jizˇ obsahuje moduly, ale take´ doimplementova´n´ı dalˇs´ıch
modul˚u pro verifikaci konkre´tn´ıch specia´ln´ıch vlastnost´ı syste´mu. Implementace teˇchto mo-
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