Abstract. We construct a quantum deformation of the Steenrod square construction on closed monotone symplectic manifolds, based on the work of Fukaya, Betz and Cohen. We prove quantum versions of the Cartan and Adem relations. We compute the quantum Steenrod squares for all CP n and give the means of computation for all toric varieties. As an application, we also describe two examples of blowups along a subvariety, in which a quantum correction of the Steenrod square on the blowup is determined by the classical Steenrod square on the subvariety. The relationship between the quantum Steenrod square and Seidel's equivariant pair-of-pants product will be explored in a further paper.
Introduction
The Steenrod squares are additive homomorphisms
using Z/2 coefficients, which generalize the squaring operation on cohomology with respect to the cup product, x → x ∪ x. Because we use Z/2 coefficients and (x + y) 2 = x 2 + y 2 modulo 2, the Sq i are additive and hence well defined.
These operations determine the Steenrod square,
where
Here h is a formal variable in degree 1 that represents the generator of
The Steenrod square satisfies the Cartan relation
Sq(x ∪ y) = Sq(x) ∪ Sq(y) which, for example, allows one to inductively compute the Steenrod squares for CP n (which we will review in example 2.3).
The Steenrod squares are cohomology operations, historically constructed first on H * (K(Z/2, n); Z/2) for Eilenberg-MacLane spaces K(Z/2, n). This paper describes two different constructions: with Morse homology and with intersections of cycles. The first is based on the definition for Floer theory by Seidel in [10] , with origins in Date: version: May 8, 2018 . This research was supported by an EPSRC grant. the flowlines construction mentioned by Betz in [3] , and extended by Betz, Cohen and Norbury in [2, 5] .
We then construct a quantum Steenrod square on the quantum cohomology of a closed monotone symplectic manifold (M, ω).
Recall that the quantum cohomology QH * (M, ω) is H * (M ) [[t] ] as a vector space using a graded formal variable t of degree 2, but the cup product is deformed by quantum contributions from counting 3-pointed genus zero Gromov-Witten invariants, i.e. counting certain J-holomorphic spheres in M for J an almost complex structure on M compatible with ω. We often abbreviate by T = t N for N the minimal Chern number. A full description is given in Section 2.3.
The quantum Steenrod square will be a degree doubling operation
involving additive homomorphisms QS i,j with QS(x) = i,j≥0
A construction of the quantum Steenrod square was first suggested by Fukaya in [6] based on Betz and Cohen's definition of the classical Steenrod square in [2] . Our construction (of the same operations) is slightly different, and can be viewed as a Morse theory analogue of the work by Seidel in Floer theory in [10] . The first goal of this paper is to solve an open problem posed by Fukaya in [6, Problem 2.11] as to whether the Adem and Cartan relations hold for quantum Steenrod squares and, if not, what their quantised versions should be. Example 1.1. M = P 1 . Let x be the generator of H 2 (M ). Recall that the quantum product is x * x = T , where T = t 2 has degree 4. Then QS(x * x) = QS(T ) = T 2 .
For degree reasons QS(x) = xh 2 + T . Thus QS(x) * QS(x) = (xh 2 + T ) * (xh 2 + T ) = T h 4 + T 2 .
This shows that the immediate generalisation of the Cartan relation fails, i.e. that QS : QH * (M ) → QH * (M ) [h] is not a ring homomorphism.
The reason the more obvious generalisation of the Cartan relation fails is because the moduli space M 0,5 of genus zero stable curves with 5 marked points has non-trivial Z/2-equivariant cohomology, under the Z/2 action that transposes marked points via (12)(34). More precisely, the two configurations in Figure 5 that determine QS(x * y) and QS(x) * QS(y) are not connected by a Z/2-invariant path in M 0,5 . We will explain this in detail in Section 5.
We will prove however that a quantum deformation of the Cartan relation holds:
Theorem 1.2 (Quantum Cartan relation).
QS(x * y) = QS(x) * QS(y) + #(P D(x) ∩ µ) · QS |b|−i+2,j−k (b) * µ,k x · h i T j (2) summing over µ ∈ H 2 (M ), where * µ,k denotes the coefficient of T k in the quantum product, using spheres representing µ. N is the minimal Chern number, and |T | = 2N .
For example, if M = CP
n then setting b = x i for x ∈ H 2 (CP n ) being the generator, we have:
for x p the p-th quantum power of x. Omitting the inner summation would give the classical Steenrod square.
Corollary 1.4. Let M be a Fano toric manifold. Then QS is determined by QH * (M ).
Recall that the classical Adem relations are relations between compositions of the Sq i . Namely, for all p, q > 0 such that q < 2p, for all i, j. This demonstrates that the immediate generalisation of the Adem relations fails.
for the correction term
The q D 8 is an operation determined by homology classes in
, Ψ is the universal coefficients isomorphism and g = (123) ∈ S 4 such that the cosets of
The quantum Steenrod squares can also be calculated in the case of Bl Y (CP 3 ) and
for Y respectively the intersection of two quadrics and the intersection of two linear hypersurfaces. The set up here is similar to Blaier [4] . We will prove: Theorem 1.8.
and
Observe that QS 1,1 are quantum correction terms to the classical Steenrod square on the blowup. Nevertheless, these are determined by lifts of contributions to the classical Steenrod square on Y .
There is a PSS isomorphism ψ : QH * (M ) → HF * (M, H) for closed monotone symplectic manifolds. Likewise an isomorphism exists for certain open symplectic manifolds (Liouville maniolds) in the exact case for "small" Hamiltonians (Hamiltonians radial at infinity with small slope). In all cases this isomorphism generalises to give an isomorphism between equivariant quantum cohomology and equivariant Floer cohomology that intertwines the quantum Steenrod square and the equivariant pair-of-pants defined in [10] . Symplectic cohomology is a direct limit of the groups HF * (M, H) as H becomes "large" at ∞. This yeields a canonical unital ring homomorphism c * : QH * (M ) → SH * (M ), although this is not typically an isomorphism. There is an equivariant version of the c * map, and this also intertwines the quantum Steenrod square and the equivariant pair-of-pants.
Analogues of the quantum Cartan relation also hold for the equivariant pair-ofpants in both Floer and symplectic cohomology.
This work will appear in a forthcoming paper.
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Preliminaries
Henceforth we always work with coefficients in Z/2. For example H * (M ) means H * (M ; Z/2).
Equivariant Cohomology.
We follow section 2 of [10] .
Let h be a formal variable in grading 1. The equivariant chain complex is
, the equivariant cohomology of (C, d, ι). Definition 2.2 (Equivariant Cohomology of a manifold). Let N be a topological space with a continuous involution ι : N → N . Let C = C * (N ) be the singular cochain complex of the topological space N . There is a Z/2 action on C * (N ) induced by ι. As in Definition 2.1, define the equivariant cohomology of N as H * Z/2 (N ) := H * Z/2 (C * (N )). The important examples of this will be M 2 with the involution swapping the factors and M with the trivial involution.
Remark. There is another description of H * Z/2 (N ) for a manifold N with a continuous involution. Recall that EZ/2 is the classifying space of Z/2: a contractible space with a free Z/2 action, for example EZ/2 = S ∞ with the involution being the antipodal map. Then
This definition is the same as the previous one.
If we let N = {pt} then we obtain pt
The Steenrod square operations {Sq i } are the unique collection of additive homomorphisms such that:
(1) Sq i : H n (M ) → H n+i (M ) for each n ≥ 0 and topological space M , (2) Each Sq i is natural in M , (3) Sq 0 is the identity, (4) Sq n acts as the cup square on H n , so Sq |x| (x) = x ∪ x, (5) If n > |x| or n < 0 then Sq n (x) = 0, (6) (Cartan relation) For each n,
|x| is the cohomological grading of x ∈ H * (M ). Recall that we use Z/2 coefficients to ensure additivity: (x + y) ∪ (x + y) = x ∪ x + y ∪ y modulo 2.
These Sq i define a single operator Sq :
The cup product on H n (M )[h] is (a·h i )∪(b·h j ) = (a∪b)·h i+j , so the Cartan relation becomes Sq(x ∪ y) = Sq(x) ∪ Sq(y) and thus Sq is a unital ring homomorphism.
These axioms imply uniqueness, but one also needs to prove existence.
Example 2.3 (The classical Steenrod square for CP n ).
where |x| = 2. Sq 0 (x) = x and Sq 2 (x) = x 2 using axioms 3 and 4, and these are all of the nonzero terms by axiom 5. Hence Sq(x) = xh 2 + x 2 . By the Cartan relation (axiom 6),
Looking at the coefficient of h 2i−k , Sq k (x) = 0 for k odd and Sq 2j (x) = i j x i+j . 2.3. The Quantum Cup Product. For more details on the quantum cup product, see chapter 8 of [8] . Throughout, P D refers to the Poincaré duality operation over Z/2 coefficients for closed manifolds. 
where E(u) = S 2 u * ω ≥ 0 is the symplectic energy of u and c 1 = c 1 (T M, J).
Let (M, ω) be a monotone symplectic manifold of dimension n, with a fixed almost complex structure J compatible with ω.
As an abelian group,
where t is a formal variable of degree 2. Let T = t N for N ≥ 0 the minimal Chern number of M determined by c 1 (π 2 (M )) = N Z. Throughout we assume λ = N . Pick a basis B for H * (M ) and a dual basis with respect to the nondegenerate cup product pairing (e, f ) → e ∪ f, [M ] . Then one can form a dual basis B ∨ with respect to this pairing. Let α ∨ ∈ H n−|α| (M ) denote the dual of the cohomology class α ∈ H |α| (M ). Our operations on cohomology will not depend on this choice of basis, although they may affect the chain level description.
Given A ∈ H 2 (M ), let M A (J) be the moduli space of J-holomorphic spheres u : S 2 → M such that u * ([S 2 ]) = A, up to reparametrisation by P SL(2, C). For a generic choice of J, this moduli space is a smooth manifold with
For each z ∈ S 2 , there is an evaluation map ev A,z : M A (J) → M with ev A,z (u) = u(z).
Pick three distinct points, z 1 , z 2 , z 3 ∈ S 2 . We use 0, 1, ∞ throughout.
for # denoting the mod 2 count of a 0-dimensional compact manifold.
In concrete terms we count the number of J-holmorphic spheres in M intersecting the cycles P D(α), P D(β) and P D(γ ∨ ). The degree condition ensures the intersection is a 0-dimensional compact submanifold of M A (J) (for generic J, the evaluation maps satisfy the necessary transversality conditions, [8] ).
Notice that * is compatible with the grading, using |T | = 2N . If A = 0 (so E(u) = 0 and u is constant), the intersection is a point and this recovers the classical intersection product.
Two constructions of the Steenrod Squares
The first construction will be based on that given in [10] , [6] and [2] . The second construction is new.
In this section Γ is the Y-shaped graph with incoming edge e 1 and outgoing edges e 2 and e 3 . Let e 1 be parametrised by (−∞, 0] and e 2 , e 3 by [0, ∞).
Recall the Morse theoretic cup product: given a manifold M and a Morse function f , pick three generic perturbations f 1 s for s ∈ (−∞, 0] and f 2 s , f 3 s for s ∈ [0, ∞), transverse at 0 (genericity ensures the moduli space below is cut out transversely). There is an R > 0 such that f i s = f if |s| ≥ R. Denote by Crit k (f ) the critical points of f of Morse index k. Write |x| for the Morse index of x ∈ Crit(f ). 
where n a 1 ,a 2 ,a 3 is the number of solutions in the 0 dimensional moduli space M(f i s , a 1 , a 2 , a 3 ) of continuous maps u : Γ → M , smooth on the edges, such that:
If a 2 = a 3 then there is a Z/2 symmetry in maps u : Γ → M with conditions as above, which one exhibits to define Steenrod squares as follows. (1) f 2 v,s = f 3 −v,s , and f 2 v,s is generic near s = 0 so that the moduli space below is cut out transversely. (2) There is an R > 0 such that f i v,s = f for |s| ≥ R. a 2 , a 3 ) to be the set of pairs (u : Γ → M, v) such that:
(
In this section we assume a 2 = a 3 as in figure 1 , and we abbreviate
Choose a nested sequence S 0 ⊂ S 1 ⊂ ... ⊂ S ∞ of equators in S ∞ that exhaust S ∞ and are preserved under the involution v → −v.
Let
, topologised so that the projection to S i is continuous for all i.
Let r : Γ → Γ be the reflection that swaps e 2 and e 3 (preserving parametrisations) and fixes e 1 . There is a free Z/2 action on the moduli space
, the quotient by the Z/2 action. Consider the natural projection to S i . Over generic v ∈ S i there is a moduli space of degree |a 1 | − 2|a 2 |, so the dimension of the moduli space is
where n a,b,i = #M i (b, a) for # the number of points modulo 2.
Define Sq i (a) ∈ H |a|+i (M ) to be the coefficient of h |a|−i
One can show that this is another definition of the Steenrod square by proving that it is equivalent to the definition in [5] . We now verify the axioms. Axiom 4 : Sq |x| (x) = x 2 as this counts the moduli space M 0 (y, x) for |y| = 2|x|, and the definition is the same as the Morse cup product.
Axiom 5 (1): Sq i (x) = 0 for i > |x| as only non-negative powers of h are allowed: RP ∞ has no cohomology in negative degrees so
Assume the perturbation is small. For generic f there is no −∇f flowline from b to a if |b| < |a|.
As f v,s is close to f , this means that generically for any v there is no 'flowline' from b to a that has gradient −∇f for s < 0 and −∇f v,s for s > 0.
Hence Sq i (x) = 0 for i < 0. We prove axiom 3 in subsection 3.4 and axiom 6 in subsection 3.2.
Remark. It is not straightforward to prove Sq 0 = id without a specific choice of Morse functions. We prove it in section 3.3 using a different approach.
3.2.
The Cartan Relation. Let T be a family of graphs as in figure 2, parametrised by t ∈ (0, ∞). Edges e 2 , e 5 are parametrised by [0, t]. Compactify T by adding the 0 and ∞ as in the figure, so the compactification
Use edge labels as given in Figure 2 . Fix a Morse function f on M . We always parametrise the edges p with the appropriate coordinates s.
Pick 5 perturbations of f corresponding to the 5 tree edges in t = 0 ∈ T c in figure 2. These are f p v,s,0 for p the edge label, s ∈ R ± and v ∈ S ∞ . For asymptotics, f 1 = f for all s, v and f 3 , f 4 , f 6 , f 7 = f for s near +∞.
We ensure that
.., 7 corresponding to the edge labels in Figure 2 , where t ∈ T C , v ∈ S ∞ and s ∈ R + for p = 3, 4, 6, 7, s ∈ R − for p = 1 and s ∈ [0, t] for p = 2, 5. Choose f 1 to be independent of s, v, t in this case. Choose Morse functions f 2 s,2 , f 5 s,2 for s ∈ [0, 2] such that f t ∈ (0, ∞) Figure 2 . Elements of T C .
and |t| is the metric tree represented by t as a topological space (with outer edges semi-infinite and inner edges of length t).
For z ∈ Crit 2|a|+2|b|−i (f ) consider the space M 1 (x, y, z) of pairs (u, v) with u : T → M a map and v ∈ S |x|+|y|−i , such that u satisfies:
along edge p, with asymptotic conditions (z, x, x, y, y) on the exterior edges (1, 3, 4, 6, 7) .
For generic t ∈ T c there is a 0-dimensional subset of pairs (u(·, t), v) satisfying the condition. So We also define a moduli space M 2 (x, y, z) by choosing another 7 Morse functions, labelled f p v,s,t as above, but now with the conditions: Remark. Some of the conditions require a choice of f p v,s,t that becomes independent of v for large enough t. We can do this with moduli spaces remaining transverse because we keep the v dependence on some of the other f q .
Specifically, there is a tuple (f 1 v,s,t , ..., f 7 v,s,t ) for each v ∈ S ∞ , along with associated Z/2 action ι. Our choices ensure that ι : v → −v always acts freely on tuples, hence the union of tuples over all (3, 4) , (6, 7) also defines an EZ/2. So as long as ι acts freely on some pair, the set of these tuples is an EZ/2. This is the fact that if E, F are both an EZ/2 then E × F is an EZ/2. 
Proof. #∂M 1 (x, y, z) = 0, the boundary of a 1 dimensional manifold. The boundary at t = ∞ is the count of the contribution of z in ( Figure 4 and Lemma 3.5 below). The boundary at t = 0 for M 2,π (x, y, z) is the same as for M 1,π . Hence, the boundary count for t = ∞ for M 1 and M 2 is the same in cohomology. The count for M 2,π is the count of the contribution of z in Sq i (x ∪ y). Proof. |w 1 | + |w 2 | = |z| = |x| + |y| + i. Hence if |w 1 | = |x| + j and |w 2 | = |y| + k then j + k = i. Throughout fix w 1 ,w 2 both for the configuration and as outputs of Sq j (x), Sq k (y) respectively.
Restrict attention to the upper right-hand Y-shaped graph of Figure 4 . If the v parameter space was RP |x|−j , then counting [(u, v)] satisfying the configuration conditions would be exactly the count of the coefficient of w 1 · h |x|−j in Sq j (x), which we denote n x . Letting v vary in RP |x|+|y|−i , we call the set of such pairs U x . Similarly for the lower right-hand branch there is a count of n y , the coefficient of Figure 4 .
be the second projection. This represents a cycle
Its intersection with a generic RP |x|−j implies that
. The count of all solutions [(u, v) ] satisfying the configuration in Figure 4 is
3.3. Steenrod Squares via intersections of cycles. Recall there are nested equators S i ⊂ S ∞ , invariant under the antipodal action.
Let a ∈ H |a| (M ). Let B be a basis of H * (M ). Henceforth use the notation α = P D(a) ∈ H dimM −|a| (M ) for both the homology class and the underlying cycle. Similarly β = P D(b).
There is an involution
is transverse in M × S i . The chains α i cannot be a standard representative of α × S i , i.e. {(p, v)|p ∈ A, v ∈ S i } for some representative A ⊂ M of α, because then it would not be transverse to ια i . In the next section we construct a family of admissable choices. B ∨ × S i can and will be such a standard representative.
All triple intersections in (6) come in pairs related by the free involution ι. Provided |b| = 2|a| − i, define M i (b, a) as the triple intersection (6): this moduli space is 0 dimensional.
Quotienting by the action by ι defines
This moduli space is compact and 0 dimensional, so is a collection of points.
Definition 3.6 (Steenrod Square). Define
Remark. The Morse case, as in subsection 3.1, is the same as definition 3.6 using the isomorphism HM * (M, f ) ∼ = H * (M ) that intertwines the Morse product and the cup product.
Recall we assume f i v,s = f for |s| ≥ R. In the Morse case there are critical points a 1 , a 2 . Say a 2 has a stable manifold W under f . By definition, W is the set of points p such that the flow of p under −∇f from time R to ∞ is asymptotically a 2 . For each v ∈ S i , every w ∈ W is mapped bijectively to another point in M by backwards integrating for the vector field −∇f 2,s,v from R to 0: call this backwards operation
This manifold φ v (W ) is homotopy equivalent to the stable manifold W . If a 2 represents a cohomology class then W , hence φ v (W ), represents P D(a 2 ), viewed as a pseudocycle in M .
In the Morse case we count the number of maps u : Γ → M with u restricting to be a flowline on the edges. v∈S i φ v (W ) × {v} represents P D(a 2 ) × S i , and
Further, these representatives of P D(a 2 ) × S i satisfy all of the conditions at the beginning of this section, so the Morse definition is a special case of Definition 3.6.
In general a 2 ∈ Crit(f ) is not a cycle, but some linear combination of critical points is: the union of the stable manifolds represents (as a pseudocycle) the Poincaré dual of the sum.
3.4.
Properties of the Steenrod Square.
Proof. Fix a choice of X v , for X = P D(x), and likewise for Y v (using the notation from Section 3.3 (2)). 
for Z = P D(z) the output. Likewise c z,x is the coefficient of z · h i in Sq(x). Expanding the right hand side of equation (7) gives
The last two terms combine to
W . So isolated solutions do not exist for dimension reasons.
For i = 0, Sq is the cup product square in which case additivity holds.
As promised in section 3.1 we now check axiom 3 from section 2.2.
Proof. Let n = dim(M ). Write a = P D(pt). Construct a representative of {pt} × S n in M × S n :
pt ⊂ M has trivialisable normal bundle, so the disc subbundle D(pt) of the normal bundle N (pt) embeds into M as a small disc around pt.
Let S n , D n ⊂ R n+1 , where D n is the n-disc with the n + 1 th coordinate 0.
There is a natural flattening map φ : S n → D n , where φ is projection of S n onto the first n coordinates. φ is a double cover except on the equator, which bijects onto ∂D n .
There is a diffeomorphism D n ∼ = D(pt) ⊂ M . Composing φ with this diffeomorphism defines φ : S n → M .
φ is homotopic to a constant map hence v∈S n (φ(v), v), the graph of φ in M × S n , is a representative of {pt} × S n .
To calculate the coefficient of a in Sq 0 (a), count the number of solutions φ(v) = φ(−v) modulo Z/2. The solution set is {(0, ..., 0, ±1)} ⊂ S n ⊂ R n+1 . Taking this modulo the Z/2 action gives Sq 0 (a) = a + ....
{a} generates H n (M ) so we are done.
An easy generalisation of the above proof shows:
Lemma 3.9. Sq 0 = id. There is a Z/2 action on this moduli space as follows:
where µ is the unique Möbius map in P SL(2, C) swapping 1 and ∞ and fixing 0. Let 
Extend to a general element of QH * (M ) by QS(at j ) = QS(a)t 2j , and so that QS is an additive homomorphism.
Remark.
(1) For a ∈ H * (M ),
as it counts constant spheres. Further,
is the usual quantum product. We define a moduli space and evaluation maps analogously to subsection 2.3: given j ≥ 0 consider M j (J) × S i consisting of pairs (u, v) where u is a J-holomorphic map of energy j and v ∈ S i . The evaluation maps are ev q × id S i : M j (J) × S i → M × S i , which we abusively call ev q , for q ∈ CP 1 . Choose a sequence of (α i ) ∞ i=0 in M × S ∞ as in subsection 3.3, satisfying conditions 1, 2 and 3 but we modify 4:
(4) For a choice of generators b of the cohomology of M , the triple intersection
is transverse in M j (J) × S i , where ι = id × −id. All such intersections come in pairs, related by
Given some i, j, for |b| = 2|a| − i − 2jN , where N is the minimal Chern number of M and b a generator of H |b| (M ), count the number of intersections as in equation (8) 
with QS a linear homomorphism. Then extend QS linearly to QH * by requiring that QS(at k ) = QS(a)t 2k . Also define QS i,j (a) as previously.
As in the classical case this is the same as Definition 4.1.
4.2.
Quantum Stiefel Whitney Class. For a manifold M , the classical StiefelWhitney class of T M , w(T M ), is constructed as in [5] Section 5.3, using a certain graph operation. We will not go into details.
for n, n i,y coefficients, then a, [M ] := nh i . A gluing theorem implies that:
Now let M be a closed monotone symplectic manifold.
Definition 4.4 (Quantum Stiefel-Witney Class). The Quantum Stiefel-Witney class is w Q (T M ) := y∈B QS(y) QS(y ∨ ), [M ]
It follows from this definition and a grading argument that:
Proof. The minimal Chern number for CP n is N = n + 1 > n. Now apply Lemma 4.5.
The Quantum Cartan relation
We continue the discussion from example 1.1. Consider the space M We model M 0,5 as (CP 1 × CP 1 )#3(CP 2 ), which means:
where w i corresponds to the exceptional divisor at (i, i) and δ 1 , δ 2 correspond to the spheres CP 1 × {pt} and {pt} × CP 1 respectively: thus all the generators have degree 2. A good treatment of this is [9] , Section D.7.
Henceforth W i = P D(w i ) and ∆ i = P D(δ i ). Let X, Y, Z be homology classes with Poincaré duals x, y, z respectively.
Then ι × −id defines a free diagonal Z/2 action on M 0,5 × S i . Define 
The equivalence class is taken after quotienting by two actions:
reparametrisation via all Möbius maps g on the first two factors,
There is a natural map π : M i,j (x, y, z) → P i obtained by 'projecting' onto its last two factors.
Remark. M i,j (x, y, z) is an inverse image under the evaluation map
where M(A, J) is the set of all J-holomorphic maps u :
This allows us to calculate dim M i,j (x, y, z).
Let Q be a closed submanifold of the parameter space P i : Q represents a cycle in
In particular, for Q = P i , using dim(P i ) = 4 + i, Definition 5.1. Let Q be a cycle in P i with i, j fixed. Define
where the sum is taken over a basis of z for H |z| (M ) such that equation (9) is 0. Explicitly, this defines a bilinear map
Remark. More formally, we work with ρ = P D(Q) ∈ H * (P i ). Consider the cohomology class π * ρ ∈ H * (M i,j (x, y, z)). It is this cohomology class that defines the operation. However, for intuition we use homology.
In the following, use a cell decomposition for S i with cells D i,± in degree i, corresponding to the two hemispheres of dimension i. 1, ∞, z 3 , z 4 ) . Such an element is fixed by Z/2 exactly when z 4 = z 3 z 3 −1 , which determined a 2-family of points. When we add the elements in M 0,5 fixed by Z/2, we get the compactification of the 2-family to a 2-sphere, and an isolated point.
Proof. We prove for each fixed i, j that
To do this we proceed as in Lemma 3.5, using 1-dimensional moduli spaces, the ends of which count e.g. i,j q i,j (Q i 1 )(x, y) · h i and QS(x) * QS(y) respectively. The setups mimic those in Lemma 3.5, with a J-holomorphic sphere at every trivalent vertex and the appropriate nodal curve at the valence 5 vertex at the end of the moduli space.
Then, by the above Theorem 1.2 holds. Let W 0 be the exceptional CP 1 divisor in Bl (0,0) (CP 1 × CP 1 ). The group H rq (P i ), for r > 2, r = i + 2, is generated by the cycles:
For r = i + 2, we need additionally (
W 0 consists of sphere configurations as in Figure 6 , removing reparametrization freedom by fixing the positions of z 0 , z 1 , z 2 , z 3 , z 4 and letting z vary. There are three special curves, when the free point z "collides" with each of the fixed points, giving rise to a bubbling configuration as shown in the Figure. To compute A i we intersect chains, observing the following:
(1) For the intersection theory in degree r, we may assume that r = i, so we work with M 0,5 × Z/2 S i which is of dimension i + 4. Lemma 5.3.
Proof. We tabulate the intersections of cycles (except for the i = 2 case):
For the bottom row, the first two entries follow because of intersections in M 0,5 . The third entry occurs because
For the middle column, we may choose our representative of m 2 to be distinct from our choice of m 1 and W 0 , giving the entries of 0. For the rest, we need to pick appropriate transversely intersecting chain representatives. For i = 2, the cohomology group in degree 4 has more generators to consider, meaning we must add more rows. However these extra generators have trivial intersection with each of the columns, and so all the extra rows will be 0. Proof. By lemma 5.3,
Now multiply by h i and sum over all i, j and apply Lemma 5.2.
We will verify Corollary 5.4 in the case of CP 1 .
Example 5.5 (CP 1 ). Let x be the generator of 2-dimensional cohomology. We verify that
This is trivial except for (i, j) = (4, 1).
Pick representatives of P D(x) × S 2 as follows: let φ : S 2 → D 2 be the "flattening map" of the sphere, e.g. if S 2 ⊂ R 3 it is projection onto R 2 ⊂ R 3 .
Pick two disjoint discs in Recall that elements of a standard choice for W 0 are as in figure 6 . The sphere S 2 has Chern number = N = 2 so only one of the J-holomorphic spheres may be non-constant, and has degree 1.
The sphere with three marked points must be trivial (if the other sphere were constant, then the solution cannot be rigid as z 4 can vary freely), and the other sphere of u has degree 1. Then u(z 1 ) = ψ(v) and u(z 2 ) = ψ(−v) meet at the unique point on the sphere where ψ(v) = ψ(−v). Hence there is one solution, and this solution gives the correction term h 4 T . Lemma 5.6. q(W ) only contains terms of the form aT p h q for p > 0, q > 0.
Proof. The p = 0 case corresponds to J-holomorphic maps that are constant. For such spheres, if there is a solution for some m ∈ W 0 there is a solution for every element of W 0 . So there are no isolated solutions.
For q = 0, the h q terms correspond to q(W × D q−2,+ ) which vanishes for q < 2. Specifically S ∞ has no cells of negative dimension.
Remark (Quantum Cartan in Classical Case). Lemma 5.6 gives a sanity check that in the classical case, Sq(x) ∪ Sq(y) = Sq(x ∪ y). 
We can iteratively construct QS(x i+1 ) as long as we know q(W )(x i , x). For degree reasons, QS(x) = xh 2 + x * x.
Proof. Observe that q(W )(x i , x) has degree 4i + 4 so, by lemma 5.6, for i = 1, ..., n we deduce that:
where m i+1 j are coefficients and the degrees are |x| = 2, so |x i | + |x| = 2i + 2 and |T | = 2(n + 1). Equation (10) follows for grading reasons.
We claim that m i+1 j , the coefficient of x i+j−n T h 2(i+1)−2j , is the number of (unparametrised) J-holomorphic spheres that intersect both CP i+j−n and P D (Sq 2j (x i ) ). This follows by three observations: i ) Counting the component of x i+j−n T h 2(i+1)−2j is the same as counting setups as in figure 7, 1) for v ∈ D 2i−2j,+ (recall D 2i−2j,+ corresponds to h 2i−2j+2 terms when defining q(W ) in corollary 5.4).
Only T 1 appears, so one of the holomorphic bubbles has degree 0 and the other degree 1. For the solutions to be rigid the sphere with the two marked points z 1 , z 2 must be constant, giving the setup in figure 7, 2) .
ii ) The sphere is a CP 1 and
The sphere cannot be contained in CP n−1 v because if it were then under a generic setup it could not satisfy all of the other intersection conditions.
iii ) The intersection of CP n−i v and CP
is: i j · (#lines intersecting CP i+j−n and CP n−(i+j) ).
As i + j − n ≥ 0 and n − (i + j) ≥ 0 the only nontrivial term arises for j = n − i, in which case there is precisely one line.
where x i+j is the (i + j)-th quantum power of x.
Recall QS(x i ) = Sq(x i ) + ... where by example 2.3:
Constant on lower left bubble
Proof of theorem 6.2. Since T = x n+1 , we can express the square as: Using a Pascal Triangle and the iterative formula for the l i j , one can write down the closed form solution.
In particular, truncating the sum in equation (11) to j ≤ n − i recovers the classical Steenrod square formula for CP n from example 2.3. This is because if j ≤ n − i then every term in the second summation in equation (11) vanishes because either
6.2. Fano Toric Varieties. Let M be a compact monotone toric manifold, with b ∈ H |b| (M ) and x ∈ H 2 (M ). Then analogously to CP n , one proves Theorem 1.3.
Proof of Theorem 1.3. Consider setups as in figure 8 . We consider related setups, which we call reduced setups, where we neglect the cycle X v and the marked point z 4 corresponding to it. We still have a dimension 0 setup: removing z 4 removes 2 dimensions, and removing the intersection with X v adds 2 dimensions.
Setups and reduced setups are in a 1 to #(X ∩ µ) correspondence. Strictly, for every reduced setup (so a pair consisting of a J-holomorphic map with evaluation conditions and some v 0 ∈ D i,+ ), there are exactly #(X v 0 ∩ µ) setups. We must note that a generic point in S 2 is an injective point of u, and hence fixing an intersection point in the image of u fixes the free point
Hence it is sufficient to prove that reduced setups count
However, considering reduced setups alone one may choose X −v to be independent of v ∈ D i,+ . Hence the result follows immediately from the definitions of QS and the quantum product.
As the cohomology of a toric variety M is generated by H 2 (M ), iterated application of the above formula yields a general solution, i.e. one can calculate QS(x p 1 x p 2 ...x pr ) assuming the base cases QS(
Corollary 6.3. For M a compact, monotone toric variety, QS is determined completely by QH * (M ).
Proof. The base case |x| = 2, QS(x) = xh 2 + x * x is determined by QH * (M ).
Given a ∈ H * (M ) for * > 2, write a = b * x for x ∈ H 2 (M ).
. By induction QS(b) and QS(x) are determined by QH * (M ), hence so is QS(b) * QS(x).
By theorem 1.3, q(W )(b, x) is determined by QH * (M ). 
We let x, y be the generators of
Working from definitions, QS(x) = xh 2 + T . α * k y = 0 =⇒ k = 1, α = y. There are no i, j, k such that QS 2i,j−k (x) = y. Hence the sum on the right hand side is 0.
7. The Quantum Adem Relations 7.1. Classical Adem Relations. We begin with a discussion of the group cohomology of S 4 and D 8 . This will involve adding details to the argument alluded to by Cohen-Norbury to prove the classical relations in [5, Section 5.2] .
It is proved in [1, Sections IV.1, VI.1] that
where e, σ 1 are of degree 1 and σ 2 is of degree 2, and
where again subscripts denote the degree of the elements. Considering D 8 = (12), (34), (13)(24) ⊂ S 4 there are subgroups Z/2 = (13)(24) , Z/2 × Z/2 = (12), (34) .
Consider the commutative diagram (12) induced by the various inclusion maps of groups. As in [1] , one shows that:
i 1 (e) = e i 2 (σ 1 ) = x + y i 2 (σ 2 ) = xy j 1 (n 2 ) = e 2 j 2 (n 1 ) = x + y j 2 (n 2 ) = xy All other generators map to 0 via the i, j maps. From this, and the fact that π * is injective, we deduce that
By Cohen-Norbury, [5] , there is a commutative diagram, namely diagram (13), wheresatisfies 
Proof. Suppose q is even. Let l = |α| − p, m = p − q/2, n = q/2 − k, thus
Assume l = 2r. The cases for q or l odd are similar. Throughout let cff(E) be the coefficient of E in qq(α). By definition of qq
).
By Fact 1,
The claim now follows since by lemma 7.1,
The terms with n > q/2 will not appear in the final statement because n > q/2 implies k < 0, and Sq k (α) = 0 for k < 0. 7.2. Quantum Adem Relations. Recall in Section 5 we constructed homomorphisms q(W ) for W ∈ H * Z/2 (M 0,5 ). We will define a similar construction for elements of H * We will abbreviate
We note that for any M with H * (M ) finitely generated in all degrees, there is a map Ψ : H * (M ) → H * (M ) which is an isomorphism via universal coefficients: e.g. by picking a dual basis under the pairing α, a → α(a). P D 8 and P S 4 satisfy this finite generation condition, which one can see using the Cartan Leray spectral sequence.
Given α ∈ H * (M ), let A = P D(α). Choose A v for v ∈ ES 4 , with invariance and genericity conditions: importantly, 
On cohomology the operation will be independent of the representative D of Ψ(d).
The definition of q S 4 (D) is analogous. We pick a basis B for H * (BS 4 ). As in the case of the quantum Cartan relation, we would like to consider cycles in H * (P S 4 ) parametrised by B. Compare this to the proof of the quantum Cartan relations, where {m 1 } × D i,+ ∈ H * (P Z/2 ) was parametrized by D i,+ ∈ H * (BZ/2) = H * (RP ∞ ). Further, we will show later that
Hence, ideally we would like the basis of H * (P S 4 ) to be of the form {m 1 } ⊗ B for B ∈ B. However, this will not work because m 1 is not S 4 -invariant. However, the cycle
Recall that there are quotient maps π * : H * (BD 8 ) → H * (BS 4 ) and π * : H * (BS 4 ) → H * (BD 8 ). There are also
As we work over Z/2 we see that π * • i * = id and i * • π * = id, which also shows that π * is injective. As π * is injective, π * B is linearly independent in H * (BD 8 ). We extend this to a basisB = π * B ∪ B .
Lemma 7.6.
Proof. This is immediate from the definitions. A representative of (m 1 +gm 1 +g 2 m 1 )⊗ π * Ψ(b) is in 3 : 1 correspondence with a representative of (
Quotienting by S 4 , and as we work over Z/2 the count of the numer of solutions is the same.
Proof. By Lemma 7.6,
by definition of the dualising isomorphism Ψ. Hence π * Ψ(b ) = 0.
This implies that
Lemma 7.8. The following diagram commutes:
Proof.
using Equation (16) Observe that using monomials in n 1 , n 2 , c 3 for our basis B of H * (BS 4 ) (see the beginning of Section 7.1), π * B consists of products of e 2 + σ 2 , eσ 2 and σ 1 . We may partition the basis B = B 0 B 1 , where each basis element (which are all monomials) in B 1 contains n k 1 for some k > 0, whereas B 0 is generated by n 2 , c 3 . Then π * B 0 extends to a linear basis for the subalgebra of H * (BD 8 ) that do not involve σ 1 . This allows us to work only with this subalgebra generated by π * B 0 . We also change our basis of H * (BD 8 ) to a standard basis consisting of elements of the form e i σ j 2 σ k 1 (again, see Section 7.1).
2 )), the coefficient of e a σ b 2 in qq(α). Theorem 7.9. For p, q > 0, q < 2p: Proof. The theorem follows by Lemma 7.8 and the combinatorial argument in Theorem 7.2.
To relate this to a composition of quantum Steenrod squares:
Proof of Corollary 1.7. To show that Equation (15) holds, we use a similar idea to proving the Cartan relation. Specifically, we use an interpolating moduli space as in Figure 9 , here using Morse flowlines where for all v:
(1) f (23)v,t = f (24)v,t = f v,t for all t.
(2) g (12)v,t = g (34)v,t = g v,t for all t.
We see that the t = 0 boundary is i,j q D 8 ({m 1 } ⊗ Ψ(e i σ j 2 ))(α) · e i σ j 2 . The t = ∞ boundary is split into regions I, II, III. Consider the contractible space S ∞ × (S ∞ × S ∞ ), along with an action of D 8 = r, a|r 2 = a 4 = 1, r · a = a 3 · r as follows:
• r · (z, (z 1 , z 2 )) = (−z, (z 2 , z 1 )).
• a · (z, (z 1 , z 2 )) = (z, (−z 2 , z 1 )). This is a free action of D 8 on the contractible space S ∞ × (S ∞ × S ∞ ), hence it is an Observe that in the classical case, i.e. constant spheres, the operations
and so the quantum case reduces to the classical case, since the solutions corresponding to those two operations cancel in pairs mod 2.
Remark. q (j,0) (α) is the coefficient of h j in QS(α) * QS(α). This is one of the correction terms that can be computed, e.g. the p = |α| term in Corollary 1.7. First we show that we may reduce to QS 1,2 : H 3 (E) → H 1 (E). We use i * on cohomology to mean P D • i * • P D −1 . (10)[II] counts setups for i * QS 1,2 (i * a) ∈ H 1 (E), using Equation (21). Given a type I setup, taking the intersection of everything with E, the J-holomorphic spheres are fibres and hence contained in E and unaffected by this intersection. However their Chern number changes from 1 to 2. Further a = P D(A) is replaced by i * a = P D(E ∩ A) and b ∨ is replaced by i * b ∨ . This is a type II setup. Given a type II setup, and using that i * is an isomorphism, we obtain a type I setup.
Note the change in degree of 2, which comes from the fact that i * changes cohomological degree by 2.
We now use the Morse theoretic definition of the quantum square. E = Y × P 1 so we may pick the Morse function on E to be f + g where f : Y → R and g : P 1 → R, such that g has two critical points of index 0, 2, which we call a 0 , a 2 , and f has critical points b 0 , b 1 , b 1 , b 2 (whose indices are the subscripts). a 2 ) in E because a 2 is the maximum of g, and hence we may flow back uniquely along (−∇f, −∇g) (subject to the condition that the flowline projected to Y is l). See Figure 11 .
Likewise the output critical point b 1 lifts to (b 1 , a 0 ), with the output flowline on Y lifting uniquely to E.
Moreover, because this setup lifts from Y we know that the three flowlines will all intersect π −1 y. Because this is a blow-up, we also know where each lifted flowline intersects π −1 y, as this is determined by the gradient of f + g on each of the flowlines at s = 0. Hence there is a unique J-holomorphic sphere that fits into the lifted setup, giving a unique configuration on E corresponding to the configuration on Y . (4) Configurations for contributions to QS 1,1 from lifts on P 1 × P 1 × P 1 .
Proof of Equation

