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ABSTRACT 
 
Cheng Xu 
M.S.M.E. 
Rose-Hulman Institute of Technology 
May 2019 
Automated Microstructure Analysis of Large Regions 
Thesis Advisor: Dr. Patrick Cantwell 
 
The mechanical and physical properties of materials are often related to grain size. To accurately 
measure grain size over a large region, it is imperative to acquire high-resolution image data for 
each of the grains and detect all of them. Although there is an existing technique, Electron 
Backscatter Diffraction (EBSD), that can achieve the objective, it is an expensive technique 
which requires a Scanning Electron Microscope (SEM).  Therefore, it is beneficial to develop a 
less expensive technique that can use traditional and cheap equipment, such as an optical 
microscope. This thesis is dedicated to making an optical microscope automatically scan over a 
large region of a specimen and offer microstructural quantification including grain boundary 
identification, grain size number and grain size distribution. In addition, the maps of grain size 
and grain aspect ratio will be created to give users a better visualization. The feature of multiple 
zoom levels for the microstructure is also added for users to navigate through the large regions 
easily. Finally, software has been developed to help users identify “rare events” in 
microstructure, such as abnormal grains, and flag those rare events in the map for visual 
inspection. 
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1. INTRODUCTION 
Nowadays, it is common that researchers use optical microscopes and computers to help 
analyze grains in materials. For instance, they usually do quantification of the grain size and 
aspect ratio since they are critical factors that affect the mechanical properties, such as the yield 
strength, the ultimate tensile strength, the uniform elongation and the reduction in area [1]. 
However, when the microscope specimen is much larger than the optical microscope’s field of 
view, it will be difficult and inaccurate if they want to measure the grain size over that region. 
The reason is that the grain size will only be representative of the relatively small region 
measured within the field of view and it might not be representative of the rest of the specimen. 
That can cause inaccurate grain analysis results such as the mean grain size diameter and grain 
size distribution over the entire region of interest since the grains can vary greatly over a large 
region. For example, Figure 1 shows images from different locations on the same specimen but 
the grains are very different in term of aspect ratio. Therefore, obtaining a view of the entire 
region of interest, especially a large region, is crucial for grain analysis. 
 
Figure 1: The left figure shows the equiaxed grains at the shaft part of the steel bolt while the right 
figure shows the elongated grains at the head part of the steel bolt. 
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It is possible to obtain a view of a large region of interest using an existing technique named 
Electron Back Scatter Diffraction, EBSD. However, it is time-consuming and expensive to use it. 
Typically, it can take approximately 10 hours and $2000 to finish collecting all the data on a 
sample [2]. In addition, EBSD can only be used on a Scanning Electron Microscope, SEM, 
which is expensive to purchase. Therefore, a materials lab is more willing to use an optical 
microscope, which is much cheaper than the SEM. However, to acquire a view of a large region 
with an optical microscope, it is either too expensive to use a commercially available motorized 
stage or it is inefficient and inaccurate to move an unmotorized stage by hand to collect images 
over a large region. Hence, it becomes necessary to build a low-cost motorized stage to collect 
all the images over a large region. A similar problem also exists in the grain analysis software. 
Although there is an existing software, MagniSci [3], that can help to analyze grains, but it 
requires some manual work, such as manually closing the partial grain boundaries, to complete 
the analysis. Besides, all the images collected by the motorized stage need to be stitched together 
to have a view of the entire region of interest. However, existing software does not analyze large 
stitched images well, because a large stitched image will typically have low resolution due to 
compression. Thus, it is necessary to make an algorithm that can analyze a large stitched image 
and eliminate any manual work. 
Therefore, the primary goal for this project is to lower the cost of imaging, quantify the grain 
size of a large region of interest of a specimen, and automate the process of analyzing its 
microstructure, such as grain size distribution and grain aspect ratio. In addition, in order to give 
users a better visualization, the maps of grain size and grain aspect ratio will be created. We will 
also create maps with multiple zoom levels, like Google Maps, of the microstructure so that the 
user can navigate through the large regions easily. Finally, a software was developed to help 
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researchers identify “rare events” in microstructure (e.g., abnormal grains) and flag those rare 
events in the map for visual inspection. The abnormal grains are very useful to the researchers 
since they are an indirect sign of a grain boundary transition [4] and they also play a role in bulk 
properties [5]. For example, the yield strength of a metal depends on the distribution and size of 
grains. 
The design details of a low-cost motorized stage replacing the original stage installed on the 
ZEISS Axio VERT.A1 microscope will be described in this thesis. It replaces the process of 
moving the stage by hand, which is time-consuming and inaccurate. MATLAB is used for the 
software design for this project since it is a common engineering programming language, and it 
helps to integrate the controlling software into the analytical tool. Specifically, MATLAB 
receives information from a camera installed on the microscope for image acquisition and 
control purposes. In addition, software routines that perform microstructure analysis are also 
developed in MATLAB. The entire process is verified by performing grain analysis on both 
metal and ceramic materials.  
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2. LITERATURE REVIEW 
2.1 Motorized Stage 
Currently, almost all motorized stages are used in scientific applications which 
necessitates precise positioning of the stage with nanometer-scale accuracy. Therefore, 
motorized stages of this quality are quite expensive due to the cost of the motors and their 
complicated designs. For instance, a linear motor stage sold by Thorlabs can achieve 100 nm per 
movement and ±0.25 µm bidirectional repeatability. However, the cost of this stage is $9,904.20 
due to the used of a piezo motor used in the motorized stage.  
ZEISS provides a motorized stage with stepper motors. However, there is no way to 
communicate the motorized stage with MATLAB since it has proprietary control software. 
Therefore, it only works with Zeiss software, and this software does not contain the features we 
will develop in this thesis. In addition, the motorized stage from ZEISS can only be installed on a 
specific model of ZEISS microscope, and it is expensive to purchase both the motorized stage 
and ZEISS software, which costs more than $15000 in total. Therefore, it is necessary to make 
our motorized stage less expensive and more versatile so that it can work with a variety of 
software and manufacturers’ microscopes with only minor stage design modifications.  
Unlike the samples in the biology and life science lab (usually in nanoscale), materials 
science samples, such as metals and ceramics, are typically much larger (usually in microscale or 
larger). As shown in Table 1, the smallest dimension 0.085mm, which is 85 µm, is much larger 
than 100 nm (the minimum movement of the motorized stage sold by Thorlabs). Therefore, there 
is no requirement for a motorized stage with nanoscale resolution. However, it is difficult to find 
a cheap but suitable motorized stage with expected accuracy in the market. As mentioned before, 
most motorized stages are made for biology and life science labs, and they overperform for most 
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analyses in a materials lab. Hence, there might be a market demand for a cost-effective and 
simple motorized stage which still can meet the requirements for a materials lab. In addition, 
making the motorized stage compatible with common software is also crucial because it can 
avoid installing a new standalone application just for the motorized stage which might cause 
communication problems with the analysis tool (e.g. the data from the stage might not be useful 
to the software used for the analysis). Therefore, it is necessary to build a motorized stage that is 
less expensive but precise enough for a materials lab, and it should be designed in the way that 
any common program used for analysis can communicate with the stage, such as MATLAB. 
Table 1: Image dimensions with different objective lens. 
Objective 
Lens 
Relationship between pixel edge 
length and real distance in the image 
Image Dimensions (WxH) 
Actual 
viewable 
size per 
image 
5x 1.800 µm/pixel 1280 x 960 pixels 
2304µm x 
1728µm 
10x 0.900 µm/pixel 1280 x 960 pixels 
1152µm x 
864µm 
20x 0.445 µm/pixel 1280 x 960 pixels 
567µm x 
427µm 
50x 0.175 µm/pixel 1280 x 960 pixels 
224µm x 
168µm 
100x 0.087 µm/pixel 1280 x 960 pixels 
111µm x 
84µm 
6 
 
2.2 Image Stitching 
Image stitching is the process of combining multiple photographic images with 
overlapping fields of view to produce a large image. Thus, it can allow the user to view a large 
region on the specimen.  
There are many image stitching algorithms such as scale-invariant feature transform 
(SIFT) [6] and speeded-up robust features (SURF) [7]. They are both feature detection 
algorithms which detect and describe distinct features in images. Then they match features in a 
set of images and use direct alignment methods to search for image translations that minimize 
the sum of absolute differences between overlapping pixels. As described by name, the SURF 
algorithm is several times faster than SIFT and more robust than SIFT. However, this algorithm 
is widely used for a 360° view using regular photographs instead of microscope images. 
Therefore, alternative image stitching algorithms designed for microscope images have been 
made available. 
Image stitching has been used for the microscopy for a long time and there is a 
professional software, called Microscopy Image Stitching Tool (MIST), which can help stitch the 
images from a microscope together MIST requires a rectangular array of images and its start 
point as its inputs. Although MIST can take any kind of images as input, it will convert them to 
grayscale images automatically. Therefore, it will only output the stitched image in grayscale.  
Unlike standard algorithms, MIST developed a novel algorithm for image stitching.  
Instead of using features matching, MIST computes and optimizes the image translations by the 
phase-correlation method [8] using the Discrete Fourier Transform. Specifically, if the Discrete 
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Fourier Transforms of the image A is expressed as 	(, ), then if the image B has overlap area 
with image A, then the image B can be expressed as 	(, ) where 
	(, ) =  	( + ∆,  + ∆)  
With the phase-correlation method, we can calculate both ∆ and ∆, which are the image 
translations.  
Another novel part of this method is that it estimates the microscope stage repeatability 
from the computed translations of a gridded image tiles to improve the performance of image 
stitching. It then optimizes all translation computation using the Hill Climbing algorithm [9] 
bounded to four times the stage repeatability. This minimizes the maximum uncertainty related 
to the translation computation for any pair of images [10], [11]. 
However, there is a clear limit when using MIST. The MATLAB version of MIST only 
accepts gray images as input and outputs a gray stitched image. However, an RGB stitched 
image is desired for better visualization. In addition, if the region of interest on the sample is so 
large that it needs to take thousands of images to cover, it will be quite inefficient to collect 
thousands of images by manually moving the stage over a large region, and people get bored 
while doing such kind of work. Hence, the image stitching technique itself is not enough and a 
motorized stage is necessary for data acquisition. Unfortunately, currently, there are very few 
programs that can automatically control a motorized stage to get all the images from the region 
of interest and stitch them together. Therefore, a program which can take a region on the sample 
from a user and output a stitched image covering that region will be useful to the researchers in 
the lab.  
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2.3 Image Stitching 
One of the primary goals of this project is to quantify grain size, such as grain size 
distribution and aspect ratio measurement, without any manual work. It is more efficient to 
convert an RGB or gray microscope image to a binary image before conducting any analysis. 
The most proper technique that can achieve the goal is called image segmentation because it can 
simplify and change the representation of a digital image into multiple sets of pixels. In this 
project, we represent a microscope image using two segments, black and white, as shown in 
Figure 2. This process is called grain boundary identification.  
 
Figure 2: Image segmentation result for a microscope image.  
There are many different techniques that can achieve image segmentation, such as Otsu’s 
method [12], K-means clustering [13] and watershed segmentation [14]. We decided to use the 
watershed segmentation method to separate adjacent grains. The watershed transformation treats 
a digital image as a topographic map and then finds the lines that run along the tops of ridges. 
There are many algorithms that can perform watershed segmentation and the Fernand Meyer 
algorithm [15] is used in MATLAB. The algorithm accepts the gray image as an input and 
performs based on the idea of watershed by flooding [14]. The watershed transformation first 
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correlates the brightness of each pixel to a height. A water source is placed in each local 
minimum to flood the entire region from the source. If two different water sources meet each 
other, a barrier is built at the intersection. This process is demonstrated in Figure 3. After the 
image segmentation process, the computer can start doing analysis, such as quantifying the grain 
size, on the black & white image.  
 
 
Figure 3: Watershed by flooding diagram. Two water sources are placed in this diagram to flood 
the entire region from the source. a barrier is built at the intersection. 
2.4 Grain Size Measurement 
The standard of measuring the grains size is given by ASTM E112 [16] and it presents 
many procedures such as the planimetric (aka Jeffries) or an intercept procedure (e.g., lineal 
intercept or circular intercept). Figure 4 shows a simplified version of the linear-intercept method 
from a textbook [17]. First, we draw a bunch of lines within an image of microstructure. For 
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example, seven lines are drawn at the bottom of Figure 4. Then we calculate the total length of 
all the lines drawn in the image and add all the number of grain-boundary intersections for each 
line. From here, we can calculate the mean intercept length using the formula: 
 ̅ =  
Where  ̅is the mean intercept length,  is the total line length, P is the sum of the total number 
of intersections and M is the magnification of the micrograph. Then the grain size G can be 
calculated as: 
	 =  −6.6457log ̅ − 3.298  (for  ̅ in mm) 
	 =  −6.6353log ̅ − 12.6  (for  ̅ in in) 
For the simplicity of the measurement program, we used lineal-intercept method that is slightly 
different from the one in ASTM E112 and equivalent circular area diameter method [18]. More 
details will be explained later. 
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Figure 4: Simplified lineal intercept method [17] 
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The aspect ratio is another important property for the grains. The aspect ratio is defined 
as the longest dimension of the grain (“maximum Feret diameter”) divided by the Feret diameter 
measured perpendicular to the maximum Feret diameter [19]. The Feret diameter is the outer 
dimension of the grain at a given angle as shown in Figure 5. However, there is an easier way for 
measuring the aspect ratio, which is to first identify a “minimum bounding rectangle” that 
encompasses the grain as shown in Figure 6, and then divide the long length of the rectangle by 
the short length [19]. Although they might have different results, they will be very close to each 
other. From the example given by Figure 5 and Figure 6, the result of “maximum Feret diameter 
method” can be calculated as 781.13/331.18 = 2.36 while the other one is 767.04/317.08 = 2.42. 
For the simplicity and efficiency, the “minimum bounding box” method is used in the project.   
 
Figure 5: Maximum Feret diameter for a grain. Mark ‘x’ helps to determine the maximum and 
minimum Feret diameter. 
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Figure 6: Minimum bounding rectangle for a grain. Mark ‘x’ helps to determine the minimum 
bounding box.  
2.5 PDF and CDF Plot 
The probability density function (PDF), cumulative distribution function (CDF) and grain 
size map are used for better visualization of grain size statistics. There are two types of PDF. 
One is called the number-weighted PDF, which specifies the probability of size of a grain falling 
within a particular range of values based on the number of grains. The other one is called the 
area-weighted PDF, which calculates the probability of size of a grain falling within a particular 
range of values based on the areas of grains. Since the grain statistics are discrete, a discrete 
function will be used for the PDF plot. Therefore, from the PDF plot, it is easy to see the 
common grain size. In addition, the PDF plot determines whether there is an abnormal grain in 
the sample since there will be a range with large values appearing if there are any abnormal 
grains. The CDF plot is a function that specifies the probability of a random variable whose 
value is less than or equal to the input variable for the cumulative distribution function. For the 
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grain size distribution, the CDF plot does not provide a visualization that is as good as the PDF 
plot does. The details of grain size map will be explained in a later section.   
There are some software packages available to help researchers do grain analysis for 
materials. Currently, it is still inefficient and inconvenient to use these packages due to the 
manual work required. For example, figuring out the distribution of grain size in the region of 
interest with typical software requires time-consuming manual processing by the researcher. 
These processing steps include identifying the grain boundaries and measuring the grain size. 
However, automatically identifying the grain boundary and measuring without any input from 
the researcher is possible. Therefore, we developed software that takes a region of interest on a 
material sample as input; then it provides the user a view of that region. Once the desired view is 
obtained, the user can input a command to analyze this region, and our software will 
automatically output the result data, such as grain size distribution.  
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3. DESCRIPTION OF THE MOTORIZED STAGE 
This section discusses the designs of the motorized stage to replace the original stage 
installed on the ZEISS optical microscope. 
3.1 Original ZEISS Optical Microscope 
Figure 7 shows the microscope that we used in this project [20]. The stage (#3 in Figure 
7) is unmotorized and can be moved by rotating the knobs (#5 and #6 in Figure 7). Under the 
stage, there are 5 objective lenses: 5x, 10x, 20x, 50x, and 100x. Rotating the focus knob (#8 in 
Figure 7) can adjust the height of the objective lens for focus. Since they all have a fixed focal 
length, the image can be focused by moving the lenses up or down. Our goal is to replace the 
original stage by a low-cost motorized stage and make the focus knob (#8 in Figure 7) rotate 
(i.e., raising or lowering the objective lens) automatically for auto-focus. More details will be 
explained in the stage design section.  
 
Figure 7: ZEISS Axio VERT.A1 microscope [20] 
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3.2 Mechanical Design 
The ZEISS Axio VERT.A1 microscope with the low-cost motorized stage is shown in 
Figure 8. We replaced the original stage shown in Figure 7, with a motorized stage and added an 
auto-focus feature using a stepper motor to turn the focus knobs. Inspired by the design of the 
ZEISS motorized stage, we designed the low-cost motorized stage with stepper motors and linear 
bearings.  
The dimension of the motorized stage is similar to the original ZEISS stage. The 
motorized stage contains three plates which bundle together with screws and four linear bearings, 
which are shown in Figure 9. The engineering drawing of the linear bearing is in Appendix D. 
The load capacity of the linear bearing is 14 lbs and its straight line travel accuracy is 0.0005" 
per inch. It can achieve the travel length up to 3 inches. Therefore, the motorized stage is able to 
scan a specimen up to 3’’ x 3’’, which is larger than both the typical sample size examined in a 
materials lab and the maximum area that the original stage can scan.  
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Figure 8: The ZEISS Axio VERT.A1 microscope with the low-cost motorized stage 
 
Figure 9: More details for motorized stage 
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3.2.1 Stepper Motor 
The choice of the type of the stepper motor for the X-Y direction (i.e., stepper motor #1 
and #2) is made based on price, dimensions, the linear bearing’s load capacity and the weight of 
the motorized stage. The dimensions of the stepper motor cannot be too large because it might 
block the top plate if it is too large (as shown in Figure 8 and Figure 9).Since the linear bearing’s 
load capacity is 14lb, it means that it can carry a very large and heavy motor. Another factor we 
need to consider is that the output from the stepper motor must be larger enough so that it is able 
to move the stage. The stepper motor we used for this project is a NEMA-17 stepper motor. Its 
weight is only 10 oz, and the size of it is only 42.3 mm × 42.3mm × 38 mm without the shaft and 
lead screw. It only costs $16.95. It can achieve a torque output of 3.7 kg-cm. Since the weight of 
the motorized stage is only about 1kg, it should move the stage without any problems. The lead 
screw is added on the shaft of the stepper motor to translate the rotation to linear movement. 
Therefore, the NEMA-17 stepper motor is able to move the stage linearly via the lead screw.  
Although the dimensions of stepper motor #3 for the Z direction is limited by the size of 
the base plate, it does not need to be a large stepper motor since it only needs to carry the loads 
from the focus knob and O-ring, which are much smaller than the load of the motorized stage. 
Therefore, we decided to use a NEMA-14 stepper motor, which is smaller and cheaper than the 
NEMA-17 stepper motor, as the stepper motor #3. The size of it is only 35 mm × 35mm × 28 
mm without the shaft, and lead screw and the weight of it is 5 oz. The cost is only $8.68.  
3.2.2 Base Plate 
The base plate is at the bottom of the motorized stage and it connects to the ZEISS 
microscope directly with three bolts. The two notches on this plate are for the linear bearings #1, 
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which allow for motion in the X-direction. The engineering drawing of the base plate is shown in 
Appendix A.  
3.2.3 Middle Plate 
The middle plate is at the middle of the motorized stage and it connects to the linear 
bearings #1 placed on the base plate. The two notches on this plate are also for linear bearings 
#2, which allow for motion in the Y-direction. The bulge at the center of the edge is for the nut 
bracket whose purpose is to fix the stepper motor #1. The stepper motor #1 moves the middle 
plate of the stage in the X-direction by turning the lead screw since it is installed on the middle 
plate which connects to the linear bearings #1. The engineering drawing of the middle plate is 
shown in Appendix B.  
3.2.4 Top Plate 
The top plate is at the top of the motorized stage and it connects to the linear bearings #2 
placed on the middle plate. It is the stage that will hold the original Zeiss stage insert, which 
holds the specimen.   The stage insert has an aperture (hole) for the microscope specimen. In 
addition, it also holds another nut bracket as shown in Figure 9. The stepper motor #2 is fixed on 
the top plate. Therefore, it moves the top plate of the stage in the Y-direction since it is affixed to 
the top plate which attaches on the linear bearings #2. The engineering drawing of the top plate is 
shown in Appendix C.  
3.2.5 Mechanics for Auto-focus 
The stepper motor #3 is attached on the bottom side of the base plate and it is used for 
rotating the focus knob so that it can achieve the auto-focus goal. An L-bracket is used so that 
the stepper motor #3 can connect with the base plate. The connection scheme is shown in Figure 
10. As shown in Figure 11, a pulley is installed on the shaft so that an O-ring can be placed. The 
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O-ring connects the focus knob and stepper motor #3 together so that when the shaft rotates, the 
focus knob will rotate as well to raise or lower the objective lenses, which focuses the image.  
 
 
Figure 10: Stepper motor #3 connection scheme. A black mounting bracket holds the motor to the 
bottom of the base plate. A rubber O-ring connects a pulley on the motor shaft to the focus knob on 
the microscope. 
 
Figure 11: Stepper Motor #3 with pulley installed 
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3.3 Field of View vs. Region of Interest 
As shown in Figure 12, the right image shows the cross-sectional area of a bolt, while the left 
image shows the field of view of the microscope. It is obvious that the field of view is much 
smaller than the entire region of the cross-sectional area, and it contains so little information that 
it is impossible to know the distribution of the grain size over the entire cross-sectional area. In 
addition, as mentioned in the Introduction section, gains can vary over a large region. For better 
visualization of how grains vary over a large region, a stitched image is necessary.  
 
Figure 12: Field of View vs. Region of Interest 
3.4 Control Design 
3.4.1 Objective 
The design goal is to acquire overlapping images in a serpentine pattern and to ensure 
each image is focused.  Thus, two stepper motors need to be controlled so that they can make the 
stage move in the X- and Y-directions to get to each image location. Additionally, the third 
stepper motor needs to be controlled so that it can rotate the focus knob to move the objective 
lenses in the Z-direction to focus the image.  
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3.4.2 Image dimension measurement 
To measure the image dimensions the calibration scale for the Amscope camera was used 
to get the actual pixel size, whose shape is square, in the image. Then, the actual lateral 
dimensions were calculated based on how many pixels were in a row of the image since the 
lengths of two sides of a pixel are equal. Figure 13 shows an image of the calibration scale from 
50x objective lens. It illustrates how dimensions in the image features relate to the pixels in the 
image. From Figure 13, the lateral dimension of the pixel can be calculated as 
lateral dimension of the pixel = 2 =  50 μm286 pixels =  0.175 μm/pixel  
where L is the distance between the major line in the scale and N is the number of pixels between 
the major line in the scale.  
The image dimensions in all other four objective lenses can be calculated by acquiring 
the image like the one in Figure 13. The results for all the objective lenses are shown in Table 1.  
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Figure 13:  Microscope image of the calibration scale from 50x objective lens used to determine the 
lateral dimensions represented by a pixel in the image, i.e., the scale of the image.  Major lines in 
the scale are 50 micrometers apart, and minor lines are 10 micrometers apart. 
3.4.3 X-Y Dimension Control 
As mentioned before, two NEMA-17 stepper motors were used for X-Y dimension 
moving (one moves the middle plate while the other one moves the top plate) since they are 
cheap and precise enough to achieve the goal of the control part. The stepper motor is bipolar, 
and the stepper motor shaft makes one full revolution in 200 steps, which gives a rotation angle 
of 1.8 degrees per step. To turn the rotation movement into linear motion, we combined the 
stepper motor with Tr 8 x 4 lead screw, which has a diameter of 8 mm and a pitch of 4 mm, and 
“Tr” mean the trapezoidal thread. Therefore, one full rotation of the stepper motor moves the 
stage by 4 mm.   
DRV8825 Stepper Motor Driver is used for controlling the stepper motors. This driver 
allows the stepper motor to move in sub-step increments.  For example, the smallest possible 
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increment with this driver is 1/32 step, which is an angle of 0.05625 degrees. Based on the 
formula for calculating the length of distance traveled, 
6istance traveled = thread pitchtotal sub steps per revolution 
which makes the NEMA-17 stepper motor minimum movement: 
distance traveled per 1/32 step= 4000 µm200 steps*32 substeps per step = 0.65 μm 
To make sure that the motorized stage can take overlapping images, the requirement for 
the minimum movement of the stage in both X and Y directions must be less than the image 
dimension with the highest objective lens (100x) since the higher the objective lens, the smaller 
the image dimensions. Therefore, the DRV8825 Stepper Motor Driver is precise enough since it 
can take an image with the 100x objective lens, then move the stage in X or Y direction for 0.65 
microns and take a second image.  These two images will have a 99.23% overlap region.  
Although adding the feedback control loop for the X-Y dimension seems necessary due 
to the error caused by the stepper motors (e.g., a stepper motor cannot move the constant 
distance for each step), it is not an ideal feature to add since it can take up a lot of time. Without 
a physical sensor installed on a stepper motor, the feedback signal must be generated by 
calculating the size of the overlapping region of the images at the current location and the 
expected location. However, this procedure is time-intensive if the X-Y dimension feedback 
signal needs to be generated frequently. Due to the time issues, the X-Y dimension feedback 
feature is not used. Although the errors caused by stepper motors are ignored in this thesis, these 
errors actually can be compensated by the image stitching process except the errors at edges. 
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Figure 14 shows a stitched image with black "stair step" area, which is caused by the fact that 
stepper motors are not moving straight, perfectly, in the desired directions. 
 
Figure 14: A stitched image with black "stair step" area, which is caused by the errors of the 
stepper motor at the edges of the entire region.  
3.4.4 Z-Dimension Control (Auto-Focus) 
Auto-focus is needed because the surface of the sample is not perfectly flat and parallel to 
the focus plane. This means that the image can become out of focus as the stage is moved in the 
X- and Y-directions. Therefore, it is necessary to control the focus knob to adjust the height (Z-
direction) of the objective lens for auto-focus. 
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We used the camera from Amscope, model MU-5500. It is the eye for the motorized 
stage and MATLAB has drivers to control this camera. It uses a CMOS sensor and transmits the 
image data via USB3.0. It is also the key component for Z-dimension feedback control. The 
highest resolution for this camera is 2592 x 1944. However, for efficiency, 1280 x 960 resolution 
was used for image acquisition.  
To determine whether an image acquired is out of focus or not, the gradient is a good tool 
to use since it can tell us how much difference there is between two neighbor pixels. For 
example, if we are calculating the gradient in X-direction, from the standard gradient formula 
∇	 =  ∆=∆> 
We treat ∆= as the difference of the pixel value and ∆> = 1 since they are neighbor pixels. If an 
image is out of focus, it means there are not many differences between two neighbor pixels. On 
the other hand, if an image is in focus, there will be many differences at least at edges.  
Specifically, the program converts an input RGB image to a gray image to calculate the 
gradient. Then, the gradient of the gray image in both X-and Y-direction can be calculated by 
MATLAB function gradient(). After the gradient is calculated, a new variable sharpness will be 
calculated based on the gradient. The formula to calculate the sharpness is 
? =  ∑ ∑ A	>BCD + 	EBCDFCGB H ∙ J  
Where 	K is a matrix with all the values of the image gradient in the X-direction, 	L is a matrix 
with all the values of the image gradient in the Y-direction, n is the number of pixels in each row 
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of the image and m is the number of pixels in each column of the image. Therefore, the variable 
? is finally used to determine whether an image is out of focus or not.  
Figure 15 shows an example that verifies the value of sharpness is reasonable to tell 
whether the sample is in focus or not.  
Figure 15: The left side shows the image of the sample out of focus and its sharpness is 1.4. The 
right side shows the image of the sample on focus and its sharpness is 4. Therefore, they have huge 
difference in term of sharpness and sharpness can be used to tell whether the sample is on focus or 
not.  
Before Z feedback control can work, a user must manually focus on at least one spot on the 
sample and the program will use the best sharpness as the ideal sharpness, which will be used to 
auto-rotate the focus knob. The workflow of Z feedback control is as follows: 
1. Receive the image from the start point and set a variable F to 0 if the stage is at the start 
point. 
2. Calculate the brightness of the input image to tell whether the image is from resin or not. 
A preset threshold is used in this step. If the brightness is above the threshold, the 
program will go to step 3. Otherwise, the program will set a flag F = 0 and the motorized 
stage will move to the next location since it is an image from the resin. 
3. Calculate the image sharpness first. If F = 0, the program will go to step 4. Otherwise, the 
program will go to step 5.   
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4. If the image sharpness is above the preset threshold mentioned before, the program will 
set F = 1 and go to step 5. Otherwise, the motorized stage will move to the next location 
since it is an image from the metal sample holder.  
5. MATLAB gives the signal to rotate the focus knob 3.3 degrees in an arbitrary direction 
first. If MATLAB gets a better sharpness, it will go to step 6. Otherwise, it will rotate 6.6 
degrees back. If MATLAB gets a better sharpness, it will go to step 6. Otherwise, the 
motorized stage will move to the next location.  
6. MATLAB gives the signal to move the motor according to the control scheme, which 
will be explained in the next paragraph. 
7. The motorized stage will move to the next location if the scheme is satisfied. 
Based on the experiments, the control scheme for auto-focus is listed below and works quite 
well: 
• If the current sharpness is larger than 90% of the ideal sharpness, it means this image is in 
focus. There will be no control signal from the program.  
• If the current sharpness is within the range of 75% - 90% of the ideal sharpness, the 
program will rotate the focus knob 3.3 degrees for all the objective lens. 
• If the current sharpness is within the range of 50% - 75% of the ideal sharpness, the 
program will rotate the focus knob 6.6 degrees for all the objective lens. 
• If the current sharpness is within the range of 25% - 50% of the ideal sharpness, the 
program will rotate the focus knob 22 degrees for all the objective lens. 
• If the current sharpness is less than 25% of the ideal sharpness, the program will rotate 
the focus knob 55 degrees for all the objective lens. 
The purpose of step 5 described before is to solve the problem that originates from the fact 
that sometimes the program cannot determine whether an image that has low sharpness is out of 
focus or not. Specifically, the potential issues in the process of auto-focus can be that the 
program might try to focus an image that has already been focused or even manage to make a 
focused image out of focus. These issues are also the main contributor to making auto-focus the 
most time-consuming aspect the control process. These issues originate from the fact that the 
sharpness not only depends on the whether the image is focused or not, but also depends on the 
patterns of the current image. This means that images of two different regions in the sample 
could both be perfectly in focus yet have different values of sharpness if they have different 
microstructural features. Figure 16 shows an example. Thus, the program might need to try many 
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times to figure out what is the value of sharpness for the focused image if the pattern in this 
image is quite different from the previous images.  
Figure 16: The two in-focus images which have very different sharpness values. The sharpness of 
the left image is 4 while the sharpness of the right image is 6.5. It means there is 62.5% difference 
between them.  
Therefore, step 5 becomes necessary. Once the program gets such an image, it will first 
try to make a tiny rotation of the adjustment in both directions to check whether a rotation can 
help to obtain a better sharpness. Thus, if such an image is already in focus, neither direction will 
help to have a better sharpness value. Then, the program will know there is no need to focus on 
this spot and move on.  
3.4.5 Image Acquiring Scheme 
In order to get a stitched image from a region that a user is interested in on the sample, 
we designed a “corner stitch” method (shown in Figure 17Error! Reference source not found.). 
First, a user needs to focus on a certain spot on the sample and the program will help the user to 
calculate the sharpness value S via the formula shown before. Then, a user can input the four 
corners that will define the region a user is interested in. To input the four corners, a user must 
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move the stage to the desired location and acquire the image four times. A user must ensure that 
the image taken from the last location must be in focus. There is a technical reason why it is 
necessary, which will be explained in the next section. The program can also help the user to do 
the focus work.  
 
Figure 17: The "T" shape area in the resin is the cross-sectional area of a grade 2 steel bolt. Four 
corners of the "T" shape region are the inputs to the software and the software will begin to control 
the motorized stage and camera to scan and acquire the images step by step over the entire 
minimum bounding box in a serpentine pattern. 
After the program obtains an image at all four corners, the program will try to find the 
minimum bounding box around this region, because all four corners might not be in the shape of 
a square or rectangle. Then the program will make the stage move to the nearest corner point of 
this minimum bounding box and set it as the start point. Then the stage will begin to move step 
by step in serpentine pattern until it finishes scanning the whole minimum bounding box. The 
program will make sure that each image has an overlapping area by controlling each step size 
and focusing those regions that are out of focus. At the end, the program will stitch all the images 
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to yield a final result. The corner stitch scheme might fail while a user is trying to stitch a large 
region. Figure 18 helps to visualize this problem.  
 
Figure 18: Corner Stitch Problems Visualization 
The metal sample holder can cause auto-focus issues since the program cannot tell 
whether it is the image of the metal sample holder or it is the image of the sample that is out of 
focus. Since the shape of the entire region of interest might not be square or rectangular, the 
program will try to find the minimum bounding box around this region. This might cause the 
problems that part of the minimum bounding box might include the metal sample holder and 
then cause the auto-focus issues. Specifically, the image of the metal sample holder will be very 
similar to the left side of Figure 15. It can cause the problem that the focus knob will need to 
move a lot to focus on the metal sample holder and then move back to refocus on the sample. 
This will waste plenty of time and can also lead to autofocus failure due to the large movements 
involved.  Hence, the program must ignore the out-of-focus image if it is from the metal sample 
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holder. This explains that the flag F is created in the process of Z feedback control to determine 
whether an out-of-focus image is from the metal sample holder or not.  
A more serious problem can happen if the starting point is within the region of the metal 
sample holder. Then it will become impossible to finish the stitching process since the program 
will try to focus on the metal sample holder instead of the sample itself. Eventually, it might 
make the region of interest totally out of focus.  
Therefore, a focused image is necessary at the last input location of the stitched image 
because the stage will move to the nearest corner point of the minimum bounding box that the 
program finds from the last input location. If the first image has low sharpness below a pre-set 
threshold, the program will know that it is an image of a region in the metal sample holder 
instead of the sample itself. In addition, every time the stage moves to the region of resin, which 
will give the program a black image, the program will not try to focus the spot which has lower 
sharpness than the threshold since it is not the region on the sample. This action is valid since it 
is impossible to have such a big difference in terms of sharpness between the neighboring 
regions on the sample if the region nearby is already in focus.  
3.5 Electrical Design 
The overall electric design is shown in Figure 19. The MATLAB sends signals to the 
Arduino board through the serial port. There is a driver [21], which is a MATLAB support 
package for Arduino hardware, that allows MATLAB to communicate with Arduino Uno R3 
boards. 
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Figure 19: The overall electric design 
Two Arduino Uno R3 boards (as shown in Figure 20) are used to control the three stepper 
motors. The Arduino boards are connected to the step motor driver, which controls the step size 
and the direction of the stepper motor. Digital Pin5 and Digital Pin6 on the Arduino Uno are 
connected to the port named “STEP” on the stepper motor driver (shown in Figure 21), which 
controls NEMA-17 stepper motor. Digital Pin5 of the other Arduino board is connected to the 
same port on the stepper motor driver which controls NEMA-14 stepper motor. PIN5 and PIN6 
are used since they are the pins on the board that have the highest PWM frequency, which is 
980HZ. This frequency will make sure that the stepper motor moves smoothly without obvious 
halt. The wiring diagram for the stepper motor driver is shown in Figure 21, and the 
microcontroller in the diagram is the Arduino Uno R3 board.  
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Figure 20: Arduino Uno R3 Diagram 
 
Figure 21: Wiring diagram for DRV8825 stepper motor driver 
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4. SOFTWARE DESIGN 
4.1 MATLAB Program GUI 
Figure 22 shows the MATLAB Program GUI. This GUI controls the motorized stage, 
image acquisition, image stitching, multiple zoom level map features, and image analysis. A user 
can use this GUI to manually move the motorized stage, automatically perform an image 
acquisition from the region of interest, stitch any kind of microscope images obtained from other 
sources, navigate a stitched image using multiple zoom level map features with grain size 
statistics and conduct analysis on a microscope image. In the following sections, details of each 
of these subprograms will be explained.  
The author wrote the all the software, except basic image stitching program develop by 
MIST and the program that implements the linear-intercept method.  
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Figure 22: The MATLAB Program GUI.  
The upper left region of the GUI is the control panel for the motorized stage. The “Auto 
Stitch” button will make the motorized stage scan the sample from the current stage location 
with the shape of a rectangle whose size is X rows and Y columns. The X and Y are user-inputs. 
The “Preview” button allows a user to move the stage with an image from the camera, manually 
focus and use “corner stitched” method explained before. The “Image Stitch” button allows a 
user to stitch any set of microscope images (not necessary from the image acquisition process). 
The “Dynamic Map” button allows a user to zoom in/out on a stitched microscope image using 
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the dynamic stitching method, which will be explained later. The “Pre-stitched Map” button 
allows a user to zoom in/out and navigate on a stitched microscope image using the pre-stitched 
method, which will be explained later. The result of grain boundary detection is viewable and 
togglable in the last level of the map (A single image with the original resolution).  The 
“Brightness” button adjusts the brightness of the image obtained from the camera. The “Image 
Analysis” button allows a user to do image analysis automatically on a microscope image 
(details will be explained in the “Image Analysis Section”). The “Folder” entry is the place 
where a user can input the location of the microscope image. For example, a user can input the 
folder that contains the images needed to be stitched. The last three entries allow the user to 
control the number of steps for the X- and Y-direction of the motorized stage and the Z-direction 
of objective lenses.  
4.2 Image Stitching Software 
4.2.1 Modifications to MIST Image Software 
The original software, MIST, is developed by the National Institute of Standards and 
Technology (NIST) [10], [11]. As mentioned in the literature review section, it uses the DFT 
algorithm to stitch the gray microscope image using only MATLAB language. However, the 
RGB images need to be stitched together in this project since the images obtained from the 
microscope are RGB images, and RGB images are easier for the users to see what is going on 
over the region of interest of the sample. Therefore, the software needs to be improved so that it 
can take the RGB images and stitch them together. 
The improved program will still stitch the grayscale images together first. Then, it will 
get the coordinates of each image inside the final stitched image and the assembling order of 
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each image. Finally, the new program will stitch the RGB images based on the information 
acquired in the previous step.  
4.3 Multiple Zoom Level Map Design 
Before the image stitching process, the program will automatically detect the number of 
images that will be stitched, and then the program will determine whether it is necessary to 
compress them. Therefore, if a stitched image shows a large area, very few details can be seen on 
this stitched image because the images used for stitching are compressed. A user can input the 
amount of compression for an image. The maximum compression is from the resolution of 
2592x1900 to 240x120. Small features are lost during the compression. The only features that 
can be observed in a large, stitched image are distinctive, such as abnormal grains. To take a 
closer look at those distinctive features or certain interesting regions on the stitched image a 
higher resolution image is necessary. There are two ways to design the function of multiple zoom 
level map features. The next two sections will introduce them and discuss the advantages and 
disadvantages of each method. 
4.3.1 Pre-Stitching Method 
The Pre-Stitching Method performs the image stitching ahead of any input from the user 
to zoom in. The software needs to determine the suitable zoom level for the stitched image and 
the number of pre-stitched images in each level. Due to the typically large size of the stitched 
image, we decided to use three zoom levels where the first level is the original stitched image, 
the second level is a 3 x 3 pre-stitched image with the stride of the size of one image in both row 
and column direction and the third level is a single image which is directly collected from the 
camera. Therefore, only the second level needs the pre-stitching process. 
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The pre-stitching process is time-consuming due to the large size of the stitched image. In 
this project, a three-level map was created for the stitched image with 60 rows and 47 columns. 
The second level presents a pre-stitched image whose size is 3 x 3, and the third level is a single 
image. With the stride of 1 in both the row and column direction, there will be 58 rows of pre-
stitched image and 46 columns of pre-stitched image in each row. Therefore, there will be a total 
of 58*45 = 2610 pre-stitched images. After the experiment, it takes more than 6 hours to finish 
the pre-stitching work and it takes up more than 40GB for storing them. Another disadvantage is 
that the size and number of pre-stitched images are fixed, which might result in undesirable 
zoom-in under certain circumstances.  
However, this method is much faster for zooming-in than the Dynamic Stitching Method, 
which will be introduced in the next section.  
4.3.2 Dynamic Stitching Method 
In contrast to the Pre-Stitching method, Dynamic Stitching Method will stitch the higher 
resolution image after the user’s input. This means that the program will do the imaged stitching 
process according to the user’s requirements. Therefore, if the input is a rectangle, the program 
has to use this method because it is impossible to predict what rectangle the user would like to 
input. If the input is a point in the input image, it will try to determine the best view that can 
present around this input point. In addition, the number of zoom levels can vary with the size of 
the zoomed-in region (e.g., the larger zoomed region is, the more zoom level will be).  
However, since the stitching process is running in real time, it can take a long time to 
complete, which makes the dynamic stitching method sometimes very slow. With the same 60 x 
47 stitched image used in the previous method, it can take more than 5 minutes to get the 
zoomed-in region if the point location is at the center of the input stitched image.  
40 
 
4.3.3 Navigation features 
Navigation features were added to enable further inspection of the large region of 
interest. With this feature, a user can navigate around the region of interest with the second zoom 
level and the third zoom level, in a similar manner to using a microscope to observe the sample 
with a much larger view than the view of any type of objective lens. If an interesting spot is 
found, the user can zoom out to a larger region to obtain a better visualization.  
4.4 Image Analysis Software  
Grain boundary identification is the first step for grain analysis since it is the key step for 
separating and identifying each grain. Then the PDF, CDF, and grain size map are created based 
on the previous result for better visualization of grain size statistics. Finally, the technique of 
locating abnormal grains in a large area of interest is introduced in this section. 
4.4.1 Grain boundary identification 
As mentioned in the literature review section, image segmentation is used for grain 
boundary identification. However, instead of inputting the gray microscope image directly to the 
watershed segmentation method which has been explained before, we improved the algorithm 
further.  
The grain boundaries are visible since they are very similar to the edges and therefore 
they have a large gradient (the differences between two neighbor pixels on the edges are huge). 
Hence, after we converted the original image to gray image, we increase the contrast of it to get 
larger values of those gradients at grain boundaries. This step is done by the built-in MATLAB 
function imadjust(). This function gets rid of the bottom 1% and the top 1% of all pixel values 
and then it maps the rest of pixel values to values between 0 and 255. Then we can detect the 
grain boundaries preliminarily using the gradient information in the enhanced gray image and 
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setting a cutoff threshold. Specifically, we set the threshold to 0.3 and if the gradient value is 
larger than 0.3, it is a grain boundary. Otherwise, it is a grain. This threshold works for all the 
objective lenses and materials we have tested. This step is done with the built-in MATLAB 
function imgradient() and imbinarize(). Since the original image contains lots of noise (e.g., dirt) 
whose size is usually very small, it might be misidentified as grain boundaries in the previous 
step. Thus, it is necessary to get rid of the noise by setting another cutoff threshold. We used the 
built-in MATLAB function bwareaopen() since it can get rid of a cluster whose pixel size is 
smaller than a threshold. The threshold we used was 500 pixels, which was found to be a good 
trial and error value. This threshold is valid for all the objective lenses and materials we have 
tested. For convenience, we will call the result of this step Image α. Then, the watershed method, 
which is a built-in function in MATLAB, is necessary for closing (completing) those partially 
detected edges. We first calculate the distance map from Image α using the built-in MATLAB 
function bwdist(). This map will give the local maximum number to the pixel at the center of 
each grain and 0 on the grain boundaries. In order to fit the built-in MATLAB function 
watershed(), we inverted that distant map so that it can turn the local maxima to local minima 
and place the water source at the center of each grain (local minimum). Due to potential over 
segmentation issues, we also used the built-in MATLAB function imhmin() which suppresses all 
the pixel distances that are shorter than the threshold set by the user. The threshold we used is 5 
based on the experiments. This threshold will vary with different objective lenses and different 
types of materials for better grain boundary detection. Finally, we dilated all the grain boundaries 
detected using the MATLAB function imdilate() in order to make them visible. Figure 23 shows 
the results of each step used for grain boundary identification, and Figure 24 shows the resulting 
image, which is the binary image after dilation. 
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Figure 23: Grain boundary identification process.  (A) Original image before processing.  (B) 
Grayscale image of the original image A.  (C) Enhanced grayscale image using imadjust() function 
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on grayscale image B. (D) Binary image after finding the gradient and applying the 0.3 cutoff 
threshold to delineate grains and grain boundaries.   (E) Binary image after applying noise filter. 
(F) Binary image after applying watershed. The grain boundaries are 1 pixel wide. 
 
Figure 24: Final result image. Binary image after dilating grain boundaries to 5-pixel width. 
4.4.2 Grain boundaries stitching 
It is inefficient and inaccurate to identify the grain boundaries on a stitched image based 
on several experiments that we did with the current grain boundaries identification program. This 
is caused by the large size of a stitched image. Therefore, we figured out a novel way to identify 
the grain boundaries in a large image, which is first identifying grain boundaries in a single 
image, the one that will be stitched, and then stitching all the resulting images together (e.g. 
instead of stitching all the original images collected from the camera together, stitching all the 
grain boundaries together).  
There are two ways to stitch the grain boundaries. One is to use the same stitching 
method as the one to stitch the original image. The other one is to use the same locations and 
assembling order as the ones used for the same set of original images.  
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Although both methods work well, there are differences between these two methods. For 
example, Figure 25 and Figure 26 show the same spot on a sample but has different grain 
boundaries. This happens because the order of assembling is different. Figure 27 shows an image 
that contains the region marked in Figure 25 and Figure 26. Obviously, the direct stitching 
method covers the marked feature in Figure 27 by another image while the other method does 
not.  
 
Figure 25:  The result stitched image using the same locations and assembling order. The feature 
marked in Figure 27 appears in the small red rectangle. 
 
Figure 26: The result stitched image using direct stitching method. The feature marked in Figure 
27 disappears in the small red rectangle since it is covered by another image that does not contain 
this feature. 
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Figure 27: Original grain boundary image showing the feature marked in the red rectangle. 
    
4.4.3 Grain Size Analysis 
This section describes how to get the grain size and make a probability density function 
(PDF) plot and cumulative distribution function (CDF) plot for the grain size.  
In order to get number-weighted PDF (called PDF plot in the rest of paragraph) and CDF 
plot, all the grains in a microscope image have to be measured. My MATLAB program is 
designed to have two ways for implementing the measurement of the grain size, which will be 
elaborated on in the 1next two sub-sections. A CDF plot can be created via the MATLAB built-
in function CDFplot() directly after obtaining all the grain size statics. However, there is no 
function in MATLAB that can be directly used for a PDF plot. Therefore, we developed our own 
function for generating a PDF plot. First, all the grain size data needs to be divided into X 
ranges, where X is a user-input parameter, using the MATLAB built-in function hist(). This 
function will divide the data into X ranges (from low to high) and count how many data point 
appears in each range. Then the entire area under the PDF plot is calculated by the MATLAB 
built-in function trapz(), which approximates the area under a discrete function by breaking the 
area down into trapezoids and adding them all together [22]. Finally, the probability of each 
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range can be calculated by dividing the number of grains in each range by the entire area 
calculated before. Then the PDF plot can be generated based on all the ranges and probability of 
them. A curve can be added into the PDF plot if this curve if fitted into the histogram. An 
example of a number-weighted PDF and CDF plot is shown in Figure 28 and Figure 29.  
 
Figure 28: The number-weighted PDF plot of grain size distribution for the shaft part of steel bolt 
shown in Figure 23 (A). The grain size is measured via Linear-intercept Method. This PDF plot has 
20 ranges (X=20). The red curve fitted for PDF plot is a Weibull curve.  
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Figure 29: The CDF plot of grain size distribution for the shaft part of the steel bolt shown in 
Figure 23 (A). The grain size is measured via Linear-intercept Method.  
An area-weighted PDF plot is used for a large region in the ceramic since a bimodal 
distribution for the grain size is expected for this ceramic sample and an area-weighted PDF plot 
is more sensitive to the large grains. The method for creating an area-weighted PDF plot is very 
similar to the one of creating a number-weighted PDF plot. The only difference is that instead of 
dividing the number of grains in each range of the grain size by the entire area under the PDF 
plot, the program divides the total area of grains of each range by the total area of all the grains.  
4.4.4 Linear-intercept Method  
Instead of measuring the length of the line that crosses the grains in an area as defined in 
ASTM E112 [16], the program uses a simpler version of the linear-intercept method [23], [24] to 
measure the grain size. Typically, there are four types of lines at 4 angles (0°, 45°, 90°, 135°).  
Each type of line is repeated multiple times on the image, at a spacing of 5 pixels. Each type of 
line will cover all the images, and each line is only 5 pixels apart. For example, if the horizontal 
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direction (0°) is measured, the line starts from the first row and the next line is 5 pixels off from 
the previous line. This process continues until the line reaches the last row of the image. A user 
can change the space between the lines for accuracy or efficiency. Then, all the lengths of 
segments in each grain will be recorded into a variable named grain_size_hor for example. In 
order to implement this method, I used the MATLAB code written by Lhteo [23], [24]. Although 
this program has image segmentation built-in (i.e., it can convert a grayscale image to binary 
image), this built-in feature was bypassed by inputting binary images that were produced 
according to the algorithm shown in Figure 23 and Figure 24. After inputting the binary image 
(grain boundary image), it will start the process of measuring the grain size. While measuring, 
MATLAB will consider measurements smaller than three pixels as noise and thus exclude them. 
Results from each measurement direction are saved into their own variables, named 
grain_size_hor, _ver, _45_1, _45_2. The users are able to define their own grain size based on 
these four variables. For this thesis project, we defined the grain size as the average of these four 
variables. 
4.4.5 Pixel-count Method 
Using the equivalent circular area diameter is a much simpler way to measure the grain 
size than the linear-intercept method. The program counts how many pixels are inside each grain 
and converts them back to the real size in µm2 according to the real area size of each pixel in the 
image. After the actual size of the grain is known, an imaginary circle that has the same area of 
the grain will be used (as shown in Figure 30) to find the grain diameter. The grain diameter can 
be calculated as  
 = 2MNO 
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Where  N  is the actual size of the grain and   is the grain diameter. This method runs much 
faster than the previous one.  
 
Figure 30: An imaginary circle that has the same area of the grain.  The grain size is defined as the 
equivalent diameter of a circle, , with the same area as the grain. 
4.4.6 Grain Size Map 
In order to visualize the grain size in the original image clearly, the grain size map is 
generated, and a color bar is used for better visualization. In the grain size map, red indicates the 
large grains, while blue indicates the small grains. Therefore, a user can see the relationship 
between the location and grain size clearly from the grain size map.  
Various units for the grain parameter and different methods to measure the grain size will 
yield a different grain size map. In this project, we generated a grain size map with grain 
diameter and the pixel-counted method is used for the grain size measurement. An example map 
is shown in Figure 31. It is also possible to create a grain size map for a stitched image since all 
the grain size data can be obtained by the program. However, it requires a large amount of 
Random Access Memory to create a large grain size map. Therefore, it is impossible to generate 
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such grain size maps on a personal laptop due to the limitation of memory. A trial has been 
conducted on a supercomputer, but due to the low-level graphic errors that we cannot solve on 
the supercomputer, we are unable to get a grain size map for the stitched image.  
 
 
Figure 31: The grain size map for an original image obtained from the shaft of the steel bolt sample 
shown in Figure 23 (A). The number beside the color bar is the grain diameter in µm measured via 
the pixel-counted method. The color bar also indicates that larger the grain diameter is, more 
purple it is; smaller the grain diameter is, more bright blue it is.   
 
4.4.7 Aspect Ratio Analysis & Map 
There are several ways to define the aspect ratio for a grain. In this project, we used the 
minimum bounding box method to find the aspect ratio, because it is simple to implement in the 
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software. MATLAB has a function [25] that can find the minimum bounding box for each grain 
as long as the grain boundary is provided. After the minimum bounding box is found, the aspect 
ratio can be calculated by dividing the longer side of the minimum bounding box by the shorter 
side.  
Similar to the grain size map, aspect ratio map is generated for better visualization and to 
show the relationship between the location and aspect ratio. Figure 32 shows an example map.  
 
Figure 32: The aspect ratio map for an original image obtained from the shaft of the steel bolt 
sample shown in Figure 23 (A). The number beside the color bar is the aspect ratio.  The color bar 
also indicates that the larger the aspect ratio is, the more purple it is; the smaller the aspect ratio is, 
the more bright blue it is.   
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4.5 Locating Large Grains 
The rare event we tried to find in this project is to locate abnormally large grains over a 
large region interested. Specifically, we wanted to locate the largest X grains, where X is a user-
defined number. The pixel-count method is used due to its efficiency. 
By inputting a stitched image, the program can identify individual grains and determine 
the size of each of them using the pixel-count method. Then, based on the ranking of the grain 
size, the program can flag them for visualization. We designed two different ways to format the 
results so that a user can examine the same output with different viewing.  
Colormap 
There is a MATLAB built-in function called colormap() that can flag the largest X 
grains. However, there is a problem with this function. It will make the size of the flagged map 
different from the size of the original image and there will be gray borders around the image. 
Therefore, there is no way to flag the largest grains on the original image based on the colormap.  
Figure 33 shows an example result, and Table 2 shows the time needed when using this method.  
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Figure 33: The result grain size colormap for a stitched image, which contains 7 rows and 7 
columns, obtained from the shaft of a steel bolt sample shown. The red grains are the 10 largest 
grains on the original image. The black lines around the borders are the noises and should be 
ignored since there is no grain sized information in the white area on the borders. 
Table 2: Time needed to find 10 largest grains using the colormap method.  The percentage of total 
time spent on each step is shown in parentheses. 
Type Find Grain Size 
Time  
Find 10 largest 
grain size time 
Image Creating 
Time 
Total Time 
Single Image 2.5 second 
(88.03%) 
0.046 second 
(1.62%) 
0.294 second 
(10.35%) 
2.84 second 
7x7 Stitched 
Image 
456.98 second 
(98.65%)  
3.53 second 
(0.76%) 
2.72 second 
(0.59%) 
463.23 second 
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4.5.1 Flag on the original Image 
Since it takes too much time to use the previous method, we decided that instead of 
creating a map, directly flagging on the original image might be a good method. This method 
helps to determine whether the flagging is correct or not. Figure 34 shows an example.  
 
Figure 34: The largest 10 grains are directly flagged on the original image which is a stitched image 
with 7 rows and 7 columns. The light green grains are the 10 largest grains on the original image. 
The original image is obtained from the shaft of a steel bolt sample. 
As shown in Table 3, this method is significantly faster than the approach for creating a 
map. Its speed is comparable to the colormap approach. 
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Table 3: Time needed for flagging 10 largest grains on the original image. The percentage of total 
time spent on each step is shown in parentheses. 
Type Find Grain Size 
Time  
Find 10 largest 
grain size time 
Image Creating 
Time 
Total Time 
Single Image 2.17 second 
(54.5%) 
0.049 second 
(1.2%) 
1.76 second 
(44.3%) 
3.98 second 
7x7 Stitched 
Image 
455.4 second 
(98.65%) 
4.4 second (0.95%) 1.85 second 
(0.4%)  
461.65 second 
 
4.5.2 Speedup for abnormal grains location 
As we can see in all the tables above, determining the size of all of the grains can take a long 
time when the image is large. This section discusses a method that avoids finding all the grain 
sizes but still locates the largest X grains.  
MATLAB differentiates each grain by assigning them different numbers in a matrix. For 
example, all pixels in the first grain will have the number “1”. If this grain is made up of 10,000 
pixels, the number “1” will appear 10,000 times.  Therefore, we can find the largest grain by 
finding the number in the matrix that appears most frequently. After we find the most frequent 
number, we record it and discard it from the matrix so that we can continue to find the second 
most frequent number and so on. There is a MATLAB built-in function mode() that can help to 
find the most frequent number in a matrix. 
Hence, instead of doing ranking for all the grain size, the program will use the MATLAB 
built-in function mode(), which directly finds the largest grains with the pixel-count method from 
the grain boundaries map without finding all the grain sizes. With the example of a 7x7 Stitched 
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Image, this method reduces the total time from 461.65 to 61.06 seconds (shown in the last entry 
in Table 3) for locating the 10 largest grains and flagging them on the original stitched image.  
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5. RESULTS 
First, we tested the model with a region with a size larger than 1-inch x 1-inch on a metal 
sample, a grade 2 steel bolt, using a 20X objective lens. It took about 4 hours and 28 minutes to 
finish getting the stitched image of it, and the actual size of the entire cross-sectional area of the 
sample is 2.74cm x 2.15cm. In the resulting stitched image, each row contains 60 images, and 
each column contains 47 images. Therefore, there are a total of 2820 images used to stitch the 
image shown in Figure 35. The specific time for each part of the process is shown below: 
• X-Y movement time: 22 minutes and 16.2 seconds 
• Auto-focus time: 161 minutes and 4.4 seconds (average 3.42s per image) 
• Image saving time: 70 minutes and 30 seconds 
• Image stitching time: 13 minutes and 53.4 seconds 
 
Figure 35: A stitched image (20X objective lens) from the cross-section area of a steel bolt and it 
contains 2820 images with 60 rows and 47 rows. 
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To further test the robustness of the model, we tested it with a grade 2 steel bolt annealed 
for one week using a 20X objective lens. Due to the annealing, many abnormal grains appeared, 
and they made the entire region have very different features (i.e., large differences in sharpness). 
The resultant stitched image is shown in Figure 36, and it took about 3 hours and 36 minutes to 
finish. The actual size is 2.5cm x 1.6cm. In the resulting stitched image, each row contains 55 
images and each column contains 35 images. Therefore, there are a total of 1925 images. 
 
Figure 36: A stitched image (20X objective lens) from the entire area of a grade 2 steel bolt 
annealed for a week long and it contains 1925 images with 55 rows and 35 rows. 
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Then, we tested the model with a non-metal, ceramic specimen, using a 20X objective 
lens. Since the entire region of the ceramic sample was much smaller than the metal one, it only 
took about 52 minutes to finish scanning and stitching. The actual size of region scanned is 0.78 
cm x 0.73 cm. In the resulting stitched image, each row contains 17 images and each column 
contains 16 images. Therefore, there are a total of 272 images to stitch the image shown in 
Figure 37. 
 
Figure 37: A stitched image (20X objective lens) from the entire area of a ceramic sample and it 
contains 1836 images with 17 rows and 16 rows. 
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Finally, we changed the objective lens from 20X to 100X to ensure the robustness of the 
model. Using the same ceramic specimen as before, we scanned a large area and it took about 
three hours and nine minutes to obtain the stitched image. In the resulting stitched image, each 
row contains 51 images and each column contains 36 images. Therefore, there are a total of 1836 
images to stitch the image shown in Figure 38. 
 
Figure 38: A stitched image (100X objective lens) from a large area of a ceramic sample and it 
contains 1836 images with 51 rows and 36 rows. 
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6. DISCUSSION 
6.1 Validation for grain size statics 
Figure 23 (A) is used for validation of the program that measures average grain size 
automatically. From the Linear-Intercept Method implemented by the MATLAB program 
introduced before, the average grain size is 25.3 µm. From the pixel-count method, the average 
grain size is 31 µm for the same image. The process of manual linear intercept calculation of the 
average grain size is shown in Figure 39 and the result is 29.2 µm. Since our program uses the 
pixel-count method for grain size analysis, the results of manual measurement and auto 
measurement are close to each other, and the difference between them is only 5.8%. 
 
Figure 39: Diagram of manual measuring for Figure 23 (A). The actual length of the scale bar is 
16mm as it appears on the paper. Each red line is measured and found to be 32mm. The number 
near each line represents the number of grain-boundary intersections. 
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6.2 Grain Boundary Identification Validation 
To verify the correctness of the grain boundary identification program the identified grain 
boundary is applied to the original image. From Figure 40 and Figure 41, the result is reasonable 
except for some errors from the etching process and dirt on the microscope objective lenses, 
which will be elaborated in the limitation section.  
 
Figure 40: An image from a ceramic sample using 100X objective lens overlaid with the grain 
boundary identification result 
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Figure 41: An image from a grade 2 steel bolt using 20X objective lens overlaid with the grain 
boundary identification result 
6.3 Analysis on an individual image and stitched image 
 There are two ways to analyze all the grains on a large stitched image. One is to do the 
analysis on all the grains directly on a stitched image. However, due to the large size of Figure 
38, it is hard to implement this method on a local computer, which typically is a personal laptop, 
due to the limitation of memory. A supercomputer, which is a computer with large Random 
Access Memory (RAM) and several GPUs and CPUs, can be used with this approach. The other 
method is to divide a stitched image into sub-images to do the analysis and combine all the 
results of the sub-images together. An area-weighted PDF plot from this method is shown in the 
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left side of Figure 42. and it is compared to the result from a supercomputer, which is shown in 
the right side of Figure 42.  
 As expected, the result from the local computer has more grains than the result from the 
supercomputer due to the overlapping issues. It means that each sub-image will have a little 
overlapping area that results in the fact that the grains in the overlapping region are counted more 
than one time.  
 
Figure 42: Area-weighted PDF computer for a large region of the ceramic sample shown in Figure 
38. The left figure is from a local computer while the right figure is from a supercomputer. The 
grain size is measured via the pixel-count method. Both PDF plots have 200 ranges (X=200). 
 In addition, there is an artificial trend at the right part of area-weighted PDF. It is caused 
by the error of the grain boundary identification program and grain boundary stitching process, 
which will be discussed in the limitation section. 
6.4 Number-weighted PDF v.s. Area-weighted PDF 
 The number-weighted PDF plot for the region of the ceramic sample shown in Figure 38 
is also created to do the comparison with the area-weighted PDF plot. The result from the local 
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computer is shown in the left side of Figure 43 and the result from the supercomputer is shown in 
the right side of Figure 43.  
 Instead of the bimodal distribution shown in the area-weighted PDF plot, the number-
weighted PDF plot shows a unimodal distribution, which is an expected result because a number-
weighted PDF is much less sensitive to the large grains than an area-weighted PDF.  
 
 
 
  
  
Figure 43: Number-weighted PDF computer for a large region of ceramic sample shown in Figure 38. The left 
figure is from a local computer while the right figure is from a supercomputer. The grain size is measured via 
the pixel-count method. Both PDF plots have 200 ranges (X=200). 
66 
 
7. LIMITATIONS 
Although the program will work in most cases, it will fail under some circumstances. This 
section will explore the limitations of our software.  
First, the program cannot segment the image when the grain boundaries are not clear enough. 
For example, it cannot detect the elongated grains on the steel bolt since typically those grains do 
not have clear grain boundaries. Figure 44 shows an example of elongated grains with unclear 
grain boundaries.  
 
Figure 44: Elongated Grains on the head part of the steel bolt sample imaged with a 20x objective 
lens.  
In addition, there is a tradeoff in grain boundary identification. To eliminate noise, such 
as the dirt inside the grains, I needed to set a threshold. A big threshold means that it will remove 
more noise but also increase the possibility of wiping out the actual grain boundaries. A small 
threshold can help to maintain all the grain boundaries, but it will also retain more noise.  
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The brightness of the image is another critical factor for grain boundary identification. 
Due to the light condition on the image, some grain boundaries can be very shallow and hard to 
detect. Although setting a low threshold in the MATLAB function imbinarize() can help to 
identify those shallow grain boundaries, it means that a single threshold might work on all the 
images and hence the program might need some manual work to determine what threshold to use 
for a specific set of images (e.g., images that contain very shallow grain boundaries).  
Another issue is that the same program might detect different grain boundaries on the 
same spot of the sample from different images (Figure 45). It will lower the accuracy since if the 
program made one mistake on an image, this mistake might overlay the correct one in the 
process of stitching.  
 
Figure 45: Different grain boundary identification on the same spot 
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There are several limitations that can lower the accuracy of the grain boundary identification 
results. First, the dirt on the surface of the sample can affect the performance of the grain 
boundary identification program. Specifically, my program might consider the dirt as a grain 
given the similar characterization. Therefore, dirt will increase the number of total grains and 
divide original large grains into small grains, hence reduce the grain size calculation. Feature 1 in 
Figure 46 shows an example for the dirt on the ceramic specimen. Second, since the etching 
process is necessary to make grain boundaries visible to an optical microscope, this process will 
create Feature 2 in Figure 46, which will be considered as normal grains to the program. Thus, it 
will cause the problem of affecting the total number of grains and grain size sue to those fake 
grains. Lastly, the dirt on the microscope objective lenses can also lower the performance of the 
grain boundary identification program. For instance, Feature 3 in Figure 46 will be considered as 
edges (grain boundaries) and affect the accuracy of the results. The grain boundary detection 
image for Figure 46 is shown in Figure 47.  
These potential errors become obvious after the grain boundary stitching process. For 
example, in Figure 48, there are several weird lines, which is caused by the dirt on the 
microscope’s objective lenses, and a minute fake grain, which is caused by the dirt on the 
sample, in the large grain whose outline is red.  
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Figure 46: An image from ceramic (100X objective lens). Feature 1 is the dirt on the ceramic 
sample. Feature 2 appears due to the etching process. Feature 3 is caused by the dirt on the 
microscope or objective lenses.  
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Figure 47: An unsuccessful grain detection result for Figure 46 
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Figure 48: A grain boundary stitched image for a partial region of the ceramic sample. The 
program will treat the grain with red outline as one grain while it is several grains in fact.  
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8. CONCLUSIONS 
We successfully lowered the cost of measuring all the grain sizes over a large region by 
making an optical microscope automatically scan a large region of a specimen. Our software not 
only produces the results that EBSD does, such as view of a large region on the sample and PDF 
plot, but it also generates the grain size map, aspect ratio map and map of multiple zoom levels. 
Additionally, our software can also be used to identify “rare events” in microstructure, such as 
abnormal grains, and flag those rare events in the map for visual inspection. 
With our new technology, an optical microscope can measure any kind of material (i.e., 
either metallic or non-metallic material) automatically with any type of objective lens. Although 
the grain boundary identification program cannot work for some kinds of images and will make 
mistakes due to the several reasons described before, it still can return reasonable results, which 
are precise enough for the grain size analysis and obtaining a distribution of the grain size. 
Besides, since the PDF results show the expected distribution of grain size on a large area, it 
suggests that these errors are acceptable.  
In addition, the program can be running on both local computer and supercomputer to do 
analysis on a large stitched image. Although their results are not exact the same, they are close 
enough so that a user could get a rough idea about the grain size statistics for a very large 
stitched image from a local computer. Therefore, it solves the problem that when a user does not 
own a supercomputer, a personal laptop can still be used for automatic analysis work on a large 
stitched image.  
Due to the simple design of the motorized stage, it can be easily modified for another model 
of microscope. The only things that need to be changed are the size of the motorized stage and 
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the locations and sizes of the holes to install the stage properly. There will be no change for the 
electrical and software elements.  
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9. FUTURE WORK 
A further comparison between the technique described in this thesis and the existing EBSD 
technique can be performed to increase the value of this thesis. For example, we can compare the 
result of mean grain size on the same region from the same sample between each other and 
compare the cost of doing it. Since both EBSD and SEM are very expensive, we do not have 
enough funds to purchase them for comparison.  
Additionally, a feature that adjusts the lightings on an optical microscope can be added to the 
current program. This feature can improve the performance of the grain boundary identification 
by getting rid of shallow grain boundaries.  
In addition, better work can be done for the sample preparation because a cleaner sample can 
yield better results. Further, a cleaner microscope objective lens can also improve the results.  
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APPENDIX D 
 
The linear bearings are Low-Friction Telescoping Slide 6203K67 from McMaster-Carr. 
 
