defined in the Sobolev space H 1 (Cl) . Indeed, if such an approximation existed, (1.1) would be also the variational limit of the séquence of convex functionals f fr (Vu(x) 
where f** is the convex envelope of f £ (see, e.$.. Prop. 6.1 and Ex. 3.11 in [13] ), and would therefore also be convex. This difficulty can be overcome by intro ducing an auxiliary variable as in the work of Ambrosio and Tortorelli (see [4, 5] ), while Braides and Dal Maso [10] recently found an approximation of (1.1) using non-local intégral functionals.
In this work we consider only the two-dimensional case and present a different solution. We look for approximations of the form (1.2), putting however a restriction on the fonction space on which it is defined. Our functionals are discrete, in the sense that they are defined on continuons piecewise affine functions that depend, for a fixed e > 0, only on a finit e number of parameters. On the other hand, the approach we propose is different from the finite-elements approximation introduced by Bellettini and Coscia [7] , that is based on Ambrosio and Tortorelli's functionals. It is also quite different from the fmite-differences methods studied in [11] , although some similarities exist and will appear clearly in some parts of the proofs.
The new approximation of the Mumford-Shah functional that we propose, based on adaptive finite éléments, is studied in this paper from a theoretical point of view. In a forthcoming paper, Bourdin and Chambolle [9] address the problem of its numerical implementation, and show how it can be performed. Their. algorithm alternâtes nonconvex optimization and mesh optimization. The way the optimal mesh is estimated relies a lot on the construction described in Section 4 and in the Appendix, that shows how the triangles need to be oriented in order to approximate well the energy of a given function.
In order to be more précise we need to introducé a few notations and définitions. A triangulation of O is, as usual, a finite family of closed triangles whose union contains O and such that, given any two triangles of this family, their intersection, if not empty, is exact ly a vert ex or an edge common to both triangles. Given some angle 9Q, with 0 < #Q < 60°, and a function o>(e), with w(e) > 6e for any e > 0 and lim £ _ > o+ u)(e) = 0, we define, for any e > 0, 7^(0) = 7^(0,(j,öo) as the set of all triangulations of O made of triangles whose edges have length between e and o;(e), and whose angles are all greater than or equal to $o-Then we consider the set V £ (Q) of all continuous functions u: O -»• R for which there exists T E 7^(0) such that u is affine on any triangle T G T. We fix, like in [10] , a non-decreasing continuous function ƒ : [0, +oo) ->• [0, +oo) such that lim ^ = 1 and Hm ƒ(£) = ƒ00 < +oo (1.3) t»0+ t *-»+oo (the simplest case is the function f(t) = min{£, ƒ00}) 3 and we set /x = ƒ«, sinÖ 0 . Eventually, we fix some p E [1, +co) and define for every e > 0 the functionals where G S BV (O) is the space of generalized special functions of bounded variation in fi and S u is the jump set of u (we refer to the next section for the précise définitions). Note that it is not too difficult to check that, for any e > 0, V £ (Q) is weakly closed and that the functional F £ is weakly lower semi-continuous in L p (ft). The main resuit of the paper is the proof of the F-convergence, as e -» 0, of the functionals F € to F. As a conséquence of this theorem we will then establish the following result. 
Remark 1.3. The optimal value for 9 is not known, but the construction in the Appendix will show that 9>45°-arctg(l/2) > 18°. Remark 1.4. The construction in Section 4 will show that the conclusion of Theorem 1.2 remains valid (including the casep = 1) whenthe minimizers u £ are computed under the additional constraint ||u e ||i,oo(n) ^ II<7| U°°(£2)-Remark 1.5. The proofs in this paper may be easily adapted to the following variant. For any triangle T let KT be the smallest height of the triangle T. If u G V^(fi) we say that T e 7^ (fi) is adapted to u if U\T is affine for any T G T; the set of the triangulations of 7^(fi) adapted to u is denoted by T £ {u). If T G T £ {u), let Vur be the gradient of u on any T G T. For any u G L P (Q) we define
Then, Theorems 1.1 and 1.2 hold with G £ and G instead of F E and F, provided w(e) < ce for somc; c > 0 (another possibility is to replace in the above formulas hx with min{/ir, ce}, in which case this constraint on to(c) is no more needed). In this paper we prefer to use F e , whose meaning is more immédiate, but the nùmerical implementation (see [9] ) of G £ is much simpler, as a better value of the minimum can be reached even when the triangulation is not perfectly optimized along the discontinuity sets. Whereas, with the functional F ey the optimal triangulation must be made of the smallest possible triangles aligned along the discontinuity, as shown in Section 4.
In the next section we will define precisely the spaces SBV(Q) and GSBV(ft), and give the définition of the F-convergence. Then the remaining three sections will be devoted to the proof of Theorems 1.1 and 1.2.
NOTATION AND PRELIMINARIES
The scalar product of x, y G R 2 is denoted by (x,y) and the Euclidean norm by |x|. The open bail with centre x and radius p is indicated by B p (x) . Given some open set A C M 2 and p > 0, A p is the set {x G A : dist(x,dA) > p}, where dist(x,dA) is the distance from x to dA. The Lebesgue measure and the one-dimensional Hausdorff measure of a Borel set B C M 2 are denoted by |S| and W}(B), respectively. For the gênerai properties of the Hausdorff measure we refer to [17, 18] Every u G G S BV {A) n L X {A) has an approximate gradient Vu(x) for almost every x G A and
The spaces SBV(A) and G55F(A) have been introduced by De Giorgi and Ambrosio in [14] , and have been studied in [1, 3] .
The following compactness and lower semi-continuity resuit is proved in [1] (see also [3] ). 
for every (GS 1 .
F-convergence. Let X be a metric space and let (Fj) be a séquence of functions defined on X with values in [-oo, +oo]. For every uGlwe set (see [15] )
Let F be a function defined on X with values in [-00, +00]. We say that (Fj)
This means that for every u £ X the following two conditions are satisfied: 
j->oo
It turns out that the functions F f and F" are lower semi-continuous on X. For the main properties of F-convergence we refer to [6, 13, 15] .
Let (F £ ) e >o be a family of functionals defined on X with values in [-00, +00] and let F: X -¥ [-00, +00]. We say that (F £ ) F-converges to F in X as e -ï 0 if (F £j ) F-converges to F in X for every séquence (CJ) of positive real numbers converging to 0 as j -> 00.
ESTIMATE OF THE F-LIMIT FROM BELOW
We now return to the problem introduced in Section 1. In order to prove Theorem 1.1, we will first show that the F-liminf of the family (F £ ) £> Q is greater than or equal to F. Then, in the next section, we will show the opposite inequality for the F-limsup.
For every open set A C ü and for every e > 0 we consider the following "localization" of F e : +00 , if u <
We choose an arbitrary séquence of positive numbers (CJ) converging to 0 as j -> 00, and we set
and every open set Acd. We wish to prove that
In order to do so we use the same localization technique as in [10] . The first step will be to establish the following resuit.
for every £ G S 1 .
We point out that given u G L P (Q), the set functions A i-> F £ (u,A) are increasing and super-additive, and thus the set function
is also increasing and super-additive:
The next corollary is a conséquence of this remark and of the previous proposition.
Corollary 3.2. Let u G L p (ft) and let A be an open subset ofQ such that F'(u, A) < +oo. Then u e GSBV(A) and
We will not give the proof of this corollary, since it is identical to the proof of the similar Proposition 6.5 in [10] (see also Lem. 4.1 (iii) and Prop. 4.3 in [1] , or Lem. 2.4 in [8] ). Our task is now to prove Proposition 3.1. This proof will be split into two parts: first we will show (3.2, 3.3), that will be deduced quite easily from next Proposition 3.3; later on, as a conséquence of Proposition 3.4, we will establish inequality (3.4). Clearly, v G SBV(Ü) and each point of S v belongs to the boundary dT of some triangle T G Ti; moreover,
where the last inequality follows from (3.7), so that (3.6) holds with c f s = l/c. By assumption the edges of the triangles of T have length greater than or equal to e and their angles are all greater than or equal to 6Q, SO that the heights of such triangles must be greater than or equal to Therefore, if T G T, so that j\T\ > if c ô = (csin#o)/6. Moreover, since the edges of each triangle T G T have length less than or equal to u>(e), we also have that T n AJ( £ ) ¥" 0 implies Tci, thus
TeT 2 TGTi by (3.7), so that (3.5) holds and the proof Proposition (3.3) is achieved.
• Proof of (3.2, 3.3) . Let now u G L p (ü) and assume that F'(u, A) < +00 for some open set A C Cl. We consider an arbitrary séquence (UJ) such that Uj -> u in L p (fi) and liminfj F £j (UJ,A) < +00. Without loss of generality we may assume (possibly extracting a subsequence) that sup^-F Ej {UJ 7 A) -c < +00. Let us fix 6 G (0,1). For any j, Proposition 3.3 provides a function Vj, that satisfies (3.5, 3.6) (with u = u^ v = Vj, and e = Cj). Choose an arbitrary truncation level k > 0 and define
Clearly, uj -^ (-fe V u) A *; = w fc in L P (Q) (thus in ^(fï)) as j -+ 00, moreover by (3.6)
A. CHAMBOLLE AND G. DAL MASO so that y* also converges to u k in L 1 (fi). Let 77 > 0. By (3.5)
as soon as A v C A^e^i that is to say, when j is large enough, and by Ambrosio's Theorem 2.1 we deduce that u k G SBV(A V ) and
iuj.A).
As 77 and the séquence (UJ) were arbitrary, we conclude that u k G SBV(A) and
JA
Sending k to infinity and invoking (2.1), we find that the same inequality holds replacing u k with u, Therefore (3.2) holds, and letting S go to zero we also get (3.3) . D
We now concentrate on the length term, and will prove the next proposition, from which (3.4) will follow. 
Proof. The function v will be constructed from u more or less like in the proof of Proposition 3.3, but this time we will need to describe more precisely the way we "eut" the triangles with large gradient. Hère, again, we choose ô e (0,1), and from the properties of the function ƒ we find a constant c, with 0 < c < 1, such that
with F e (u^A) < +00, a triangulation T G 7^(fi) such that u is affine on any triangle T G T, and we still write Vur for the gradient of u on T. We also set T A = {TeT:TcA}.
Let a = y/(l -ô)foo/c; we now classify the triangles T G T^ into four catégories, depending on the slope of the function u along the edges of T:
• To is the set of triangles T G TA such that, along ail three edges of T, the slope of u is less than or equal to
• for each i = 1,2,3, T* is the set of the triangles T G T^ such that the slope of u is greater than crf-y/ë along exactly i edges of T.
We make the following remarks. (1 -ö) foo. Then, in order to obtain also (3.8, 3.9), we need to define the new function v in each triangle T e Ti U T 2 U T3 in a way that for any such T, We now can detail how v is constructed in each one of the three cases T G Ti, T E T 2î and T G T3. The idea will be the following: on the edges of the triangles of T^ along which the slope of u is low (i.e., less than or equal to a/y/ë), v will be equal to u, whereas on each edge along which the slope is high (z.e., greater than a/y/ë), v will be piecewise constant, assuming the two values of u at the vertices of the edge and "jumping" in the middle. Case T G T3. This time the slope of u is above the threshold a/y/ë along all three edges of T. We use the same notation as in the previous case, assuming moreover that xi, X2, and 0:3 are ordered in the sense that Case T G Ti. In this last case, we eut the triangle as in the previous case so that we will also rely on estimâtes (3.20, 3.21) for the length terms. The différence is that we can not define v to be constant in all three connected components of T \ ([#12, £13] U [xi 3 , £23]), as this time we need it to be affine (and equal to u) along the two edges on which the slope of u is below aj\fë.
The solution is to take v affine in each connected component of T \ ([#12, £13] U [213, #23]), with the correct boundary conditions, namely, v ~ u on the two edges where the slope is below the threshold, and, if [a^Xj] (1 < i < j < 3) is the third edge, v = u(xi) on [a^, a:^ [ and v = u(xj) on ]xij, Xj]. On each connected component, v is the restriction of some affine function defined on
T that has a slope less than cr/^/e on at least two edges of the triangle. Thus, by Remark 3.5, inequality (3.16) and its conséquence (3.18) hold also in this case.
In this way, we have constructed a function v G SBV(£l) such that S v is made of the cuts we introduced in the three above mentioned cases, to which me must add the boundary of the union B of all triangles T € TA (to be more précise some subset of this boundary). But, by assumption, A w ( e ) C intS, so that Aj(e) H 9B -0. Prom (3.17, 3.21) we deduce (3.14), while (3.15) follows from (3.17, 3.20, 3.18), if we choose for instance c ô = c(sin 2 #o)/4O and d 6 = (1 --<$)/i/4. Then, we deduce (3.8) from (3.14), while (3.9) is a conséquence of (3.13, 3.15). The proof of Proposition 3.4 is complete. D Proof of (3.4) . Inequality (3.4) is deduced from Proposition 3.4 exactly in the same way as (3.2, 3.3) follow from Proposition 3.3, and we will not repeat the proof here. Just notice that, this time, the last semi-continuity inequality in Theorem 2.1 has to be used, as well as the fact that for any truncation level k > 0 and any u G GSBV(Ü) we have S u k C S u and thus v u k{x) = i/ u (x) for 'H 1 -almost all x e S u k. The proof of (3.4) achieves the démonstration of Proposition 3.1. D Remark 3.7. Note that in this section we have assumed only that 0 < 9 0 < 60°. The maximum angle 0 will appear only in the next section, where we find an upper bound for the F-limit of F £ .
ESTIMATE OF THE T-LIMIT FROM ABOVE
As in the previous section, let us fix a séquence of positive real numbers (SJ) which converges to 0 as j -» 00. For every u e L P (Q) we define F"(u) =r-limsupF £j (u).
3->oo
In this section we will prove the following proposition, which, together with Corollary 3.2 concludes the proof of Theorem 1.1. , with the following properties: 
Vk is uniformly continuous in each one of the two connected components of the set B p (x) \ L\ for p is small enough (in particular it admits a finite limit at x from both sides of'Lfj.
Proof We refer to the proof of Theorem 3.9 in [12] , which is based on the approximation resuit obtained in [16] . D
The regularity we need in the sequel for
Proof of Proposition 4-l> Since u \-ï F /f (u)
is lower semi-continuous in £ p (fi), by (2.1) it is enough to prove (4.1) for a bounded function u G L°°(fi) n SBV(Q). Lemma 4.2 provides a function v G L°°(fi') H SBV(ü f ) equal to u on fi, with V}{S V Pi <9fi) = 0. Assume we can construct a séquence (UJ) with Uj G V e . (fi') for all j, Uj -ï v in L p (Çt f ) as j -> oo, and 
Construction of the séquence (UJ). Let
, and choose j large enough so that e^ < d/10. We now explain how we construct the triangulation on which Uj is defined. In order to simplify the notations we will drop the subscripts j in the sequel, when it is not ambiguous.
Let f be the triangle with minimal height admitted in a triangulation of %(ft f ). T is defined up to a translation and a rotation, and is the isosceles triangle shown in Figure 4 .9, with two edges of length e, and two angles equal to 6 0 . The longest edge of this triangle has length e f = 2£cos0 O) and the shortest height is £sin#o-We first cover each discontinuity set Li with an odd number of triangles T, as shown in Figure 4 .10. If Ni is the integer part of % l (Li)/e f , the segment Li can be covered by a strip of width e sin 0 0 made of exactly 2Ni + 1 triangles, and the total surface of this strip is estimated by (2JV, + i)^£|^o < £sin9o (ni {Li) + I/j . (4.9) where VuJ is the (constant) gradient of Uj on T. Therefore (4. From the properties of ƒ we know that Sj -> 1 as j -» oo. Now,
hence (4.11) holds. This achieves the proof of (4.8), so that (4.1) holds true. From this inequality and from Corollary 3.2 we deduce that (F £ ) F-converges to F in L P (O) as e -^ 0 for 0 < 0 O < 45° -arctg(l/2), so that Theorem 1.1 is proved. D
PROOF OF THE CONVERGENCE RESULT
Proof of Theorem 1.2. Let g G L°°(ü) and for each e > 0, let u e G V e (Q) be a minimizer of Using a diagonal procedure we may therefore construct a subsequence of (v £ ) } denoted by (VJ) (with Vj = v €j , and we will dénote as well the fonctions u £j by Uj) y and u G 055X^ ( 
Obviously, u is also the weak limit in L P (Q) of Uj y therefore
and combining the last two inequalities we see that 
showing the minimality of u. Moreover, if we choose vf = u, inequalities (5.4, 5.5, 5.6) also yield First notice that, by symmetry, it is not restrictive to assume that 0 < a < 45°. Let 5 be the union of all the Ck t u (&Î 0 ^ ^2Î whose vertices are ail in R 2 \ R. The set S covers the whole triangulation B, and might also contain (at most) four additional squares, at each corner of the rectangle R (since at the corner there might be a square Ck,i with an edge that intersects R but ail four vertices outside of R). We put inside our global triangulation T the triangles obtained by cutting along a diagonal each one of these four possible squares.
Let S f be the complement of 5, or more precisely the union of the squares Ckj that have at least one vertex in R. It is not dimcult to check that dS = dS f = S n S'. An easy study shows that the distance from any square of S to R is at least s/2 -(1/2), so that
Moreover, if C^i C 5', one vertex of Ck,i (say, ^sj, with i G {/c, k + 1} and j G {Z, l + 1}) lies inside .R, so that the four squares dj, Ci-ij, Q,j-i, and Ci-ij-i are also contained in S". In particular, the dise of center £ it i and radius 1 is in 5', and at least one point on the boundary of this dise is at distance less than y/2 -1 from R y 668 A. CHAMBOLLE AND G. DAL MASO FIGURE 5.11. The two triangulations that have to be connected.
so that we cari find in S f a path from any point of Ckj. to some point of {x E K 2 : dist(sc,ü) < y/2 -1/2}. Together with (A.l) it shows that S" is connected.
To show that S is connected we use the following argument. Notice first that for any x $ R^ the rectangle R lies entirely on one side of either the horizontal or the vertical line going through x. If Ck,i is a square in S 5 we can draw through each vertex the horizontal or vertical line having this property Assume that for each vertex Ck y i lies on the same side of the cor r esp onding line as R. Then, the four lines delimit a square that contains R } but since the diameter of this square is at most 2, this is impossible. Therefore, one of those four lines must eut through C^, so that two consécutive vertices of Ck,i lie on the side opposite to R. Assume those the line through £k t i is vertical, and that R lies on the left of this line, while £fc+i,z lies on the right; then, all the squares Ck t v fcr V *> l lie in S, so that each x 6 Ck y i is connected to infmity through some half-line in Ui'>$ ^M' C 5, The other cases can be treated in a similar way, so that each point of S is connected to infinity through a half line contained in 5. Since S f is bounded, this shows that S is connected and that S f is simply connected. Invoking Jordan's lemma we deduce that f = dS = dS f = 5 D S" is a Jordan curve. It is clearly made of segments [£fc,z,£fc+i,i] or [£fc,z,6M+i] 5 and since
we deduce that this inclusion also holds for f. Now, we slightly modify the curve F, in the following way. Each time F goes along two consécutive edges of some square Ck t i C S', say 5 We need now to explain how we connect the nodes of R to the nodes of F (ie., the points £k,i that lie on the curve F). We will first show how to connect every node in {(0, k) : 0 < k < m} to the nodes of F Pi [-2, -1] x [-1, m + 1[. Then, the nodes of R in {(0, 0), (1, 0), (2, 0)} will be connected to the nodes of F fi ] -1,3] x [-2,-1] in the same way, just by replacing "up" and "down" with "left" and "right" in the following explanations, whereas exchanging "up" and "down", the reader will understand how to connect the nodes of R in {(2,/c) : 0 < k < m} to the nodes of F n [3, 4] x ] -l,m + 1], and replacing "up" and "down" with "right" and "left" he will get the algorithm to connect the nodes in {(0, m), (1, m), (2, m)} to the nodes of Notice that, according to rule (a) 3 n may remain unconnected to all the nodes above, if F°n[-2, -1] x [k 1 k + 1[ is empty. This is necessary to ensure that none of the segments we draw intersects some other.
It is not difficult to check that, with this method, the whole strip between the left edge of R and F is covered up with triangles. In particular, we check that there is at most one node of F° in the square [- A more accurate study shows that the triangles we have constructed are of five different kinds; then, studying every type of triangle, we may establish that their angles are all greater than 9 = 45° -arctg(l/2) > 18°.
We now explainhow we deal with the corners. If x is the lowest node of the curve of Once again, we check that the angles of the triangles constructed in this way are greater than 9. Notice eventually that the longest edge created by the whole algorithm has length less than s/S < 3. Figure 5 .15 shows the final triangulation T.
