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Let R(s, t) be a continuous, nonnegative, real valued function on a < s < 
t Q b. Suppose OR/as > 0, aR/at < 0, and @R/as at Q 0 in the interior of the 
domain. Then the extension of R to a symmetric function on [a, b] x [a, b] is a 
covariance function. Such a covariance is called biconvex. Let X(t) be a Gaussian 
process with mean 0 and biconvex covariance. X has a representation as a sum 
of simple moving averages of white noises on the line and plane. The germ 
field of Xat every point t is generated by X(t) alone. Xis locally nondeterministic. 
Under an additional assumption involving the partial derivatives of R near the 
diagonal, the local time of the sample function exists and is jointly continuous 
almost surely, so that the sample function is nowhere differentiable. 
1. INTRODUCTION 
In this paper we define and study a class of Gaussian stochastic processes. 
Let X(t), a < t < b, be a real Gaussian process with mean 0, and covariance 
function R(s, t) = EX(s) X(t). We assume that 
R(% 0 a 0, for all s and t. Wl) 
R(s, t) is, for fixed t, nondecreasing in s for s < t. (1.2) 
R(s, t) is, for fixed s, nonincreasing in t for t > s. (1.3) 
qs + h, t + k) - qs, .t + k) - Jqs + 4 q + R(s, t) < 0, for 
s<s+h<t<t+R (l-4) 
Condition (1 .I) signifies that the variables of the process are nonnegatively 
correlated. Conditions (1.2) and (1.3) signify that the covariance between pairs 
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of variables increases as the time points move toward each other. Finally condi- 
tion (1.4) indicates that increments of the process over disjoint intervals have 
nonpositive correlations. 
We call a covariance satisfying these conditions biconwex. Our reason for 
choosing this adjective is that the properties (1.1)-(1.4) represent a generalization 
of the classical case where R(s, t) = r(l t - s I), where r is nonincreasing, non- 
negative and convex on the positive axis. The fact that such a function is, indeed, 
the covariance function of a stationary Gaussian process is the content of the 
classical result of Polya [lo]. Certain representations of such processes, based 
on Polya’s theorem, were given by Cabana and Wschebor [Sj, and by the author 
[4]. Some of the local properties of the sample functions were presented in [Z]. 
The purpose of this work is to extend these results to the general, not neces- 
sarily stationary case, where only conditions (1.1)--(1.4) are assumed. The only 
additional hypotheses required in much of the paper is that R have first order 
partial derivatives and a second order mixed derivative for s # t; however, even 
these can, if desired, be somewhat relaxed. We prove a two-variable Polya 
Theorem, and furnish a moving average representation of the associated Gaussian 
process. We establish a result on the germ field of this process which is apparently 
new even in the stationary case. Finally, we show that the process is locally 
nondeterministic (see [3]), and under a slight additional assumption, show that 
the local time of the process has the same properties as in the stationary case. 
2. BICONVEX COVARIANCES, STOCI-LGTIC INTEGRAL REPRESENTATION, AND A 
GENERALIZATION OF P~LYA’S THEOREM 
Let R(s, t) be a real valued continuous function defined for a < s < t < b, 
where a < b, and where a and b may be finite or infinite. We assume that the 
following derivatives of R exist in the interior of the domain, that is, for 
a<s<t<b: 
R =E 
1 as 
R=aR 
2 at R,, = g = g 
Then the following four conditions constitute a set equivalent to that defining 
biconvexity in Section 1: 
For all s < t, 
R(s, t> 3 0 (2.1) 
R,(s, t) >, 0 (2.2) 
R,(s, 4 Q 0 (2.3) 
MS, t) G 0. (2.4) 
683/g/1-3 
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These conditions can be put into a slightly different form which, in some cases, 
is simpler to verify. Put 
&(s, 4 = $+y w, t> 
(2.5) 
the existence of these limits follows from the monotoneity of RI and R, , implied 
by (2.4). Furthermore, (2.4) also implies 
R,(s, t) 3 R,(s, b) and R,(s, 4 d R&, 0, for s < t. 
Conditions (2.2) and (2.3) imply R(s, t) > R(u, b), for s < t. It follows that the 
following set of conditions is equivalent to the set (2.1)-(2.4): 
R(u, b) Z 0 (2.6) 
R,(s, 4 2 0, all s (2.7) 
R,@, t) d 0, all t (2.8) 
R&, 0 < 0, s<t (2.9) 
The latter set is more easily verified than the former set in cases where one or 
more of the quantities R(u, b), R,(s, b) and R2(a, t) are equal to 0. 
Now we prove that a Gaussian process with a biconvex covariance has a special 
stochastic integral representation. Define 
& : a standard Gaussian random variable 
52(t), W) : standard Brownian motions on [a, b] 
us, t) : standard Wiener process of two parameters on [a, b] x [a, b], 
where E&(s, t) &(s’, t’) = min(s, s’) min(t, t’) 
(See, for example, [9].) 
These four processes are assumed to be mutually independent. 
THEOREM 2.1. Let X(t) be a Gaussian process with man 0 and biconvex 
covariutace. Then X(t) has the representation 
X(t) = &(R@, b))f + 1” Mu, WY iW4 
+ lb (--R&, v;,t &Vv) + s.’ Lb (---R,& VI>+ &WJ, W 
for a < t < b. (2.10) 
Proof. Each of the four terms in (2.10) has mean 0, and the terms are, by 
hypothesis, independent. Therefore in the calculation of the covariance of the 
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sum, it suffices to sum the covariances of the individual terms. Take s < t, and 
compute the terms of IX(s) X(t). By the elementary properties of the stochastic 
integral, the first three terms have the sum 
Wa, b) + j-’ R,(u> 4 du + 1 (-%(a, 4) dv, 
a 
which by the definitions (2.5), is equal to 
The covariance corresponding to the last term in (2.10) is 
or, 
II b 
- II R,,(u, 4 dv du, a t 
R(s, t) + R(a, b) - I+, b) - qa, t). 
Thus the sum of the covariances is simply R(s, t), which proves the statement 
of the theorem. 
The generalization of Polya’s theorem is now a simple consequence of 
Theorem 2.1: 
THEOREM 2.2. Let R(s, t) be a contzhous function dejned for a < s < t < b. 
If conditions (2.1H2.4) are satisjied in the interior of this domain, then the extension 
of R to a symmetric function on [a, b] x [u, b] is a covariance function which is 
necessarily bkzvex. 
Proof. Suppose that R satisfies the given conditions. Define the process X(t) 
on [a, b] by means of (2.10); then the calculation in the proof of Theorem 2.1 
shows that IX(s) X(t) = R(s, t) f or s < t. Thus the extension of R to a sym- 
metric function is a biconvex covariance. 
EXAMPLE 2.1. Suppose R(s, t) = r(l t - s I), where r(t) is convex and 
nonincreasing for t > 0, and r(0) = 1 and r(m) = 0. Here we take Q = -co, 
b = co. Conditions (2.6) (2.7), and (2.8) hold with equality, and R,, = 
-r”(t - s) < 0. (Note that for a convex function r, the second derivative r” 
exists and is nonnegative almost everywhere.) This is the case covered by Polya’s 
theorem. 
While Polya’s theorem is valid for a function defined over the entire real line, 
Theorem 2.2 applies, in addition, to a function which is even for for 1 t 1 < h, 
and convex and nonincreasing on [0, h], where h > 0. The conclusions of 
Theorems 2.1 and 2.2 are valid for the interval [-h, h]. 
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EXAMPLE 2.2. Let X(t), t > 0, be a Gaussian process with mean 0 and 
stationary increments, and with X(0) = 0 almost surely. Put B(t) = EX*(t); 
then the covariance function is 
R(s, t) = *[B(s) + B(t) - B(t - s)] for s < t. 
Here a = 0 and b > 0, finite or infinite. Suppose that B(t) is concave and 
nondecreasing for t > 0. Condition (2.6) is satisfied because R(0, t) = 0. We 
have 
R,(s, b) = #l’(s) + B’(b - s)] 2 0, 
because B is nondecreasing; and R,(O, t) = 0 for all t > 0. Finally, 
R,,(s, t) = zp”(t - s) < 0, 
because B is concave. Thus (2.7), (2.8) and (2.9) also hold, so that R is biconvex. 
EXAMPLE 2.3. The standard Brownian motion process, has, according the 
Example 2.2, a biconvex covariance. This is also true for certain simple trans- 
formations of this process. For example, if X is Brownian, then the process 
X(t)/t* has the covariance function (s/t)* for s < t, which is biconvex. Another 
example, the Brownian Bridge, will be discussed in Section 3. 
3. THE PRESERVATION OF BICONVEXITY UNDER PINNING 
Let X(t), a < t < b, be a stochastic process. Then the process obtained from 
the given one by conditioning by X(a) is called X-process pinned at t = a. In a 
similar way we define pinning at t = b. The general result to be proved here is: 
If X(t) is a Gaussian process with a biconvex covariance, then the conditioned 
process obtained by pinning at a (or at b) also has a biconvex covariance. 
There are two cases to consider. First suppose that the variance of X(a) is 
equal to 0, that is, X(a) is a constant. Then the process is already in pinned form. 
In the other case X(a) has positive variance R(Q, a). By the formula for the condi- 
tional covariance matrix for a multivariate Gaussian distribution (see, for 
example, [l], p. 29) we have the following function Q as the conditional cova- 
riance : 
Q(s, t) = R(s, f) - 
R(a, $1 R(a, t) 
R(u, a) ’ 
THEOREM 3.1. If R is biconvex, then so is Q. 
Proof. Let us verify (2.6)-(2.9) for the Q-function. Q(a, b) = 0 so that (2.6) 
holds. We have 
Q&, 4 = R&s 0 - 
R&s 4 W, t) > o; 
R(a, 4 
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the inequality follows from the validity of (2.1), (2.2) and (2.3) for R. Similarly 
we deduce that Qz(a, t) = 0, so that (2.7) and (2.8) hold for Q. Finally, 
Q12(s, t) = RI&, t) - R2(u$uR$a’ t) < 0; 
, 
the inequality follows from the validity of (2.8) and (2.9) for R. Therefore (2.9) 
holds also for Q. 
While Theorem 3.1 is stated for pinning at t = u, it is also valid for pinning 
at t = b; furthermore, by successive application to a and b, the theorem is also 
valid for pinning at both (L and b. 
EXAMPLE 3.1. Consider the Brownian motion on [0, 11, conditioned by 
X(1) = X. By the result of Example 2.3 and Theorem 3.1 the pinned process has 
a biconvex covariance. The covariance in this case is familiar: R(s, t) = s(1 - t) 
for s < t. The pinned process is known as the Brownian Bridge. When x = 0 the 
process has mean 0. According to Theorem 2.1 the process has the representation 
This can be geometrically interpreted as follows. &(& du) represents white noise 
over the triangle 0 < x < y < 1, and X(t) is simply the integral of the noise 
contained in the rectangle bounded by the lines x = 0, x = t, y = t and y = 1. 
Thus the process X(t) is represented as the total noise contained in the moving 
rectangle. 
4. MEAN SQUARE DIFFERENTIABILITY 
As we noted in Section 1 the condition (1.4), or its equivalent (2.4), signifies 
that the increments of the process over disjoint intervals are nonpositively 
correlated. Now we prove a general result about the mean square derivative of 
such a process. 
THEOREM 4.1. Let X(t) have nonpositively correlated increments. Then fw each 
t in (a, b) either X’(t) does not exist as a mean square limit, or else it exists and is a 
constant almost surely. 
Proof. It suffices to eliminate the existence of an X’(t) which is not almost 
surely equal to a constant. Suppose on the contrary that such an X’(t) does 
exist. Then X’(t) is the mean square limit of difference quotients from below and 
from above, of the form (X(t) - X(t - h))/h and (X(t + h) - X(t))/h, respect- 
ively. The variance of each quotient converges to the variance of X’(t), which, by 
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assumption, is positive. On the one hand this implies that the correlation of the 
difference quotients converges to 1 because the quotients have a common mean 
square limit. On the other hand, as increments over disjoint intervals the numera- 
tors have nonpositive correlations. The last two conclusions are contradictory, so 
that the proof is complete. 
Note that the alternative X’(t) constant almost surely cannot be eliminated; 
for example, the process X(t) = 5 (a standard Gaussian variable) has the bicon- 
vex covariance R(s, t) = 1 and has mean square derivative 0 everywhere. 
Theorem 4.1 has a useful extension to mean square differentiatiability of 
higher order. 
THEOREM 4.2. Let X(t) be a process on [a, b] with the covariance function R. 
If for some integer k > 0, 
azlc R(s) t) Is ask atk = t 
exists and is jnite, and 
a,ky;;;k+l R(s, t> G ‘9 for a < s < t < b, 
(4.1) 
(4.2) 
then the$rst k mean square derivatives X(l) ,..., Xck) exist for each t in (a, b), and 
for each t either Xck+l)(t) is almost surely a constant or else it does not exist. 
Proof. It is well known (see, for example [7], p. 471) that the existence and 
finiteness of (4.1) is necessary and sufficient for the existence of the first k mean 
square derivatives. The covariance function of the process X(“) is the mixed 
derivative of order 2k, appearing in (4.1). Thus the condition (4.2) implies, as in 
Section 1, that Xck) has nonpositively correlated increments. The assertion of 
our theorem now follows from the previous one. 
5. THE GERM FIELD 
For any t in (a, b) let I be an open interval containing t, and let s(1) be the 
sigma field generated by the random variables X(s), s E I. Put gt = filst s(1); 
then 9, is called the germ field of X at t. 
THEOREM 5.1. If R is biconvex, then 8, is equitialent to the mjicldgenerated 
by X(t) module null sets. 
Proof. For any I containing t, 9(I) is generated by X(t) and by the differen- 
ces X(s) - X(t), s EL To prove the theorem it suffices to show that the inter- 
section over I containing t of all sigmafields generated by differences X(s) - X(t), 
s E I, contains only events of probability 0 and 1. 
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According to the representation (2.10) the increment X(t) - X(s), for s < t, 
may be expressed as 
It follows that for fixed t and h > 0, the differences X(t) - X(s), 1 s - t 1 < h, 
are all measurable with respect to the sigma field generated by the increments of 
the processes 5, and 6 over the interval (t - h, t + h), and by the two-dimen- 
sional increments of the two-parameter process & over the intersection of these 
regions in the (u, o)-plane: the strips 1 u - t 1 < h and 1 v - t 1 < h, and the 
open triangle a < u < w < b. Since these &processes are mutually independent 
and have independent increments, the intersection of each of these fields over all 
h > 0 is a tail field of independent random variables; hence, each contains only 
events of probability 0 and 1 (see Orey and Pruitt [9] for the local 0 - 1 law). 
Our first application of this result is to the structure of Gaussian processes 
which are Markovian. The classical definition of Markovity is that the past of the 
process up to time t and the future after time t are conditionally independent 
given X(t). A more general definition of Markovity used in recent years is that 
the past before t and the future after t are conditionally independent given the 
germ field at t. This concept was introduced by McKean [8]; for further informa- 
tion and references, see Dym and McKean [6j. It follows that the two definitions 
of Markovity are identical in the case of processes whose germ fields are generated 
by single random variables. Therefore, according to Theorem 5.1, if a process is 
Markovian in the sense of the germ field and has a biconvex covariance, then it is 
necessarily Markovian in the classical sense. 
As an example consider the class of stationary Gaussian processes with 
convex, nonincreasing covariances on the positive axis. Now it is well known 
that the only classically Markov stationary Gaussian process is the Ornstein- 
Uhlenbeck process, which has the exponential covariance function. However, 
the class of stationary Gaussian processes which are Markovian in the germ field 
sense is much larger (see Pitt [11][12]). A natural question is whether there are 
any germ sense Markovian stationary Gaussian processes with convex covariance 
other than the Ornstein-Uhlenbeck process. According to Theorem 5.1 the 
answer to this question is in the negative. 
Now we extend Theorem 5.1 to the case where X has mean square derivatives 
of higher order. 
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THEOREM 5.2. Suppose that for some integer k > 0, the mixed derivative (4.1) 
exists and isfinite, and that the mixed derivative, as a function of (s, t), is biconvex. 
Then c!?$ is generated by the k + 1 random variables X(t), X’(t),..., Xck)(t). 
Proof. As noted in the proof of Theorem 4.2, the condition that (4.1) exists 
and is finite is necessary and sufficient for the existence of the first k mean square 
derivatives Let %ik) be the germ field of X(“) at t. We claim that ‘St is generated 
by the random variables X(t), X’(t),... , Xck-l)(t), and by the random variables in 
$?ik). For on the one hand, it is obvious that each of the latter random variables 
is contained in 9t ; and, on the other hand, for each interval I containing t, X(s) 
is .determined by the values of the kth derivative on I and by the values of X 
and its first k - 1 derivatives at the point t. As noted in the proof of Theorem 4.2, 
the process X(“) has the covariance given by the mixed derivative of order 2k. 
Applying Theorem 5.1 to this process we find that Yik) is generated by Xtk)(t) 
alone. 
6. A PREDICTION ERROR LOWER BOUND 
In this section we derive a simple lower bound for the sum of prediction 
errors based on the past and the future of the process, respectively. 
THEOREM 6.1. If  X is a Gaussian process with mean 0 and biconvex covariance, 
then for any s -=c t, 
Var(X(t) - X(s) 1 X(u), u < s) + Var(X(t) - X(s) 1 X(v), v 2 t) 
2 Var(X(t) - X(s)). (6-l) 
Before proving the theorem, we note that the inequality (6.1) is equivalent to 
Var(X(t)l X(u), u < s) + Var(X(s)l X(v) > t) > Var(X(t) - X(s)). 
Proof. The representation (2.10) implies that the past of the process up to 
time s is measurable with respect to the following set of mutually independent 
sigma fields: 
9i) The field generated by & 
9s) The field generated by the increments of &(u), u ,( s 
9s) The field generated by the increments of (s(v), a < v  < b 
9J The field generated by the increments of &(u, v), u < s, u < v. 
We calculate the conditional variance of X(t) - X(s) given these fields. 
According to the representation (5.1) this increment is independent of 9r . The 
first term in (5.1) is independent of the fields above; indeed, it depends only on 
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the increments of 5‘, after time s, and, by hypothesis, is independent of 9a and 
s4 . The second term in (5.1) belongs to the sigma field 9s; hence, it can be 
considered to be constant when conditioning, and so can be omitted from the 
sum (5.1) in computing the conditional variance. For the same reason the third 
term in (5.1) can be dropped from the conditional variance; indeed, the third 
term belongs to $$ . The last term is independent of all the fields above; indeed, 
it is independent of s4 because & has independent increments, and independent 
of the other fields by hypothesis. Since conditional variance in a multivariate 
normal distribution is constant, and cannot but decrease as the conditioning 
set is increased, we get the lower bound for the first term in (6.1): 
Var(X(t) - X(s) ) X(U), 24 < s) 
3 Va4-W - X(4 I -% , % ,4 ,4> 
= E [I” VW b))+ Wr)la + E [s,’ i* (-4204 v>)* &(dv, du)12 
s 
= 
s 
t R,(u, 6) du - St j-” R,,(u, w) dw du = R(t, t) - R(s, t). 
s 8 t 
By similar calculations, using the future of the process after time t, we find 
Var(X(t) - X(s)] X(zI), w >, t) 2 R(s, s) - R(s, t). 
We conclude from the last two inequalities that (6.1) holds. 
For our application in Section 7, we need the following variation of 
Theorem 6.1, which we call 
COROLLARY 6.1. If X has mean 0 and biconvex covariance, then the conclusion 
of Theorem 6.1 also holds for the process X(t) - X(a), a < t < b. 
The proof is nearly the same as that of Theorem 6.1: The increment has the 
same representation (5.1), and the conditioning is done with respect to sigma 
fields involving the past and future of the &processes. 
7. LOCAL NONDETERMINISM 
In this section we first review the concept of local nondeterminism of a 
Gaussian process, introduced by the author in [3]. Then we prove that a process 
with a biconvex covariance is, under the general hypotheses of [3], locally 
nondeterministic. The proof of this proposition requires an additional develop- 
ment of the theory of local nondeterminism, which we will sketch here. We will 
show that the property of local nondeterminism is invariant under the time 
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reversal of the process. This will enable us to use the sufficient conditions in [3] 
in both “forward” and “backward” form. 
Let X(t), a < t < b, be a Gaussian process with mean 0 and continuous 
covariance R(s, t). As in [3] we assume that there exists d > 0 such that 
&x(t) - X(s))2 > 0 whenever 0 < 1 t - s 1 < d. (74 
Thus the process has no simple singularities in an interval of length d. Next we 
assume that 
EX2(t) > 0, a<t<b. (7.2) 
Thus the process has no fixed zeros. Since R is continuous, the latter is equivalent 
to 
min, EX*(t) > 0, for every closed subintervai I of (a, b). (7.3) 
Now let J be a given open subinterval of [a, b]. For m 3 2, let tr ,..., t, be 
arbitrary distinct points in J such that t, < ... < t, . Put 
v 
m  
= W-Wm) - Wm-d I W,L -WA> 
VarG%J - -W+J) ’ 
(7.4) 
The process is called locally nondeterministic on J if 
t&y t $:f<, v* > 0, for every m > 2. 
vn 1 (7.5) 
Let us now suppose that J is an open interval whose closure is contained in 
(u, b). We will show that local nondeterminism on J is the same for both the 
forward and backward process. Put 
wm = Var(X(t,)) Var(X(t,) - X(Q) *a* Var(X(t,) - X(t,-,)) ’ 
According to [3], Lemma 2.1, the process is locally nondeterministic on J if and 
only if (7.5) holds with W, in the place of V’ . 
Next let us calculate the quantity W, for the reversed process, that is, with the 
t’s in the reverse order, and calf this W,‘. The determinant in the numerator in 
the ratio for W, is a symmetric function of the t’s; hence, it is the same as for 
W,,,‘. The denominator of W,’ is obtained from that of W, by replacing the first 
factor Var(X(t,)) by Var(X(t,)). Therefore, 
According to the condition (7.3), and the fact that the closure of J is, by assump- 
tion, contained in (a, b), the above expression for W,/W,‘ shows that it is 
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bounded away from 0 and 00 on ]; therefore, W, and W,’ either both have a 
positive lim inf on J or both have a zero lim inf on J. 
As a consequence of this conclusion we are led to define a ratio analogous to 
V, in (7.4) containing conditional variances with respect to past and future. 
For m > 1, let s1 < **. < s, < t, < **a t,,, be points in J. Define U, as 
VarGW,) - X(h) I X(&., X&J) 
u, = + Var(X(h) - x&J I -WI),..., -W,)) WX(~l) - x(h)) 
It follows that the process is locally nondeterministic on J if and only if 
lim inf U, > 0, 
CJO tm-sl< c 
for every m > 1. (7.6) 
The following condition is sufficient for (7.6) (compare [3], formula (2.7)): 
lim inf 
Var(X(t) - X(s) 1 X(u), u < s) + Var(X(t) - X(s) 1 X(w), 0 2 t) 
CL0 ocz-s-cc Var(X(t) - X(s)) 
> 0. (7.7) 
Now we apply this result to the process under study. Let X be Gaussian with 
mean 0 and biconvex covariance R. The hypotheses (7.1) and (7.2) may be put 
in the form 
R(t, t) - 2R(s, t) + R(s, s) > 0, whenever s, t belong to [u, b] and 
O<lt-sl <d, (7.8) 
and 
R@, 4 > 0, a<t<b, U-9) 
respectively. 
THEOREM 7.1. Under Qze conditions just stated the processes X(t) and 
X(t) - X(u) are both locally nondeterministic on every open subinterval J whose 
closure is contained in (a, b). 
The theorem is a direct consequence of the application of Theorem 6.1 and 
Corollary 6.1 to the condition (7.7). 
8. THE LOCAL TIME OF THE PROCESS AND ITS SAMPLE FUNCTION PROPERTIES 
In this section we are going to show, on the basis of local nondeterminism, 
that the sample functions of the Gaussian process with biconvex covariance have, 
under one additional nondegeneracy condition, a local time which is continuous 
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in the space and time variables. The latter condition is used to derive a lower 
bound for the incremental variance of the process. 
Put 
then, by (2.2) and (2.3) Qi > 0 and Q2 < 0, finite or infinite. 
Let us estimate the incremental variance: 
E@-(t) - x(s))’ = R(4 t) - 2R(s, t) + R(s, s) 
= It R&, t) du - 1” R,(s, v) dw 
s s 
t (t - s)[ o<~;<t-w, 4 - o<;v--s %(% 41; 
therefore, for h > 0, 
inf E(X(t) - x(s>)2 
o<t-s<h t-s 3 [O<i;frchR1(s, 4 - sup Us, t)l, o<t--s<h 
and so 
2’ (8.1) 
THEOREM 8.1. Let X(t), a < t < b, be a Gaussian process with mean 0, 
biconvex covariance, and satisf$ng (7.8) and (7.9), and such that 
81 - Q2 > 0, that is, max(l Q1 1, IQ2 I) > 0. (8.2) 
Then for evwy closed subintervaE I of (a, b) the process X(t) - X(a) has a local 
time +(x, t) jointly continuous in x and t, -a<x<co, tgI,andsatisfyinga 
Holder condition in t, unifomly in x, of every order y < 9. 
Proof. The statement and proof of Theorem 8.1 of [3] ,are easily adapted to 
the case considered here. Take the interval (a, b) in the place of (0, T), and the 
process X(t) - X(a) in the place of X(t). Condition (I) of that theorem is 
satisfied. Corollary 6.1 states that X(t) - X(a) is locally nondeterministic on I, 
though not necessarily on (a, b), as required by the statement of that theorem, 
condition (II). However, an examination of the proof of that theorem shows that 
if the local nondeterminism is assumed to hold only on a subinterval of (a, b), 
then the conclusion of the theorem on the nature of the local time continues to 
hold for that subinterval. The reason for this is that local nondeterminism is used 
in the proof of that theorem only in finding a lower bound for the ratio in the 
exponent in [3], formula (8.8). The properties of the local time of the process 
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restricted to I are derived on the basis of the lower bound deduced from local 
nondeterminism on I. 
Finally we have to verify condition (III) of the cited theorem. Put b(t) = t*; 
then the hypothesis (8.2) and the inequality (8.1) imply that the stated condition 
is satisfied for every y  < +. 
The implications of the joint continuity of the local time and of the Holder 
condition are discussed in more detail in [2]. In particular we mention that the 
sample functions are nowhere differentiable. 
The condition (8.2) can be put in a more convenient form. The condition (2.4) 
of biconvexity implies that R,(s, t) is, for fixed s, nonincreasing for t > s; hence, 
R,(s, s+) = ljLh R,(s, t) exists. 
Similarly, condition (2.4) implies that R,(s, t) is, for fixed t, nonincreasing for 
s < t, so that 
Rs(t-, t) = lj?m R,(s, t) exists. 
Then the condition (8.2) is equivalent to 
i$ R,(s, sf) - sup R,(t-, t) > 0. (8.3) t 
To verify this, let us show that inf, &(s, sf) > 0 if and only if Qi > 0; the 
proof for R, < 0 and Qa < 0 is similar. On the one hand, the definition of Qr 
implies Qi < inf, R,(s, s+). On the other hand, suppose that, for some 
s, Rl(s, s+) > 0; then, for all t sufficiently close to s and with s < t, R,(s, t) > 0; 
therefore, Qr > 0. 
We remark that the condition (8.3) is satisfied when R(s, t) = ~(1 t - s I), 
where r is convex and nonincreasing for t > 0. As a convex function, r has a 
derivative r’ almost everywhere, and 
ivf R,(s, s+) = -sup R,(t-, t) = ljLn -r’(t). 
t 
I f  this is equal to 0, then, as a nonnegative, nonincreasing convex function, r 
would have to be identically equal to 0, and hence would not be the covariance 
of a genuine process. 
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