Set differential equations are usually formulated in terms of the Hukuhara differential, which implies heavy restrictions for the nature of a solution. We propose to reformulate set differential equations as ordinary differential equations in a Banach space by identifying the convex and compact subsets of Ê d with their support functions. Using this representation, we demonstrate how existence and uniqueness results can be applied to set differential equations. We provide a simple example, which can be treated in support function representation, but not in the Hukuhara setting.
Introduction
A set differential equation is an equation of the form D H A(t) = f (t, A(t)), A(0) = A 0 ,
The aim of the present paper is to show that a large family of evolutions in K c (Ê d ), containing the problems investigated in [11] and [13, 14] , can be written and treated as ordinary differential equations in a Banach space with the usual Frechet derivative in time. We do not apply the apparatus from [1] and [12] , but obtain very satisfactory results by exploiting the intrinsic features of of K c (Ê d ). Identifying convex sets with their support functions yields an embedding of the space K c (Ê d ) into the Banach space C(S d−1 ) of continuous real-valued functions on the sphere, see [9] . As it is well-known that any Hukuhara differentiable curve is Frechet differentiable in support function representation, see [3, Lemma 4 .1], it seems natural to consider set differential equations in support function representation
where t → A(t) is a curve in K c (Ê d ), t → σ A(t) is a curve in C(S d−1 ), and d dt σ A(t) is the Frechet differential of the curve at t ∈ (0, T ). There are some technical difficulties when standard results on ordinary differential equations are applied to equations of type (2) . As we have to guarantee that solutions stay in the manifold Σ ⊂ C(S d−1 ) of all support functions associated with sets from K c (Ê d ), we have to understand the structure of the tangent cone T Σ (σ) to Σ at any σ ∈ Σ. To transfer existence and uniqueness theorems for ordinary differential equations in Banach spaces with non-Lipschitz right-hand side to (2), we need compactness properties of Σ and a characterization of the semi-inner product on (C(S d−1 ), · ∞ ). Some of these preliminary results can be taken from the literature, others are developed in the present paper. In particular, we give a geometric interpretation of the one-sided Lipschitz condition in K c (Ê d ), which is a surprisingly mild condition on the behavior of f .
The organization of the paper is as follows. In Section 2, we collect basic definitions and the preliminary results mentioned above, which we use in Section 3 to transfer standard existence and uniqueness results to (2) . In Section 4, we briefly show that second-type Hukuhara differentiable curves are a special case of (2) . The example discussed in Section 5 illustrates that both Hukuhara approaches fail to capture very simple dynamics in K c (Ê 2 ), while the support function calculus is applicable and yields reasonable solutions.
Preliminaries
After introducing basic notation in Section 2.1, we will collect some known results about support functions and tangent cones in Sections 2.2 and 2.3. Section 2.4 investigates duality concepts, which are ingredients for standard results on ordinary differential equations in Banach spaces, in the particular case of set differential equations.
Basic definitions
Let Ê + 0 be the set of all nonnegative real numbers. Throughout this paper, S 
is the closed ball of radius r centered at x.
The nonempty compact subsets of Ê d will be denoted K(Ê d ), and
will stand for the nonempty convex and compact subsets of Ê 
The projection of a point
is a single-valued mapping, see [5, Lemma 7.3] , and it follows from [5, Proposition 7.4 ] that this mapping is 1-Lipschitz.
We associate convex and compact subsets A ∈ K c (Ê d ) with their support functions
Sometimes, it is useful to consider their positive homogeneous extensions
to be the set of all support functions of convex and compact subsets of Ê d , and we setΣ
Elementary facts about support functions
The following proposition is Corollary 13.2.2 from [15] . [9, 10] ).
The cone Σ(Ê d ) is locally compact. 
as n → ∞, so thatσ is convex. Therefore, Prosition 1 implies that σ ∈ Σ(Ê d ). By Blaschke's selection theorem, see [8, Chapter 4] , the set Σ(
is the intersection of two closed sets, it is a closed subset of the compact set Σ(Ê d ) ∩ B σ ∞ +r (0), and hence compact.
Tangent cones
We are interested in C(S d−1 )-valued solutions of differential equations that do not leave Σ(Ê d ). The concept of tangency is central for existence theorems under state constraints.
Definition 4. Let X be a normed space, K ⊂ X a set and x ∈ K. Then the tangent cone to K at x is given by
The following proposition is Lemma 4.2.5 in [2] . It will later be used to characterize tangency to the convex cone Σ(Ê d ).
Proposition 5. If X is a normed space and K ⊂ X is a convex cone, then
The semi-inner product for support functions
In Section 3, we will apply a uniqueness theorem for ordinary differential equations in Banach spaces to set differential equations in support function representation. Its main ingredient is a one-sided Lipschitz condition, which is given in terms of a so-called semi-inner product. Therefore, we investigate in the present paragraph how this product acts onΣ(
) and what this action means for the corresponding elements of K c (Ê d ).
Definition 6. For any Banach space X with dual space X * , the duality map J : X ⇒ X * is given by
is called a semi-inner product.
Consider the Banach space X = C(M), where M is a compact metric space and C(M) denotes the space of all continuous real-valued functions on M equipped with the maximum norm. Let B(M) denote space of all signed Borel measures on M, and let B(M)
+ denote space of all positive Borel measures on M.
Proposition 7 (Jordan decomposition).
For any µ ∈ B(M), there exists a unique pair (µ P , µ N ) ∈ B + (M) × B + (M) supported on Borel sets P, N ⊂ M such that µ = µ P − µ N and M is the disjoint union of P and N.
For a proof, see Theorem 10 and Corollary 11 in Section III.4 of [7] . As a consequence, the total variation of a signed Borel measure is welldefined.
Definition 8. The total variation of a Borel measure µ ∈ B(Ê d ) with Jordan decomposition µ P + µ N = µ with associated Borel sets P ∪ N = M is defined by
It is well-known that the dual space of (C(M), · ∞ ) is (B(M), |||·|||), which follows from the Riesz representation theorem, see Theorem IV.6.3 in [7] .
We will now characterize the duality map on C(M). For a given function f ∈ C(M), we define the sets and the Jordan decomposition of µ satisfies
Proof. Let µ ∈ J(f ). Then, clearly, (3) holds. Moreover, if
On the other hand, if (3) and (4) hold, then
The following proposition provides an explicit formula for the semi-inner product on C(M).
Proposition 10. Let M be a compact metric space and let f, g ∈ C(M). Then
with the convention min ∅ = ∞.
Note that E P g = ∅ = E N g is impossible, and that therefore the right-hand side is finite.
Proof. Since g is continuous, the sets E 
It is easy to see that no µ ∈ J(g) yields a lower value.
can be obtained using the following proposition about variational inequalities.
Proof. Inequality (5) is standard (see e.g. [5, Proposition 7.4]), and (6) can be obtained by an analogous proof.
We are now in the position to characterize the sets E
An analogous statement holds for the set E
Proof. If A = B, then σ A = σ B , and hence
which proves a). If A B, then σ A − σ B ∞ > 0 and σ A − σ B ≤ 0, so that
which is b).
Let us show the equivalence c).
. Using Proposition 2, we find
By compactness of A and continuity of the above expression, there exists a
Hence the above inequalities are, in fact, equalities, which enforces
Therefore, a * and b * := proj B (a * ) ∈ B satisfy (7) and p = (a
To show the opposite implication, let a * ∈ A and b * ∈ B satisfy (7) and set p = (a
Note that (7) and the assumption A ⊂ B guarantee a * = b * . Using (6) and (5), we obtain
Hence, using Proposition 2, we find
Existence and uniqueness of solutions
In this section we apply standard existence and uniqueness results for the initial value problem
on a real Banach space X to the particular case of set differential equations in support function representation (2) . We first collect the necessary terminology and state a standard existence and uniqueness result for differential equations in Banach spaces from [6] .
Definition 13. Let X be a Banach space, and let D(X) be the family of all bounded subsets of X. The Kuratowski measure of non-compactness α :
A admits a finite covering by sets of diameter ≤ d}.
Definition 14 introduces standard classes of growth functions from [6]. The symbol D
− denotes the Dini derivative
of functions ρ : Ê → Ê. 
In case b), the solution is unique.
When adapting Theorem 15 to set differential equations, we will frequently use the version
of the subtangent condition to ensure that solutions do not leave the cone Σ(Ê d ) associated with K c (Ê d ). Our first result is a Peano type theorem.
, and let r > 0. Then there exists c > 0 such that Proof. Since balls defined in the maximum norm are always convex and Σ(Ê d ) is a convex cone, the intersection D r is convex. By Proposition 3, the set D r is compact, and the existence of some c > 0 such that (10) holds is implied by the continuity of f . By Proposition 5, condition (9) implies
By compactness of D r and continuity of f , the image f ([0, T ] × D r ) is compact, and hence we have
so that the compactness assumptions of Theorem 15a) are trivially satisfied with ω(ρ) = ρ of class U 0 .
The next result is a Picard-Lindelöf type statement.
) be continuous and Lipschitz continuous in its second argument, i.e. we assume that there exists L > 0 such that
Proof. As f is continuous and [0, T ] is compact, we have
and Lipschitz continuity of f yields c r := sup
Because of
, and by the arguments in the preceding proof, all assumptions of Theorem 15b) are verified with r = 1, c = c 1 and ω(t, s) = Ls, so there exists a unique solution (2) 
Assume that b 0 + b 1 < T and that this construction can be repeated indefinitely with In contrast to the Picard-Lindelöf type result above, the following statement fully exploits Theorem 15b) and the considerations from Section 2.4. Roughly speaking, it states that uniqueness of the solution can be guaranteed by controlling the relative velocity f (t, σ A )−f (t, σ B ) for two sets A, B ∈ K c (Ê d ) in only one critical direction that is given by a pair (a, b) ∈ A × B which realizes the Hausdorff distance of A and B.
, and let r > 0. Let b, c > 0 and D r be as in Theorem 16, let 
is satisfied, then there exists a unique solution σ :
The geometric principle behind conditions (11) and (12) is depicted in Figure 1 for the case when f (t, σ A ), f (t, σ B ) ∈ Σ.
Proof. By Theorem 16, we know that the desired solution exists. According to Theorem 15b), to ensure uniqueness, we need to verify that
for any t ∈ (0, b] and σ A , σ B ∈ D r . By Proposition 10 this is true if and only if for any t ∈ (0, b] and σ A , σ B ∈ D r , at least one of the inequalities H (A, B) ), H (A, B) ) is satisfied. If σ A = σ B , this is, according to Proposition 12, ensured by conditions (11) and (12) 
Hukuhara-type differentials
In this section, we clarify that curves A :
, which are second type Hukuhara differentiable, are time-reversed Hukuhara differentiable curves with the same derivative up to sign change. This insight has some important consequences. i) As Hukuhara differentiable curves can only grow in diameter, see [11, Proposition 1.6.1], second type Hukuhara differentiable curves can only shrink in diameter, as claimed in the introduction.
ii) As the support function representation of Hukuhara differentiable curves is Frechet differentiable, see [3, Lemma 4 .1], this also holds for second type Hukuhara differentiable curves. Furthermore, by the same lemma, the Hukuhara and the second type Hukuhara differentials of a curve coincide with its Frechet differential (up to a sign change), whenever the Hukuhara type differentials exist. Therefore, set differential equations based on both types of Hukuhara derivatives are special cases of the support function approach we presented.
The notions of Hukuhara difference and Hukuhara differential are standard. The concept of generalized or second type Hukuhara differentials goes back to [4] . Their use for set differential equations was investigated in [13, 14] . 
w.r.t. Hausdorff distance exist and equal D H A(t).
w.r.t. Hausdorff distance exist and equal D * H A(t).
The following proposition shows that second type Hukuhara differentiable curves are precisely those curves that are Hukuhara differentiable in the ordinary sense after time reversal.
. Then A is second type Hukuhara differentiable at t ∈ (0, T ) if and only if B is Hukuhara differentiable at −t in the usual sense. In that case, the respective differentials satisfy
Proof. The statement follows immediately from the identities
for the Hausdorff limits.
Example
We conclude our paper with a simple, but instructive example, which illustrates that the usefulness of both types of Hukuhara derivative depends not only on the equation, but even on the initial value. Consider the set differential equation
The curve , . . ., of the solutions. The rectangles in the top right frame are the Hukuhara differentials D H A(t), and the rectangles in the second frame on the right are the second type Hukuhara differentials D * H A(t) at the same time points. The bottom right frame is empty, because the third solution curve is neither Hukuhara nor second type Hukuhara differentible. is a solution of (13), because 
of (13) in set notation must coincide with this curve. Note that for many A ∈ K c (Ê 2 ), the right-hand side Q ⊖ H A of (15) is not well-defined. Since σ Q − σ A 0 ∈ Σ(Ê d ) if and only if
there does not exist a Hukuhara differentiable solution if this condition is violated. A computation shows that (16) is sufficient for (14) being a solution of first Hukuhara type.
Proposition 20, however, shows that the curve (14) can only be a second type Hukuhara solution, if σ Q − σ A 0 ∈ −Σ(Ê d ), which is equivalent with
and condition (17) is sufficient for (14) being a solution of second Hukuhara type.
Figures 2 and 3 display solutions of (13) Figure 2 depicts the sets as such on the left. It is clearly visible that dist H (A(t), Q) → 0 as t → ∞. The first curve is Hukuhara, but not second type Hukuhara differentiable, and the Hukuhara differentials are plotted in the top right subplot. The second curve is second type Hukuhara, but not Hukuhara differentiable, and the second type Hukuhara differentials are plotted in the middle of the right column. In both cases, the differentials converge to {0} when the state approaches Q. The third curve is neither Hukuhara nor second type Hukuhara differentiable, because it shrinks in the direction of the first and grows in the direction of the second axis. Figure 3 depicts the same three curves in support function representation. The left column shows the evolution of the support functions, while the right column shows the Frechet differentials along that curve. In this representation, the third curve can be treated as any other. The fact, that its differentials are elements ofΣ(Ê d ) \ Σ(Ê d ) causes no problems. In all three cases, the derivatives converge to the zero function as the state approaches the equilibrium.
