Abstract. In this paper we establish necessary as well as sufficient conditions for a given feasible point to be a global minimizer of smooth minimization problems with mixed variables. These problems, for instance, cover box constrained smooth minimization problems and bivalent optimization problems. In particular, our results provide necessary global optimality conditions for difference convex minimization problems, whereas our sufficient conditions give easily verifiable conditions for global optimality of various classes of nonconvex minimization problems, including the class of difference of convex and quadratic minimization problems. We discuss numerical examples to illustrate the optimality conditions
Introduction
In this paper, we consider the following smooth minimization problem with mixed variables.
where u i , v i ∈ IR, u i < v i and f is a twice continuously differentiable function on an open set containing the feasible set of (M P ). Model problems of the form (M P ) appear in numerous application areas, including electronic circuit design [10] , computational chemistry [4, 11] and combinatorial optimization [2, 12] , and cover, for instance, optimization problems with binary constraints [1] , where u i = 0, v i = 1 for all i ∈ J and I = ∅, and box-constrained smooth optimization problems [3, 14] , where J = ∅. Recently, global optimality conditions for various classes of problems (M P ) have been established separately for the box constrained problems, where J = ∅ [1, 3, 9] , and for problems with discrete constraints, where I = ∅ [13, 15] . Sufficient optimality conditions were established in [8] for quadratic minimization problems with box constraints. More recently, in [7] global optimality conditions were given separately for the minimization of difference of quadratic and convex functions constrained over box as well as over binary constraints. In [6] , corresponding results were also given for smooth minimization problems. By considering (M P ), in this paper, we not only present unified global optimality conditions for these classes of problems extending and improving the corresponding recent results (see [1, 3, [6] [7] [8] ) but also we provide optimality conditions for problems with mixed variables. Moreover, our extended necessary global optimality conditions now cover difference of convex minimization problems, whereas our sufficient conditions provide easily verifiable conditions for global optimality of various classes of nonconvex problems. Our approach is based on a minimizing quadratic underestimator, which is an underestimator at a feasible point (see [5] [6] [7] ) at which it attains its global minimizer. Thus, a minimizing underestimator at a feasible point yields global optimality of the problem.
The outline of the paper is as follows. Section 2 presents necessary optimality conditions for various classes of problems (M P ), including difference of convex minimization problems. Section 3 provides conditions that are sufficient for global optimality of (M P ), and includes conditions for constructing a minimizing quadratic underestimation of a smooth function.
Necessary global conditions
In this section we derive necessary conditions for a given feasible point to be a global minimizer of the optimization model problem (M P ). We then give several classes of optimization problems where the conditions can easily be checked.
We begin by giving the notations and definitions used throughout the paper. For a matrix, A 0 means that A is positive semi-definite. A diagonal matrix with diagonal elements a 1 , a 2 , . . . , a n is denoted by diag(A) := diag(a 1 , . . . , a n ). For f : IR n → IR, the gradient and the Hessian of f atx are denoted by ∇f (x) and ∇ 2 f (x), respectively. Clearly, for each x ∈ IR n , ∇ 2 f (x) ∈ S n , where S n the space of all (n × n) symmetric matrices. The set of all positive semidefinite n × n symmetric matrices is denoted by S n + . For the problem (M P ), put
DefineD
We now derive necessary conditions for global optimality.
Proof. Letx be a global minimizer of (M P ). Then, for every x ∈ D there exists z ∈D such that
Sincex is a global minimizer of
Then, for each i = 1, 2, . . . , n,
Otherwise, there exist i 0 and x i0 such that (5) is not fulfilled. Then, by taking
which contradicts (4) . We now show that (5) 
If i ∈ J then (5) holds if and only if
i.e., (5) holds if and only if
The equivalence of (5) Combining the above three cases, we obtain the conclusion. Note from Theorem 2.1 that ifx ∈ D is a global minimizer of (M P ) then, for each i ∈ I,χ i (∇f (x)) i ≤ 0, which is a necessary condition forx to be a local minimizer of f over the box i∈I 
The pointsx = (0, 1) andȳ = (0, −1) are local minimizers of the problem. Take c 1 = 14, c 2 = −2. Then it is easy to check that the necessary condition [N C] does not hold at the local minimizerx = (x 1 ,x 2 ) = (0, 1) becausẽ
is not a global minimizer of f . On the other hand, we can check thatc Remark 2.1. It is worth noting that Theorem 2.1 requires that
which itself is a global optimization problem. So, it may not be always easy to find a suitable c i satisfying this condition. However, as we will see later in the Section that this condition can easily be checked for many important classes of problems. On the other hand, it is important to find c i which is as close as max{∂ 2 f (z)/∂x 2 i | z ∈D} in order to get an effctive necessary condition. For instance, if we take c 2 = 0.5 in Example 2.1, then the point (0, 1) also satisfies [N C] and becomes a candidate for a global minimizer.
Proof. The conclusion follows from Theorem 2.1 by taking c i = d i .
Corollary 2.2. For
Proof. Note that
. . , n and ∀z ∈D.
So, [N C2] follows easily from Theorem 2.1 by taking c i = a ii .
Corollary 2.3 (Minimization of Difference of Quadratic and Convex Functions).
, where A = (a ij ) ∈ S n , a ∈ IR n and g is a twice continuously differentiable convex function. Ifx ∈ D is a global minimizer of (M P ) then for each i = 1, 2, . . . , n,
Proof. Because g is convex, we have ( 
Corollary 2.4 (Quadratic Minimization
). For (M P ), let, for each x ∈ IR n , f(x) = 1 2 x T Ax + a T x, A := (a ij ) ∈ S n , a ∈ IR n . Ifx ∈ D is a global minimizer of (M P ) then for each i = 1, 2, . . . n, [N C4] 1 2ã ii (v i − u i ) +χ i (a + Ax) i ≤ 0.
Moreover, if A is a diagonal matrix thenx is a global minimizer of (M P
The analysis that is similar to that of the proof of Theorem 2.1, shows thatx is a global minimizer of (M P ) if and only if for every i = 1, 2, . . . n and x = (
By considering the three cases as in the proof of Theorem 2.1, we see that (8) is equivalent to [N C4].
Corollary 2.5 (Minimization of Difference of Convex Functions). For (M P ), let g and h be twice continuously differentiable convex functions on IR
n . Let f (x) = h(x) − g(x), x ∈ IR n . Suppose that, for each i = 1, 2, . . . , n, max ∂ 2 h(z)/∂x 2 i |z ∈ D ≤ d i . Ifx ∈ D is a global minimizer of (M P ) then for each i = 1, 2, . . . n, [N C5] 1 2d i (v i − u i ) +χ i (∇h(x) − ∇g(x)) i ≤ 0. Proof. Since g is convex, for each z ∈D, ∂ 2 g(z)/∂x 2 i ≥ 0. So, ∂ 2 f (z) ∂x 2 i = ∂ 2 h(z) ∂x 2 i − ∂ 2 g(z) ∂x 2 i ≤ d i , for each z ∈D.
Hence [N C5] follows from Theorem 2.1 by taking
Proof. The proof is immediate from Theorem 2.1 and so is omitted.
Minimizing underestimators and sufficient conditions
In this section we obtain sufficient global optimality conditions for the model problem (M P ) by underestimation.
Definition (Minimizing Underestimators
Clearly, if f has a minimizing quadratic underestimator atx then it attains its global minimum atx.
Then, as in the proof of Theorem 2.1, (x) − (x) ≥ 0 for all x ∈ D if and only if
By considering three cases and by using similar analysis as in the proof of Theorem 2.1, we have (9) holds if and only if
Remark 3.1.
T Qx, is convex overD. So, Lemma 3.1 applies to functions f of the form where f (x) = p(x) + 1 2 x T Qx. Hence minimizing quadratic underestimators can easily be found for the sum of a convex and a (not necessarily convex) weighted sum of squares.
We now see that whenever (χ i (∇f (x)) i ) ≤ 0, i ∈ I, (10) holds with
This leads us to obtain a simple verifiable sufficient condition for global optimality.
thenx is a global minimizer of (M P ).
Therefore the requirements of Lemma 3.1 are satisfied and hence is a minimizing quadratic underestimator of f atx. Thusx is a global minimizer of (M P ).
Example 3.1. Let us consider the problem discussed in Section 2:
Then, ∇f (x) = (4x u 1 ) , . . . , (2χ n (∇g(x)−Ax+a) n )/(v n −u n ))) 0. So, the conclusion follows from Theorem 3.1.
Finally, we observe from Theorem 3.1 that, for (M P ), if f (x) = u 1 ) , . . . , (−2χ n (Ax + a)) n )/(v n − u n )) 0 andχ i (Ax + a) i ≤ 0, i ∈ I thenx ∈ D is a global minimizer of (M P ).
