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Multidimensional Data Processing for Optical Coherence Tomography Imaging
James Patrick McLean
Optical Coherence Tomography (OCT) is a medical imaging technique which distinguishes
itself by acquiring microscopic resolution images in-vivo at millimeter scale fields of view. The
resulting in images are not only high-resolution, but often multi-dimensional to capture 3-D
biological structures or temporal processes. The nature of multi-dimensional data presents a
unique set of challenges to the OCT user that include acquiring, storing, and handling very large
datasets, visualizing and understanding the data, and processing and analyzing the data. In this
dissertation, three of these challenges are explored in depth: sub-resolution temporal analysis,
3-D modeling of fiber structures, and compressed sensing of large, multi-dimensional datasets.
Exploration of these problems is followed by proposed solutions and demonstrations which rely
on tools from multiple research areas including digital image filtering, image de-noising, and
sparse representation theory. Combining approaches from these fields, advanced solutions were
developed to produce new and groundbreaking results. High-resolution video data showing cilia
motion in unprecedented detail and scale was produced. An image processing method was used to
create the first 3-D fiber model of uterine tissue from OCT images. Finally, a compressed sensing
approach was developed which we show to guarantee high accuracy image recovery of more
complicated, clinically relevant, samples than had been previously demonstrated. The culmination
of these methods represents a step forward in OCT image analysis, showing that these cutting
edge tools can also be applied to OCT data and in the future be employed in a clinical setting.
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Chapter 1: Introduction and Background
This thesis is focused on algorithms and methods for multi-dimensional and high-level pro-
cessing of Optical Coherence Tomography (OCT) images. OCT was first demonstrated in 1991 by
Huang, et al. [1] as an in-vivo optical imaging technique capable of obtaining micron resolution
images with many times the field of view (FOV) of traditional microscopy, volumetric scanning at
depths of 2 - 3 mm [2], and achieves video-rate imaging speeds [3]. These three characteristics,
resolution, FOV, and in-vivo capability, have launched OCT in widespread use as both a valuable
research and clinical diagnostics tool. In some ways, OCT combines the best parts of microscopy
and ultrasound in a single, flexible modality.
In the introductory chapter, I attempt to provide a foundation and context for the reader to
understand the motivation and technical details behind the topics in multi-dimensional OCT that
are explored in this thesis. To accomplish this, I begin by briefly introducing OCT as an imaging
technique and explaining the fundamentals of image and volume acquisition, with a special focus
on image formation and noise. Next, I will provide background on relevant biological applications
of OCT imaging. This is followed by an exploration of existing image processing techniques for
OCT with a special focus on denoising and fiber orientation analyis, amongst other topics. Lastly, I
will provide a background for massive data acquistion challenges in OCT and the existing literature
on Compressed Sensing (CS) OCT.
1.1 The OCT Signal
As indicated in the name "Optical Coherence Tomography", OCT is an optical imaging tech-
nique that derives image contrast from the optical phenomenon of coherence. OCT closely resem-
bles a Michaelson Interferometer. The device works by splitting the a source light into two paths
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which are often referred to as the sample arm and the reference arm. Light on the sample arm path
passes through the image sample and reflected light travels back down the same path. The light
which travels down the reference arm is simply reflected by a mirror. When the reflected light from
both arms meet, interference occurs. This is a special instance of summing two waves of light that
occurs when both waves are coherent. The resulting wave is described by the following equation.
 (A) = A (A) + B (A) + 2
√
1(A)2(A) cos[q1(A) − q2(A)] (1.1)
The most important part of this equation is cosine term, it is the fundamental OCT signal. Using
the reference arm mirror to match the path length of the sample arm for a particular point in
the same, the argument of the cosine term will be non-zero for reflectors with a different index
of refraction than air. A depth profile of the sample can be obtained by simply repeating this
measurement for different path lengths, and the aggregate depth measurement is called an A-Line.
A scanning mirror such as a galvo can be used to scan the source beam in either one dimension to
create an image or two dimensions to create an image volume, though plenty of alternate scanning
mechanisms have been developed for OCT depending on the application. Examples of the signals
that can be acquired with scanning are shown in Fig. 1.1.
Figure 1.1: Example of 1D scanning to create an a-line, 2D scanning to create a b-scan, and 3-D
scanning to create a volume.
This fundamental concept first resulted in Time-Domain (TD-OCT), and has since spawned
many variants including Spectral-Domain (SD-OCT), Swept-Source (SS-OCT), Polarization Sen-
sitive (PS-OCT), Spectroscopic OCT [4], Full-Field OCT, Doppler OCT, and many others. TD-
OCT uses a single photodetector and mechanically moves the position of the reference mirror to
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sample the object at multiple depths. The source is a low-coherence, broadband, continuous-wave
laser, typical centered at 800 nm or 1300 nm. The acquired depth profile is called the interferogram.
SD-OCT is different from TD-OCT because it uses a spectrometer rather than a photodiode as
the detector. The advantage of acquiring the interferogram this way is that it does not requiring
mechanical movement of the reference arm and has been experimentally shown to have improved
sensitivity which enabled high-speed imaging experiments [5, 6, 7]. The reference arm is fixed to
a position that roughly corresponds with the sample location.
Signal processing is required to convert the raw interferogram collected at the spectrometer to
a depth profile. Eq. 1.1 can be rewritten for the case of the SD-OCT a-line:




U= cos :I== (1.2)
where : is the wavenumber and U= is the square root of the sample reflectivity at depth I=. The
depth profile or a-line is obtained through an inverse Fourier Transform of this equation.
)−1 [ (:)]2 = Γ2(I) ⊗ {X(0) +∑
=
U2=X (I − I=) +
∑
=





where Γ(I) is the envelope of the coherence function. The second and third terms of the equation
represent the signal of interest, which is the signal generated from interference between the sample
and reference arms. The two terms create mirror images of each other and so one is discarded.
The final term represents autocorrelation noise from interference within the sample arm. It can be
reduced by increasing the reference arm power with respect to the signal. Practically, processing
is required after taking the inverse Fast Fourier Transform (FFT) to acquire an interpretable a-line.
First envelope detection is used to identify Γ(I) and filter it out. The DC term is also filtered
through a spectral offset. Then the spectrum must be windowed an resampled evenly in wavenum-
ber (:-space). The a-line is then created by taking the magnitude of the complex axial profile and
converting to decibels. Figure 1.2 shows each of these steps (taken from ref [8]).
A unique feature of SD-OCT is that lateral and axial resultion are largely decoupled, allowing
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Figure 1.2: A-Line signal processing (ref [8])





where  is the spot size incident on the objective lens, 5 is the focal length of the lens, and _0 is
the center wavelength of the light source. The axial resolution XI is more dependent on parameters





where Δ_ is the source bandwidth.
1.1.1 Signal, Noise, and Signal-to-Noise
To lay the foundation for subsequent analysis, a basic understanding of the sources of noise
and contrast and image quality will be discussed. The signal to nosie ratio (SNR) is an important
metric for medical imaging because it tells us what is important to obtain a high quality image. In
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particular, tissue is a turbid, highly scattering media which is prone to noise that can dominate the





where a is the spectrometer efficiency, %B0<?;4 is the sample arm power at the detector, g8 is the
integration time, and d is the photon energy. The main takeaway from this is that SNR is not
a function of the spectral bandwidth, so it can be increased (to increase axial resolution) without
degrading SNR unlike TD-OCT.
A number of post-processing operations are required to create the OCT image. Each step has
a different effect on the image. Most important of these include a remapping to :-space and sen-
sitivity roll-off as a function of depth. The spectral OCT signal encodes depth with wave number
: , however, these discrete waves may not be evenly separated over the range of the spectrome-
ter. Taking the inverse Fourier Transform normally would assume even spacing, and so the result
would be a physical distortion of the A-Line. In most systems, this is corrected for by using 1-D
interpolation to remap the measured spectral signal to an evenly spaced one. For interpolation
to be successful, a calibration signal is needed. This modulation signal provides the location of
the unevenly spaced spectral measurement. In most systems the calibration signal is obtained by
imaging a purely reflective surface, like a mirror, at a few different sample arm locations.










Ultimately, speckle noise is the dominating noise source in a fully formed b-scan. Its presence
can completely dominate the OCT signal and obscure features of interest. Speckle occurs as a
result of the coherence length of the OCT system. A biological sample has features smaller than
the spatial resolution of the OCT system. If each just feature represents a different individual
scatterer, than speckle noise is the result of interference between these scatters that occurs within
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the spatial extent of each pixel in the image. Knowing this, we observe that because the speckle
"pattern" is linked to physical features of the sample, averaging will not reduce speckle or improve
SNR as the pattern will not change for multiple images of the exact same sample.
1.2 Multi-dimensional OCT Imaging
This dissertation focuses on processing multi-dimensional OCT images. For SD-OCT, there are
two primary types of multi-dimensional data that can be acquired. The first is volumetric images
which are 3-D spatial image sets  (G, H, I), where the (G, H) dimensions are the lateral dimensions
and I refers to the axial dimension. By convention, both the -/ and ./ images are referred to
as b-scans while the -. slice is called an en-face image. Similar to the scanning optics used to
mechanically shift the probe that forms a b-scan, a volumetric OCT setup uses 2-axis scanning to
obtain a set of equally spaced b-scans. The spacing is typically set to maintain the same resolution
in both lateral dimensions. The second is time-lapse imaging which acquires data similarly, expect
that it uses repeated 1-D scanning over the same area to capture temporal processes.
1.2.1 Time-Lapse OCT
It is often important in studying biological samples to obtain some information on a time-
varying process, particularly for in-vivo studies. In SD-OCT, temporal measurements can be ob-
tained by acquiring a-lines, b-scans, or even image volumes at the same sample location over some
period of time. One of the most important parts of understanding when to using time-lapse OCT
is to know the maximum frequency of the temporal process you are trying to capture and how that
compares with the temporal resolution of the OCT system. SD-OCT has a temporal resolution
determined by the speed of the spectrometer which sets the a-line rate and the speed of the scan-
ning optics which sets the b-scan rate. Ultimately, the b-scan rate is determined by which of these
two is faster. This is typically the scanning optics, and so the b-scan rate is simply the number of
a-lines per b-scan multiplied by the a-line rate. For a commercial SD-OCT the a-line rate can vary
anywhere from 5 to 250 kHz.
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1.2.2 Mosaic OCT
A primary advantage of OCT over microscopy and other medical imaging techniques is the
combination of high spatial resolution and large FOV. This feature has encouraged researchers
across many studies to use OCT to image samples with a lateral spatial extent that far exceeds the
maximum possible FOV and extends to many square centimeters. To achieve this feat, many adja-
cent volumes are acquired and then "stitched" or combined into a single mosaic volume. Multiple
studies have proposed image stitching algorithms to accomplish this. Common to all methods is
the idea that each sub-volume of the mosaic is acquired with some spatial overlap between it and
adjacent sub-volumes, and then image processing is used to combine the image information in the
overlapped region.
1.3 Biological Applications in OCT Imaging
1.3.1 Collagen
Collagen is an essential protein in the human body that provides both structural and functional
support in human organ tissue. Collagen forms in hierarchical bundles of fibers that begin at a
molecular scale and end at the scale of entire organs [9]. Figure 1.3 shows the heirarchical struc-
ture of collagen and how it can be visualized with different imaging types through different length
scales (taken from ref [9]). On the macro-scale (millimeter to centimeter lengths), collagen fiber
bundles coalesce and organize according to tissue function. This function can be to facilitate me-
chanical motion like in the case of tendon [10, 11], provide a path of propagation for electrical
signals in the heart or uterus [12, 13], or support tissue shape like the curvature of the cornea [14,
15]. Methods for imaging and analyzing collagen fiber organization span many imaging modal-
ities including second harmonic generation (SHG) microscopy [16], diffusion tensor magnetic
resonance imaging (DT-MRI) [17, 18], shear wave imaging (SWI) [19], and even histology [20,
21]. The combination of high-resolution and large field-of-view makes OCT an ideal candidate for
studying collagen macro-structure. This has been demonstrated within a variety of tissue samples
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including the anterior cruciate ligament (ACL) [22], cervix [23], and myocardium [24, 25].
Figure 1.3: Collagen heirarchical structure (ref [9]).
1.3.2 Cervix and Uterus Imaging
The human uterine wall comprises three distinct layers: the perimetrium, the outermost layer
made of connective tissue; the myometrium, a thick middle layer consisting of smooth muscle
cells and connective tissue including collagen and elastin [26]; and the endometrium, the inner-
most layer consisting of epithelial cells and stromal tissue. The smooth muscle cells comprising
the myometrium are long and tubular; thousands of these cells align parallel to each other in se-
quence, forming a myocyte. Multiple myocytes further combine to form fascicles that are separated
from each other by connective tissue composed mostly of collagen. This connective tissue acts as
a sheath and provides structural scaffolding to which the muscle fibers can adhere. Our prelimi-
nary histology results have shown that in a pregnant uterus myometrium, smooth muscle cells and
collagen account for approximately 80% and 20% of the total tissue volume, respectively. Figure
1.4 shows a diagram of the uterus/cervix anatomy, tissue structure, and collagen architecture.
In the uterus, collagen has a complex three-dimensional architecture that is associated with
the remodeling process which occurs as a result of pregnancy. Previous studies using both DT-
MRI [27] and histological processing [28] have revealed organizational structure on the centimeter
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Figure 1.4: Uterus and cervix anatomy (produced by Shuyang Fang in Myers Lab).
scale. Figure 1.5 shows an example of the models created by each of the studies. They sought to
develop an accepted full myometrial model of the uterine collagen architecture on a global scale.
While they were able to develop some circumfrential models, they found the fiber distribution to be
largely anisotropic throughout the sample. Lutton, et al. were the first to do in-depth 3-D collagen
fiber modeling of a human uterus specimen [28]. They used image processing of histology slides
to create a 3-D model from a single tissue wedge. Comparing the two studies, Weiss et al.’s method
can capture organization of the entire uterus, but lacks the resolution to model individual fibers.
Lutton et al.’s method solved the resolution problem by using histology slides, but can feasibly
only apply the method to a small subset of the myometrium. There is a limited collection of
studies using OCT to image the uterus, however they are focused on clinical scanning of cancerous
tissue [29] or endometriosis [30] for endoscopic imaging applications.
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Figure 1.5: Uterus 3-D collagen fiber models produced using DT-MRI and Histology based image
processing methods (refs [27] and [28]).
1.3.3 Cilia Imaging
Motile cilia are found in the linings of specific human organs, such as trachea, fallopian tubes,
and the epididymis, and have a hair-like morphology which beats in a periodic motion to induce
fluid flow across the epithelium’s surface [31]. There are as many as eight categorizations of cilia,
but I will focus on mucus-propelling cilia [32]. Cilia motion is of great interest because of its
connection with cystic fibrosis (CF), a genetic illness where the body produces mucus that’s too
thick to be properly cleared from the airway through mucociliary clearance (MCC) [33]. Under
normal conditions, tracheal cilia are submerged in a layer of liquid and the cilia beat periodically
to facillitate mucus flow. The frequency that the cilia beat at, called the ciliary beat frequency
(CBF), has a narrow range based on the temperature of the submerged fluid. The beating consists
of an effective stroke where the cilia tip extends forward to create fluid flow, and a recovery stroke
where the cilia tip is brought down and retracted so that it can apply another effective stroke with
minimal flow disruption [34]. In addition, groups of cilia beat in collective motion to create flow
over long distances by separating each effective stroke in phase, resulting in a metachronal wave
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[35]. An cartoon representation of this process in shown in Fig. 1.6. Ultimately, imaging studies
of MCC are motivated by the need for endoscopic monitoring of muco-ciliary transport in diseases
like CF rather than cumbersome biopsy-based analysis [36].
Individual cilia have a typical length of 5-7 `m and diameter less than 1 `m which is too small
to directly observe with most OCT systems [37]; however, their motion produces speckle-like fluc-
tuations in the OCT image intensity that can be detected using SV imaging [38]. OCT has been
used to image these fluctuations and measure fluid flow using particle tracking velocimetry (PVT)
[39, 40, 41, 42] and cross-correlation [43]. Blackmon, et al. proposed an alternative method using
gold nanorods as biomarkers with diffusion-sensitive OCT [44]. Direct visualization is possible
using `-OCT [45, 46], but these systems are not commercially available and require specialized
hardware. Other groups have used exogenous contrast to increase the accuracy of PVT measure-
ments [47], and have extended the method to 3-D analysis [48].
1.4 Image Processing Techniques in OCT
1.4.1 Denoising
Speckle noise is a corrosive and ever-present part of OCT imaging with a massive volume
of literature proposing methods for removing it without degrading image quality. The various
approaches to denoising can be categorized as local statistics-based methods, adaptive statistics
methods, sparse and low-rank representation methods, machine learning or deep learning methods,
and strategies that combine multiple methods. A few methods in particular are used extensively
in this thesis. Speckle noise is a fixed pattern noise but tends to resemble "salt-and-pepper" noise
statistically, so median filtering is the most common choice for simple, light-weight denoising.
A small filtering kernel is typically employed to avoid unnecessary blurring. For more advanced
denoising, we use Block-Matching and 3D Filter (BM3D) [49]. This is a collaborative filtering
approach which groups similar 2D image blocks to create 3D groups and performs shrinkage-
based denoising on these groups in a transform domain. Adaptations of this method extend to
volumetric image denoising as well [50]. A popular alternative to BM3D is TNode, a volumetric
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Figure 1.6: Example of cilia, muco-ciliary transport, and the metachronal wave. (a) Shows typical
cilia and example of effective stroke. Coordinated beating of cilia creates a metachronal wave
that results in fluid flow. Taken from ref [34]. (b) Histology image of human tracheal ciliated
epithelium.
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non-local-means based technique [51].
1.4.2 Fiber Orientation
Given the ability of OCT to visualize collagen organization in different human and animal tis-
sues, image processing methods have been proposed to analyze the fiber organization from 2D
images. The often varied and complex nature of collagen has created a need for automated meth-
ods that give exact quantitative measurement of collagen fiber orientation. Fleming, et al. first
proposed to use image gradients within windowed image regions to quantify fiber orientation from
en-face OCT images [52]. Another powerful tool for fiber orientation analysis is to use PS-OCT, a
functional extention of OCT [53]. PS-OCT uses birefringence information to determine pixel-wise
fiber orientation and has been demonstrated in cervical tissue [54], mouse heart [55], bovine heart
[56]. Numerous methods have been demonstrated for other imaging modalities like SHG [57, 16]
and Fluorescence Microscopy [58, 59, 60, 61, 18]. Microscopy techniques provide high contrast
images through fluorescent labeling and biomarkers that associated image processing algorithms
inherently leverage in detection and modeling tasks. Ultimately, the key feature of these methods
is that they provide quantitative information about the collegen fiber orientation which is essential
for subsequent analysis, diagnostics, and modeling.
2-D analysis provides valuable insight into the collagen structure-function relationship, but
3-D analysis is sometimes necessary to fully capture the tissue sample structure. Existing 3-D
techniques in OCT are mostly limited to PS-OCT where both fiber quanitification and 3-D tractog-
raphy has been demonstrated in mouse hearts [62], the oral mucosa [63], cartilage [64], and neural
pathways of the rat brain [65]. Gan, et al. was the first to show that using structure information
from SD-OCT images alone was sufficient to model 3-D fiber networks in the case of the human
myocardium [25]. This approach relies on the assumption that collagen fibers are roughly parallel
to the tissue surface which can limit its use-cases. New approaches in deep learning have also been
introduced for extracting fiber networks from fluorescence microscopy image volumes [66].
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1.4.3 Temporal Analysis
High scan rates have paved the way for time-lapse OCT imaging of dynamic temporal pro-
cesses. Much like 3-D OCT, time-lapse OCT has ushered forth processing tools for analyzing
the temporal processes in 2-D time-lapse data, specifically. Because time-lapse scenes typically
capture a mixture of static and dynamic components, there is a need for methods to extract or seg-
ment the dynamic portions of the image. Speckle Variance (SV) imaging is a popular technique
that produces an image by calculating the standard of deviation over time at each pixel location
of a time-lapse scan [67, 40]. In the case of cilia, it can be used to extract information about
sub-resolution motion [43, 68, 41]. Other processing techniques in time-lapse OCT imaging in-
clude particle tracking [39, 46, 44], velocimetry [47, 69], and fluid flow characterization [70]. An
important assumption in the success these methods is that frame-to-frame motion is minimized,
particularly for in-vivo applications, which has resulted in methods to align frames from a time-
lapse image sequence [71, 72, 73].
1.5 Compressed Sensing
An important feature of OCT is its ability to capture three-dimensional images at micron res-
olution over a larger field of view than what is possible using traditional microscopy. As a result,
a typical OCT image volume could contain over 100 million pixels of information. The data re-
quirements of OCT imaging experiments requiring time-lapse imaging (both 2-D and 3-D in time)
[74, 41, 75], mosaic imaging [12, 76], or real-time acquisition [77] can meet or exceed the data
through-put capabilities of image acquisition hardware. In some cases, this may prohibit the exper-
iment or require specialized solutions for handling and storing terabytes of data. Long acquisition
times can also affect image quality through motion artifacts, particularly for in-vivo imaging [78].
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1.5.1 Compressed Sensing Theory
Compressed Sensing (CS) is a technique in sparse representations that can reconstruct highly
undersampled images at full resolution with high accuracy under some assumptions, most notably
that the reconstructed signal is sparse in some basis [79]. For a known undersampling pattern, the
problem can be modeled as a linear relationship H = G where H is the observed and undersampled
signal, G is the sparse, fully sampled signal, and the sensing matrix  provides a mapping between
G and H. Though this problem is under-determined, the signal G can be recovered using convex
optimization.
When CS was first proposed in the field of Information Theory, the concept was to perfectly
reconstruct a sparse, undersampled vector by modeling the linear relationship between G and H.
Figure 1.7 shows a simple example of the procedure. Here, G(C) is a periodic signal which, in-
tuitively, is sparse in frequency. We can see this in the second plot |- ( 5 ) | which is completely
described by just four peaks. The third row shows G(C) after undersampling, which we show by
randomly setting 75% of the samples to zero. Another way to describe this process is to model the
undersampled observation as G(C) multiplied by a matrix  which is 0 for all entries except those
that correspond to the samples we measure, where the entries are 1. Supposing we only have the
undersampled signal H(C), we could take a guess at the missing values by evaluating −1H, but this
problem is underdetermined so the result will likely be quite different from the true G(C).
The real question is, how do we get recover G(C) from H? Well we know that the Fourier
Tranform of G is sparse and that H is linearly related to G through our known sampling matrix .
The next step is to define an optimization problem that solves for G by applying these assumptions
as constraints. We can define this classic problem of ℓ1 minimization as
argmin
G
‖H − AG‖22 + ‖	G‖1 (1.8)
where, in this example, the columns of 	 are the Fourier basis vectors. In general, 	 is a sparsi-
fying matrix that transforms G into any domain where it’s sparse. Other popular choices of 	 for
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image recovery include the Discrete Cosine basis and Wavelet basis. Many problems in convex
optimization use norms as regularizers to enforce constraints on the solution. Here, the ℓ2 norm is
used to enforce consistancy between H and the undersampled version of the solution AG and the ℓ1
norm forces G to be sparse in the sparse domain.
A plethora of algorithms exist, most of which stem from convex optimization theory, for solv-
ing Eq. 1.8. Donoho proposed Orthogonal Matching Pursuit (OMP) as one solution [80]. Another
popular choice which can extend to more complicated forms of Eq. 1.8 is called the Alternating
Direction Method of Multipliers (ADMM) and it was proposed by Stephen Boyd [81].
The beautiful result of CS is that despite using methods of approximation which we might
assume to be inexact, they can perfectly recover the signal G under the right set of assumptions.
Though determining stricter guarantees of when to expect perfect recovery is an active field of
research, some general rules exist to try and formally know how sparse G can be and still guarantee
perfect recovery. This question has a few answers, but one is that the sparsity of G relates to A
according to the constraint ‖G‖0 ≤ 12`() where `(·) measures the mutual coherence of a matrix
[79]. In practice, particularly with medical data which is usually noisy or corrupted, these theoret-
ical measures become difficult to use. Empirically, at least 5-10% of the original signal is needed
to perform accurate reconstruction, even for a very sparse signal.
1.5.2 Compressed Sensing OCT
CS has revolutionized imaging fields like MRI by decreasing image acquisition time and data
storage needs by up to 90% [82, 83, 84]. CS has also been applied to OCT imaging. Gener-
ally, CS-OCT methods aim to either reconstruct the raw interferogram and other hardware-specific
signals or the processed OCT signal as an image. The first set of methods have shown great suc-
cess [85, 86, 87, 88, 89], but cannot be adapted to existing OCT systems because they operate
at the hardware level. In this manuscript, we focus on methods for reconstructing undersampled
Spectral-Domain OCT images as a post-processing approach so that these methods can be applied
to existing systems. Additionally, we emphasize methods for volumetric image reconstruction,
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Figure 1.7: Simple example of Compressed Sensing
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were the needs for improved acquisition time and data storage are greatest. Lebed, et al. first
demonstrated CS reconstruction of OCT volumes by modifying the scanning pattern to omit full
b-scans and a-lines in a random pattern [90]. Xu, et al. have published several studies investigat-
ing 3-D CS-OCT by undersampling and reconstructing both the raw interferogram and the image
volume in a multi-step reconstruction process [91]. They demonstrated that their method can be
accelerated using massive GPU parallelization and used in real-time [92, 93]. Other methods have
used learning-based approaches to achieve high-accuracy CS reconstruction when the sample type
is known [94, 95]. While highly successful, the sample types demonstrated were limited and the
approaches were designed specifically for image reconstruction rather than 3-D volumes. Without
an appropriate training set, these methods can’t be readily applied to new samples which makes
wide-spread adoption challenging.
The studies by Xu, et al. demonstrate successful 3-D OCT reconstruction, however, their
approach does not take advantage of structure in the OCT volume, which can be a powerful tool for
improving reconstruction accuracy [96, 97]. Furthermore, existing studies of CS-OCT demonstrate
successful reconstruction of undersampled images, but lack demonstration using more than a few
samples with complex tissue structure.
1.5.3 Future Challenges in CS-OCT
Recent advances in the temporal speed and resolution of OCT imaging systems have opened
the door for new possibilities in time-lapse imaging of dynamic biological processes and imaging
samples with large surface area. Both SD-OCT and SS-OCT systems frequently boast a-line rates
well above 100 kHz and as high as 400 kHz. The consequence of higher scan-rates is higher data
through-put. Modern endoscopic OCT system are proposing scan-rates that result in data rates
upwards of 1GB/s [98]. This approaches the data transfer rate and write speeds of modern PCs.
Compressing this data at acquisition would have a massive impact on these specific challenges. In
addition to advances in the A-line rate of systems, there has been large efforts by many groups,
including ours, to perform comprehensive imaging of organs.
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1.6 Dissertation Outline
In today’s world of medical imaging, cutting edge research on techniques in Machine Learning
and advanced imaged processing abound the fields of MRI and CT. My research began by seeing
this work and noticing that the large majority of these techniques were specific to the imaging
modality and that a paucity of similar methods existed for OCT. I wanted to explore what it was
about OCT that made high level algorithms behave differently. On the other side of this problem, I
noticed that despite the frequent hailing of OCT as a fast, volumetric imaging technique, there was
a lack of literature that addressed the implications of working with these large, multi-dimensional
datasets.
"Multi-Dimensional OCT Processing" is a broad topic for a thesis, but I will do my best to lay
the framework for my approach to chipping away at this massive collection of engineering chal-
lenges. My core hypothesis is as follows: Can a sophisticated set of software tools be developed
to improve our ability to handle and analyze multi-dimensional OCT data in biology? My thesis
breaks down this general hypothesis into three questions/topics that come at my core hypothesis
from different angles. First, I focus on directly analyzing structure in OCT volumetric scans of
human and animal tissue, specifically as it relates to fiber structures. Next, I examine time-lapse
OCT scans and explore a method to improve on speckle variance imaging for analyzing a specific
class of time-domain biological signatures. Lastly, I address the problem of acquiring and storing
large OCT datasets by exploring a novel compressed sensing framework.
I will begin the dissertation by describing the methods for fiber orientation detection from OCT
images. Chapter 2 with cover the 2-D method while Chapter 3 covers the 3-D method. In Chapter
2, I will review the underlying concepts behind the Radon method for orientation quantification
and the fan-filter method for visualizing orientation specific fiber groups. I will demonstrate how
an automated pipeline can be used to analyze mosaic images of heart, cervical, and ligament tissue
using an ultra-fast implementation of the algorithm. The chapter will conclude with a pioneering
analysis of how this method is affected by noise and SNR and how it compares in this regard with
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similar algorithms.
Chapter 3 explores the 3-D method and associated image processing. This begins with a de-
scription of a novel image processing pipeline for denoising and fiber enhancement. It is followed
by a detailed description of the 3-D fiber orientation method with emphasis on the novel b-scan
fiber incline orientation method. I demonstrate validation on both simulated fiber volumes and
uterine sub-volumes.
Chapter 4 covers imaging and analysis of both cervical and uterine tissue samples. I describe
the imaging study, fiber orientation results, and tissue composition analysis.
Chapter 5 will present the FC-RPCA study, a novel method for foreground-background sepa-
ration of time-lapse OCT images. Demonstrations focus on cilia motion and associated analysis.
Chapter 6 is the final technical chapter and it covers the problem of 3-D CS-OCT. I will ex-
plain the novel algorithm and sampling scheme we call Denoising Predictive Coding (DN-PC) and
demonstrate up to 10% compression using a diverse set of tissue samples.
The final chapter provides a summary of the dissertations findings and explores future direc-
tions in multi-dimensional OCT processing.
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Chapter 2: 2-D Fiber Orientation
2.1 Introduction
Collagen organization can be assessed through automatic quantification of fiber orientation.
Iterative approaches using intensity-based gradients applied in the en-face plane provide detail
and accuracy, but their iterative nature is computationally expensive [52]. Other techniques ad-
dress this problem using tractography-based methods that operate on the whole image [61, 58].
The improved efficiency, however, is at the expense of specificity because the techniques assume
dominant contrast in the image originates from collagen fibers which is generally false for in-vivo
imaging.
Another challenge in fiber quantification, previously identified by Mega, et al., is that fibers
may contain orientations which corrupt meaningful analysis, specifically "crimps" [57]. Crimps are
a natural feature of tendons and ligaments which are believed to help these tissues resist large strain,
but can become accentuated when dehydrated. In OCT images, the crimps cause the collagen fibers
to appear scaled with short grooves orientated orthogonally to the fiber itself. Many quantitative
fiber orientation algorithms, particularly ones which operate on localized groups of pixels, are
unable to differentiate the angles of the crimps from the overall orientation of the fiber.
This chapter reviews a new method for 2-D fiber orientation analysis in en-face OCT images.
This method has two components: one which analyzes OCT images to extract a normalized distri-
bution of fiber orientations, and another for visualizations of fibers at specified orientations. The
"Radon method" for fiber quantification and the "fan-filter method" for fiber visualization is val-
idated and tested on OCT images of collagen fibers from bovine ACL, swine atria, and human
cervix samples. Additionally, a comparison between the proposed method and similar algorithms




2.2.1 Fourier-Radon Orientation Analysis
The Radon algorithm for quantifying fiber orientation consists of three primary steps, begin-
ning with the 2D Fast Fourier Transform (FFT). A property of the 2D FFT is that aligned structures
in an image produce corresponding alignment in the image spectrum. The algorithm leverages this
property to determine the distribution of orientations of aligned structures in the image. For later
steps, an FFT Shift (fftshift in MATLAB) is used to invert the spectrum such that the lowest fre-
quencies are at the center of the image and frequency increases as you move radially away from
the center. The second step is to bandpass (BP) filter, which serves multiple purposes. The primary
use is to effectively "select" the spatial frequencies of structures of interest. Typically, this means
filtering high frequency noise and textures which do not correspond to collagen fiber alignment.
The BP filter is also used to filter the DC component (which is typically very large for images)
because it contains no orientation information. The final step is to take the Radon Transform of
the bandpass filtered image spectrum which converts the orientation information contained in the
image spectrum from qualitative to quantitative. The Radon Transform is defined as
'{ (U, B)} =
∫ ∞
−∞
 (G(I), H(I))3I (2.1)
where, in our case,  is the filtered image spectrum. The pair (G(I), H(I)) represent the coordinate
parameterization of a straight line with respect to its length !, which is also written as ((I sinU +
B cosU), (−I cosU + B sinU)). B is the offset between the line and the origin and U is the line’s
slope. In our case, U is the free variable and B is fixed to the value corresponding to the line passing
through the center of the image spectrum. Only the center line is used because of the centered,
radially symmetric structure of the 2D FFT. Because only the the center line is used, the algorithm
produces not an image, but a single plot. Using an angular resolution of 1◦, the Radon method
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produces a quantitative value for every orientation from 1◦ to 180◦ that corresponds to the relative
concentration of aligned fibers at that angle. In effect, this can be thought of as an orientation
histogram.
The frequency ranges of the bandpass filters employed were (2.6, 8) <<−1 for the ACL data
and (2.6, 13.4) <<−1 for the atria and cervix datasets. The low frequency cut-off was chosen
based on physiological knowledge of the expected length of fibers in the image. In general, the
high frequency cut-off is chosen to properly filter any high frequency noise, fiber textures, or other
small structures in the image which shouldn’t contribute to the orientation measurement. The lower
high frequency cut-off employed for the ACL images was to filter the crimp pattern, which tends
to correspond to spatial frequencies around 10 <<−1.
2.2.2 Fan-Filtering
To create visualizations of the collagen fibers, a series of processing steps are utilized. The core
component of the processing chain is the fan-filter [99]. The fan-filter is defined as a size # × #
array, and is parameterized for each frequency domain pixel location (;, :) based on the minimum
and maximum covered angles \1, \2. More formally, the fan-filter can be written
5 0=(;, :) =

1 A = ; cos \ + : sin \
0 >Cℎ4AF8B4
(2.2)
where \ ∈ (\1, \2) and A is the distance from the center of the image to either edge of the image
for a given \. More intuitively, we can think of the fan-filter as a symmetrical, wedge shaped filter
defined by the angles \1, \2 of the lines which pass through the center of the image and border both
edges of the wedge. The result of the fan-filter is that by taking advantage of the rotation property
of the 2D FFT, an image with aligned structures can be filtered for a specific range of orientations.
In order to minimize the effect of the Gibbs artifact resulting from the filter’s sharp edges,
the fan-filter is convolved with a Gaussian window with standard of deviation f = 0.9. The fan-
filter for a given image is designed based on the range of fiber orientations the user would like to
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visualize. For the case of a single orientation \, the fan-filter is designed to have a spread of 20◦
where \1 = \ − 10 and \2 = \ + 10. After applying the fan-filter to the OCT image, an adaptive
thresholding technique is used to create a simple visualization of the fibers. We chose to employ
Otsu’s method for adaptive thresholding using a sensitivity factor of 0.6. This produces a binary
"fiber map" for a particular range of orientations, which can be overlayed in color onto the original
OCT image for enhanced visualization.
Figure 2.1: Flow diagram for fiber orientation quantification and visualization methods. The "Ori-
entation Quantification" method analyzes an en-face OCT image’s spectrum to obtain a distribution
of the angles of aligned fiber structures in the image. Peaks in the distribution correspond with the
dominant fiber angles in the image. The peak angle from the orientation distribution is used to
create the "Fiber Visualization". A fan-filter spanning +/−10◦ from the dominant angle is used to
filter the OCT image. The result is visualized by applying adaptive thresholding to the fan-filtered
image and overlaying the resulting binary image back onto the original OCT image.
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2.2.3 Gradient and Pixel-wise Methods
Two similar algorithms for fiber orientation used by our group in previous studies are employed
in this chapter to compare performance with the Radon method. The first algorithm is the regional
or region-based method [25]. This algorithm iteratively evaluates local image intensity gradient
in square patches which cover the entire image. Each patch is assigned a single orientation corre-
sponding to the direction of the largest gradient. The other method we refer to as the pixel-wise
method [59]. This is another iterative method, but an orientation is assigned to every pixel in the
image instead of groups of pixels. Some pixels, however, are assigned no orientation if the local
area of that pixel is determined to be isotropic. Both algorithms use two tunable parameters: a
threshold for determining whether the local area/pixel is isotropic or anisotropic, and the size of
the area being evaluated at each orientation calculation. The thresholds used were 10−5 for the
regional method and 0.4 for the pixel-wise method. Thresholds were subjectively chosen based on
image SNR and reasonable fiber visualization. Window sizes were chosen based on the BP filter
used in the Radon method for the most accurate comparison between methods. The pixel-wise
window was 13× 13 pixels, which corresponds to the spatial frequency of the BP filter’s high pass
cutoff. The regional method used a window size of 41 pixels, which corresponds to the spatial
frequency directly between the low and high pass cutoffs of the BP filter. Both window sizes are
also comparable to those used in similar studies [100, 23].
2.2.4 Validation
The Radon method, though similar to the method proposed by Mega, et al., needed to be tested
on OCT images to validate its behavior. This test is explored later in the chapter, however, we also
used a synthesized image with known orientation distribution to both validate and demonstrate
how the Radon method works on a simple image which we explore here.
Figure 2.2 shows results of the Radon method and fan-filter visualization on a synthetic image
of a cross (Fig. 2.2(a)) and an image OCT image of collagen fibers in a bovine ACL sample. For
the synthetic image, the fiber orientation distribution produced by the Radon method (Fig. 2.2(c))
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has two distinct peaks which correspond with the orientation of the two bars which form the cross
in the image. These two orientations are indicated by the dashed vertical lines at 45◦ and 135◦. The
fan-filter visualization (Fig. 2.2(b)) was generated using two fan-filters centered at 45◦ and 135◦,
where the color corresponds to orientation. The same Radon method was applied to a sum volume
projection of the ACL to produce the fiber distribution in Fig. 2.2(e). The dominant orientation of
the fibers in the OCT image was also approximated as the average of five manual measurements
of orientation at different image locations. This angle is also marked by the vertical dashed line at
26.5◦ and corresponds nearly perfectly with the peaks of the orientation distribution produced by
the Radon method. The fan-filter visualization (Fig. 2.2(d)) was generated using a single fan filter
centered at 26.5◦. For additional validation, the orientation quantification method was applied to
volumes of the ligament portion of the ACL from four different ACL samples. From those results,
the full width at half max (FWHM) of the dominant fiber orientation was calculated, yielding an
average alignment deviation of 16.7◦ across all samples.
2.2.5 Imaging and Data Collection
Sample Preparation and Image Specifications
All images were collected using a commercial, spectral domain OCT system, TELESTO (Thor-
labs GmbH, Dachau, Germany) with 6.5 `m axial resolution and 15 `m lateral resolution in air,
and a 2.51 mm imaging depth. Immature bovine tibiofemoral joints (4 to 6 months old) were ob-
tained from a local abattoir (Green Village Packing Company) for imaging. Each sample (# = 4)
comprised the ligament with intact insertion connected to the bone. Multiple three-dimensional
data sets of the ACL-to-bone interface were obtained, resulting in four stacks of clear, 4.5 mm by
4.5 mm (900 × 900 pixel) en-face images. Volumetric OCT image sets were also acquired from
four swine atrial samples, ex vivo. The atrial tissues had been dissected from healthy swine hearts
and laid flat for imaging. Cervical samples were acquired and imaged using the process described
in [101]. B-scans were reconstructed by processing the raw interferometric data in MATLAB
(R2017a, Mathworks).
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Figure 2.2: (a) Synthetic image for validation. (b) Fan-filter visualization of synthetic image.
(c) Angular distribution of synthetic image. Dashed red lines mark the true orientation of the
overlapping shapes (45◦ and 135◦). (c) En-face OCT image of collagen fiber bundles in a bovine
ACL sample. (d) Fiber visualization of the OCT image using a 17◦ to 37◦ fan-filter. (e) Angular
distribution of the OCT image. Dashed red line marks the average fiber orientation determined by
manual measurement (26.5◦).
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Volumetric and Mosaic Processing
For processing 3D/volumetric image sets and large mosaic images, the fan-filter visualization
method is applied in an automatic fashion by leveraging the orientation information calculated
by the Radon method. A flow chart of the full process is shown in Fig. 2.1. For volumetric
data, the fiber orientation distribution is calculated via the Radon method to extract the dominant
angle, then the fan-filter visualization is applied using a fan-filter centered at the dominant detected
angle. Processing 3D image volumes was accomplished by quantifying the fiber orientation within
each en-face image at each pixel depth of the volume. Each en-face image was processed without
averaging adjacent planes or taking a segmentation projection.
The automatic visualization process is used in the same fashion for mosaic images, except that
the en-face plane is divided into 200 × 200 pixel patches and the method is applied on each patch.
This size was chosen based on assessment of the largest area over which local fibers are orientated
in a single direction. In general, this "kernel" size should be chosen based on the physiology of
the sample being processed. For very large datasets where computational efficiency is important,
a filter bank of 180 fan-filters for each possible dominant orientation is precomputed.
2.3 Results
2.3.1 Collagen Fiber Crimping
Collagen fibers when dehydrated can develop a "crimped" or wavy feature that resembles a
cooked strip of bacon. Though natural, this process can be devastating to fiber orientation analysis,
which must differentiate the local crimped orientation from the overall orientation of the fiber.
Because the Radon method is based on the image spectrum signal, fiber orientation can be targeted
for specific range of spatial frequencies by bandpass filtering the image. The low frequency cut-
off is chosen based on physiological knowledge of the expected length of fibers in the image. In
general, the high frequency cut-off is chosen to filter high frequency noise, fiber textures, or other
small structures in the image which shouldn’t contribute to the orientation measurement.
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This method has been tested on a number of different biological samples, each of which require
a unique BP filter range. The values can generally be chosen as previously described, though it is
useful to also use a grid search to fine tune the cut-offs. For en-face images of the ACL (Anterior
Cruciate Ligament) a range of (2.6, 8)<<−1 was employed. For human heart and cervix samples
we used a range of (2.6, 13.4)<<−1. The lower high-frequency cutoff for the ACL samples is
necessary due to the crimping.
Figure 2.3 compares the fiber orientation analysis of the proposed Radon method with two other
similar methods. Both of the other methods take an iterative approach to calculate local orientation
in the image space. As suggested by their names, the pixel-wise method assigns an orientation
to each pixel in the image, while the regional method does the same for groups of pixels. A
visualization of detected fibers and their orientation in Fig. 2.3(a) is shown for the Radon method
(Fig. 2.3(c)), pixel-wise method (Fig. 2.3(d)), and regional method (Fig. 2.3(e)). From visual
inspection of the image, we can see that collagen fibers are horizontally aligned. Additionally, the
fibers have distinct crimps which run mostly vertically with respect to the image frame.
All three methods are successful at labeling the most distinct fibers with the correct orientation;
however, it’s clear that in some areas the crimp features dominate and that area is labeled with
the crimp orientation instead of the overall fiber orientation. This effect is evident in the fiber
distributions shown in Fig. 2.3(b). The curve in blue was produced by the Radon method while
the other two are histograms of the images in Fig. 2.3(d) and Fig. 2.3(e). All three curves were
normalized to the maximum detected orientation. Looking at each curve, we can see that the pixel-
wise method is the most accurate in terms of detecting the dominant fiber distribution. The Radon
method has the same dominant angle, and shows it more distinctly than the pixel-wise method,
but also has some small peaks around 110◦ which likely corresponds to the fiber crimps. The
regional method also gives the correct dominant angle, but has far fewer total measurements and
is significantly more sensitive to the fiber crimping than the other two methods.
Given the ability of the Radon method to filter the crimp signal, it is worth exploring how to
actually target the crimp feature and examine if it contains useful informtation. Figure 2.4 shows
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Figure 2.3: Fiber visualization results are compared using three different approaches. (a) OCT
en-face image of collagen fibers in the ligament portion of the ACL. The collagen fibers are hori-
zontally oriented, but have a crimped feature with vertical orientation. (b) Normalized distribution
of fiber orientations in (a) using the Radon method, regional method, and pixel-wise algorithm.
Fiber visualization results using the Radon/Fan-Filter method (c), the pixel-wise algorithm (d),
and regional algorithm (e).
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what happens if the fan-filtering approach is used to target both the fiber and the crimp signal.
The blue curve is the fiber distribution obtained normally while the red curve is the distribution
obtained using the frequency information not included in the BP filter. While the fiber signal is
not completely removed, a distinct concentration is visible around 110◦. When two fan filters are
applied, one with \ ∈ 20◦, 40◦ for the fibers and another at \ ∈ [100◦, 120◦], the second filter
produces an image of just the crimps.
Seeing that the crimp feature could be identified, I wanted to test if the crimp orientation had
any general relationship between samples. To test this, Radon analysis was applied to three ACL
datasets containing pure ligament (no bone-to-ligament connections) and the average fiber distri-
bution was calculated. Figure 2.5 shows those three distributions where the peak orientation is
"normalized" so that it’s shifted and centered at 90◦. Generally each sample is slightly different.
They yellow curve has the most drastic difference with a much shorter fiber peak and higher vari-
ance. The crimp feature is similar in all three cases and the relationship between crimp orientation
and fiber orientation is unchanged. This type of analysis requires many more samples before model
curves can be evaluated, but has the potential to provide interesting results in future work.
2.3.2 Automated Fiber Visualization
To demonstrate the viability of the algorithm for larger datasets, en-face mosaics of a human
cervix cross-sectional sample (Fig. 2.6(a)) and swine left atrium (Fig. 2.6(c) and 2.6(d)) were
processed. The algorithm was applied iteratively on 200 x 200 pixel patches. At each patch, the
fiber distribution was calculated and the patch was fan-filtered using a 20◦ wide filter centered at
the dominant fiber orientation. In the cervix mosaic (Fig. 2.6(b)), the fiber overlay provides a vi-
sualization of the ordered, circular structure of collagen fibers in the outer canal, and the transition
to more random alignment at the inner canal, which is in agreement with previous studies [23]. In
all the fiber overlays, the fibers are colored according to the dominant angle calculated in the fiber
distribution step. To visualize depth-dependent fiber architecture, the fiber visualization method
was applied to an image volume of the swine left atrium and insertion region of the ACL. The
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Figure 2.4: Targeting crimps. Using a different filter to target crimps, the crimp orientation distri-
bution and image is revealed.
32
Figure 2.5: Normalized fiber distributions. Radon analysis from three "ligament-only" samples
that are orientation shifted to be centered at the dominant angle corresponding to fibers.
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algorithm was applied to every en-face plane and combined into a 3-D image stack (see Visual-
ization 1 and Visualization 2). Figures 2.6(c) and 2.6(d) show cross-sections of the swine atrium
at the entrance to the pulmonary vein branch at depths of 8.5`< (Fig. 2.6(c)) and 108.5`< (Fig.
2.6(d)) below the surface of the tissue. The fiber visualization offers a view of the atrium’s depth-
dependent fiber architecture. Interestingly, in some areas fiber alignment stays relatively constant
in depth (immediately southwest of the entrance to the pulmonary vein branch), while other areas
change more rapidly (lower left side of the image). Snapshots of the 3-D model are shown in Figs.
2.6(e) and 2.6(f) which were taken from Visualization 1.
2.3.3 GPU implementation
A GPU implementation of the quantitative fiber orientation method was implemented to further
decrease the algorithm’s computation time. The majority of the algorithm was implemented using
custom CUDA kernels. To efficiently compute the Radon Transform, a GPU implementation from
the open-source AstraLabs Toolbox [102] was used.
The GPU implementation of the quantitative fiber orientation method was tested against the
CPU version of the method, a region-based gradient method [25], and a pixel-wise method [59]
to analyze computational performance. All methods were evaluated on a PC using an Intel(R)
Core(TM) i7-6700HQ 2.60 GHz processor and NVIDIA GTX970M GPU. Computational speed
as a function of image size was tested on 19 (square) OCT images whose sizes ranged from 100 x
100 pixels to 1900 x 1900 pixels (0.01 - 3.61 megapixels) in 100 pixel increments.
Computational efficiency of the Radon method and fan-filter visualization was tested and com-
pared with the regional and pixel-wise methods. Each algorithm was timed on a square image
where total computation time was based solely on the algorithm itself, not data loading/saving,
pre-processing, or display. In the case of the GPU implementation, the reported times include the
algorithm’s computation time and the time needed to transfer data back and forth between the GPU
and host computer. The results of the test are shown in Fig. 2.7, where Fig. 2.7(a) shows the re-
sults for all the visualization methods and Fig. 2.7(b) focuses on the various implementations of the
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Figure 2.6: (a) OCT en-face mosaic of human cervix cross-section completely spanning the edges
of the outer canal. (b) Collagen fiber visualization created through iterative application of the fan-
filter visualization algorithm on 200 x 200 pixel patches and overlaying the result on the original
mosaics. (c,d) OCT en-face mosaics of a swine left atria cross-section at two different depths
separated by 100`< . (e,f) 3-D views of collagen fiber visualization. The visualization method
is applied to a stack of en-face images to create a 3-D fiber model. Refer to Visualization 1 for a
video representation of the 3-D fiber model. Color bars correspond to dominant fiber orientation
in the en-face plane [0◦ - 180◦]. Scale bars represent 2 mm.
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Figure 2.7: (a) Computational speed test results for the proposed method, its GPU implementa-
tion and two similar methods. Total algorithm computation time was measured for each method
and image sizes ranging from 0.01 to 3.61 megapixels. The slowest method was the pixel-wise
algorithm, followed by the region-based gradient method. (b) Comparison between Radon method
alone, Radon with the fan-filter visualization, and their GPU implementations. The GPU imple-
mentation of the Radon method proved to be the fastest at 0.39 seconds for a 3.61 megapixel (1900
x 1900 pixel) image. This is a nearly three orders of magnitude speed-up from the pixel-wise
method and an order of magnitude speed-up from the CPU implementation.
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Radon method. The difference in algorithm speed is minimal for small image sizes, but increases
dramatically as the image gets larger. Overall, the results go as expected: the slowest are the pixel-
wise and regional methods (both iterative approaches) followed by the combined Radon/fan-filter
method, then the GPU Radon/fan-filter, the Radon only, and the GPU Radon only. The Radon only
versions are reported in addition to the Radon+fan-filter combined method since some applications
might not require the fan-filter visualization step (e.g. detecting dominant fiber orientation). Tak-
ing a closer look at the times for the one megapixel image, which is closest to the typical size of an
en-face OCT image, the pixel-wise method took 48.5 seconds, while the Radon+fan-filter method
took 1.5 seconds, well beyond an order of magnitude improvement. Comparing to the Radon-
only GPU implementation which took 0.16 seconds, the improvement is close to three orders of
magnitude.
2.3.4 Algorithm Performance and Noise
Additional testing was performed to validate algorithm performance in a simulated noise en-
vironment and the low SNR environment characteristic of en-face images at deep tissue depths.
Speckle noise was simulated by first denoising a single en-face image from a swine heart sam-
ple, and then adding random multiplicative noise. 50 different noise levels were tested with noise
variance ranging from 0 to 0.7. The depth sensitivity test was done by simply evaluating algo-
rithm performance for an image volume of the ligament portion of the ACL. The ACL was chosen
because fiber orientation in this area is know to be mostly constant with depth [22]. The fiber
orientation distribution was measured at every en-face image starting at a depth 0.275<< from
the tissue surface and ending 1.775<< deep. For both tests, the results of the radon method are
compared with the previously described regional and pixel-wise methods, as well as manual mea-
surements of the dominant angle. The manual measurement is taken for the clean image only, but
is compared to the other methods for all noise levels/depths as a way to provide a simple, visual
comparison to ground truth.
The performance of the Radon, pixel-wise, and regional methods was tested for an OCT image
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of the swine left atrium in which speckle noise was artificially added for a normalized noise vari-
ance ranging from 0 to 0.7. The cleaned image with no artificial noise is shown in Fig. 2.8(a) next
to the noisiest image in Fig. 2.8(b). To compare the three algorithms, a distribution of fiber angles
was created for the pixel-wise and regional methods by histogramming the detected orientation at
each pixel/region of the output image. The dominant angle was chosen as the orientation with the
highest count in the histogram. The fiber orientation distributions as a function of speckle noise
variance are shown for the regional (Fig. 2.8(d)), pixel-wise (Fig. 2.8(e)), and Radon method (Fig.
2.8(f)). Each column of the image is the fiber distribution for an image with a particular noise
level. The distributions are normalized to the max fiber angle across all noise levels. Figure 2.8(c)
plots the dominant angle for all three algorithms comparing to the manually measured dominant
angle (solid line) of 79◦.
To quantitatively compare the performance of the three algorithms, average relative error with
respect to the manual measurement and standard deviation in the detected dominant angle were
calculated at all tested noise levels. The Radon method had the best performance when compared
to the manual measurement with an average relative error in dominant angle of 0.98% and standard
deviation of 0.3◦. The pixel-wise method also performed well with an average relative error of
7.76% and standard deviation of 3.92◦. The region based method proved to be significantly more
susceptible to noise. The average relative error was 26.4% with a standard deviation of 24.7◦
A similar assessment of algorithm performance was applied to an ACL image volume starting
at a depth of 0.275 mm (Fig. 2.8(g)) and ending at 1.775 mm (Fig. 2.8(h)). Based on the spec-
ifications of the imaging system, Fig. 2.8(g) is representative of depths with a very strong SNR,
while Fig. 2.8(h) has a very poor SNR. Fiber orientation histograms were obtained at each image
spanning the depth between 0.275 and 1.775 mm using the regional (Fig. 2.8(j)), pixel-wise (Fig.
2.8(k)), and Radon method (Fig. 2.8(l)). The dominant angle detected by each method is plotted
next to the manually measured orientation (75.2◦) in Fig. 2.8(i).
As expected, the test results show that the accuracy of each method decreases with depth. Ac-
curacy was quantitatively evaluated by calculating the standard deviation and relative error in the
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Figure 2.8: Noise sensitivity was evaluated by measuring the fiber orientation distribution and
dominant fiber angle for a single image with artificially added speckle (multiplicative) noise. (a,b)
OCT en-face swine left atrium with 0 and 0.7 noise variance, respectively. (c) Dominant angle was
measured as a function of noise variance, calculated as the angle corresponding to the max value
of the fiber orientation histogram for the regional method (d), pixel-wise method (e), and the radon
method (f), was compared against hand-measured ground truth. Sensitivity to depth was analyzed
for an ACL image volume spanning a tissue depth of 0.275 mm (g) to 1.775 mm (g). (i) Dominant
fiber orientation detected by each algorithm as a function of depth. Fiber orientation histograms
were obtained using the regional method (j), pixel-wise method (k), and the radon method (l). In
(c) and (i), the dominant angle was manually measured for the images at noise and depth equal to
0, respectively, and is plotted as a visual reference.
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dominant angle measured by each algorithm. The Radon method had a standard deviation of 1.98
across all depths, much less than the pixel-wise (7.29) and regional (13.9), meaning that the mea-
sured dominant angle was more consistent compared to the other methods. Similarly, the average
relative error for images deeper than 1 mm was only 6.03% for the Radon method compared to
17.48% for the regional and 30.08% for the pixel-wise method. These results indicate that the
regional method could be failing in a different way than the pixel-wise method. The high standard
deviation for sub 1 mm images in the regional method suggests that the orientation measurement is
being dominated by the speckle noise and is resulting in near random measurements. This is quite
different from the pixel-wise method where standard deviation was nearly constant with depth,
but the dominant angle seems to "drift" from the manually measured orientation. This seems to
suggest that the error in measurement could be the result of the low signal rather than the noise.
2.4 Discussion
The proposed algorithm provides both a quantitative analysis of fiber distributions in OCT en-
face images and a corresponding orientation-encoded visualization of those fibers. The results
show that the algorithm is successful in quantifying and visualizing fibers of different organ sys-
tems, fiber shapes, and SNRs. The algorithm is generally successful in these regimes where others
may fail, mostly because both the Radon method and the fan-filter visualization extract orientation
information in the frequency domain. This means that filtering steps can be directly implemented
into the processing pipeline to not only filter noise, but to also provide structural specificity (like
in the case of the crimped ACL fibers).
2.4.1 Biological Implications
Ligaments and tendon consist of a highly oriented collagen matrix with characteristic fiber
crimp patterns, and this complex matrix organization is a critical determinant of the functional
properties of these connective tissues [10, 11]. The dense collagen networks found in healthy
tissue typically exhibit a highly aligned architecture along the axis of loading, with a reported
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alignment deviation of approximately 15◦ [103, 104, 22]. This is similar to what was observed
here. Moreover, ligament and tendon tissues have been reported to exhibit a characteristic crimp
pattern consisting of transverse alternating dark and light bands [105]. In the ACL, this pattern
repeats every 45 − 60`< [106] and, as the tissue is loaded under tension, these crimps appear to
flatten and straighten out, thereby acting as a shock absorber during tissue deformation [105, 107].
It is exciting that both collagen fiber organization and the crimp pattern can be observed by
OCT imaging and, moreover, quantified via the novel fiber detection algorithm described here.
Past studies of collagen matrix organization in ligaments have been largely based on histology
images and/or electron microscopy, while OCT enables live imaging of both cell and matrix in a
physiologically relevant setting. Findings from this work provide new insights into collagen fiber
organization and serve as benchmark criteria for successful tissue regeneration.
2.4.2 Algorithm Considerations
The Radon-based fiber orientation method was designed to closely resemble the method pro-
posed by Mega, et al for SHG Microscopy images [57]. The primary goal in this study was to
create a method for quantifying and visualizing fiber orientation as fast as possible without sig-
nificant sacrifices in accuracy. I felt the Radon method was best suited to this task because its
Fourier-based approach offered simplicity, robustness, and efficiency to the task in a way other
algorithms did not. Two steps from Mega’s method which were removed to further improve the
speed of the method were histogram equalization and median filtering of the image spectrum,
which we found to have minimal effect on the detection of the dominant fiber angle. This was
advantageous towards decreasing computation time because the resulting method was completely
linear.
Fan-filters are also not a new idea; however, there have been no published works which apply
them to the task of fiber visualization. Furthermore, the idea of combining fan-filters with a fiber
orientation detection algorithm in order to automate fiber visualization processing for very large
image volumes or mosaics is a completely novel application of these methods. There are also
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many ways in which the fan-filter visualization step can be improved. Significant work has been
(and continues to be) devoted to efficient and accurate design of 2-D FIR fan-filters [99, 108,
109, 110]. The method I chose for creating the fan-filters is fast and flexible, but by no means
produces a filter with benefits of a true FIR design. While not very simple to implement, employing
design strategies like those proposed by Bindima, et al. will likely increase the accuracy of the
fiber visualization. Another area for improvement is processing image volumes and mosaics of
heterogeneous tissues. Currently, the method assumes that every image consists mostly of fibers
and that SNR is high enough to resolve them. In future work, detection criteria can be incorporated
to determine which areas have fibers so that the process can be further automated.
Algorithm performance in the presence of noise or in low SNR regions has not been previously
examined in studies proposing similar methods. The motivation for assessing algorithm perfor-
mance under these conditions is that they are not only prevalent, but largely unavoidable in OCT
imaging. While a plethora of OCT denoising techniques have been proposed, the most effective
techniques can take many second to process a single image which is prohibitive to any real-time
processing task where processing time needs to be on the order of milliseconds [49, 51]. To pro-
pose an real-time algorithm, it needed to be robust enough to noise and poor SNR that lengthy
pre-processing steps would be unnecessary. To this end, the results of the noise test were encour-
aging. For both the simulated noise case and the low SNR case, the Radon method produced
consistent and accurate results, especially for the task of the measuring the dominant fiber angle.
Based on this assessment, the Radon method should be capable of reliably measuring fiber orien-
tation in OCT images as deep as 1.5 mm below the tissue surface. Since publication of the this
method, Witte, et al. have published a study using a similar fiber orientation method that included
validation in noisy environments [111]
The Radon and fan-filter combined method for quantifying and visualizing collagen fiber orien-
tation is the fastest of such algorithms to be proposed. The results of the computational efficiency
test (Fig. 2.7) demonstrate this improvement which is even further improved with larger images.
When choosing a particular fiber orientation and visualization method, there is always some trade-
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off between computational efficiency and accuracy. Based on the performance comparison (Fig.
2.3) and the computational efficiency test (Fig. 2.7), it’s clear that the pixel-wise method sacri-
fices speed for precision and detail, the proposed Radon method has the opposite trade off, and the
regional method lies somewhere inbetween the two.
2.4.3 Software and Implementation Considerations
Ultimately, the best choice of algorithm depends on the application. When analyzing samples
with high local variability in tissue structure and when capturing all the detail of the fiber archi-
tecture is important, then pixel-wise methods are likely most appropriate. If the application only
requires determining the dominant fiber orientation over a large area and the fiber architecture is
not too complex, then the Radon method is probably sufficient. Although only demonstrated for
OCT, the Radon Method is not specific to any imaging modality and could be used to improve fiber
analysis in PS-OCT as well. The novelty of the Radon method combined with the fan-filter fiber
visualization is that the computational efficiency is so improved compared to other methods that
new applications for collagen fiber characterization may now be possible. As an in-vivo imaging
technique, OCT particularly benefits from analysis which can be performed real time. In the future,
we hope this method can be used to assist in real time analysis of fiber architecture for dynamic
imaging tests such as analyzing the ACL during leg inflection, a pumping heart, or stretching of
the cervix and uterus during pregnancy.
The Radon quantification method is powerful because of its flexibility, however, consideration
should be taken to Fourier transform and Radon steps when applying it, particularly for new sam-
ples. For example, image size and whether has odd or even pixel size can drastically effect the
resulting distribution. The nature of the Radon transform is that weird results occur if the 2-D
image spectrum is even because then no "true center" pixel exists. On the other hand, the FFT
typically requires an image size (or padding) to a power of two which is of course even. Rather
than try to preserve the true image size, I decided it was best to always pad to an even number
for the FFT, and then remove the last row and column of the image to make it odd for the Radon
43
transform.
Another step which can effect results is windowing. I experimented with different windows ex-
tensively and found the Hann window to work best. The real issue is for good side-lobe supression
the window size needs to be relatively narrow which attenutates a lot of features at the edge of the
image. If a sample is being analyzed an the fiber distribution seems to be very off, often times it is
because the windowing step removed many of the image features that were expected to contribute
to the fiber distribution.
Recently, the Radon method with fan-filter visualization was used by Witte, et al. to classify
fiber families from in-vivo human skin images [112]. They proposed an alternative implementation
of the fan-filter. In my implementation, we define the fan-filter range mathematically, and then use
a Gaussian filter to smooth its edges to reduce Gibbs artifacts. Witte, et al. instead create the
fan-filter by computing the fraction of each pixel covered by the desired angle. This approach may
be more exact and it would be interesting to compare the two approaches in future work.
2.5 Conclusion
In this manuscript, an algorithm was presented for quantitative fiber orientation analysis and
visualization in en-face OCT images. The method was validated against similar algorithms and
manual measurement, for various samples including swine heart, bovine ligament, and human
cervical tissue, and for images with low SNR and high speckle noise variance. We found the pro-
posed algorithm to be less susceptible to uninformative orientations produced by fiber crimping
and speckle noise, and was capable of obtaining reliable measurements of dominant fiber orienta-
tion from areas deeper in tissue when compared with similar methods. Most notably, the proposed
method was significantly more computationally efficient than other iterative techniques. A GPU
implementation of the technique was implemented resulting in an order of magnitude improvement
in computation time. In future work, we hope to incorporate this method into an OCT system for
real time measurement and visualization of collagen fiber orientation.
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Chapter 3: 3-D Fiber Orientation
3.1 Introduction
To better understand and model complex collagenous tissue functions requires correspondingly
detailed and complex models of the collagen architecture. Such models can be challenging to
obtain in cases when collagen fibers form into complex three-dimensional networks, are embedded
in muscle cells and tissue heterogeneities, and exhibit wide intra-specimen variance.
We propose a novel process for high speed imaging and analysis of 3-D collagen fiber orga-
nization using SD-OCT and an ensemble of image processing methods. Our approach has three
phases: image enhancement, fiber orientation mapping, and fiber tractography. In this chapter, we
will detail the mechanics of each of these steps and validate them on simulated image volumes of
fiber structures. Additionally, image denoising and enhance methods are reviewed in detail along
with the tests which informed the choice of methods used in the 3-D fiber orientation pipeline.
3.2 OCT Imaging
Initial testing of the 3-D fiber orientation method was performed on a set of uterus tissue sam-
ples. All samples were imaged using a commercial TELESTO SD-OCT system (Thorlabs, GmbH,
Germany) with 6.5 `m axial and 15 `m lateral resolution. Multiple volumetric scans were needed
to image each tissue slice. Each image volume was 5.5 x 5.5 x 2.51 mm (1375 x 1375 x 512 vox-
els) and overlapped 0.5 mm with adjacent volumes for digital stitching. Tissue slices were imaged
front and back to capture the full sample thickness. The number of sub-volumes acquired varied
by tissue slice depended on size and shape and ranged from 6 to 20 sub-volumes for each side of
a tissue slice. The wide range in the number sub-volumes is a result of the varying tissue block’s
size. Sub-volumes were stitched using a custom OCT registration and blending method to create a
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single mosaic volume [101]. This resulted in 28-41 mosaic volumes per patient.
3.3 B-Scan Image Denoising and Enhancement
Detection and analysis are image processing tasks that can be uniquely challenging when ap-
plied to OCT b-scans, particularly for the task of fiber orientation analysis. Denoising or enhancing
the image can improve the performance of these methods, however choosing the best method (or
combination of methods) can be equally challenging. This section reviews the results of algorithm
comparison tests, then describes the final denoising and enhancement pipeline, and concludes by
showing results on uterus tissue and how the pipeline can improve fiber orientation analysis.
3.3.1 Attenuation Compensation
OCT b-scans inherently have SNR and sensitivity fall-off with depth. This can make it difficult
to see and analyze structures deep in tissue with OCT. Furthermore, when mean intensity is a
function of depth, it creates an imaging environment that’s difficult for image processing methods
to work with, since even identical tissue structures will have a very different appearance near the
tissue surface and deep in the tissue.
A method for correcting this problem is called Attenuation Compensation [113]. The idea is
that intensity "accumulates" in an a-line from the weakest intensity pixel to the highest intensity at
the sample surface. Under this assumption intensity can be "evened" out by simply dividing each a-
line by its cumulative sum. Conveniently, this operation can also correct for shadows in the b-scan
created by highly attenuating structures. Combined with exponentiation, image contrast is also
improved. If  (I) is the intensity profile of an a-line and HD{·} is the attenuation compensation
operator, then







This equation is implemented by using a trapezoidal or similar method to estimate the cumulative
integral. As a result of the discrete extention, the first set of values at the end of an a-line need to be
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removed because the cumulative integral is near zero there. The cutoff amount varys based on the
image size, but for OCT b-scans that have a height of 512 pixels, I found that 85 pixels was a good
cutoff length. For contrast enhancement, the exponentiation factor = should be chosen carefully,
and the result will then need to be rooted. In my experiments, I found = = 4 and =root = 2 to give
the best results
Figure 3.1 shows two examples of portions of a b-scan before and after attenuation compen-
sation. 3.1a shows an example from a uterus b-scan with some deep tissue structure. The a-line
profile of the original steadily attenuates after the tissue surface, but this slope is evened out in
the compensated example below it. 3.1b shows how compensation affects shadow removal. The
small dark hole in the center of the b-scan, likely an artery, casts a shadow that makes the tissue
below it appear darker than tissue at the same depth that is not shadowed. The uneven intensity is
completely corrected by attenuation compensation.
Figure 3.1: Attenuation compensation and shadow removal. (a) A-line/B-scan example of atten-
uation compensation to enhance contrast of deep tissue structures. (b) A-line/B-scan example of
attenuation compensation to remove shadows.
Figure 3.2 shows an example of how attenuation compensation effects overall image quality
and the pixel intensity distribution. Figure 3.2a shows the original image. Its intensity histogram
is jagged and concentrated within a range of 0.3. Following attenuation compensation (Fig. 3.2b),
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the range is expanded to 0.4 and two smoothed distributions emerge to show an even separation
between foreground and background pixels. The b-scan demonstrates the evening of intensity deep
in the tissue. A convenient bonus of attenuation compensation which is easy to see in this example
is that the noisy area above the tissue is completely denoised and set to zero. This is because the
value of the cumulative integral is large in that region compared with the mean noise intensity. Fig-
ure 3.2c shows the same b-scan following attenuation compensation with constrast enhancement.
This also results in two smooth distributions in the histogram, but with larger separation and width
than the case without constrast enhancement. The intensity range is further expanded to almost
double that of the original image.
Figure 3.2: Effect of attenuation compensation on image pixel distribution. (a) Original (b) Atten-
uation compensation only. (c) Attenuation compensation with contrast enhancement
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Attenuation componensation is a powerful tool that is simple to implement and improves on
some of OCT’s most notorious pitfalls. The visual effect is quite drastic, so care should be taken
when applying this to new datasets. Another consideration is that a significant number of rows
need to be removed from the bottom of the image to use them for anything and this may not be
advisable in some scenarios. One particular issue is that reflection artifacts which were not solid
throughout the b-scan created a "hole" in the parts which were not saturated. Because of this,
reflections should be removed prior to applying attenuation compensation when the artifacts are
present.
The examples shown in Figs. 3.1 and 3.2 were of unstitched volumes. Attenuation compen-
sation cannot be applied to stitched volumes because a single b-scan will usually have volumes
acquired at different depths and this modifies the result of the cumulative integral. To apply atten-
uation compensation in this case, it should be applied to individual volumes and then the results
can be stitched. It may be possible to apply after stitching if the true lower boundary of the sub-
volumes are known, but even then, stitching involves image blending and can introduce artifacts in
the overlap regions, all of which may negatively impact the attenuation compensation process.
With these considerations in mind, I feel attenuation compensation has the potential to pos-
itively impact most down-stream analysis tasks including fiber orientation analysis. We did not
use attenuation compensation on the uterus data used in the 3-D fiber orientation project because
by the time I had discovered the method and tested it, all of the volumes had been stitched into
mosaics so this almost month long process would needed to have been repeated which was not an
option given the time frame. For future work on this data however, I highly recommend exploring
the use of attenuation compensation.
3.3.2 Image enhancement pipeline for 3-D fiber orientation detection of uterus specimens
Based on the results of the previous section, a pipeline specifically for enhancing fiber architec-
ture in uterus OCT volumes was developed. The first objective for pre-processing was to improve
image quality by de-noising and enhancing the contrast of fibrous tissue features. Speckle noise is
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the primary noise component in OCT images and a number of sophisticated techniques exist for
de-noising OCT images while also preserving features of interest. For this application VBM3D
was found to be most effective [49]. When applied to an image volume, VBM3D (a video-based
variant of BM3D) uses a collaborative filtering approach to both de-noise and preserve smooth,
connected features that span adjacent b-scans.
A troublesome artifact for fiber orientation detection is surface reflections. This artifact is
common when imaging fresh tissue samples which have to remain hydrated during imaging and
tend to have a thin layer of moisture on the tissue surface. When the surface of the tissue is flat
and aligned perpendicular to the laser source, this surface liquid acts like a mirror which results in
saturation of the a-line at that location. These bright vertical streaks can corrupt large portions of
a b-scan and obscure the underlying tissue features. Both Fourier and image gradient based fiber
orientation methods can’t distinguish these artifacts from a vertically orientated collagen fiber so
the artifact must be removed prior to analysis. On solution is to apply a wedge filter, like those
used in Chapter 2 for fiber visualization, but centered at the vertical orientation. This works well
to remove reflections, but can also remove vertical fibers with it. Instead we use a modified version
proposed by Byers and Matcher [114] which takes the wedge filter approach but applies it to the
vertical wavelet component of the image. The wavelet spectrum does a better job of separating the
perfectly straight and narrow reflections from more organic shapes like collagen fibers.
The final challenge is to improve image contrast. This challenge has two components which are
the inherently narrow dynamic range of OCT images and the mean intensity fluctuations that occur
from image stitching and depth-based intensity roll-off. This was corrected by first applying a ho-
momorphic filter followed by histogram equalization. The homomorphic filter or "high-frequency
emphasis" filter improves the sharpness of tissue and fiber edges while also creating an even mean
intensity across the images. Intensity re-mapping is employed following the homomorphic filter
to optimize the dynamic range. Pixel intensities on the range of [0.138, 0.333] were mapped to a
normalized intensity range of [0, 1].
Figure 3.3 outlines each step of the pre-processing image enhancement pipeline an unprocessed
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b-scan from a non-pregnant (NP) anterior uterine tissue sample. In this example, reflection artifacts
are prominent and obscure the underlying fiber architecture. Low contrast and speckle noise further
obfuscate the tissue features. Figure 3.3b shows the same b-scan following artifact removal. Both
the reflection artifacts and natural streaking texture of the b-scan have been smoothed out. Figure
3.3c is the denoised image acquired by applying VBM3D denoising to the image in Fig. 3.3b. This
step further cleans the image and creates smoother, more connected fiber tracts. Figure 3.3d is
the final enhanced b-scan which results from homomorphic filtering of the denoised image in Fig.
3.3c.
The image patches shown in Fig. 3.3e and Fig. 3.3f provide a closer look of the image en-
hancement effect. Both patches are from the same section of tissue marked by the red squares
in Fig. 3.3a and Fig. 3.3d. Figures 3.3g and 3.3h show the fiber distribution obtained by the
Radon-based method when applied to the image patches in Fig. 3.3e and Fig. 3.3f, respectively.
The Radon-method (described in the next section) provides a distribution of the fiber orientation
content of an image, such that the distribution peak corresponds to the dominant orientation of
fibers in the image. The pre-processing has two appreciable effects on the fiber distribution. The
first is that the reflection artifact filter significantly reduced the peak centered at 90◦. This is the
largest peak in the un-processed distribution (Fig. 3.3e) meaning that our automated method for
determining fiber incline would falsely classify fibers in this patch as having a 90◦ incline. The
second effect is that the peaks corresponding to the true fiber orientation are enhanced. Comparing
Fig 3.3e and Fig. 3.3f which are displayed at the same scale, the peaks at 10◦ and 60◦ are taller and
more distinguishable for the processed patch distribution which further improves the performance
of the automated fiber incline detection.
3.3.3 Choosing the image enhancement pipeline
Some key considerations went into choosing which methods to use in the image enhancement
pipeline and what order to apply them in. One important choice was the type of denoising method.
There are a massive variety of available tools for OCT denoising, and all work a little differ-
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Figure 3.3: Step-by-step process of b-scan image enhancement. (a) Un-processed b-scan from a
non-pregnant (NP) anterior uterine tissue sample. (b) Resulting image from vertical reflection arti-
fact removal. (c) VBM3D denoised image which smooths the image and fiber tracks by mitigating
speckle noise. (d) The fully enhanced b-scan which results from homomorphic filtering of the
denoised image. Image enhancement improves the Radon-based fiber orientation analysis. (e) Un-
processed image patch from marked in (a) by the green square. (f) Processing image patch from
the same location as (e). (g) Radon-based fiber orientation distribution for image patch (e). (h)
Radon-based fiber orientation distribution for image patch (f). Reflection artifact removal has re-
duced the peak at 90◦ while denoising and contrast enhancement have exaggerated the fiber-based
peaks at 10◦ and 60◦. Scale Bar = 0.5 mm
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ently. We will show here and example of denoising a set of 30 b-scans from a uterus volume with
VBM3D, TNode, and median filtering. For VBM3D I used f = 3, for TNode I used an SNR-
dependent speckle reduction factor (ℎ1) of 25, ℎsearch = [2, 3, 2], ℎsimilarity = [2, 3, 1], an a-line
block size of 512, a noise floor of 5dB, and no averaging, and for median filter I used a 3 × 3 × 3
kernel. In all cases I tested the methods by using them in the denoising step of the full image
enhancement pipeline. The results are shown in Fig. 3.4. Each image is quite similar but VBM3D
has the best balanace of image sharpness and noise reduction. TNode has the best noise removal
but does so at the expense of blurring. Median filter is significantly faster and still produces similar
results to the other two methods, but it is not as good at reducing speckle intensity. Ultimately, any
of these methods are acceptable in most situations, so median filtering should be used where com-
putation speed is important. This example also demonstrates the motivation for denoising cropped
images. We can see that these images were not cropped and that produced some artifacts on the far
right side of the image which is unusually bright.
There are four important processing options, all which are non-linear, where the optimal order
needed to be determined: intensity adjust, reflection correction, VBM3D, and homomorphic filter-
ing. The results of that test are shown in Fig. 3.5. Initially, it was found that intensity adjustment
had the most significant effect on downstream processes, so most of the testing revolves around
the correct timing for that. In Fig. 3.5a, the original b-scan is compared with swapped ordering
of the reflection correction and adjustment. Intuitively, reflection correction should be done prior
to heavy denoising and enhancement. Doing reflection correction first resulted in worse SNR but
the other order created image artifacts in some cases, so starting with reflection correction is the
best option. Figure 3.5b tests the same operations but with the addition of BM3D denoising. One
expected result from this test is that quality was better when reflection correction was done before
BM3D. On the otherhand, we again found doing intensity adjustment last produced the least noisy
and highest quality image. Figure 3.5c shows the final test where intensity adjustment was tested
with BM3D and homomorphic filtering. All cases were reflection corrected. The first case applies
homomorphic filtering after intensity adjustment and denoising, the second uses no filter, and the
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Figure 3.4: 3-D denoising method comparison. (a) 3-D median filtering. (b) TNode in volumetric
mode. (c) VBM3D. All three results are similar, but VBM3D has the best balance of sharpness
and noise reduction.
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last case does BM3D then filtering and then intensity adjustment. In the final case, we case see how
fiber contrast is excellent, but artifacts from stitching appear at the sub-volume edges. Therefore
the optimal order is reflection correction, denoising, intensity adjustment, and then homomorphic
filtering. A second intensity adjustment can be applied after homomorphic filtering if necessary,
however, for uterus samples this didn’t make much of an impact on image quality.
Figure 3.5: Order dependent processing of stitched b-scans. (a) Reflection correction and intensity
adjustment. (b) Reflection correction, intensity adjustment, VBM3D. (c) Intensity adjustment,
VBM3D, and homomorphic filtering.
Another consideration is that these methods are being applied to b-scans from an image volume
and they may effect the en-face images differently. Figure 3.6 shows an example of an en-face
image from a volume where b-scan image enhancement was applied (left) and the same image
with enhancement applied directly to the en-face image (right). The results are drastically different
and the image quality is much higher in the image on the right. Most notable in the left image is
a blurring of tissue features and areas with very different contrast. Using volumetric filtering
operations can counteract this effect but these aren’t always available or easy to implement. In
general, preprocessing of image volumes should always be done in the image plane that will be
later analyzed.
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Figure 3.6: Comparing b-scan and en-face preprocessing. (a) En-Face image when volume is
preprocessed in the b-scan direction. (b) The same image with preprocessing applied directly.
Image quality is significantly improved through directly application. Scale bar = 1 mm.
3.3.4 Enhanced Uterus B-Scans
The visual effect of the pre-processing is shown in Fig. 3.7 for an OCT b-scan from an NP
(Fig. 3.7a-3.7b) and a PG uterine specimen (Fig. 3.7c-3.7d). The NP example is from the anterior
location while the PG example is from the fundus. Both examples were taken from a myometrial
tissue slice. The raw b-scan in Fig. 3.7a was intensity adjusted for visualization while Fig. 3.7b
shows the same image when fully processed. Fiber architecture is visible in the raw image, but it
is difficult to resolve individual fibers which are obscured by speckle, low contrast, and reflection
artifacts (bright vertical "streaks"). In the processed image these problems have been mitigated,
improving the visibility of collagen fibers. The image enhancement has a similar effect on the PG
example where multiple collagen fiber groups can be visualized which are nearly impossible to
discern in the raw image.
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Figure 3.7: Example of image enhancement pre-processing pipeline. (a) B-scan from a NP speci-
men (anterior, myometrium). (b) Enhanced version of (a). (c) B-scan from a PG specimen (fundus,
myometrium). (d) Enhanced version of (c). Scalebar = 0.5 cm.
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3.4 3-D Fiber Orientation Mapping
A multi-phase image processing pipeline was developed to obtain quantitative fiber orientation
information from stitched OCT volumes. Figure 3.8 graphically shows this workflow to demon-
strate the processing flow from image acquisition to 3-D fiber tractography. This section begins
by explaining the 3-D geometry used to describe collagen fiber orientation and then describes the
algorithms used to generate 3-D fiber orientation maps and 3-D tractography.
Figure 3.8: Graphical representation of the 3-D fiber analysis pipeline. (a) Sample preparation,
OCT volumetric imaging, and stitching to acquire mosaic volumes. (b) Image enhancement
pipeline for reducing noise and artifacts while improving fiber contrast. (c) 3-D fiber orienta-
tion maps produced through a combination of b-scan and en-face analysis to obtain \ and q. (d)




To obtain the 3-D orientation of collagen fibers from OCT image volumes requires two angles,
\ and q. Figure 3.9(a) shows these how these angles are defined within the image volume coor-
dinate system. The solid red arrow represents a single fiber of unit length which makes an angle
with the positive Z-axis (q) and the positive X-axis (\). The angle \ can be directly visualized
and measured from an en-face image; however, an orthogonal image plane likely does not exist
to directly measure q. Instead, we measure its projections onto either transverse plane which we
will refer to as qG and qH and are drawn as the dashed red lines in Fig. 3.9(a). The projections are
simply the XZ or YZ image planes that intersect each collagen fiber. The fiber incline angle q is
calculated using the following trigonometric relationship:
q = arctan
cos qG
cos \ sin qG
= arctan
cos qH
sin \ sin qH
(3.2)
Because q can be calculated from qG or qH, measurement of the fiber incline from the image
volume is only needed for a single plane, i.e. a b-scan. This relationship implies that qG and qH are
often inter-changeable, in which case we will refer to the projected fiber incline angle as qG,H for
convenience.
The color maps in Fig. 3.9(b) show how the angles \ and q are displayed. The HSV colormap
was chosen since it is cyclical, i.e. uses the same color to represent the minimum and maximum
values (in this case 0◦ and 180◦).
3.4.2 B-scan Fiber Orientation Mapping
Following pre-processing of the OCT image volume, the fiber incline orientation is iteratively
measured in each b-scan and en-face orientation is measured in the perpendicular image plane (Fig.
3.8c). Fiber orientation analysis of stitched volumes requires segmentation of the tissue because
only the orientation of the fibers should be analyzed and not the tissue shape. This requires edge
detection of the top and bottom tissue surface so that the 3-D surface is acquired. First, mean a-line
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Figure 3.9: Coordinate system and fiber orientation diagram. (a) 3-D image volumes are imaged
as a series of b-scans (XZ) with uniform spacing in Y to capture the entire uterine tissue slice. The
solid red arrow represents a collagen fiber of unit length which is defined by the angle it makes
with the positive Z-axis (q) and the positive X-axis (\). \ is measured directly from en-face image
slices, while q is calculated from \ and its projection onto either either transverse plane, i.e. qG
or qH (Eq. 3.2). (b) The measured \ and q orientations are displayed in this manuscript according
to the shown HSV colorwheels. Based on the orientation of the tissue during imaging, an angle
of q = 0◦ (red) indicates fiber alignment perpendicular to the tissue surface while q = 90◦ (cyan)
indicates fiber alignment parallel to the tissue surface.
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intensity is used to crop each b-scan laterally. The top surface is then detected for each a-line by
extracting the max intensity location in the standard deviation filtered image. The bottom surface
is detected by calculating the first pixel location in each a-line that hits the noise floor based on
our imaging system’s typical intensity roll-off. The lower edge is additionally corrected to obtain
a boundary that is smooth and varies with the upper edge. Applying this procedure to every b-scan
obtains the 3-D tissue surface.
Automatically determining fiber orientation from b-scans using gradient based methods is in-
feasible due to the varying fiber width and the subtle vertical streaking that results naturally from
normal OCT acquisition. To obtain accurate fiber orientation measurements a Radon-based method
was employed that has been previously demonstrated on SHG and OCT images for ultra-fast fiber
orientation analysis [57, 115].
The Radon-based method uses a simple multi-step approach to obtain quantitative distributions
of collagen fiber orientation within an image patch. First, the image patch is converted to Fourier
space, bandpass filtered to pass fiber lengths of interest, and then shifted using fftshift() in MAT-
LAB so the lowest frequencies are at the center of the image and frequency increases as you move
radially away from the center. The qualitative orientation information captured in Fourier space is
converted to a quantitative result by taking the Radon transform of Fourier space image. Due to the
FFT shift, the center row of the Radon transform then corresponds to the concentration of fibers
oriented at a given angle. The peak of this row is analyzed to extract the dominant fiber orientation
within the image patch. Through manual measurement of the uterine b-scans, a conservative esti-
mate of fiber diameter and length was determined and the band-pass filter range was accordingly
set to [0.255, 4.59] <<−1.
The free space setup of benchtop OCT systems results in b-scans which capture both the tissue
sample and its surface topology. Consequently, changes in the tissue surface topology are common-
place which complicates automated analysis. This was addressed by using a custom segmentation
procedure where local patches of the tissue are segmented and analyzed iteratively rather than
analyzing all the tissue at once. The "patches" are square regions generated parallel to the local
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tissue surface. An optimization procedure is used to find the patch size which fills the most space
between the top and bottom tissue surface. Given a minimum patch size and fixed overlap between
adjacent patches, the uterine tissue can be segmented and analyzed for arbitrary tissue topology.
Patches are generated for each b-scan of the mosaic volume, the Radon method is applied to each
patch, and the dominant fiber orientation within the patch is recorded as the distribution peak. This
process is repeated for all b-scans in the image volume to produce a continuous fiber orientation
map qG,H using 2D nearest neighbor interpolation.
Figure 3.10: Example of the b-scan pre-processing pipeline with edge detection and image patch-
ing. (a) Enhanced b-scan from pregnant (PG) fundus specimen (Scale bar = 0.5 mm). Upper
and lower tissue edges are drawn in red and processing patches are displayed as the blue squares.
(b) Interpolated fiber orientation across the full b-scan. Red circles indicate the fiber orientation
measured in each blue patch. (c) Inset of the green patch in (a) (Scale bar = 200 `m). (d) Fiber
orientation distribution for the image patch in (c). The peak at 20◦ corresponds to the dominant
fiber orientation captured in the image patch.
Figure 3.10 shows the b-scan fiber analysis process for a single b-scan (Fig. 3.10a) from a PG
uterus sample as an example. The uneven surface of the tissue required a piece-wise segmentation
procedure to measure qG . This procedure involves first using edge detection to obtain the upper and
lower tissue surfaces, the results of which are highlighted in red in Fig. 3.10a. Next, the b-scan is
sampled into overlapping square "patches" which are generated parallel to the local tissue surface.
Each of these patches (shown as blue squares in Fig. 3.10a) are processed using the Radon-based
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fiber orientation method to obtain the dominant orientation within the patch.
A magnified view of the green patch in Fig. 3.10a and its corresponding fiber orientation
distribution is shown in Fig. 3.10c and Fig. 3.10d. The distribution has a peak at 25◦ (red asterisk)
which matches the dominant orientation of fibers in that patch. Figure 3.10b shows the resulting
fiber orientation incline graph for the full b-scan. The red circles are the dominant angles measured
in each patch and the blue line is the interpolated result. Repeating this procedure for each b-scan
in an image volume yields a qG fiber map which gives the projected fiber incline at each (G, H)
location of the tissue.
The patches are constrained to be square for several reasons. One benefit of square images is
that no corrections are needed to adjust for the difference in dimension size which is a necessary
step for applying the Radon-based fiber distribution analysis to non-square images. This reduces
the complexity of the algorithm and improves the computational speed. Rectangular patches could
improve the sampling results by allowing the patch length to freely adjust to the exact tissue sur-
face. It is non-trivial to adaptively adjust the patch width in this way and it’s unclear the extent
to which this change would improve the accuracy of the fiber orientation analysis, therefore, the
straightforward square patch approach was chosen. Executation of this particular code I found was
often very tricky to get right for any volume. In future work, this part of the analysis may need to
be modified if other tissue samples are used. In general, the less tolopogical change there is, the
better the results.
OCT b-scans were acquired with a 15 `m lateral resolution and 6.5 `m axial resolution. This
results in a non-square pixel size which means angle measurements will be distorted if a correction
is not applied. Therefore, the qG,H maps are adjusted following interpolation according to the
following transformation
qG,H = arctan(U tan qG,H) (3.3)
where alpha is the ratio of the axial to the lateral resolution. Figure 3.11 shows an example of qG,H
with and without the scaling adjustment. It may seem strange to only downsample in the lateral
resolution and then have to use this transformation to transform orientation, but other approaches
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were tested and this gives the best results. When the 3-D volume is downsampled in all dimensions
to preserve scale, valuable axial information is lost and the orientation measurement becomes
corrupted. If smaller mosaics were used it might be possible to scale to whole volume, but to scale
the uterus volumes to an appropriate lateral size undersampled the axial direction too much.
Figure 3.11: Example of q scaling correction. The correction smooths out the map and adjusts the
angles to be true to the physical dimensions of the tissue. This results in higher orientations to shift
closer to horizontal or 0◦.
3.4.3 3-D Fiber Orientation Mapping
A 3-D description of a collagen fiber’s orientation is achieved by obtaining the associated
angles \ and q (Fig. 3.8c). The en-face fiber orientation \ is calculated using a traditional gradient-
based method which has been previously demonstrated on OCT images of human heart tissue [52].
The gradient method takes an en-face OCT image as input, divides the image into small windows,
and then calculates the fiber orientation detected within the windowed area. Local orientation is
determined by the direction along which the image gradient within each window is maximized.
The image gradient is obtained using 2-D, 3 × 3 pixel, horizontal and vertical Sobel filters G and
H, and the gradient direction is \′ = 0A2C0=(H/G). A D’Agostino-Pearson ^2 (normality) test
was used to determine if a windowed image area contained a valid fiber orientation. A ^2 threshold
value of 0.02 and window size of 51 × 51 pixels was selected for all analysis. Variance in tissue
topology also required partial segmentation of the en-face images to calculate \. This was done
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by using the tissue surface obtained by edge detection during the b-scan fiber analysis and finding
the pixels between the top and bottom tissue surfaces for each en-face plane. If any portion of a
window contained pixels beyond the extent of the volume, than that window’s result was omitted.
An en-face orientation \ was calculated at every valid location of the OCT volume by iteratively
applying the described gradient method to each en-face OCT image. The result is a 3-D map
\ (G, H, I). The final step of the mapping process is to obtain the corresponding 3-D map of fiber
incline orientation q(G, H, I). This is calculated using Eq. 3.2, where qG,H (G, H) is assumed to be
constant with depth.
3.4.4 3-D Tractography
In addition to creating fiber orientation maps, we are interested in modeling the collagen archi-
tecture in 3-D to create a visual representation of the tissue (Fig. 3.8d). To this end, we employed a
tacking technique called particle filtering [116]. The goal of particle filtering in this application is
to find the most likely path through the OCT volume which matches a collagen fiber given both the
OCT image features and the detected orientations acquired using our 3-D mapping method. This
technique was previously demonstrated on en-face OCT images of human atrial tissue [25] and
has been adapted to work for 3-D volumes for the purposes of this manuscript. We chose a particle
step size of 15 pixels and generated 80 particles per step. The particle start points were evenly
distributed in the en-face plane and placed just below the tissue surface in the axial dimension.
The interested reader can refer to Gan, et al.’s manuscript for more details on the particle filter and
its implementation.
This is another step of the process which can be quite tricky to work with. The particle filter
is very sensitive to pre-processing and artifacts. In its original design, it was not made to work
with image volumes where the tissue edge was included and I encountered many problems in this
regime. Future development will require special attention to this problem. In general, I believe the
best approach is to abandon this method for something more precise. For the uterus data at least,
the fibers are distinct enough that it should be possible to exactly trace individual fibers.
65
3.4.5 Software and Implementation
The code implemented to perform the 3-D fiber mapping and visualization can at times be
difficult to use. One of the biggest challenges in implementing the code was generalizing the
cropping, edge detection, and patch-processing steps to work with every dataset. One big reason
for this is that the stitching process is not perfect. The mosaic volumes often have discontinuities
across the tissue surface which can create jagged edges that interfere with patch generation. Even
for perfectly stitched volumes, the tissue surface can vary wildly at times and produce similar
errors.
Automated lateral cropping was one of the most challenging parts to get working for any sam-
ple. Despite all the filtering and smart analysis that goes into this step, I could not avoid relying on
intensity-based thresholding which is inherently prone to mistake. Ultimately, I decided the best
solution was to crop very conservatively and manually trim edges if errors resulted in later steps.
In general, errors occured most often in the b-scan patch processing step, and when they did, it was
almost always because the crop estimation or edge detection were off.
In future applications, I recommend that this code only be applied to stitched volumes if ab-
solutely necessary. It is amazing how simplified the implementation becomes when analyzing
normal volumes, since this completely removes all of the steps that require segmentation of the
tissue besides edge detection. If stitching is necessary, the best option may be to do as much of
the processing on the individual sub-volumes before combining the results. Pre-processing prior
to stitching would be the best place to start.
3.5 Fiber Orientation Validation
3.5.1 Simulated 3-D Fibers
The proposed 3-D fiber orientation method was first demonstrated on a simulated image vol-
ume. Collagen fibers were simulated by generating high intensity tracts within a noisy image
volume. All simulated fibers were oriented at \ = 20◦ and q = 70◦ and uniformly placed in the
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image volume with 10 pixel lateral spacing. Figure 3.12a shows a 3-D view of the simulated fibers.
The fibers within the image volume are visualized by looking at orthogonal image planes which
are shown for the en-face plane (Fig. 3.12b) and the transverse plane (Fig. 3.12c) and were taken
at the locations represented by the red and green planes in Fig. 3.12a, respectively. Figures 3.12d
and 3.12e show the fiber orientation maps for \ and q, respectively. The uniform color of the maps
indicate the uniform distribution of fiber orientations. Some error in measurement was observed
largely due to effects from the discrete nature of the thin, simulated fibers. This resulted in an
average error of 2.58◦ in \ and 0.04◦ in q.
Figure 3.12: 3-D fiber orientation mapping example for simulation image volume. (a) Simulated
fibers generated at \ = 20◦ and q = 70◦ and evenly distributed throughout an image volume. (b)
En-Face (XY) view of image volume (red plane in (a)). (c) Side view (XZ) of image volume
(green plane in (a)). (d) Map of the depth-averaged \ orientation measured using the proposed
fiber orientation algorithm. Total average orientation measured was 22.58◦ (2.58◦ error). (e) Map
of the depth-averaged q orientation measured using the proposed fiber orientation algorithm. Total
average orientation measured was 69.96◦ degrees (0.04◦ error).
In biological tissue, collagen fibers rarely group in perfectly ordered bundles as they are in
Fig. 3.12. Using a similar simulation, the 3-D mapping algorithm’s accuracy was assessed for
fibers with different degrees of variation in their orientation. Fibers were simulated at random
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orientations with mean angles of `\ = 20◦ and `q = 70◦, and some standard deviation f\ and fq.
f\ was varied from 0◦ – 90◦ while fq (fq) was varied from 0◦ – 45◦. For each simulated pair
(f\ , fq), the absolute value error in orientation was calculated for \ and q (4\ , 4q) and averaged
over all voxels of the simulated image volume using circular statistics. Figure 3.13a, 3.13b, 3.13c
shows the simulated fibers for three different (f\ , fq), pairs. As f\ and fq increase, the orientation
of adjacent fibers becomes more varied and the full fiber group becomes more chaotic. Figures
3.13d and 3.13e show the mean absolute value error for \ and q, respectively. For larger values
of f\ and fq the error is higher due to increasing number of overlapping fibers and variance in
orientation within algorithm’s measurement windows. The maximum value of 4q was 31.05◦ for
f\ = 70◦ and fq = 40◦ while the maximum 4\ was 20.27◦ for f\ = 90◦ and fq = 40◦.
The en-face orientation \ is calculated by analyzing local image gradients within a window
of pre-defined size. It is known for window-based methods that their accuracy is dependent on
the window size. This relationship was evaluated on simulated fibers by varying the window size
for different degrees of fiber variance, similar to the test in Fig. 3.13. Again, simulated fibers
were drawn at random orientations with a mean orientation of `\ = 20◦, `q = 70◦ with three
different standard of deviations (see Fig. 3.13 Legend). Window size was varied from 11 x 11
to 71 x 71 pixels in steps of 10 pixels and the average orientation (`\ ,`q) and error (4\ ,4q) were
calculated for each window size. The results are shown in Fig. 3.14, where the average measured
orientations `\ and `q are plotted in Fig. 3.14a and Fig. 3.14b and the average errors 4\ and 4q
are plotted in Fig 3.14c and Fig. 3.14d. `\ and `q as a function of window size was found to
be dependent on f\ and fq. For the three simulation cases, `\ and `q remained close to the true
mean orientations (`CAD4,\ = 20◦,`CAD4,q = 70◦), but the variance as a function of window size was
higher for larger values of f\ and fq. Similarly, 4\ and 4q remained relatively constant for small
f\ and fq, but increased as a function of window size for larger f\ and fq. The results show
that when all the fibers of a group are at a similar orientation, large or small window sizes will
capture the same orientation on average with high accuracy. When the deviation in orientation
between adjacent fibers becomes more drastic, larger window sizes contain more fibers at different
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Figure 3.13: Fiber proximity simulation mapping test. A group of uniform randomly oriented
fibers were simulated with mean angles `\ = 20◦ and `q = 20◦ and standard of deviation f\ and
fq (a) Simulated fiber bundle with all fibers at the same orientation of \ = 20◦ and q = 70◦. (b)
Simulated fiber bundle with moderate deviation in orientation from the simulation in (a) (fq = 20◦,
f\ = 30◦). (c) Simulated fiber bundle with heavy deviation in orientation from the simulation in
(a) (fq = 45◦, f\ = 90◦). (d) Absolute value error in \, 4\ . (e) Absolute value error in q, 4q. 4\
and 4q both increase with f\ and fq. 4\ is nearly independent of fq, while 4q is affected most
significantly by f\ .
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orientations which results in higher error measurements, but similar average orientation.
3.5.2 Uterus Sub-Volume Test
3-D fiber analysis was applied to a 2.85 mm x 2.85 mm x 2.51 mm sub-volume from an NP
uterus specimen for further validation. The sub-volume was taken from a region where fibers
had relatively uniform alignment so that the mapping and tractography results could be visually
compared with ease. 3-D views of the OCT sub-volume and fiber tractograph are shown in Figs.
3.15a and 3.15b, respectively. Figure 3.15c and 3.15f show averaged views of the OCT sub-volume
from two different directions. The resulting depth-averaged \ and q maps are shown overlayed
onto the XY view in Fig. 3.15c and Fig. 3.15f, respectively. Corresponding XY and XZ views of
the 3-D particle filter fiber model are shown in Fig. 3.15e and Fig. 3.15h, respectively. Comparing
the results of both the mapping and particle filter to the OCT, the general direction of the fiber
tracts align with the fibers in the OCT image. Visualization 1 shows the fiber tracts overlayed onto
the OCT sub-volume.
3.6 Discussion
Similar 3-D fiber orientation methods have been previously proposed, most notably the method
by Gan, to quantify myofiber direction in 3-D for SD-OCT image volumes of human heart spec-
imens [25]. The proposed method differs from Gan, et al.’s method in a fundamental way. Their
algorithm was specifically proposed for analyzing myocardial tissue where it is known that my-
ofibers are highly organized and align parallel to the tissue surface with minimal deviation [117].
This assumption means that analysis can be restricted to en-face images and it was not necessary
for them to measure fiber incline orientation directly from b-scans. While many tissues share this
property, such an assumption is inappropriate for tissue with interweaving and vertically aligned
collagen fibers.
Other studies modeling 3-D fiber architecture in OCT have relied on the polarization infor-
mation provided by PS-OCT to create fiber tractography models [62]. The techniques used in
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Figure 3.14: Length scale simulation test. Average orientation (`\ , `q) and error (4\ ,4q) were
measured for different window sizes and variance in local fiber orientation (f\ ,fq). The legend
shows the three simulation cases that were tested. For large f\ and fq, 4\ and 4q increase with
window size (yellow), but remain constant with window size for small f\ and fq (blue). `\ and `q
remain within +/−5◦ for all three simulation cases and window sizes greater than 21 x 21 pixels.
(a) Average angle `\ . (b) Average error 4\ . (c) Average angle `q. (d) Average error 4q.
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Figure 3.15: 3-D fiber model validation using OCT uterus image sub-volume. (a) 3-D view of the
OCT image sub-volume spanning 2.85 x 2.85 x 1.5 mm volume. (b) 3-D view of fiber tracts in
(a) using particle filtering technique. (c) OCT sum-volume projection in the XY (en-face) plane.
(d) Depth-averaged en-face (\) fiber orientation map. (e) En-Face (XY) view of the 3-D particle
filter model. (f) OCT sum-volume projection in the XZ (transverse) plane. (g) Depth-averaged
incline(q) fiber orientation map. (h) Side (XZ) view of the 3-D particle filter model. Fiber tract
colors were chosen randomly to enhance visual contrast. Scale bar = 0.5 mm.
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PS-OCT are powerful as they use both OCT structural information and polarization information to
trace fiber tracts. The goal of this approach, however, was to explore methods for analyzing and
tracing 3-D fiber networks from only the structural OCT information obtained using a common
OCT system. By accomplishing this goal, 3-D fiber analysis can become more widely available to
interested researchers who would like to use OCT systems that are less expensive, easier to use,
and require less digital storage then PS-OCT systems.
A number of tests were used to validate the proposed method on simulated data. The tests
investigated the accuracy of the 3-D orientation mapping for environments where fiber orientation
varied greatly between adjacent fibers and for different en-face window sizes. The tests revealed
that for fibers with significant changes in orientation, the fiber incline q was typically less accurate
than \. In the worst case, the error in q was as large as 35◦. The error in q becomes large in this
scenario because the patch size used to sample the transverse images is larger than the window size
used for \. The algorithm assumes a single orientation in depth, but this assumption will not hold
when collagen fibers become chaotic on the length scale of a single image patch, which results
in potential significant errors. In future iterations, modification of the patch processing method
may allow for more granular sampling in the axial direction to account for multiple layers and
overlapping fibers. These changes are essential to future statistical analysis.
Another explanation for the source of error related to assumptions in the model, particularly,
that fibers are grouped into large fiber shapes. For example, fibers my be organized more like
planar sheets than fibers. Geometrically this model is differs from the fiber model in that different
trig relationships exist between the local 3-D orientation and the projected orientations measured
in the b-scan images. One reason this may be true for uterus tissue is because some samples
produce very different results for q when calculated using qG versus qH even though they should
theoretically produce the same result. Furthermore, the planar sheet grouping will appear very
similarly in the OCT orthogonal views. Future improvements to the 3-D mapping analysis would
benefit from testing this alternate planar geometry model.
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3.7 Conclusion
In this chapter explored a complete imaging and processing workflow for analyzing and mod-
eling 3-D collagen fiber architecture from SD-OCT volumes. Image processing pipelines were
developed to enhance OCT image quality, acquire 3-D fiber orientation maps, and produce trac-
tographic models of collagen fiber networks. The resulting fiber models provide a global view of
large-scale tissue fiber networks.
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Chapter 4: Analysis of Uterine and Cervical Tissue
4.1 Introduction
Reproductive tissue is responsible for providing the life giving functionality of birth. Despite
the obvious importance in studying this tissue, little is know about the structural changes that the
uterus and cervix in particular go through over the course of (multiple) pregnancy(s). At a very high
level, the cervix is a mechanical barrier that keeps the growing fetus in the uterus until the mother
is ready to give birth, at which point the cervix softens to allow the baby to pass through the vagina.
The uterus is responsible for providing a place for the fetus to grow. Over the course of pregnancy
the uterus can more than quadrupule in size. Both the cervix and uterus are recepticles of massive
mechanical forces and undergo drastic compositional changes as a result of pregnancy. Preterm
birth is characterized by softening of the cervix at a stage before the fetus has fully developed. It
is the number one killer of children world-wide and survivors are prone to live with mental and/or
physical disabillities for the rest of their lives [26]. Currently the mechanisms of preterm birth are
unknown, in part due to a lack of understanding around the structural tissues changes associated
with both healthy and preterm birth [26].
Our group has done extensive work with Professor Kristin Myers and her group to use OCT to
study the tissue structure of cervical tissue and its role in preterm birth. In ref [101], Gan, et al.
developed a method to extract the 3-D fiber architecture from human cervical tissue slices using
OCT. Using a custom stitching method, they were able to analyze mosaic volumes covering the
entire in-plane area of the cervix at selected distances from the uterus. The fiber results were later
used in a mechanical model to further characterize baseline tissue mechanics [100], and orientation
and dispersion fibers models for some pregnant and non-pregnant samples [23].
In this chapter, I will review new OCT analysis of both cervical and uterine tissue done in
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continued collaboration with the Myers group. The 3-D fiber orientation method presented in
the previous chapter is used to create the first OCT-based fiber models of both pregnant and non-
pregnant tissue. We explore how subsequent analysis of the fiber orientation maps was used to
extract information on fiber groupings and other structural trends. The cervical tissue analysis is
a continuation of the work by Yu Gan. I will cover the imaging protocol and results for a new set
of "wedge" samples. I will review our findings of abnormal tissue structures and null results of
both fiber and tissue compositional trends. The chapter will conclude with preliminary results of a
through-thickness uterine fiber model and future directions.
4.2 Uterus Imaging and Sample Preparation
4.2.1 Tissue Collection
Five human uterine tissue samples, three non-pregnant (NP) and two pregnant (PG), were col-
lected from consenting patients following hysterectomy according to protocol approved by the
Columbia University Institutional Review board. Samples were divided by cutting blocks of tissue
at the anterior, posterior, and fundus. The blocks were sliced into 15-25 mm x 15-25 mm square
slabs with 2-4 mm thickness, resulting in anywhere from 4 to 8 slices per tissue block. Tissue was
flash frozen using dry ice and stored in a -80 C freezer. Figure 4.1 shows how the uterus tissue
blocks were cut and sliced (ref Shuyang Fang). Because hysterectomy is performed in response
to disease of myometrial tissue, our specimens represent a rich diversity of pathologies and parity
to provide a heterogeneous dataset for testing our algorithm. Patient demographic information can
be found in Table 1.
4.2.2 OCT Imaging
Prior to imaging, samples were thawed and submerged in PBS to keep the tissue hydrated.
All samples were imaged using a commercial TELESTO SD-OCT system (Thorlabs, GmbH, Ger-
many) with 6.5 `m axial and 15 `m lateral resolution. Multiple volumetric scans were needed to
image each tissue slice. Each image volume was 5.5 x 5.5 x 2.51 mm (1375 x 1375 x 512 voxels)
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Figure 4.1: Diagram of sample preparation for uterus tissue blocks (Images provided by Shuyang
Fang).
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Table 4.1: Uterus patient specific obstetric history
Patient ID Age Ethnicity G P Hysterectomy indication Obstetric history
NP Patient 1 40 AA 0 0 Fibroids No pregnancies
NP Patient 2 37 Hispanic 1 1 Fibroids Prior C/S
NP Patient 3 41 White 4 2 Endometriosis NSVD
PG Patient 1 39 White 11 2 Accreta Prior C/S
PG Patient 2 30 Hispanic 4 3 Accreta Prior C/S
#% ≡ Non-pregnant; % ≡ Pregnant; ≡ Gravida; % ≡ Parity;  ≡ African-American;/( ≡
Cesarean section
and overlapped 0.5 mm with adjacent volumes for digital stitching. Tissue slices were imaged
front and back to capture the full sample thickness. The number of sub-volumes acquired varied
by tissue slice depended on size and shape and ranged from 6 to 20 sub-volumes for each side of
a tissue slice. The wide range in the number sub-volumes is a result of the varying tissue block’s
size. Sub-volumes were stitched using a custom OCT registration and blending method to create a
single mosaic volume [101]. This resulted in 28-41 mosaic volumes per patient. Figure 4.2 shows
an example of one side from an NP anterior uterus slice. The camera image on the left shows the
tissue and the red boxes outline each sub-volume that was imaged with OCT. The resulting mosaic
volume is visualized by its sum-volume image on the right.
Figure 4.2: Mosaic imaging of an NP anterior uterus slice (front side).
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Histology
The 3-D fiber orientation method relies on the inherent assumption that collagen fibers are
bright (high intensity) in constrast with the background and surrounding tissue. In an OCT image,
this appears as a bright fibrous network surrounding lower intensity regions of muscle fibers. We
first confirmed the OCT features that correspond to collagen in uterine tissue. This structure is
shown in Fig. 4.3, which provides a visual comparison between histology (Fig. 4.3a) and an
en-face OCT image (Fig. 4.3b).
Figure 4.3: Matching OCT and histology to verify tissue composition in a non-pregnant uterine
sample. (a) Masson’s trichrome stain histology section from anterior location. The orange stain
indicates smooth muscle cells (SMCs) and the blue stain indicates collagen fibers. (b) OCT en-face
image from the matching uterine tissue sample. Visual comparison of (a) and (b) indicates that the
bright intensity fibers in the OCT image are collagen and the darker intensity areas between the
fibers are SMCs.
4.3 Uterus fiber analysis
The 3-D fiber orientation method described in Chapter 3 was used to analyze all mosaic vol-
umes from one pregnant sample (Patient ID 040918) and one non-pregnant sample (Patient ID
091818) totaling over 50 volumes. Analysis of each volume produced a fiber-enhanced image vol-
ume, upper and lower edge maps, incline, en-face, and 3-D fiber orientation map, and a particle
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filter generated 3-D fiber tract model. We show some example 3-D orientation maps from exam-
ple images and one particle filter tractography. Additional analysis was performed to detect fiber
groups through histogram analysis. We show examples for an NP and PG sample. We explored
additional analysis to look at depth dependent changes in fiber orientation with the motivation that
multi-layer fiber information could be extracted.
4.3.1 Uterus Fiber and Abnormality Phenotyping
The first question to ask before fiber quanitification is "are there visible fibers in the OCT
images and what do they look like". I visually surveyed all the OCT mosaic volumes and was able
to identify common trends in the tissue structure as well as some abnormalities. This qualitative
analysis was mostly restricted to b-scans, however, corresponding complimentary features were
typically visible in the en-face images as well. Five typical fiber phenotypes were identified:
horizontal, vertical, chaotic, short/null, and swirl. An example stitched b-scan of each phenotype
is shown in Figure 4.4. B-Scans were denoised and attenuation compensation was applied for
enhanced visualization. The first two phenotypes, horizontal and vertical, were the most common,
and when present, dominated the majority of the tissue. The other three, chaotic, short/null, and
swirl, were far less common. Chaotic samples were those with distinct fiber/muscle features but
had no preferred orientation. These samples appeared to be more prevelant in the PG specimens,
but more samples are needed to confirm this trend. The short/null phenotype were samples where
the tissue surface had a distinctly different texture that appeared as if it contained many short, thin
fibers or none at all. All short/null phenotypes were of samples from either the inner-most or outer-
most slices and appeared in almost every tissue block to some extent. I hypothesize that this may be
a result of the cutting/ablation process used to remove the uterus tissue because of the consistency
in where the phenotype was found. The last phenotype, swirl, was characterized by near-circular
or dome-shaped collections of fibers. The example shown in Figure 4.4 even appears to have
influenced the shape of the tissue, creating a bulbous protrusion. Scanning through multiple b-
scans of the phenotype creates a "swirling" effect which inspired the name. This analysis confirmed
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that 3-D fiber structure is prevelant in all the imaged samples and its organization is complex and
varied.
Figure 4.4: Uterus fiber structure phenotyping. Five phenotypes were qualitatively identified,
indicating that the uterus fiber architecture is complex, varied, and three-dimensional.
In scanning the uterus OCT images, a number of non-fiber structures were identified. Figure
4.5 shows some examples of these abnormalities. Each abnormal feature is indicated by a yellow
arrow. Most instances of abnormalities looked like the first two images, mostly normal tissue
structure peppered with holes or folds of tissue. Many smaller holes than the one shown in the
second image were identified, but it’s likely that these small holes correspond to vasculature. The
strange dark looking "fibers" in the third image are completely unknown. In future work, it will
be worthwhile to do histology on some of these samples so that abnormalities like these can be
properly identified. It should also be noted that these tissue blocks were removed from patients
with pathologies, therefore any of the trends in tissue structure identified here are not indicative
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of healthy uterus tissue. A complete list of phenotypes and abnormalities can be obtained upon
request.
Figure 4.5: B-Scan examples of uterus tissue abnormalities. Abnormal structures are identified by
the yellow arrows. These structures may cysts, "folds" in the tissue, or other unidentified structures.
4.3.2 3-D Fiber Mapping
Next, we show 3-D fiber orientation maps. With respect to the uterine tissue slice, \ can
be interpreted as measuring a collagen fiber’s alignment within the tissue surface plane. q can
be interpreted as the fiber’s incline within the tissue slice. Because q is defined with respect to
the positive Z-axis, a measurement of q = 0◦ would indicate a fiber’s aligned vertically while
a measurement of q = 90◦ would indicate a fiber’s aligned horizontally or parallel to the tissue
surface. Defined anatomically, the Z-axis corresponds to the through-thickness dimension of the
uterus sample while the X and Y -axes align with either the longitudinal or meridianal anatomical
directions depending on location.
3-D fiber orientation maps were obtained for two OCT mosaic volumes. Figure 4.6 shows
the 3-D maps produced for a tissue slice from an NP (a,c,e,g) and PG (b,d,f,h) specimen. The
orientation maps are overlayed with transparency onto the OCT sum-volume projection to provide
a visual connection to the imaged tissue features. The colors indicate the local fiber orientation for
\ and q according to the colormaps shown on the right side of the figure. The 2-D maps (Figs.
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4.6a, 4.6b, 4.6e, 4.6f) are depth-averaged, meaning the displayed orientation is the circular mean
of all measured orientations at a given en-face location and over the axial range of the OCT image
volume. Additionally, the 3-D fiber orientation maps are shown in Figs. 4.6c, 4.6d, 4.6g, and 4.6h.
Their shape matches that of the corresponding tissue slice. The two tissue specimens displayed in
the figure are from approximately the same anatomical location, however, the fiber organization
differs significantly between them. In both the NP and PG examples (Fig. 4.6a - Fig. 4.6d), the
\ fiber map shows how the the collagen fibers tend to group locally, but also swirl and frequently
change direction across the full span of the tissue. Conversely, the NP q fiber map in Fig. 4.6e
shows a uniform fiber alignment parallel to the tissue surface with a few areas of moderate incline.
The PG q map in Fig. 4.6f shows that this fiber network has a slightly higher incline on average
than in the NP example. Additionally, there are more areas of angled or vertically aligned fibers in
the PG sample.
4.3.3 Histogram and Fiber Group Analysis
Histogram analysis can be applied to the \ and q fiber maps to obtain more information about
the tissue’s collagen organization. To demonstrate this, we looked at histograms of the 3-D fiber
orientation for an NP and PG uterine specimen with a highly organized collagen networks. Each
histogram was generated using a bin width of 0.5◦ and covering a range of 180◦ (\ ∈ [0◦, 180◦],
q ∈ [−90◦, 90◦]). The NP sample histograms of the \ and q orientation for the full mosaic volume
are shown in Fig. 4.7a and 4.7b, respectively. The \ histogram has three dominant peaks (40◦,
125◦, and 175◦), suggesting this volume has three main fiber groups, each defined by a dominant
orientation and dispersion. These same groups, however, do not appear in the q histogram in Fig.
4.7b. Instead, it shows a single distribution centered at 0◦ with the majority of non-zero bins in
the range of +/−40◦. To further investigate the fiber groups, we examined the same histograms
for three different sections of the volume. Figure 4.7c shows the \ map overlayed onto the OCT
sum-volume projection and the three regions that were analyzed. These areas were roughly chosen
to cover three areas with distinctly different appearance in the OCT en-face images. The resulting
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Figure 4.6: En-Face (\) and incline (q) collagen fiber orientation maps from a non-pregnant (NP)
and pregnant (PG) uterine sample. There are two different visualizations of these maps shown: 2-
D depth-averaged orientation maps which are overlayed onto the OCT sum-volume projection for
visualization (a,b,e,f) and full 3-D block visualizations (c,d,g,h). The different colors indicate the
collagen fiber’s en-face orientation (a,c,e,g) or its incline with respect to the tissue surface (b,d,f,h)
according to the displayed colormaps where \, q ∈ [0◦, 180◦]. Scalebar = 0.5 cm.
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\ and q histograms for each section are shown in Fig. 4.7d. Sections 1 and 2 each cover a single
dominant fiber group as indicated by the uni-modal appearance of the \ histogram and Section 3
has a mixture of different fiber groups. While all three sections have peaks in the q histogram at 0◦,
each group has a different spread of orientations. Comparing Sections 1 and 2, the mean angle of
Section 1 is lower and the variance is larger than Section 2. This suggests that the two groups may
converge in the volume with the fibers from Section 1 weaving between and underneath the fibers
in Section 2. The significantly higher variance of Section 3 compared with the other two sections
suggests that multiple fiber groups may converge at that location, resulting in more a more chaotic
fiber organization.
The same analysis was repeated for a posterior tissue slice from a PG uterine sample and is
shown in Fig. 4.8. The full volume \ histogram in Fig. 4.8a reveals up to four fiber groups
with a more even spread between groups than in the NP example from Fig. 4.7. This is visually
reflected in the \ map in Fig. 4.8c. Again the volume was separated into three sections by visual
identification of the fiber groups and histogram analysis was applied to each section (Fig. 4.8d).
The \ section-based histograms have more exaggerated peaks for the different fiber groups, but
overall, the sectioning does not isolate the different groups as well as in the NP example. Another
interpretation of this result would be that the different fiber groups of this sample are more mixed
and the overall organization is more chaotic than in the NP example. The q histogram for the full
volume in Fig. 4.8b again has no discernible grouping like in the NP example. When comparing the
q histograms for Section 1 to Sections 2 and 3 however, we see that the fiber incline characteristics
change from the top half of the tissue slice to the bottom half.
4.3.4 Fiber Tractography
Using the \ and q fiber maps and the particle filtering technique, fiber tractographs were gen-
erated for the NP uterus sample shown in Fig. 4.7. Two different views of this tractograph are
shown in Figure 4.9. Fiber tracts were generated using a 3-D particle filter (green/blue) and over-
layed over the 3-D OCT mosaic volume (gray). The different fiber tract colors distinguish the two
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Figure 4.7: Histogram analysis reveals fiber groups in the non-pregnant uterus sample. (a,b) His-
togram of \ and q orientations for full mosaic OCT image volume of an NP (anterior) uterus tissue
specimen. (c) En-Face sum-volume image of the uterus specimen. Color overlay shows the depth-
averaged \ orientation map. (d) Histogram analysis was divided into three separate sub-volumes,
as indicated by the color outlines in (c). Each section covers a dominant fiber group with the cor-
responding histograms revealing the dominant orientation and dispersion of each group. Scale bar
= 0.5 cm.
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Figure 4.8: Histogram analysis reveals fiber groups in the pregnant uterus sample. (a,b) Histogram
of \ and q orientations for full mosaic OCT image volume of an PG uterus tissue specimen. (c)
En-Face sum-volume image of the uterus specimen. Color overlay shows the depth-averaged \
orientation map. (d) Histogram analysis was divided into three separate sub-volumes, as indicated
by the color outlines in (c). Each section covers a dominant fiber group with the corresponding
histograms revealing the dominant orientation and dispersion of each group. Scale bar = 0.5 cm.
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largest fiber groups identified using the histogram analysis of the \ fiber map. The green fibers
are characterized by \ ∈ [80◦, 155◦] while the blue fibers are characterized by \ ∈ [155◦, 30◦].
Fibers tracts outside this range were omitted for visualization purposes. The two different views
show how the different fiber groups interact. In the center of the volume, small patches of the green
fiber group can be seen weaving between the blue group in a characteristic basket-weaving pattern.
Animations of the fiber tracts alone are provided in Visualization 2 and Visualization 3.
4.3.5 Multi-Layer Fiber Testing
Using one NP sample, the 3-D \ map was used to test if the information could be used to
determine areas of the volume with single or multiple fiber layers. Figure 4.10 shows the results
of this test. In Fig. 4.10a, an example b-scan from the volume is shown where some sections
have only a single layer of visible fibers but other sections have more. The different en-face \
orientations are shown overlayed in color, demonstrating that multi-layer fiber groups exist. An
single a-line is examined in detail (red line) and plotted in Fig. 4.10b. The two group transition
which is clearly visible in the b-scan is also seen here, where the layer transition appears around
a pixel depth of 140. The two layers are also visible as close but distinct peaks in the a-line \
histogram (Fig. 4.10c). We applied this process to every a-line in the volume, used peak detection
on the histograms to estimate the layer count, and then recorded the median result for 50 × 50
sections of a-lines to produce the layer count map in Fig. 4.10d. Comparing with the OCT sum-
volume image in Fig. 4.10e, we can see how the layer map helps to identify both overlapping fiber
groups and null regions where fiber dispersion is high or fibers are not present.
4.4 Full-Thickness Uterus Model
A custom image processing pipeline was developed to combine the OCT mosaic volumes from
each side of the tissue into a single volume. First, attenuation compensation was applied to normal-
ize the image intensity with respect to depth. The image volume was then denoised and enhanced
using BM3D and homomorphic filtering to improve fiber contrast and overall image quality. Pro-
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Figure 4.9: 3-D fiber model using particle filter technique for an NP sample. Color represents two
dominate fiber groups identified via histogram analysis (see Fig 4.7). a) View 1. b) View 2. Scale
bar = 4 mm.
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Figure 4.10: Multi-layer fiber test. (a) Example b-scan with overlay results of \ in color, where
color corresponds to orientation. (b) \ as a function of depth for one a-line in (a) (red line). (c)
Histogram of (b). (d) Peak-detected layer count for averaged sections of every a-line in the volume.
(e) Corresponding OCT sum-volume image.
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cessed OCT volumes from the front and back of each tissue slice were combined through rigid
image registration, which matched common features and geometry between the two images of
each slice. Before registering the full OCT volumes, rigid registration was applied to represen-
tative en-face OCT slices that form an averaged view of axial sections of the three-dimensional
uterine collagen fiber network. The slices were created by averaging en-face images in 0.5 mm
axial sections, resulting in about 8 sections per tissue slice. This method was extended to register
the full OCT volumes using the same physical translations from each corresponding axial section.
Back and front volumes for a given slice are flipped left-to-right in relation to each other.
An example of the registration process is shown in Figure 4.11. The first two images (Fig.
4.11a and 4.11b) are OCT sum-volume images of the front and back slices, respectively, from
an anterior NP specimen. The red box in each image outlines a distinct anatomical feature that
appears in both images. This feature is used as an anchor point for registration. In Fig. 4.11c, the
first image is flipped left-right and overlayed with transparency on the second image. In this view,
the translation of the first image is fine-tuned to match the second image as best as possible.
Figure 4.11: Mosaic volume registration. Rigid registration of adjacent mosaic volumes is done
by matching visible anatomy (red box) and then fine tuning. (a) NP sum-volume image from a
back slice. (b) Sum-volume image of the corresponding front slice. (c) Matched and overlayed
sum-volume images.
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Table 4.2: Cervix patient specific obstetric history
Patient
ID








NP 1 42 Hispanic N 5’3” 116 35 0 0 N/A
NP 2 42 White Y 5’5” N/A 20 0 0 N/A
NP 3 44 White N 5’4” 130 30 0 0 LEEP
NP 4 40 AA N 5’4” 194 25 0 0 N/A
NP 5 47 White N 5’7.5” 245 30 0 0 LEEP
NP 6 46 White N 5’5” 205 30 0 0 N/A
NP 7 44 AA N 5’2” 157 25 0 0 Cone Biopsy
PG 1 U U U U U U 0 0 U
#% ≡ Non-pregnant; % ≡ Pregnant; ≡ Gravida; % ≡ Parity;  ≡ African-American;* ≡ Unknown
4.5 Cervix Tissue Collection and Imaging
4.5.1 Tissue Collection
Eight cervix specimens were imaged, seven NP and one PG. Each specimen was cut into 16
wedges and we recieved and imaged 8 of them. Anatomically, the tip of the wedge corresponds to
the inner canal while the long flat edge opposite of the tip corresponds to the outer canal. The eight
wedges from each specimen were separated into two sets, one set from the internal OS (IO) and
another from the external OS (EO). The IO is the part of the cervical canal closest to the uterus and
the EO is the opposite end close to the vagina. Figure 4.12 shows an image of the wedge samples
following cutting. The four wedges of each set correspond to four different quadrants (labeled
"qx" in the figure). All samples were taken from the extreme ends of the cervix. Patient history
and demographics for the eight samples is shown in Table 4.2.
4.5.2 OCT Imaging
Cervix samples were prepped using the same protocol as the uterus samples. The same SD-
OCT system was also used to image the samples. The cervix samples were much thicker than the
imaging depth of the OCT system, however, only one side was imaged. Multiple volumes were
collected for each wedge beginning approximately at the tip of the wedge and moving across the
sample in a straight line to the opposite edge. Each sub-volume was 4.5× 4.5.51 mm and adjacent
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Figure 4.12: Cervix wedge samples. Example from one specimen. The wedges are separated into
two sets according to internal OS (IO) and external OS (EO). Eight wedges were cut from each
set but only four were kept for OCT analysis. Each wedge that we kept is labeled according to the
"quadrant" they are located in.
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volumes were acquired with 0.5 mm of overlap. Samples are comprised of as few as one volume
and as many as five volumes. Samples with more than one volume were stiched into a mosaic
[101].
Following imaging of the wedges using the line scan method just described, we discovered a
few problems with imaging and some samples were re-imaged. In the re-imaging, the same side
of the sample was imaged using the same sub-volume size, but collected with varying amounts of
overlap to completely image the entire surface of the sample. One of the problems with the initial
imaging session was that small blue fibers of cloth from the material the wedges were cut on got
stuck to the tissue. These were very obvious in the OCT images, decreased the image quality, and
hindered down-stream analysis. The re-imaged samples were chosen based on which wedges had
either the most blue fibers on them or had the smallest portion of their total volume imaged. The
majority of blue fibers were removed prior to re-imaging using tweezers and a microscope.
Each mosaic volume corresponding to a wedge cervix sample was qualitatively evaluated us-
ing ImageJ to sweep through the transverse and en-face views. Multiple metrics and notes were
recorded for every sample including: notable fiber presence, un-identifiable structures, and image
quality. Images showing notable features were documented.
The first test on the cervix images was to simply scan the OCT images for interesting features.
The most obvious of these were what appear to be cysts. These appeared as large vacuous globules
in the OCT images. Examples of the most prominent cysts are shown in Fig. 4.13. Figures
4.13a and 4.13b are from the external OS of two different NP specimens while Fig. 4.13c is from
the external OS of a PG specimen. The cysts are very obvious in the OCT images and appear to
dominate the local tissue structure. Interestingly, each cyst has a different appearance in the camera
images (indicated by the yellow arrows). The cyst in Fig. 4.13a for example is barely visible in
the camera image while the cyst in Fig. 4.13b appears to have a bulbous top that extends from the
tissue surface.
Figure 4.14 shows OCT image examples of collagen fiber architecture. Each row corresponds
to a different specimen. All three are from the IO of NP specimens at Q4, Q1, and Q2, respectively.
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Figure 4.13: Imaging Results - Cysts. Examination of camera images and OCT volumes revealed
cysts in multiple tissue samples. The camera images (color) show the sample and the red box
outlines the portion of the sample that was imaged with OCT. Next to each camera image are
example en-face and b-scan images of the cysts. The cyst locations are indicated by the yellow
arrows. (a) Patient ID - NP 2 (031918-2) EO Q1. (b) Patient ID - NP 3 (032618-2) EO Q3 (c)
Patient ID - PG 1 (102618) EO Q3.
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The fact the fiber architecture is most visible in the IO is not suprising given that collagen concen-
tration is higher in the uterus. In these examples the circumfrential directionality of the collagen
fibers is also visible, i.e. fibers are aligned along the short edge of the wedge.
Figure 4.14: Imaging Results - Collagen. Examination of camera images and OCT volumes re-
vealed collagen fiber structure in multiple tissue samples. The camera images (color) show the
sample and the red box outlines the portion of the sample that was imaged with OCT. Next to each
camera image are example en-face images of the collagen fibers. In these cases, fibers tend to align
circumfrentially. (a) Patient ID - NP 1 (031918-1) IO Q4. (b) Patient ID - NP 4 (040918) IO Q1
(c) Patient ID - NP 6 (061818-2) IO Q2.
Select samples were re-imaged where large portions of the sample were initially omitted and/or
blue cloth fibers obscured important tissue features. Figure 4.15 shows and example of one NP
sample (IO Q2) that was re-imaged. In Fig. 4.15a, the camera image and sum-volume OCT image
of the sample from the inital imaging session are shown. The blue arrows point to cloth fibers and
the yellow areas point to areas of the sample that weren’t imaged. Figure 4.15b shows the mosaic
sum-volume image after re-imaging. The majority of fibers are no longer visible and image quality
is noticably improved.
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Figure 4.15: Imaging Results - Comprehensive Imaging. Sample IO Q2 (Patient ID - NP 6
(050718-2)) was re-imaged to comprehensively OCT the entire wedge and remove any blue cloth
fibers (a) Camera image and sum-volume OCT image from the first imaging session. The sample
is covered in blue cloth fibers and only part of the sample was imaged with significant portions
of the inner and outer canal missing. (b) Sum-volume OCT image of the sample after cloth fiber
removal and re-imaging. Fiber structure and overall tissue is much easier to visualize and examine.
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4.6 Cervix Optical Properties
In all samples, the unstitched sub-volumes were analyzed to estimate the tissue optical proper-
ties. Specifically, the back-scattering coeficient `1 and transmission coeficient `C were calculated
for each a-line, resulting in en-face optical property maps. We used the method by Xu, et al. to
approximate the optical coefficients [118]. In short, this method uses a single-scattering model to
approximate the optical coefficients, meaning that for each a-line, the signal intensity directly fol-
lowing the specular peak describes the optical properties of the tissue at that location. This is not
true because in heterogenous tissue there will be many tissue types with different optical properties
which results in multiple scattering events. To validate the single scattering assumption, we only
analyze the a-line signal to the point where the signal intensity as attenuated to 37% of the specular
peak amplitude. Under this assumption the power of a given a-line as a function of depth, %(I)




where %8 is the incident laser power, !2 is the coherence length of the source, (I) is the beam-
divergence function, and = is the tissue refractive index. From this equation, it is difficult to
estimate the optical coefficients. Instead, we first measure the average power curve %0(I) of a





where `10 is the backscattering coefficient of the microsphere solution. By using %0(I) as a cali-
bration signal, dividing into %(I), and taking the log, we obtain
log(%(I)/%0(I)) = log(`1/`10) − 2`CI/= (4.3)
In this form, the optical coefficients are obtained by applying a linear fit and calculated `1 from
the estimated intercept and `C from the estimated slope.
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Practically, additionally processing steps were necessary to obtain the best estimates of optical
coefficients. First b-scans were filtered with an 3 × 3 median filter and the specular peak is set as
the maximum intensity pixel in each a-line. A-lines were than averaged over an 8 a-line moving
average. The start position of the linear portion of the a-line was marked as 9 coherence lengths
below the specular peak, which corresponds to 12 pixels in our images. The averaged a-line is then
smoothed using a 10 pixel smoothing window. The linear segment is then extracted by choosing
the end point at 37% (1/4) attenuation from the start point. If the end point was less than 10
pixels from the start point or corresponding to a pixel intensity of zero, the next valid end point
was chosen instead. The calibration curve is then cropped (if necessary) to match the length of
the linear segment. Lastly, the calibration curve is subtracted from the linear segment, the result
is converted from dB’s to a natural log scale, and we perform ordinary least square regression to
estimate the slope and intercept (see Eq. 4.3).
Optical coefficents were extracted and analyzed in two ways. The first was to look at en-face
optical coefficent maps. Figure 4.16 shows example maps for two volumes: Figure 4.16a is from
Patient ID - NP 2 IO Q2 and Fig. 4.16b is of Patient ID - NP 3 IO Q1. For each sample we show
the OCT sum-volume image, the `C map, and the `1 map. In both samples the optical coefficient
maps provide interesting contrast that we don’t see in the sum-volume image. For Fig. 4.16a we
see a bright path that snakes through the bottom half of the image which is invisible in the sum-
volume. Some fiber constrast in also apparent. In the other example, the large cyst becomes bright
and easy to identify, particularly in the transmission coefficient `C map. Interestingly, we dont see
significant differences between the `1 and `C maps.
The next test was to measure the average optical coefficient as a function of distance from the
inner canal for all samples. The results of this test for Quadrant 1 are shown in Fig. 4.17. The plots
are separated by optical coefficient and whether the wedge was from the EO or IO. Each colored
curve corresponds to one of the eight specimens. Wedges were different sizes so they often do no
align aross the sample. In general, analysis of these plots did not reveal any significant trends. We
were looking in particular for changes in optical properties between the inner and outer canal, but
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Figure 4.16: Optical Coefficient Maps. Two examples of the OCT sum-volume image and calcu-
lated optical coefficient maps for the backscattering coefficient `1 and transmission coefficient `C .
(a) Patient ID - NP 2 (031918-2) IO Q2. (b) Patient ID - NP 3 (032618-2) IO Q1.
ever sample was found to exhibit distinctly different characteristics.
4.7 Discussion
4.7.1 Uterus Fiber Analysis
The focus of this study was to develop and test a framework for 3-D fiber orientation mapping
using OCT image volumes. While in-depth analysis of the resulting maps and tractographs was
outside the scope of this study, histogram analysis was employed to demonstrate our method’s po-
tential to reveal new information about uterine collagen macro-structure. Identifying fiber grouping
on the millimeter length scale and analyzing their individual organization had not been previously
reported and we feel this method of analysis will be impactful for understanding normal structure
function as well as pathological uterine physiology as it pertains to patient-specific collagen orga-
nization. Analysis of fiber groups can be further expanded through Gaussian mixtures models to
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Figure 4.17: Optical coefficients Q1 all samples. Average `1 and `C were measured as a function
of distance from the inner canal for all samples. The columns correspond to optical coefficient and
the rows correspond to either EO or IO samples. The different color curves correspond to each of
the eight specimens. We found no trends between samples, locations, or distance from the inner
canal.
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automate the process and make accurate measurements of mean fiber orientation and dispersion.
One interesting feature we observed in the histogram analysis (Fig. 4.7) is that the q histograms
in Figs. 4.7b and 4.7d have very sharp peaks at the 0◦ bin. It is difficult to say what the source
of this peak could be, however, it is likely to be a result of imperfections in the calculation of q.
Because q is calculated as the arctangent of a ratio (Eq. 3.2), an orientation of 0◦ ∈ [−90, 90] will
generally result when the numerator of the ratio is much smaller than its denominator. Additionally,
q is a function of \ and qG,H, so small errors in these measurements will propagate through the
q calculation and may concentrate near 0◦. Using a very narrow bin width would smooth this
erroneous peak, but would also make the rest of the histogram impossible to interpret. We found
that a bin size of 0.5◦ was the best compromise between reducing the size of the 0◦ peak and
producing a smooth and interpretable histogram.
Uterine tissue is complex because of its sophisticated collagen fiber architecture and hetero-
geneous composition of cells and ECM components. A limitation of this study is that the fiber
orientation mapping and tractography phases do not include tools to distinguish different tissue
types. Uterine tissue is comprised primarily of collagen and smooth muscle cells (SMCs), though
relative concentrations of each are not well characterized and may change significantly between
specimens. SMCs can be further characterized as either uterine smooth muscle (USM) or vascular
smooth muscle (VSM) which are phenotypically different and vary in their presentation based on
the presence of vessels and arteries [13]. Histological sectioning suggests that in general SMCs are
also aligned structures and well correlated with collagen alignment [28]. This heterogeneity had
a minimal effect on the accuracy of our 3-D fiber processing method because both quantification
tools, the Radon method and the gradient method, inherently detect brighter image features which
correspond with the collagen fibers. Erroneous measurements will only occur in regions with vary
high concentrations of SMCs relative to collagen. In these scenarios, texture analysis or computer
vision tools could easily be incorporated into future versions of this method to create models that
capture all the heterogeneous features of the myometrium including USMs, VSMs, vasculature,
and even pathological tissue.
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When considering the uterine tissue complexity and heterogeneity, it is important to address
the diversity of the samples used in this study. All uterine samples obtained and imaged using OCT
were obtained from donors with different parity following hysterectomies. This implies that these
samples are very likely pathological and do not represent the tissue features of a healthy individual.
In preliminary and qualitative analysis of the OCT uterine images, we found that b-scans revealed
a number of basic phenotypes regarding fiber incline. Some samples appeared highly ordered with
fibers primarily at horizontal or vertical inclines while others had more chaotic organization with
fibers oriented at seemingly random orientations. Visualizations 4-8 are videos showing a few
examples of these phenotypes. It is still unclear how representative these images are of typical
uterine tissue and further investigation is needed to more accurately assess the typical structure of
the uterine ECM.
Despite these limitations, the 3-D fiber orientation method offers significant advantages over
previous methodologies for modeling the 3-D architecture of human uterine tissue. Lutton, et al.
used histological processing to model a single NP human uterus 7 cm x 3 cm x 0.35 cm tissue block
and create the highest resolution model produced over a multi-centimeter length scale [28]. OCT
provides micron resolution images similar to histology and requires significantly less resources to
image the same volume of tissue. Lutton required thousands of histology slides and an intensive
registration method to create their model. Using OCT, we are able to image and fully model a tis-
sue slice in a few hours. In combination with processing methods like our proposed fiber modeling
approach, OCT holds promise for even more sophisticated structure function analysis. We envision
that the minimal resources needed to employ our method will open the door to multi-cohort stud-
ies that would have been prohibitively expensive to accomplish using histological processing or
similar methods. The interested reader can download the 3-D fiber mapping code from Columbia
University’s Academic Commons.
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4.7.2 Cervix Data Challenges
A number of difficulties were encountered in working with the cervix dataset. The state of the
samples was the first challenge. The wedges were cut with a scalpel rather than a microtome which
made the surface of the samples rugged and varying. The changing tissue surface made imaging
difficult since it was very difficult to have all the tissue in frame for a given volumetric acquisition.
The blue cloth fibers caused two problems: they were attenuating and created shadows and in the
en-face images they had the appearance of fibers which foiled the fiber orientation analysis. These
problems were mitigated in many ways in reimaging, but it is also almost impossible to remove
all of the cloth fibers because of how small they are and the comprehensive imaging procedure
multiplied the imaging time.
Another challenge of the cervix analysis was accurate caluclation of the attenuation coeffi-
cients. The method employed relies entirely on producing an accurate calibration set. For exam-
ple, because Eq. 4.3 is produced by cancelling out terms from %(I) and changes in (I) or other
terms between the two datasets will produce errors in the coefficient estimate. Error in estimation
of `10 would have a similar effect. Lastly, this method assumes single scattering events at each
a-line which is certainly not the case when imaging heterogenous samples like cervical tissue. In
summary, this technique for estimating `C and `1 is very sensitive to error and caution is advised
when using this method to infer exact information about tissue composition or compare with other
datasets that use a different calibration.
4.8 Conclusion
An image processing method was developed for extracting and visualizing 3-D fiber orienta-
tion information from OCT images. The resulting fiber model is a global view of whole tissue
fiber networks in human uterine samples which provides a patient-specific platform for examin-
ing collagen micro-structure on a macro-scale and comparing the modeled architecture between
pregnant and non-pregnant specimens. The proposed method has the potential to provide the first
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micron resolution model of a full human uterus sample and valuable insight on the physiological
mechanisms related to structural remodeling during pregnancy.
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Chapter 5: Time-Lapse Segementation
5.1 Introduction
Segmentation or detection of motion is a challenge in medical imaging that spans multiple
applications and imaging modalities. Understanding dynamic biological phenomenon necessitates
quantitative analysis, which relies on tools for separation of the motion of interest from other static
components in the image. Separation of static and dynamic components is in general difficult due
to variety in types of motion (particle flow, physical deformation, periodic motion, etc...).
5.1.1 Sparse Representations
Sparse Representation theory offers many favorable tools for solving the kind of dynamic seg-
mentation problems encountered in OCT imaging. Sparse Representation is based on the claim
that by utilizing the sparsity of some signal, we can solve an underdetermined system of linear
equations. Many different formulations and solutions of this problem have been developed, one
of which is the sparse and low-rank matrix decomposition problem as posed by Robust Principle
Component Analysis (RPCA) [97]. Assuming some signal . ∈ R<×= contains both static and dy-
namic components (!, ( ∈ R<×=, respectively), RPCA says that ! and ( can be estimated from the
observation . by solving the optimization problem:
minimize ‖L‖∗ + _‖S‖1
subject to L + S = Y
(5.1)
where ‖ · ‖∗ denotes the nuclear norm. Intuitively, this optimization problem seeks a sparse-
valued matrix (() and a matrix which is sparse in its singular values (!) whose sum is consistent
with the observed matrix . .
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This technique has recently gained popularity in medical imaging applications, particularly
Magnetic Resonance Imaging (MRI). Haldar and Liang recognized that in video MRI, tempo-
ral frames could be modeled as space-time columns where correlations in time yield a low-rank
matrix [119]. More recently, this model was used to separate static and dynamics components of
undersampled, video MRI [83]. Similar methods for separation of static and dynamics components
have also been employed with success in 4-D Computed Tomography imaging [120].
Despite the success it has demonstrated in applications like MRI, the scope of studies employ-
ing Sparse Representation theory in OCT imaging is relatively narrow. The majority of studies
have focused on denoising, where generally speckle noise is reduced by modeling the denoised
image as a low-rank version of the observed imaged [121]. Some studies have also explored dic-
tionary learning methods for more targeted denoising approaches [122] and structure/texture based
segmentation [123].
5.1.2 Segmentation in OCT
The quick scanning speeds of Optical Coherence Tomography enable visualization of temporal
characteristics of biological phenomenon by capturing multiple frames (B-scans) of the same scene
over time. A time-varying B-scan acquisition is often paired with Speckle Variance (SV) imag-
ing, a post-processing technique that derives contrast from variation in the amplitude signal over
time. An SV image is produced from a time-varying B-scan dataset by calculating the standard of
deviation over time at each pixel location [67, 40].
SV imaging is a useful technique for extracting additional functional information in biological
applications, particularly in the study of ciliated epithelium. Motile cilia are found in the linings
of specific human organs, such as trachea, fallopian tubes, and the epididymis, and have a hair-
like morphology which beats in a periodic motion to induce fluid flow across the epithelium’s
surface [31]. Individual cilia are too small to directly observe their motion with most OCT systems
[37]; however, their motion produces speckle-like fluctuations in the OCT image intensity that can
be detected using SV imaging [38]. As a result, this property has been utilized in many studies
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to extract quantitative information on cilia behavior [43, 68, 41]. SV imaging, however, lacks
sensitivity to other types of motion, and relies heavily on subjective processing which is prohibitive
in studies involving large volumes of data. Both of these challenges remain un-addressed by current
solutions.
I present a new method based in Sparse Representation theory for segmenting dynamic phe-
nomenon in OCT data that addresses the issues of selectivity and user-subjectivity prevalent in
conventional methods. I first describe a data model and a qualitative description of the algorithm’s
key features. This is followed by a brief explanation of the underlaying theory and a derivation of
the algorithm. The remainder of the chapter describes the employed methods, results, and implica-
tions of applying this algorithm to ex-vivo, time-varying OCT B-scans of motile cilia from human
trachea samples.
5.2 FC-RPCA Algorithm for Dynamic Segmentation
5.2.1 Time-Lapse Data Model
A time-varying B-scan OCT dataset can be modeled as a composite of a static component
corresponding to a low-rank matrix and a dynamic component corresponding to a sparse matrix.
In Eq. (5.1), the sparse matrix ( is obtained minimizing its ℓ1 norm. In the context of an OCT B-
scan, this implies that ( represents the parts of the image which are sparse in the spatial-temporal
dimension or basis.
Dynamic signals, particularly in biological applications, are often sparse in frequency, meaning
they have a frequency domain representation with very few non-zero Fourier coefficients. This
observation has motivated numerous other applications such as JPEG compression. To obtain an (
that is sparse in the temporal-frequency domain, Eq. (5.1) can simply be modified to minimize the
ℓ1 norm of () , where ) is the transpose of the Discrete Fourier Transform matrix. Multiplying
this by ( is equivalent to taking the Discrete Fourier Transform of each pixel along the temporal
dimension.
In addition to modeling . as containing features which are sparse in frequency, we assume
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that it may contain multiple such features with distinct frequency spectra. A common example of
this situation might be that . contains both speckle noise and features which represent important
biological motion. These are both time-varying signals, however, we would like the ability to
exclusively segment the biological motion of interest. We address this by introducing a second
constraint on the sparse component’s support that allows the user to choose which frequencies are
allowed in (. These changes to Eq. (5.1) result in a new optimization problem
minimize ‖L‖∗ + _‖S) ‖1
subject to L + S = Y,
SF)  = 0
(5.2)
where Γ ∈ R=×= is a diagonal matrix of 1’s and 0’s. The user constructs Γ such that multiplying
() by Γ picks out the unwanted frequency components of (.
Figure 5.1 demonstrates how the time-lapse segementation data model is set up. At the left of
the figure there is an OCT b-scan from a time-lapse dataset of cilia motion. The next pane shows a
column-time slice taken from the example data (red line). The orange boxes highlight three distinct
regions: noise only, cilia, and static tissue. The last pane shows the average FFT in time from each
of the three regions. All three spectra are sparse, however, the cilia spectrum as two peaks at 2 Hz
and 8 Hz which correspond to the cilia beating. This sparse 2 peak spectra is what we will target
to segment in the FC-RPCA algorithm.
In summary, solving this optimization problem produces two matrices, ! and (, which are
sets of images corresponding to static background and dynamic motion of interest in the original
time-varying OCT B-scans . , respectively. ! and ( are constrained to enforce consistency with
the original dataset (! + ( = . ) and ( is constrained to only contain non-zero frequency content
at frequencies specified by the user through construction of the matrix Γ. A visualization of this
model is provided in Fig. 5.2. In the next section, we derive the necessary equations for solving
Eq. (5.2).
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Figure 5.1: FC-RPCA data model example. A column time slice from an OCT time-lapse data set
reveals the temporal processes associated with noise, tissue, and cilia. The average spectra of the
cilia is sparse and contains just two peaks at 2 Hz and 8 Hz.
5.2.2 FC-RPCA Algorithm Derivation
To handle the challenges of solving a constrained optimization problem with a non-smooth
objective function and constraints, the Alternating Direction Method of Multipliers (ADMM) is
employed [81]. The important feature of ADMM is that it allows us to solve for the primal vari-
ables (in this case ! and () by converting a constrained optimization problem into a series of
unconstrained subproblems. Despite this convenience, Eq. (5.2) is not in a form where a solution
can be easily derived using the tools of ADMM. Instead, we make an additional modification to the
optimization problem using a variable splitting technique that will produce solvable update steps
in our algorithm:
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Figure 5.2: Visualization of the input and output variables for the proposed Frequency Constrained
RPCA algorithm. Inputs (blue box) include an image stack of time-varying B-scans (Y), two scalar
weights (_, `) which provide tuning of the ℓ1 and ℓ2 regularizers, respectively, and the indicator
set (Γ) which allows the user to select frequencies to reject from the sparse component during the
decomposition. The algorithm outputs (orange box) are two image stacks (L, S) of the same size
as input Y that correspond to the low-rank background and sparse foreground, respectively.
minimize ‖L‖∗ + _‖S̄F) ‖1
subject to L + S = Y,
SF)  = 0,
S̄ − S = 0
(5.3)
where (̄ is a new primal variable and a new constraint is added to enforce consistency between
( and (̄. ADMM can be used to solve Eq. (5.3) by maximizing the dual function 6 over the dual
variables which are matrices of prices associated with each constraint. The dual function is defined
as
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6(a, d) = inf
L,S
L` (L, S, a, d) (5.4)
where (a ,d ,W) are the dual variables and L` is the augmented Lagrangian. The augmented
Lagrangian associated will Eq. (5.3) is defined as
L` (L, S, S̄, a, W, d) = ‖L‖∗ + _‖S̄F) ‖1
+ 〈L + S − Y, a〉 + 〈S̄ − S, W〉 + 〈SF)Γ, d〉
+ `
2
(‖L + S − Y‖2 + ‖S̄ − S‖2 + ‖SF)Γ‖2)
(5.5)
where ‖ · ‖ denotes the Frobenius norm. The augmented Lagrangian penalizes the constraints
in Eq. (5.3) through a Frobenius inner product and a quadratic penalty. We can maximize 6 by
solving a series of iterates that update the primal and dual variables one at a time. These iterates
take the following form:
L(:+1) ∈ arg min
L
L` (L, S(:) , S̄(:) , a (:) , W (:) , d (:)) (5.6)
S̄(:+1) ∈ arg min
S̄
L` (L(:+1) , S(:) , S̄, a (:) , W (:) , d (:)) (5.7)
S(:+1) ∈ arg min
S
L` (L(:+1) , S, S̄(:+1) , a (:) , W (:) , d (:)) (5.8)
a (:+1) = a (:) + `(L(:+1) + S(:+1) − Y) (5.9)
W (:+1) = W (:) + `(S̄(:+1) − S(:+1)) (5.10)
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d (:+1) = d (:) + `(S(:+1)F) ) (5.11)
While the dual variable updates have a straight forward solution, the primal updates require
additional tools to solve. Solving Eq. (5.6) and Eq. (5.7) involves minimizing a convex function
ℎ(G) (‖ ·‖∗ in the case of Eq. (5.6)) and a separable quadratic. This operation is termed the proximal
operator of ℎ(G):








Representing the minimization this way is desirable since for many convex (even non-smooth)
functions, its proximal operator has a simple numerical solution. Eq. (5.6) and Eq. (5.7) can be
solved by rearranging them to be the same form as Eq. (5.12), where the proximal operator is
applied to the nuclear norm and ℓ1 norm, respectively.
L(:+1) = arg min
L
‖L‖∗ + 〈L + S − Y, a〉 +
`
2
‖L + S − Y‖2
= prox‖·‖∗ (Y − S
(:) − `−1a (:))
(5.13)
S̄(:+1) = arg min
S̄









‖S̄F) − (S − `−1a)F) ‖2
= prox=_‖·‖1 ( [S
(:) − `−1W (:)]F) ) (F) )−1
(5.14)
The proximal operator for the nuclear norm is computed by element-wise soft-thresholding of
the singular values of the argument. Similarly, the proximal operator for the ℓ1 norm is computed
by direct element-wise soft-thresholding of the argument. The soft-thresholding operation B> 5 C ()
of matrix element D8 by threshold _ is defined for complex valued entries as sign(D8)max( |D8 |−_, 0)
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The expression for the (-update cannot be represented as an easily computed proximal opera-
tor; however, because all of the terms in L` that contain ( are differentiable, the update expression
can be derived directly using the gradient. This method produces the following S update:
S(:+1) =`−1 [(W (:) − a (:) − d(:) ∗(F) )∗)
+ (Y − L(:+1)) + S̄(:+1)] × [2 + (F)  ∗(F) )∗)]−1
(5.15)
At the end of each iteration, the Lagrangian is calculated using the latest variable updates.
This update process is repeated until the value of the Lagrangian changes between iterations by
some negligible amount, at which point the algorithm is assumed to have converged. The derived
algorithm is summarized in Table 5.1.
Table 5.1: Frequency-Constrained RPCA Algorithm
Input: Observation matrix Y ∈ R<×=, weights `, _, frequency constraint matrix  
Initialize: L0 ← Y, S0, S̄0, a0, W0, d0 ← 0
while not converged
(U, S̃,V) ← BE3 (Y − S: − 1`a : )
L:+1 = U[soft(S̃, 1` )]V
S̄:+1 = soft( [S: − 1`W : ]F
) , (_/`)=) (F) )−1
S:+1 = 1` [(W : − a : − d: 
∗(F) )∗) + (Y − L:+1) + S̄:+1] × [2 + (F)  ∗(F) )∗)]−1
a :+1 = a : + `(L:+1 + S:+1 − Y)
W :+1 = W : + `(S̄:+1 − S:+1)




5.3.1 Time Varying B-Scans of Motile Ciliary Beating
Five trachea samples from five different human subjects were obtained from the Columbia
University Medical Center as the discarded regions of healthy, donated tissue from surgical lung
transplantation for imaging. Samples were kept in Medium 199 and imaged at 37° C to preserve
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tissue integrity.
Data was acquired using a custom Ultra-High Resolution OCT (UHR-OCT) system designed
in house that has previously been used for imaging human trachea samples [23, 41, 124]. The
UHR system operates at a frame rate of 64 Hz with 2.72 `m axial resolution and 5.52 `m lateral
resolution. Each dataset covers a 21 second period of time (1350 frames) and a 1.44 × 1.80 mm
FOV (800 × 500 pixels). Images from each dataset are digitally saved at double precision and log-
power transformed upon acquisition. All samples were placed in formalin for histology processing
with hematoxylin and eosin (H&E) staining following imaging.
5.3.2 FC-RPCA Decomposition
All images are denoised and co-registered before decomposition. Image stacks are denoised
using VBM3D, an OCT speckle noise reduction technique, with an estimated noise standard of
deviation of 12.0 (on a [0, 255] intensity range) [125]. Image frames from each dataset are co-
registered using an "efficient sub-pixel co-registration" algorithm developed by Guizar-Sicairos, et
al [71]. To reduce the computational load, images from each dataset are cropped into three patches
of equal size (300 × 150 pixels) which are individually processed by the FC-RPCA algorithm. Im-
ages are then vectorized such that each pixel is processed as a different dimension/feature and each
frame in time is a distinct observation of that feature. Parameters ` and _ are chosen by running a
grid search over a range of values and choosing the pair that produces the best balance between a
strong cilia signal and rejection of noise. This method yielded a value of 0.5 for ` and 0.0013 for
_ and these parameters remained fixed for processing all datasets. The convergence of FC-RPCA
was measured by calculating the change in L` over subsequent iterations of the algorithm. Con-
vergence was reached when this change was less than 10−2 or the algorithm exceeded 30 iterations.
All processing was done using an Intel Core i7™3.4 GHz processor in MATLAB R2017a™.
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5.3.3 Quantitative Accuracy/Selectivity Metric
Many potential applications of FC-RPCA related to segmentation involve eventually using
the sparse output to create a mask that extracts the object of interest from the original dataset.
To quantitatively measure the performance of FC-RPCA, a metric was developed for a mask-
based segmentation task to calculate false positive rates. A ground truth was first established by
performing blind, manual segmentation on each dataset. A researcher familiar with OCT images
was chosen to perform the manual segmentation and was instructed to draw in an outline of the
ciliated layer in an image from each dataset. Next, a second mask was created from the FC-RPCA
results by taking the Maximum Intensity Projection (MIP) of the sparse component ( and applying
a 3 by 3 pixel spatial median filter. Segmentation accuracy was determined by calculating the
percentage of non-zero pixels in the MIP mask that were outside the manually segmented region.
In short, this metric quantifies how many pixels in the FC-RPCA segmentation that are associated
with mucus or other sources of noise are falsely assumed to be associated with cilia activity.
5.4 Results
Multiple datasets were acquired from imaging each sample at a number of different locations.
In total, 17 datasets spanning 5 different samples were collected and processed using FC-RPCA.
One dataset from Sample 5, its corresponding histology, and FC-RPCA results are shown in
Fig. 5.3. Arrows in Fig. 5.3(a-d) are provided to highlight matching physiological features be-
tween the OCT B-scan and histology images. The segmentation results are visualized in Fig. 5.3(c)
which was created by calculating the MIP image from the FC-RPCA sparse component output and
overlaying it on the B-scan image shown in Fig. 5.3(a). The FC-RPCA overlay in Fig. 5.3(d)
shows a dense area of cilia directly under a thick mucus cloud. With the exception of the small
region directly under the thickest portion of mucus (see asterisk), the algorithm identifies the cil-
iated area with practically zero false positives from the surrounding mucus. Fig. 5.3(f) examines
another interesting area where the epithelial cells are partially denuded. In the corresponding his-
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Figure 5.3: (a) Ex-vivo OCT B-scan image of ciliated epithelium from human trachea (Sample 5)
and (b) corresponding histology. (c) A visualization of the segmented cilia layer was created by
taking the Maximum Intensity Projection of FC-RPCA sparse output and painted in color using
MATLAB’s jet colormap over the image in (a). (d) provides a closer look of (c) in a dense area
of cilia located directly under a thick mucus cloud. In constrast, (f) examines a sparsely populated
area of cilia where the cells may be damaged or non-functioning. (e) and (g) are closer views of the
histology corresponding to (d) and (f), respectively. The locations of these two regions are marked
with the corresponding figure letter in the full view histology (b) and OCT B-scan (c) images for
reference. The arrows and corresponding labels mark key physiological regions (CE = ciliated
epithelium, BM = basement membrane, M = mucus).
tology (Fig. 5.3(g)), the asterisk marks a small area of which appears partially denuded with some
potentially non-functioning cilia.
Fig. 5.4 compares two frames from the FC-RPCA sparse component produced by processing
a dataset from Sample 1 using two different frequency constraints. Fig. 5.4(b) was produced using
a 3 to 14 Hz constraint (the expected CBF range) while Fig. 5.4(c) was produced by blocking only
the DC component. The frequency constraint allowed for more selective segmentation of ciliated
tissue by rejecting high frequency noise and other low frequencies signals that corresponded to
noise or other biologically processes like the slow moving mucus clouds at the tissue’s surface.
Videos of the corresponding constrained and unconstrained sparse components are provided in
Visualizations 1 and 2, respectively.
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Figure 5.4: Comparison between FC-RPCA sparse components created using two different sets of
frequency constraints on data from Sample 1. (a) Single OCT B-scan before FC-RPCA processing.
(b) Cilia region segmented using frequencies constrained between 3 and 14 Hz (see Visualization
1). (c) Cilia region segmented with only rejection of the DC component (see Visualization 2).
Arrows in (a) and (c) point to a bright mucus cloud that appears in the unconstrained output (c),
but was successfully rejected from the frequency constrained output (b). Additionally, many bright
pixels in (c) associated with undesirable noise from static tissue were rejected in (b) due to the
frequency constraint. The arrows and corresponding labels mark key physiological features (CE =
ciliated epithelium, M = mucus).
Algorithm performance and the effect of the FC-RPCA frequency constraint were quantita-
tively evaluated using the segmentation accuracy metric described in Part C of the Methods section.
Table 5.2 compares the ensemble average segmentation accuracy and standard deviation under both
frequency constraint conditions for each imaged dataset. FC-RPCA performance was very high
for the frequency constraint condition with accuracies ranging from the worst at 91.82% for Sam-
ple 4 to the best at 99.66% for Sample 1. Unsurprisingly, targeting the expected CBF of the cilia
with the 3 to 14 Hz frequency constraint improved segmentation accuracy over the unconstrained
condition in all samples.
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Table 5.2: Comparison of average cilia segmentation accuracy across datasets for multiple fre-
quency constraint conditions
Sample # Datasets Parameters Segmentation Accuracy ± SD
(N) (_, `) Freq. Range [3, 14] Hz Freq. Range (0, 32] Hz
1 4 99.66 ± 0.45% 99.12 ± 0.69%
2 3 92.94 ± 4.10% 87.95 ± 5.05%
3 5 (0.0013, 0.5) 96.08 ± 1.96% 93.17 ± 2.20%
4 2 91.82 ± 0.74% 88.40 ± 0.55%
5 3 94.36 ± 4.97% 89.98 ± 7.08%
5.4.1 Particle Tracking Velocimetry
Particle Tracking Velocimetry (PVT) is a common type of analysis with time-lapse imaging.
A key component of this process is segmentation of the particles being tracked. We tested to see if
PVT could be applied to time-lapse images of microbeads in flow where FC-RPCA was used as the
segmentation method. We used the method proposed in Jonas, et al. [47] to identify microbeads
in the sparse component of the FC-RPCA output and estimate their flow and velocity. Figure 5.5
shows the PVT results. A b-scan from the time-lapse dataset is shown in Fig. 5.5a, where the tissue
surface can be seen at the bottom of the image and a thick cloud of microbeads are suspending in
fluid above. Figure 5.5b shows the same frame but from the FC-RPCA sparse component. The
microbeads have been segmeneted from the background tissue and noise and simple thresholding
can adequately identify their exact location. The PVT results are shown in Fig. 5.5c, where each
arrow points in the local flow direction and their color indicates the beads velocity. Areas of
changing velocity can be observed and generally the beads are flowing from right to left. Flow
direction and velocity is most turbulent near the tissue surface. This test was very successful, and
though the FC-RPCA step can be quite slow, there is great potential for it to positively influence
PVT analysis.
5.5 Discussion
Reducing elements which introduce user-subjectivity to the processing chain was an important
goal in the design of this algorithm. While FC-RPCA is significantly more objective and robust
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Figure 5.5: PVT using FC-RPCA for microbead segmentation. (a) B-Scan snapshot from a mi-
crobead flow time-lapse acquisition. (b) Sparse component from FC-RPCA decomposition of (a).
(c) PVT results using FC-RPCA to perform microbead segmentation.
than the Speckle Variance technique, there are still aspects of the processing chain which could be
considered subjective, in particular, the choice of FC-RPCA parameter _. Surprisingly, a practical
range of _’s that will work for any ! and ( is directly given by the theory and a reasonable value
within that range can be approximated as min(<, =)−1/2 [97]. We found, however, that obtaining
the best segmentation results required testing the full range of possible values and selecting one
value based on qualitative assessment of the result. While this choice is clearly subjective, the
result was still general and robust in the sense that the grid search only needed to be run once to
determine a value of _ that worked for all of the processed datasets. Based on the results of this
study and the proposed theory in [97], we believe that _ need only be calibrated once for a given
imaging system to continually produce meaningful segmentation results.
The results of the quantitative segmentation performance evaluation (Table 5.2) confirm that
the sparse spectrum characterizing beating cilia can be leveraged using FC-RPCA in a segmenta-
tion task. The performance metric specifically identifies how well FC-RPCA rejects signals from
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thick mucus clouds and high amplitude noise in the static tissue. We chose to evaluate the FC-
RPCA performance using this metric because rejection of these signals is a major drawback of
the currently used speckle variance method. It should be emphasized that this metric does not re-
flect the ability of FC-RPCA to separate ciliated and denuded regions since this is very difficult to
quantitatively evaluate against ground truth, even with corresponding histology and fluorescence
microscopy images [68]. Despite this, the results provide significant qualitative evidence that FC-
RPCA distinguishes between ciliated and denuded regions (see Fig. 5.3(f)). Drawing from first
principles, we also expect FC-RPCA to be sensitive to this feature because denuded regions, even
those with high amplitude noise, will not exhibit a sparse temporal-frequency spectrum within the
expected range of CBF’s.
While this chapter only explores the applications in cilia imaging, it is clear that FC-RPCA
has the potential to become a valuable tool in a much broader range of applications. Even within
biomedical OCT imaging, the proposed data model fits for many new and exciting applications
like OCT angiography [126, 127] and vibrometry [128, 129]. Furthermore, in cilia studies, the
sparse component revealed nuanced information about cilia motion previously unavailable to SV
imaging. There is potential to learn more about cilia on the global scale provided by OCT, par-
ticularly when used to compare multiple subjects (possibly with pathologies). Overall, FC-RPCA
could have applications in any segmentation task that targets objects which are sparse in the tem-
poral frequency domain, particularly in images with high amplitude noise and/or multiple dynamic
sources.
5.6 Conclusion
A novel, alternative form of the RPCA problem that targets sparsity in the temporal-frequency
domain and features a user defined frequency constraint, termed FC-RPCA, was formulated and its
solution via an ADMM based approach was derived. The method’s feasibility was demonstrated
for multiple time-varying OCT B-scans through segmentation of motile cilia in a ciliated region
of human trachea. The sparse component generated by FC-RPCA was shown to effectively rejects
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pixels associated with spectral features outside the specified frequency constraint such as nearby
mucus clouds. The performance of FC-RPCA was quantitatively assessed for 17 different datasets
and was shown to produce robust segmentation results in all cases. Performance was additionally
evaluated for the unconstrained frequency case, which demonstrated the algorithm’s decreased sen-
sitivity to noise and other dynamic features when using the frequency constraint. The user defined
frequency constraint ultimately gives the this new alternative to the traditional RPCA technique the
potential to be a valuable tool for separating dynamic foreground features from static background
in the noise heavy OCT imaging environment.
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Chapter 6: Compressed Sensing
6.1 Introduction
An important feature of OCT is its ability to capture three-dimensional images at micron res-
olution over a large field of view. A typical OCT image volume could contain over 100 million
pixels of information. The data requirements of OCT imaging experiments requiring time-lapse
imaging (both 2-D and 3-D in time) [74, 41, 75], mosaic imaging [12, 76], or real-time acquisition
[77] can meet or exceed the data through-put capabilities of image acquisition hardware. These re-
strictions may prohibit an experiment or necessitate specialized solutions for handling and storing
terabytes of data. Long acquisition times can also affect image quality through motion artifacts,
particularly for in-vivo imaging [78].
This chapter proposes a novel approach to 3-D CS-OCT using a Denoising Predictive Coding
(DN-PC) approach to take advantage of the inherent structure in OCT volumes. By reconstructing
the difference between adjacent b-scans in a volume, higher reconstruction accuracy is achieved
over traditional methods. DN-PC is demonstrated within a diverse collection of biological sam-
ples with complex tissue structure including retina, cardiac tissue, uterine tissue, breast tissue, and
ligament. Additionally, the role of speckle noise in reconstruction performance is explored. Re-




6.2.1 Denoising Predictive Coding Algorithm
ℓ1 CS signal recovery is first introduced as the traditional approach, then expanded to predictive
coding and the novel approach DN-PC. The CS signal recovery formulation begins with vectorized
images G ∈ R# and H ∈ R" which are the full-resolution and undersampled images, respectively.
The signal G can be recovered from H by solving the objective function introduced in Chapter 1
(see Eq 1.8) where 	 is the sparse representation basis (e.g. DFT) and A is an " ×# matrix which
encodes the undersampling pattern. Multiple methods exist for solving an objective function of
this form such as Iterative Soft Thresholding (IST) [130] or Alternating Directions Method of
Multipliers (ADMM) [81].
Suppose GC and GC−1 represent adjacent images in a volumetric scan and the difference image is




‖HC − (GC−1 + A∇GC)‖22 + ‖Ψ∇GC ‖1
argmin
∇G
‖(HC − GC−1) − A∇GC ‖22 + ‖Ψ∇GC ‖1
argmin
∇G
‖∇HC − A∇GC ‖22 + ‖Ψ∇GC ‖1 (6.1)
This objective function has the same form as Eq. 1.8 so it can be solved using an identical solver.
Speckle noise is an inevitable source of corruption in OCT images, degrading image quality and
potentially hindering accurate CS reconstruction. Consequently, incorporating denoising into the
objective function may improve reconstruction performance. Suppose rather than using ℓ1 regular-
ization on the difference image ∇G, it was applied to the denoised version through function  (G, _)
where _ is a denoising parameter. In this case the objective function becomes the following.
argmin
∇G
‖∇HC − A∇GC ‖22 + ‖Ψ (∇GC , _)‖1 (6.2)
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∇GC is in the ℓ2 term but  (∇GC) is in the ℓ1 term so it will not be possible to solve using
the same approach as in Eq. 6.1. Instead, the method proposed by Wen, et al. for denoising
image restoration [132] can be used to solve Eq. 6.2 by decoupling the objective function into two




‖∇H − A∇G‖22 + U‖∇G − ∇G8−1‖1 (6.3)
∇G8 = argmin
∇G
‖ (∇G, _) − ∇Ĝ8‖22 + V‖Ψ (∇G, _)‖1 (6.4)
The iteration begins with an initial guess ∇G8−1 and is penalized to agree with the observation
H. The second equation controls the sparsity of the solution via the ℓ1 norm. Noting that the OCT
image is sparse when denoised and transformed to the Fourier basis, Ψ (∇G) is penalized rather
than ∇G itself. The change of basis is necessary to ensure incoherence between the representation
and measurement domains [79]. I found using  (∇G) as Gaussian filter works best, although
other denoising methods such as BM3D have been demonstrated [133]. A rectangular filter size
of [7 × 9] pixels was used to provide an appropriate level of denoising while mitigating possible
vertical streaking due to a-line subsampling.
The first subproblem is solved by taking the derivative, setting it equal to zero, and solving for
∇G. Taking the derivative gives
(AA + U)∇Ĝ8 = A∇H + U∇G8−1 (6.5)
A is a matrix of "spikes" corresponding to the sampled a-lines of a given b-scan. Importantly,
AA + U is a diagonal matrix and AA is only non-zero at the diagonal elements : ∈ K that




∇H , if : ∉ K
∇G8−1+A∇H
1+U , if : ∈ K
(6.6)
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In this formulation, U is a rough measure of the noise in observation H where U = 0 corresponds to
the noiseless case.
The solution of the second equation is found by using the proximity operator and takes the
following form
ΨG8 = prox_‖·‖1 (Ψ (∇Ĝ8, _), V) (6.7)
which for ℓ1 is solved by performing element-wise soft-thresholding of the argument. The soft-
thresholding operation soft() of matrix element D8 by threshold V is defined for complex-valued
entries as sign(D8)max( |D8 | − V, 0).
A summary of the DN-PC method is given in Algorithm 1. A key feature of this method is the
adaptive denoising parameter _. Similar to the approach used in ref [133], more important image
features can be recovered by first denoising strongly, and then iteratively decreasing the degree
of denoising. In DN-PC, _ has two values (_1, _2) which represent the vertical and horizontal
standard deviation of the 2-D Gaussian Filter  (·, (_1, _2)). The variability of _ is controlled by
setting _<0G and _<8= such that _ decreases logarithmically over J iterations. _<0G and _<8= may
be set differently for _1 and _2. The structure of the algorithm is to update over an inner and outer
iteration. The inner iteration solves subproblems for a fixed value of _ until the update reaches
max iteration I or the solution update becomes small (set using g), while the outer loop iterates J
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times over _.
Algorithm 1: Denoised Predictive Coding (DN-PC)
Input: ∇HC , U, _<0G , _<8=, g
Output: ∇GC
Initialize: ∇G0C = A∇HC ;
Initialize: _0 = _<0G , X = exp( log(_<0G)−log(_<8=)J−1 );
for 9 = 1, 2, ...J do




∇HC , if : ∉ K
∇GC ,8−1+A∇HC
1+U , if : ∈ K
;
Ψ∇GC,8 = soft(Ψ (∇ĜC,8, _ 9 ), V);
∇GC,8 = Ψ−1∇GC,8;
D?30C4 = ‖∇GC,8 − ∇GC,8−1‖2;
* = g ∗ (1 + ‖∇GC,8−1‖2);
end
_ 9+1 = _ 9/X;
end
6.2.2 Compressed Sensing Pipeline
A flow chart describing the DN-PC image reconstruction process is shown in Figure 6.1. Un-
dersampling of the OCT volume is simulated by omitting a-lines at a regular interval. The sparsely
sampled OCT volume is reconstructed by iterating over 32 × 32 square pixel patches of each b-
scan. A given patch (<, =) is reconstructed over all ) b-scans before advancing to the next patch,
where < and = are the row and column indices of the patch, respectively. To reconstruct patch
(<, =) at b-scan C, the difference image is acquired by first undersampling then subtracting patch
(<, =) at b-scan C −1. Patch C −1 is undersampled by multiplying it by the sampling matrix A. The
DN-PC algorithm produces a reconstruction of the difference patch which is then added to the full
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resolution patch at (<, =, C − 1) to get the reconstructed patch (<, =, C).
Figure 6.1: DN-PC CS image recovery pipeline.
One challenge in reconstructing the difference image is that the reconstruction accuracy is
dependent on the patch from the previous b-scan because errors from each b-scan can propagate
through the entire volume. A unique sampling scheme is proposed to mitigate this problem by
using staggered sampling and periodic full-resolution acquisitions. A graphical depiction of the
sampling strategy is shown in Fig. 6.2. Staggered sampling means that the sampling pattern
is shifted by one a-line between adjacent b-scans so that the same a-lines are not omitted for the
entire volume. Full-resolution b-scans are acquired periodically to "reset" any error that still results
from propagation.
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In this manuscript, "compression rate" [0 refers to the number of a-lines sampled in each
image patch, i.e. a 25% compression rate means that one in every four a-lines were acquired. The









where the operator floor() rounds the argument down to the nearest integer value, and #?0C2ℎ is the
total number of pixels per image patch. Compression is defined in a third way for volumes which
takes into account the periodically acquired full-resolution b-scans. This is the true compression
rate [ which is a function of the full-resolution b-scan interval I1. If a full-resolution b-scan is
acquired every ten b-scans in the volume, then I1 = 10. The true compression rate [ is calculated
as follows
[ =
(#1 ∗ ()/I1)) + ([1 ∗ #1 ∗ () − )/I1))
#E>;
(6.9)
where #1 is the number of pixels per a full-resolution b-scan, #E>; is the number of pixels per a
full-resolution volume, and ) is the number of b-scans in the volume.
6.3 Experimental Methods
6.3.1 Other CS Reconstruction methods
The performance of the proposed DN-PC method was compared with two other algorithms.
The first algorithm, called YALL1, is an optimized technique for ℓ1 minimization [134], i.e. it
solves Eq. 1.8. YALL1 was applied to OCT volumes by iterating the reconstruction over 32 × 32
pixel patches. The second method also uses Predictive Coding, but with my own implementa-
tion of TVL1 reconstruction based on the formulation in Yang, et al. [135] called RecPF. This
algorithm utilizes a Total Variation (TV) regularization term which promotes smoothness while
also preserving edges and was demonstrated in CS-MRI. The method was adapted to be used on
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OCT volumes and in the Predictive Coding framework, so it’s refered to as TVL1-PC. All three
algorithms were tested and implemented in MATLAB 2020a using a Windows 10 desktop with an
Intel(R) Core(TM) i9-9900K CPU at 3.6 GHz and 128 GB of RAM.
6.3.2 Algorithm Parameters
All methods tested in this study rely on reconstruction parameters which effect end perfor-
mance. Parameters were chosen empirically and the same ones are utilized in all tests unless
otherwise specified. For DN-PC, U = 0.1, V = 1, _max = [3, 4], _min = [0.2, 0.4], J = 20, I = 20,
and convergence threshold g = 10−3. The Gaussian filter size was 7 × 9, which is rectangular
to smooth vertically streaking that can appear as a result of a-line subsampling. For YALL1, the
DCT was chosen as the sparsifying basis. The convergence tolerance was 5 ∗ 10−4 and parameter
d = 5 ∗ 10−4. While staggered a-line sampling and periodic full-resolution are not necessary to
use with YALL1, they are both employed in all cases for accurate comparison. For TVL1-PC,
the level-3 Haar wavelet was the sparsifying basis, the anisotropic TV measure wass used, and




Five different datasets were used in this study. Each dataset contains OCT volumes of a differ-
ent, structurally complex tissue samples: human right atria [136, 12], human uterus [76], human
retina [137], bovine ACL [115, 22], and human breast [138]. The human retina data is a publicly
available dataset managed by Farsiu, et al. [137]. The heart, uterus, ACL, and breast datasets
were collected internally using a commercial TELESTO SD-OCT system (Thorlabs, GmbH, Ger-
many) with 6.5 `m axial and 15 `m lateral resolution. All OCT volumes were cropped to a size of
512 × 800 × 800 pixels for consistent comparison with the exception of the retina volumes which
have only 100 b-scans. Prior to reconstruction, all datasets are converted double precision and
pixel intensity is scale to a range of [0, 1].
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6.3.4 Summary of Image Metrics
Several quantitative metrics were used to assess and compare CS reconstruction performance.
The first is Relative Error which measures the intensity differences between the true and recon-





where G is the vectorized original OCT volume and Grecon is the reconstructed version. When
evaluating the relative error for images, the Frobenious norm is used instead. The other metric
used is the SSIM which uses luminance, contrast, and structure to evaluate the similarity between
two images [139]. The SSIM of two images is a value between 0 and 1 where an SSIM of 1
indicates that the two images are identical. Where SSIM is reported for a volume, the average
SSIM over all b-scans in the volume is reported. Because DN-PC reconstructs image volumes, the
3-D Multi-Scale SSIM (MULTI-SSIM 3D) is used alongside SSIM [140]. This is a variant of the
SSIM metric for image volumes that applies the same algorithm at multiple scales and produces
an aggregate score.
While measuring exact reconstruction error is important, I was also interested in analyzing
the ability to reconstruct important tissue features independently from speckle noise and other
noise sources. 2-D median filtering is a popular and light-weight choice for OCT image denoising.
Consequently, a [3×3] pixel median filter was used to the reconstructed volumes before measuring
relative error and SSIM to obtain a more honest assessment of the algorithm’s ability to reconstruct
important tissue structures. Denoised metrics are reported using the identifier (DN) (see Table 6.2).
6.3.5 Patch Processing Parameters Test
Patch processing is an essential part of OCT image reconstruction because the resolution of a
typical b-scan is very high and reconstructing the entire image at once pushes the computational
limits of even well-equipped PCs and would take. Because reconstruction is constrained to patch
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processing, the optimal patch size was investigated. Figure 6.3 shows the results of this test. A
glass coverslip was used as the example image and it was reconstructed using the YALL1 method
and DCT sparse basis. The patch sizes tested were 8, 16, 32, and 64 square pixels. The compres-
sion rate was also varied between 10% and 50%. The OCT images show quantitatively how the
reconstruction changes for a patch size of 32 with different sampling rates. The plots in the top
row show how error, SNR, and SSIM change with patch size and compression rate. The take away
from this test was that smaller patch sizes result in larger reconstruction error, but this is at the cost
of exponentially longer computation time. The patch size of 32 is most ideal as it gives the best
balance of computation time and accuracy.
Figure 6.3: Patch size test. Reconstruction accuracy improves with patch size but computation
speed also increases exponentially.
6.4 Results
6.4.1 Image Sparsity with Predictive Coding and Noise
Figure 6.4 shows example image patches from an OCT volume of a glass slide and their corre-
sponding pixel decay plots. The pixel decay plots are generated by vectorizing the image patch and
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sorting the pixels in descending order of intensity. Plots which decay to zero more quickly corre-
spond to a sparser image. The first column of images (Fig. 6.4a, 6.4c, and 6.4e) are image patches
while the second column (Fig. 6.4b, 6.4d, and 6.4f) are the corresponding difference images. The
rows show a patch of the cover slip (Fig 6.4a), the same cover slip when denoised (Fig. 6.4c),
and a patch of noise only (Fig. 6.4e). Figures 6.4g and 6.4h show the pixel decay plots for the
six image patches in the image domain and Discrete Cosine domain, respectively. The images in
Fig. 6.4a - 6.4f show that the difference operation preserves noise, but denoising prior to taking the
difference (Fig 6.4c, 6.4d) isolates the structural differences of interest between adjacent b-scans.
In the image domain, the noise patch is the least sparse while the denoised difference image is the
most sparse. In all cases, the difference operation and denoising created sparser image patches
than their counterparts.
Figure 6.4: Speckle noise degrades image sparsity. (a) Raw OCT image patch. (b) Raw difference
image. (c) De-noised image. (d) De-noised difference image. (e) Speckle noise OCT image patch.
(f) Noisy difference image. (g) Pixel decay plot for images a-f. (h) Pixel decay plots for the
discrete cosine transformed (DCT) images a-f. g and h show that the denoised difference image is
the sparsest of images a-f both in the image and DCT domains.
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6.4.2 Sampling Tests
The effects of different sampling parameters on reconstruction performance were tested to
determine an optimal reconstruction configuration. Figure 6.5 shows the relative error from recon-
structing a 50 b-scan subset of an OCT heart volume. In Fig. 6.5a, three different a-line sampling
rates [0 = 50%, 25%, and 10% were tested using a full-resolution interval I1 = 25 b-scans and
a-line staggering. The staggering suppresses error as a function of distance from the last full-
resolution b-scan, though a small linear increase in the error is visible with 10% sampling. Figure
6.5b demonstrates the effect of staggered sampling by comparing the relative error of the same re-
constructed volume using [0 = 50% but with and without staggering. In the "no staggering" case,
the same a-lines are omitted every b-scan. In both cases, the b-scan at index 1 is fully sampled.
Without staggering, the error increases linearly from 0.3 to 0.33 over 50 b-scans. With stagger-
ing, the error dips initially and then plateaus to a value around 0.27. Not only did staggering lower
the average error, but it also suppressed the rate of error as a function of distance from the last
full-resolution b-scan.
The effects of staggering demonstrated in Fig. 6.5 were quantitatively verified for a full OCT
volume from the human cardiac dataset and reported in Table 6.1. Eight use-cases were tested using
different with staggering on and off, using two a-line sampling rates [0 = 50%, 25%, and using
two full-resolution intervals I1 = 10, 50. The OCT volume dimensions were 512×800×800 pixels
and a patch size of 32 × 32 pixels was used. The "Full-Res B-Scans" column of the table shows
the total number of full-resolution b-scans obtained for the two intervals. Similarly, the column
"Sampled A-Lines/B-Scan" shows that 25% and 50% sampling results in acquisition of 200 and
400 a-lines per b-scan, respectively. The true compression rate [ includes the full-resolution b-
scans so it is higher than the a-line sampling rate [0 (see Eq. 6.9), though the margin of increase
is larger for smaller sampling rates. In all cases, staggering improves the relative reconstruction
error. The full-resolution interval trades off between relative error and [. For example, in the case
of [0 = 25% with staggering on, the relative error improves from 0.2810 to 0.2742 when I1 is
lowered from 50 to 10, but at the expense of raising [ from 26.5% to 32.5%.
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Figure 6.5: Compression analysis. (a) Relative reconstruction error for 50 b-scans at 3 a-line
sampling rates using the DN-PC method with a-line staggering and a full-resolution interval of
25 b-scans (dashed line). Lower sampling rates cause both the average error and the error rate
as a function of distance from the full resolution b-scan to increase. (b) Relative reconstruction
error with and without a-line staggering at 50% sampling with a 50 b-scan full-resolution interval.
Alternating acquired a-lines between adjacent b-scans mitigates residual error.



















10 80 200 32.5 0.2742
50 16 200 26.5 0.2810
Off
10 80 200 32.5 0.2961
50 16 200 26.5 0.3172
50
On
10 80 400 55 0.2130
50 16 400 51 0.2146
Off
10 80 400 55 0.2395
50 16 400 51 0.2541
Table 6.1: Quantitative summary of the effects of a-line sampling [0, staggering ,and the full-
resolution interval I1 on compression and relative error.
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6.4.3 Multiple Tissue Type Test
DN-PC was used to reconstruct OCT volumes from five different tissue samples: human heart,
human uterus, human retina, bovine ACL, and human breast tissue. Example b-scans from each
of the reconstructed volumes are shown in Fig. 6.6. The different tissue types are organized by
row and the different sampling rates are organized by column. The different samples and images
were chosen to showcase a variety of tissue structures, image textures, and noise environments.
Qualitatively, the examples with 50% sampling are nearly indistinguishable from the correspond-
ing full-resolution b-scans, while the 10% samples appear noisier and fine features are blurred.
Example en-face images from the same volumes are shown in Fig. 6.7. Similar degradation of im-
age quality is observed for 10% a-line sampling compared with 50%. Unlike in the b-scan images,
horizontal streaking is visible in the en-face images along the fast-scan axis which are artifacts
from errors in reconstruction. The retina volumetric scans include only 100 b-scans so en-face
images from those samples were omitted as they do not provide valuable information even in the
full-resolution volume.
Reconstructed volumes from the uterus and ACL datasets were rendered in 3-D to compare
volumetric features with the full-resolution volumes. Figure 6.8 shows images from the uterus
volume rendering in the first row and the ACL volume in the second row. Sampling rates are
organized by column. Collagen fibers were labeled and identified in the full-resolution volumes
(first column) which are visible in the reconstructions at both 50% and 25% a-line sampling. The
3-D perspective shows the ability of DN-PC reconstructed volumes to preserve volumetric features
visible in both the en-face and axial image planes.
DN-PC volumetric reconstruction performance for 5 different tissue types was quantitatively
measured and reported in Table 6.2 which shows the relative error and average SSIM of each
reconstruction. A representative OCT volume from each of the 5 tissue types was reconstructed at
three a-line sampling rates [0 = 50%, 25%, and 10% using staggering and I1 = 10. Relative error
and SSIM are reported with and without denoising (labeled DN) following reconstruction. The
denoised results are improved over the raw data results across all test cases which suggests strong
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Figure 6.6: B-Scan examples from DN-PC reconstructed OCT volumes. Rows correspond to the
tissue sample and columns correspond to the a-line sampling rate, with the first column being the
full-resolution images.
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Figure 6.7: En-Face image examples from DN-PC reconstructed OCT volumes. Rows correspond
to the tissue sample and columns correspond to the a-line sampling rate, with the first column being
the full-resolution images.
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Figure 6.8: 3-D Reconstructions. OCT volumes of human uterus (first row) and bovine ACL (sec-
ond row) tissue reconstructed using DN-PC. The first column is the full sampled volume, the sec-
ond column was reconstructed with 50% a-line sampling, and the third column was reconstructed
with 10% a-line sampling. The white arrows point to tissue structures and artifacts of interest.
preservation of tissue structures. DN-PC achieved the best performance for the cardiac volume,
while the retina and breast volumes proved the most challenging.
One aspect of understanding how CS reconstruction accuracy is related to tissue type, is ana-
lyzing how performance changes in different parts of the image. Figure 6.9 shows reconstructions
of four tissue types and the relative error by patch. It is difficult to explain the patch error plots,
however, the most noticable feature is that the low error patches appear to outline the brightest
parts of the tissue. It may be correct to say that error is lowest where SNR is highest. It is certainly
true that the highest error patches are those with the most noise. Likely, this trend corresponds
with what’s known about sparsity and error: the patch is least sparse for all noise region and most
sparse when denoised structure is present. It will be interesting to investigate more on the role of
tissue structure in this scenario. For example, comparing performance between the lowest error
patches of the ACL and heart datasets.
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Figure 6.9: Patch-based reconstruction error analysis. Four tissue types showing a reconstructed
b-scan and the relative error for each patch. Error appears to correlate with SNR.
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50 0.2130 0.1002 0.5397 0.7331
25 0.2742 0.1377 0.3988 0.6068
10 0.2961 0.1597 0.3507 0.5403
Retina
50 0.3818 0.1669 0.4465 0.5806
25 0.4867 0.2237 0.2512 0.4017
10 0.5163 0.2532 0.1808 0.3082
Uterus
50 0.2674 0.1439 0.5492 0.6876
25 0.3570 0.2042 0.3502 0.5133
10 0.4024 0.2548 0.2712 0.3969
ACL
50 0.2691 0.1456 0.5409 0.6845
25 0.3626 0.2144 0.3223 0.4839
10 0.4157 0.2768 0.2316 0.3503
Breast
50 0.3510 0.1836 0.4644 0.5945
25 0.4615 0.2530 0.2761 0.4259
10 0.5058 0.3027 0.2071 0.3232
Table 6.2: Quantitative summary relative error using DN-PC for 5 different tissue sample types at
a-line sampling rates of 50%, 25%, and 10%.
6.4.4 Algorithm Comparison
DN-PC performance was compared with two other CS reconstruction methods, YALL1 and
TV-L1 PC using 100 b-scan sub-volumes of all five tissue samples at [0 = 50%. Staggering and
I1 = 10 were used in all cases for accurate comparison. In each case, relative error, average SSIM,
MULTI-SSIM 3D, and computation time were recorded. Quantitative results are reported in Table
6.3.
Figure 6.10 shows an example b-scan from the heart dataset at full-resolution and reconstructed
using each algorithm at 50% a-line sampling. Images in Fig. 6.10a - 6.10d are the full-resolution
b-scan, YALL1 reconstruction, TVL1-PC reconstruction, and DN-PC reconstruction, in that order.
Insets of a magnified portion of the full-resolution myocardial tissue surface are shown for each
algorithm in Fig. 6.10e - 6.10h, where the inset is marked by the rectangle (red). Difference images
at the same inset location are shown in Fig. 6.10i - 6.10l. The insets show that YALL1 is susceptible
to streaking artifacts from the a-line sampling. The TVL1-PC reconstruction is of similar quality
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to the original image, however, the difference image reveals it is also susceptible to streaking. The
DN-PC method does not reconstruct the original image as precisely as TVL1-PC, but the difference
image reveals that DN-PC is more focused on reconstructing structural difference between frames
rather than an exact noise pattern. Comparing with the quantitative results in Table 6.3, DN-PC
has similar relative error and worse SSIM score then TVL1-PC and takes considerably less time
to reconstruct. In the case of the heart sample, the 100 b-scan volume was reconstructed in 19.12
minutes with DN-PC and 616.46 minutes (over 10 hours) with TVL1-PC. Average SSIM tended to
have a large discrepancy between the TVL1-PC and DN-PC results despite qualitatively appearing
very similar. The MULTI-SSIM 3-D metric gave much better scores to all the reconstructions and




Sample Type Metric YALL1 TVL1-PC DN-PC
Heart
Rel. Error 0.3518 0.2568 0.2768
SSIM 0.5511 0.5762 0.4476
MULTI-SSIM 3D 0.8075 0.8978 0.8806
Comp Time (min) 48.79 616.46 19.12
Retina
Rel. Error 0.3244 0.3515 0.3806
SSIM 0.5559 0.4971 0.3852
MULTI-SSIM 3D 0.8158 0.8583 0.8481
Comp Time (min) 50.67 593.2 20.17
Uterus
Rel. Error 0.3472 0.2323 0.2566
SSIM 0.5403 0.6277 0.4891
MULTI-SSIM 3D 0.8247 0.9272 0.9078
Comp Time (min) 47.23 605.74 18.74
ACL
Rel. Error 0.3320 0.2343 0.2565
SSIM 0.5250 0.6026 0.4876
MULTI-SSIM 3D 0.7934 0.9096 0.8974
Comp Time (min) 50.08 581.4 19.56
Breast
Rel. Error 0.3795 0.3264 0.3492
SSIM 0.5426 0.5310 0.4063
MULTI-SSIM 3D 0.8238 0.8874 0.8738
Comp Time (min) 50.23 585.3 20.08
Table 6.3: Reconstruction algorithm comparison test.
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Figure 6.10: Heart tissue CS reconstruction (b-scans) at 50% a-line sampling. (a) Original. (b)
YALL1 reconstruction. (c) TVL1-PC reconstruction. (d) DN-PC reconstruction. Insets indicated
by the red square for the original (e), YALL1 (f), TV-L1 (g), and DN-PC (h) images. Insets from
the difference images for the original (i), YALL1 (j), TV-L1 (k), and DN-PC (l). Inset location is
marked by the rectangle (red) in a-d.
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6.5 Discussion
This study explored the proposed compressed sensing technique Denoised Predictive Coding
(DN-PC) and it ability to reconstruct highly undersampled OCT volumes. This study is first to
evaluate CS-OCT using five different, clinically relevant tissue types and compare the results of
different algorithmic approaches. I believe that for CS to be employed in clinical OCT systems,
the CS method must provide reliable reconstructions of complex, varied tissue types without prior
knowledge of the sample. Quantitative results indicated that tissue type did not affect reconstruc-
tion performance to the same degree as other parameters like sampling rate. However, two sample
types, retina and breast, were more challenging to reconstruct than the others. It’s likely that the
retina dataset had higher reconstruction error because it was acquired using a different OCT system
than the other four datasets. The noise variance in particular higher for the retina dataset, suggest-
ing that denoising parameters like _max, _min should be adjusted for image volumes collected with
different OCT systems. The source of error in the breast sample is less clear, but one explanation
is that adipose tissue is a difficult feature to reconstruct. Adipose visually look like small bubbles
in OCT b-scans and because DN-PC excels at preserving the overall tissue structure it will strug-
gle the most when the tissue is composed of mostly small, fine features. This problem could be
mitigated by adjusting the denoising parameters to prevent potential blurring of the adipose edges.
While this test laid important groundwork for developing a CS-OCT solution that can generalize
to any tissue type, further investigation using a larger pool of samples is needed to understand how
reconstruction behavior is related to tissue structure.
From the reconstruction perspective, a-line sampling is less ideal than Gaussian random sam-
pling, for example, because omitted samples are less evenly distributed spatially. However, the
choice of the Gaussian filter standard of deviation _ and filter size could be chosen to eliminate
errors that resulted from the a-line sampling. Without a wide-rectangular filter and the appropriate
level of de-noising, "streak" artifacts would appear in the reconstruction as observed in the YALL1
and TVL1-PC reconstructions (see Table 6.3). Though these parameters are sensitive, once cor-
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rectly set, they were robust to different sample types.
Reconstruction performance was characterized in this manuscript by relative error, SSIM,
MULTI-SSIM 3D, and computation time. Because no gold standard metric exists to assess re-
construction accuracy, these metrics were chosen assuming that they were the most common and
intuitive measures available. One area of ambiguity with regard to performance analysis is the
reconstruction of noisy images (which applies to all OCT images). In Table 6.2 for example, the
relative error of the raw reconstructions differed significantly from the denoised (DN) reconstruc-
tions. Ultimately, I felt it important to include both measures because they inherently explain
different aspects of the algorithm performance. The denoised results measures the ability to re-
construct important tissue structures independently of noise, while the raw reconstruction results
measure how closely the reconstruction exactly matches the raw image, which could be equally
important in applications like Speckle Variance imaging [41].
A unique challenge in any CS framework is the formulation of a sampling strategy which works
with the imaging hardware and enables high accuracy reconstruction of the undersampled data.
Recent studies have proposed hardware techniques for undersampling using CCD camera masking
materials [141] and masking spectral data within a DAQ [89], however, these methods only com-
press the signal without improving acquisition time. In order to compress and acquire volumes
more quickly, modifications have to be made to the scanning method. Wang, et al. demonstrated
this for an OCT endoscope by randomly changing the step-size during pull-back acquisition [142],
however, this approach is specific to pull-back endoscopes and cannot be applied to bench-top
systems. In a-line subsampling, the desired undersampling rate can be controlled by over-driving
the lateral scanning mechanism (e.g. galvo) to the desired speed. This modification can be ap-
plied to existing OCT systems with virtually no hardware changes. Furthermore, undersampling
this way directly reduces scan time. For example, using DN-PC with 25% a-line sampling and a
full-resolution interval of 10 b-scans would reduce a one minute scan to 19.5 seconds. This mo-
tivated our choice to design a reconstruction algorithm specifically for a-line subsampling rather
than spectral subsampling. Wide-spread use of a method to reduce scan time has the potential
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to open new possibilities areas of OCT research such as whole organ [12, 143, 144] and high-
speed endoscopic imaging [98, 145], and 4-D imaging [146, 77]. With extension to time-lapse
imaging, CS-OCT could impact additional application such as particle tracking [46, 69], elastog-
raphy [147, 148, 149], cilia and mucus movement [150, 151], developmental biology [152], and
Radio-Frequency Ablation (RFA) [153, 154, 155].
6.6 Conclusion
Denoising Predictive Coding (DN-PC) is a new method for 3-D CS-OCT reconstruction of
highly undersampled image volumes. The unique combination of predictive coding and integrated
denoising yielded high accuracy reconstructions and superior computation time over similar meth-
ods. DN-PC was robust to tissue type without a-priori knowledge of the sample. CS-OCT has
the potential to enable high data volume experiments with long scan times that were previously
infeasible and represents an important step towards commercial and clinical adoption of CS-OCT.
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Appendix A: Mosaic Volume Stitching
Figure A.1 shows the algorithm flow chart for the mosaic stitching method proposed by Gan,
et al [101]. This algorithm has been extensively employed in my group across multiple studies,
so it is worth explaining the method in more detail. A three step process is employed where
registration and image blending is performed in the en-face plane, then in the axial plane, and
finally gain compensated and blended globally. Registration in all dimensions is employed by first
manually aligning overlapping images in both directions and then algorithmically fine-tuning these
initial measurements. Most OCT systems acquire a camera or white-light image that provides an
en-face view of the sample and outlines the portion within it which was scanned by OCT. The
en-face white-light image is used to align adjacent sub-volumes by matching image features as
best as possible. The -. shift between the two volumes is then determined by taking the median
distance between all "keypoints" which are automatically determined within the overlap region
of the two sub-volumes using a Best-Bin-Fit (BBF) algorithm. If the white-light images do not
contain many distinguishing features within the overlap region, it is possible that a damaging
number of keypoints are selected by the BBF algorithm. To "prune" the keypoints a deterministic
auto-error correction method is used to remove the minimum number of keypoint nodes which
keeps the global offset error below 1 pixel.
Over the length scale that the full mosaic is imaged the sample will typically have varying
topology which results in axial shifts between adjacent volumes. The second step accounts for
this. Similar to the manual registration of the en-face images, the axial shift is initially measured
by manually aligning OCT b-scans within the overlapped region. Typically, b-scans are selected
at three locations based on the -. adjustment found in the previous step and the axial shift is
calculated as the median. Alternatively, this can be done automatically using edge detection tools.
It should be noted here that manual registration in the first two steps is necessary because often
163
Figure A.1: Flowchart for mosaic stitching
when mosaic imaging is performed, the sample is manually shifted using a standard microscopy
3-axis stage. These steps can be skipped if an automatic stage is used which allows the relative
position of the stage to be recorded at the acquisition of each sub-volume. Automated stages with
up to 1` m axial precision are available through Thorlabs and similar vendors.
The final step employs gain compensation and multi-band blending to produce the final mosaic
volume. Axial shifts between adjacent volumes will result in an intensity mismatch due to the
inherent sensitivity fall-off of OCT images. This effect is corrected using a gain compensation,
where the goal is to model the two volumes as having separate gains and find the gain factor which
relates them. The axial shifts create an additional issue of non-uniform gain throughout the full
mosaic volume. This is corrected using multi-band blending. The algorithm works by dividing
overlapping images in the volume into multiple bands. Different weights are assigned to each
band and then linearly combined to produce a normalized image.
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