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EXISTENCE AND INSTABILITY OF DEFORMED CATENOIDAL SOLUTIONS
FOR FRACTIONAL ALLEN–CAHN EQUATION
HARDY CHAN, YONG LIU, AND JUNCHENG WEI
Abstract. We develop a new infinite dimensional gluing method for fractional elliptic equations.
As a model problem, we construct solutions of the fractional Allen–Cahn equation vanishing on a
rotationally symmetric surface which resembles a catenoid and have sub-linear growth at infinity.
Moreover, such solutions are unstable.
1. Introduction
1.1. The Allen–Cahn equation. In this paper we are concerned with the fractional Allen–Cahn
equation, which takes the form
(−∆)su+ f(u) = 0 in Rn (1.1)
where f(u) = u3 − u = W ′(u) is a typical example that W (u) =
(
1−u2
2
)2
is a bi-stable, balanced
double-well potential.
In the classical case when s = 1, such equation arises in the phase transition phenomenon [4, 28].
Let us consider, in a bounded domain Ω, a rescaled form of the equation (1.1),
−ε2∆uε + f(uε) = 0 in Ω.
This is the Euler–Lagrange equation of the energy functional
Jε(u) =
∫
Ω
(
ε
2
|∇u|2 + 1
ε
W (u)
)
dx.
The constant solutions u = ±1 corresponds to the stable phases. For any subset S ∈ Ω, we see that
the discontinuous function uS = χS − χΩ\S minimize the potential energy, the second term in Jε(u).
The gradient term, or the kinetic energy, is inserted to penalize unnecessary forming of the interface
∂S.
Using Γ-convergence, Modica [76] proved that any family of minimizers (uε) of Jε with uniformly
bounded energy has to converge to some uS in certain sense, where ∂S has minimal perimeter. Caffarelli
and Co´rdoba [22] proved that the level sets {uε = λ} in fact converge locally uniformly to the interface.
Observing that the scaling vε(x) = uε(εx) solves
−∆vε + f(vε) = 0 in ε−1Ω,
which formally tends as ε→ 0 to (1.1), the intuition is that vε(x) should resemble the one-dimensional
solution w˜(z) = tanh z√
2
where z is the normal coordinate on the interface M , an asymptotically flat
minimal surface. Indeed, we have that
Jε(vε) ≈ Area(M)
∫
R
(
1
2
w˜′(z)2 +W (w˜(z))
)
dz.
Thus a classification of solutions of (1.1) was conjectured by E. De Giorgi [38].
Conjecture 1.1. Let s = 1. At least for n ≤ 8, all bounded solutions to (1.1) monotone in one
direction must be one-dimensional, i.e. u(x) = w(x1) up to a translation and a rotation.
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This conjecture has been proven for n = 2 by Ghoussoub and Gui [66], n = 3 by Ambrosio
and Cabre´ [5], and for 4 ≤ n ≤ 8 under an extra mild limit assumption by Savin [81]. In higher
dimensions n ≥ 9, a counter-example has been constructed by del Pino, Kowalczyk and Wei [40]. See
also [18, 67, 71].
Concerning solutions that are not monotone, it is known to del Pino, Kowalczyk and Wei [41] that
solutions exist with zero level set close to nondegenerated minimal surfaces of finite total curvature.
From existence results in classical minimal surface theory, this class of solutions is huge. In this article,
we aim to construct a non-local analogy of the solution found in the local case [41], whose zero level set
is close to the logarithmically growing catenoid. In the case s ∈ (12 , 1), it diverges much more from the
catenoid and grows sub-linearly at infinity. This is a new phenomenon due to the interaction between
the upper and lower ends of the solution. For a precise statement, see Theorem 1.3 below.
1.2. The fractional case and non-local minimal surfaces. While Conjecture 1.1 is almost com-
pletely settled, a recent and intense interest arises in the study of the fractional non-local equations.
A typical non-local diffusion term is the fractional Laplacian (−∆)s, s ∈ (0, 1), which is defined as a
pseudo-differential operator with symbol |ξ|2s, or equivalently by a singular integral formula
(−∆)su(x0) = Cn,sP.V.
∫
Rn
u(x0)− u(x)
|x0 − x|n+2s
dx, Cn,s =
22ss(1− s)Γ (n+2s2 )
Γ(2− s)π n2 ,
for locally C2 functions with at most mild growth at infinity. Caffarelli and Silvestre [25] formulated a
local extension problem where the fractional Laplacian is realized as a Dirichlet-to-Neumann map. This
extension theorem was generalized by Chang and Gonza´lez [31] in the setting of conformal geometry.
Expositions to the fractional Laplacian can be found in [2, 13, 45, 69].
In a parallel line of thought, Γ-convergence results have been obtained by Ambrosio, De Philippis
and Martinazzi [6], Gonza´lez [68], and Savin and Valdinoci [83]. The latter authors also proved the
uniform convergence of level sets [86]. Owing to the varying strength of the non-locality, the energy
Jε(u) = ε
2s ‖u‖Hs(Ω) +
∫
Ω
W (u) dx
Γ-converges (under a suitable rescaling) to the classical perimeter functional when s ∈ [ 12 , 1), and to a
non-local perimeter when s ∈ (0, 12 ).
A singularly perturbed version of (1.1) was studied by Millot and Sire [74] for the critical parameter
s = 12 , and also by these two authors and Wang [75] in the case s ∈ (0, 12 ).
In the highly non-local case s ∈ (0, 12 ), the corresponding non-local minimal surface was first studied
by Caffarelli, Roquejoffre and Savin [23].
Concerning regularity, Savin and Valdinoci [85] proved that any non-local minimal surface is locally
C1,α except for a singular set of Hausdorff dimension n−3. Caffarelli and Valdinoci [27] showed that in
the asymptotic case s→ (1/2)−, in accordance to the classical minimal surface theory, any s-minimal
cone is a hyperplane for n ≤ 7 and any s-minimal surface is locally a C1,α graph except for a singular
set of codimension at least 8. Recently Cabre´, Cinti and Serra [16] classified stable s-minimal cones
in R3 when s is close to (1/2)−. Barrios, Figalli and Valdinoci [7] improved the regularity of C1,α
s-minimal surfaces to C∞. Graphical properties and boundary stickiness behaviors were investigated
by Dipierro, Savin and Valdinoci [50, 51].
Non-trivial examples of such non-local minimal surface were constructed by Da´vila, del Pino and
Wei [37] at the limit s→ (1/2)−, as an analog to the catenoid. Note that the non-local catenoid they
constructed has eventual linear, as opposed to logarithmic, growth at infinity; a similar effect is seen
in the construction in the present article.
Strong interests are also seen in a fractional version of De Giorgi Conjecture.
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Conjecture 1.2. Bounded monotone entire solutions to (1.1) must be one-dimensional, at least for
dimensions n ≤ 8.
In the rest of this paper we will focus on the mildly non-local regime. For s ∈ [ 12 , 1) positive results
have been obtained: n = 2 by Sire and Valdinoci [87] and by Cabre´ and Sire [20], n = 3 by Cabre´
and Cinti [15] (see also Cabre´ and Sola`-Morales [21]), n = 4 and s = 12 by Figalli and Serra [62],
and the remaining cases for n ≤ 8 by Savin [82] under an additional mild assumption. A natural
question is whether or not Savin’s result is optimal. In a forthcoming paper [30], we will construct
global minimizers in dimension 8 and give counter-examples to Conjecture 1.2 for n ≥ 9 and s ∈ (12 , 1).
Some work related to Conjecture 1.2 involving more general operators includes [12, 17, 52, 58, 84].
For similar results in elliptic systems, the readers are referred to [8,9,46,55–57,59,91,92] for the local
case, and [11, 48, 60, 93] under the fractional setting.
The construction of solution by gluing for non-local equations is a relatively new subject. Du, Gui,
Sire and Wei [53] proved the existence of multi-layered solutions of (1.1) when n = 1. Other work
involves the fractional Schro¨dinger equation [33,36], the fractional Yamabe problem [39] and non-local
Delaunay surfaces [35].
For general existence theorems for non-local equations, the readers may consult, among others,
[32,34,63,64,70,77–80,88,89,94,95] as well as the references therein. Related questions on the fractional
Allen–Cahn equations, non-local isoperimetric problems and non-local free boundary problems are also
widely studied in [10, 24, 42–44,47, 49, 61, 72, 73]. See also the expository articles [1, 65, 90].
Despite similar appearance, (1.1) for s ∈ (0, 1) is different from that for s = 1 in a number of striking
ways. Firstly, the non-local nature disallows the exact local computations using Fermi coordinates.
Secondly, the one-dimensional solution w(z) only has an algebraic decay of order 2s at infinity, in
contrast to the exponential decay when s = 1. Thirdly, the fractional Laplacian is a strongly coupled
operator and hence it is impossible to “integrate in parts” in lower dimensions. Finally the inner-outer
gluing using cut-off functions no longer works due to the nonlocality of the fractional operator.
The purpose of this article is to establish a new gluing approach for fractional elliptic equations for
constructing solutions with a layer over higher-dimensional sub-manifolds. In particular, in the second
part we will apply it to partially answer Conjecture 1.2. To overcome the aforementioned difficulties,
the main tool is an expansion of the fractional Laplacian in the Fermi coordinates, a refinement of
the computations already seen in [29], supplemented by technical integral calculations. This can be
considered fractional Fermi coordinates. When applying an infinite dimensional Lyapunov–Schmidt
reduction, the orthogonality condition is to be expressed in the extension. The essential difference
from the classical case [41] is that the inner problem is subdivided into many pieces of size R = o(ε−1),
where ε is the scaling parameter, so that the manifold is nearly flat on each piece. In this way, in
terms of the Fermi normal coordinates, the equations can be well approximated by a model problem.
1.3. A brief description. We define an approximate solution u∗(x) using the one-dimensional profile
in the tubular neighborhood of Mε = {|xn| = Fε(|x′|)}, namely u∗(x) = w(z) where z is the normal
coordinate and Fε is close to the catenoid ε
−1 cosh−1(ε|x′|) near the origin. In contrast to the classical
case we take into account the non-local interactions near infinity and define u∗(x) = w(z+)+w(z−)+1
where z± are the signed distances to the upper and lower leaves M±ε = {xn = ±Fε(|x′|)}. As hinted
in Corollary 6.3, Fε(r) ∼ r 22s+1 as r → +∞. The parts of u∗ will be smoothly glued to the constant
solutions ±1 to the regions where the Fermi coordinates are not well-defined.
We look for a real solution of the form u = u∗ + ϕ, where ϕ is small and satisfies
(−∆)sϕ+ f ′(u∗)ϕ = g. (1.2)
Our new idea is to localize the error in the near interface into many pieces of diameter R = o(ε−1) for
another parameterR which is to be taken large. At each piece the hypersurface is well-approximated by
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some tangent hyperplane. Therefore, using Fermi coordinates, it suffices to study the model problem
where u∗(x) is replaced by w(z) in (1.2).
As opposed to the local case s = 1, an integration by parts is not available for the fractional
Laplacian in the z-direction, unless n = 1. So we develop a linear theory using the Caffarelli–Silvestre
local extension [25].
Finally we will solve a non-local, non-linear reduced equation which takes the form

H [Fε] = O(ε
2s−1) for 1 < r ≤ r0,
H [Fε] =
Cε2s−1
F 2sε
(1 + o(1)) for r > r0,
where H [Fε] denotes the mean curvature of the surface described by Fε. (Note that the surface is
adjusted far away through the nonlocal interactions of the leafs. A similar phenomenon has been
observed in Agudelo, del Pino and Wei [3] for s = 1 and dimensions ≥ 4.) A solution of the desired
form can be obtained using the contraction mapping principle, justifying the a priori assumptions on
Fε.
In this setting, our main result can be stated as follows.
Theorem 1.3. Let 1/2 < s < 1 and n = 3. For all sufficiently small ε > 0, there exists a rotationally
symmetric solution u to (1.1) with the zero level set Mε =
{
(x′, x3) ∈ R3 : |x3| = Fε(|x′|)
}
, where
Fε(r) ∼
{
ε−1 cosh−1(εr) for r ≤ rε,
r
2
2s+1 for r ≥ δ0|log ε|rε,
where rε =
(
|log ε|
ε
) 2s−1
2
and δ0 > 0 is a small fixed constant.
We remark that, while the proof is given for the specific nonlinearity f(u) = u − u3, the same
construction works for more general nonlinearities associated to double-well potentials, with obvious
modifications.
As an immediate consequence, without the monotonicity condition, Conjecture 1.2 is not true in
dimension 3.
The curvature estimates of [62] provides an easy indirect proof for the instability of such solution.
Recall that a solution to (1.1) is stable if and only if∫
Rn
ϕ(−∆)sϕ+ f ′(u)ϕdx ≥ 0, for all ϕ ∈ C∞c (Rn).
Theorem 1.4. The solution obtained in Theorem 1.3 is unstable.
In a forthcoming paper [30], together with Juan Da´vila and Manuel del Pino, we will construct
similarly a family of global minimizers based on the Simons’ cone. Via the Jerison–Monneau program
[71], this provides counter-examples to the De Giorgi conjecture for fractional Allen–Cahn equation in
dimensions n ≥ 9 for s ∈ (12 , 1).
Remark 1.5. Our approach depends crucially on the assumption s ∈ (12 , 1). Firstly, it is only in this
regime that the local mean curvature alone appears in the main order error estimate. A related issue
is also seen in the choice of those parameters between 0 and (a factor times) 2s− 1. Secondly, it gives
the L2 integrability of an integral involving the kernel wz in the extension. It will be interesting to see
whether this gluing method will work in the case s = 12 under suitable modifications.
On the other hand, we do not know yet how to deal with other pseudo-differential operators which
cannot be realized locally.
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This paper is organized as follows. We outline the argument with key results in Section 2. In Section
3 we compute the error using an expansion of the fractional Laplacian in the Fermi coordinates. In
Section 4 we develop a linear theory and then the gluing reduction is carried out in Section 5. Finally
in Section 6 we solve the reduced equation.
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2. Outline of the construction
2.1. Notations and the approximate solution. Let
• s ∈ (12 , 1), α ∈ (0, 2s− 1), τ ∈
(
1, 1 + α2s
)
,
• M be an approximation to the catenoid defined by the function F ,
M = {(x′, xn) : |xn| = F (|x′|), |x′| ≥ 1} ,
• ε > 0 be the scaling parameter in Mε = ε−1M =
{
xn = Fε(|x′|) = ε−1F (ε|x′|)
}
,
• z be the normal coordinate direction in the Fermi coordinates of the rescaled manifold, i.e.
signed distance to the Mε, with z > 0 for xn > F (ε|x′|) > 0,
• y+, z+ be respectively the projection onto and signed distance (increasing in xn) to the upper
leaf
M+ε = {xn = Fε(|x′|)} ,
• y−, z− be respectively the projection onto and signed distance (decreasing in xn) to the lower
leaf
M−ε = {xn = −Fε(|x′|)} ,
• δ¯ > 0 be a small fixed constant so that the Fermi coordinates near Mε is defined for |z| ≤ 8δ¯ε ,
• R¯ > 0 be a large fixed constant,
• R0 be the width of the tubular neighborhood of Mε where Fermi coordinates are used, see
(2.1),
• R1 be the radius of the cylinder from which the main contribution of (−∆)s is obtained, see
Proposition 2.1,
• R2 > 4R¯ε be the radius of the inner gluing region (i.e. threshold of the end, see Section 2.3),• u∗o(x) = sign (xn − Fε(|x′|)) for xn > 0 and is extended continuously (i.e. u∗o(x) = +1 for
|x′| ≤ ε−1),
• η : R→ [0, 1] be a cut-off with η = 1 on (−∞, 1] and η = 0 on [2,+∞),
• χ : R→ [0, 1] be a cut-off with χ = 0 on (−∞, 0] and χ = 1 on [1,+∞),
• κi be the principal curvatures and HMε = κ1+κ22 be the mean curvature of the surface Mε,• ‖κ‖α (0 ≤ α < 1) be the Ho¨lder norm of the curvature, see Lemma 3.6,
• 〈x〉 =
√
1 + |x|2.
Define the approximate solution
u∗(x) = η
(
ε|z|
δ¯R0(|x′|)
)(
w(z) + χ
(
|x′| − R¯
ε
)
(w(z+) + w(z−) + 1− w(z))
)
+
(
1− η
(
ε|z|
δ¯R0(|x′|)
))
u∗o(x),
(2.1)
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where
R0 = R0(|x′|) = 1 + χ
(|x′| − R¯) (F 2sε (|x′|)− 1) .
Roughly,
• u∗(x) = +1 for large |z|, small |x′| and large |xn|,
• u∗(x) = −1 for large |z|, large |x′| and small |xn|,
• u∗(x) = w(z) for small |z| and small |x′|,
• u∗(x) = w(z+) + w(z−) + 1 for small |z| and large |x′|.
The main contributions of (−∆)s come from the inner region with certain radius. We choose such
radius that joins a small constant times ε−1 to a superlinear power of Fε as |x′| increases. More
precisely, let us set
R1 = R1(|x′|) = η
(
|x′| − 2R¯
ε
+ 2
)
δ¯
ε
+
(
1− η
(
|x′| − 2R¯
ε
+ 2
))
F τε (|x′|), (2.2)
where τ ∈ (1, 1 + α2s). We remark that the factor 2 is inserted to make sure that u∗(x) = w(z+) +
w(z−)− 1 in the whole ball of radius F τε (|x′|) where the main order terms of (−∆)su∗ are obtained.
2.2. The error. Denote the error by S(u∗) = (−∆)su∗+(u∗)3−u∗. In a tubular neighborhood where
the Fermi coordinates are well-defined, write x = y + zν(y) where y = y(|x′|) = (|x′|, Fε(|x′|)) ∈ Mε
and ν(y) = ν(y(|x′|)) = (−DFε(|x
′|), 1)√
1 + |DFε(|x′|)|2
be the unit normal pointing up in the upper half space
(and down in the lower half).
Proposition 2.1. Let x = y+ zν(y) ∈ Rn. If |z| ≤ R1, where R1 as in (2.2), then we have
S(u∗)(x) =


cH(z)HMε(y) +O(ε
2s), for
1
ε
≤ r ≤ 4R¯
ε
,
cH(z+)HM+ε (y+) + cH(z−)HM−ε (y−)
+3(w(z+) + w(z−))(1 + w(z+))(1 + w(z−)) +O
(
F−2sτε
)
, for r ≥ 4R¯
ε
.
The proof is given in Section 3.
2.3. The gluing reduction. We look for a solution of (1.1) of the form u = u∗ + ϕ so that
(−∆)sϕ+ f ′(u∗)ϕ = S(u∗) +N(ϕ) in Rn,
where N(ϕ) = f(u∗ + ϕ)− f(u∗)− f ′(u∗)ϕ. Consider the partition of unity
1 = η˜o + η˜+ + η˜− +
i¯∑
i=1
η˜i,
where the support of each η˜i is a region of radius R centered at some yi ∈Mε, and η˜± are supported on
a tubular neighborhood of the ends of M±ε respectively. It will be convenient to denote I = {1, . . . , i¯}
and J = I ∪{+,−}. For j ∈ J , let ζj be cut-off functions such that the sets {ζj = 1} include supp η˜j ,
with comparable spacing that is to be made precise. We decompose
ϕ = φo + ζ+φ+ + ζ−φ− +
i¯∑
i=1
ζiφi = φo +
∑
j∈J
ζjφj ,
in which
• φo solves for the contribution of the error away from the interface (support of η˜o),
• φ± solves for that in the far interfaces near M±ε (support of η˜±),
• φi solves for that in a compact region near the manifold (support of η˜i).
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In the following we write ∆(y,z) = ∆y + ∂zz. We consider the approximate linear operators{
Lo = (−∆)s + 2 for φo,
L = (−∆(y,z))s + f ′(w) for φj , j ∈ J .
Notice that w is not exactly the approximate solution in the far interface. We rearrange the equation
as
(−∆)s

φo +∑
j∈J
ζjφj

+ f ′(u∗)

φo +∑
j∈J
ζjφj

 = S(u∗) +N(ϕ),
Loφo + ζ+Lφ+ + ζ−Lφ− +
i¯∑
i=1
ζiLφi
=
(
η˜o + η˜+ + η˜− +
i¯∑
i=1
η˜i
)(
S(u∗) +N(ϕ) + (2− f ′(u∗))φo −
∑
j∈J
[(−∆(y,z))s, ζj ]φj
+
∑
j∈J
ζj(f
′(w)− f ′(u∗))φj −
∑
j∈J
((−∆x)s − (−∆(y,z))s)(ζjφj)
)
, (2.3)
where [(−∆(y,z))s, ζj ]φj = (−∆(y,z))s(ζjφj) − ζj(−∆(y,z))sφj , and the summands in the last term
means
(−∆x)s(ζjφj)(Yj(y) + zν(Yj(y)))− (−∆(y,z))s(η¯j ζ¯φ¯(y, z))
for ζj = η¯j(y)ζ¯(z) and φj(Yj(y) + zν(Yj(y))) = φ¯j(y, z) with a chart y = Yj(y) of Mε. In fact, for
j ∈ I one can parameterize Mε locally by a graph over a tangent hyperplane, and for j ∈ {+,−} one
uses the natural graph M±ε = {(y,±Fε(|y|)) : |y| ≥ R2}.
Let us denote the last bracket of the right hand side of (2.3) by G. Since η˜j = ζj η˜j , we will have
solved (2.3) if we get a solution to the system

Loφo = η˜oG for x ∈ Rn,
Lφ¯+ = η˜+G for (y, z) ∈ Rn−1 × R,
Lφ¯− = η˜−G for (y, z) ∈ Rn−1 × R,
Lφ¯i = η˜iG for (y, z) ∈ Rn−1 × R,
for all i ∈ I. Except the outer problem with Lo = (−∆)s + 2, the linear operator L in all the other
equations has a kernel w′ and so we will use an infinite dimensional Lyapunov–Schmidt reduction
procedure.
From now on we consider the product cut-off functions, defined in the Fermi coordinates (y, z) where
y = Y (y) is given by a chart of Mε,
η˜j(x) = ηj(y)ζ(z), for j ∈ J .
The diameters of ζ(z) and ηi(y) are of order R, a parameter which we choose to be large (before
fixing ε). We may assume, without loss of generality, that for i ∈ I, ηi(y) is centered at yi ∈ Mε,
BR(yi) ⊂ {η˜i = 1} ⊂ supp η˜i ⊂ B2R(yi), |Dη˜i| = O(R−1), and |yi1−yi2 |R ≥ c > 0 for any i1, i2 ∈ I.
We define the projection orthogonal to the kernels w′(z),
Πg(y, z) = g(y, z)− c(y)w′(z), c(y) =
∫
R
ζ(z˜)g(y, z˜)w′(z˜) dz˜∫
R
ζ(z˜)w′(z˜)2 dz˜
.
Note that in the region of integration |z| ≤ 2R < δ¯ε−1 the Fermi coordinates are well-defined, and
that the projection is independent of j ∈ J .
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We define the norm
‖φ‖µ,σ = sup
(y,z)∈Rn
〈y〉µ 〈z〉σ |φ(y, z)|,
where 〈y〉 = √1 + |y|2. Motivated by Proposition 2.1 and Lemma 4.6, for each i ∈ I we expect the
decay ∥∥φ¯i(y, z)∥∥µ,σ ≤ CRµ+σ 〈yi〉− 4s2s+1 .
So we define
‖φi‖i,µ,σ = 〈yi〉θ
∥∥φ¯i∥∥µ,σ = 〈yi〉θ sup
(y,z)∈Rn
〈y〉µ 〈z〉σ ∣∣φ¯i(y, z)∣∣,
with 1 < θ < 1 + 2s−12s+1 =
4s
2s+1 < 2s. At the ends M
±
ε where r ≥ R2, we have, for µ < 4s2s+1 − θ,∥∥φ¯±(y, z)∥∥µ,σ ≤ CR−( 4s2s+1−µ)2 .
This suggests
‖φ±‖±,µ,σ = Rθ2
∥∥φ¯±∥∥µ,σ = Rθ2 sup
(y,z)∈Rn
〈y〉µ 〈z〉σ ∣∣φ¯±(y, z)∣∣,
with 0 < θ < 2s−12s+1 − µ. Therefore for j ∈ J , we consider the Banach spaces
Xj =
{
φj : ‖φj‖j,µ,σ < C˜δ
}
,
under the constraint R ≤ |log ε|, δ = δ(R, ε) = Rµ+σε 4s2s+1−θ with 1 < θ < 1 + 2s−12s+1 = 4s2s+1 . For other
parameters, we take 0 < µ < 4s2s+1 − θ < θ sufficiently small and R2 sufficiently large, so that Rµ2 δ is
small and 2 − 2s < σ < 2s − µ. The decay of order σ > 2 − 2s in the z-direction will be required in
the orthogonality condition (4.7). That Rµ2 δ is small will be used in the inner gluing reduction. The
condition σ + µ < 2s ensures that the contribution of the term (2 − f ′(u∗))φo is small compared to
S(u∗).
We will first solve the outer equation for φo. Let us write Mε,R = {y+ zν(y) : y ∈Mε and |z| < R}
for the tubular neighborhood of Mε with width R.
Proposition 2.2. Consider
‖φo‖θ = sup
(x′,xn)∈Rn
〈x′〉θ 〈dist (x,Mε,R)〉2s |φo(x)|,
Xo =
{
φo : ‖φo‖θ ≤ C˜εθ
}
.
If φj ∈ Xj for all j ∈ J with supj∈J ‖φj‖j,µ,σ ≤ 1, then there exists a unique solution φo =
Φo((φj)j∈J ) to
Loφo = η˜oG = η˜o
(
S(u∗) +N(ϕ) + (2− f ′(u∗))φo −
∑
j∈J
[(−∆(y,z))s, ζj ]φj
+
∑
j∈J
ζj(f
′(w) − f ′(u∗))φj −
∑
j∈J
((−∆x)s − (−∆(y,z))s)(ζjφj)
)
in Rn (2.4)
in Xo such that for any pairs (φj)j∈J and (ψj)j∈J in the respective Xj with supj∈J ‖φj‖j,µ,σ ≤ 1, we
have
‖Φo((φj)j∈J )− Φo((ψj)j∈J )‖θ ≤ Cεθ sup
j∈J
‖φj − ψj‖j,µ,σ . (2.5)
The proof is carried out in Section 5.2.
Now the equations
Lφ¯j(y, z) = ηj(y)ζ(z)G(y, z)
are solved in two steps:
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(1) eliminating the part of error orthogonal to the kernels, i.e.
Lφ¯j(y, z) = ηj(y)ζ(z)ΠG(y, z); (2.6)
(2) adjust Fε(r) such that c(y) = 0, i.e. to solve the reduced equation∫
R
ζ(z)G(y, z)w′(z) dz = 0. (2.7)
Using the linear theory in Section 4, step (1) is proved in the following
Proposition 2.3. Suppose µ ≤ θ. Then there exists a unique solution (φj)j∈J , φj ∈ Xj, to the system
Lφ¯j = η˜jΠG = ηjζΠ
(
S(u∗) +N(ϕ) + (2− f ′(u∗))φo −
∑
j∈J
[(−∆(y,z))s, ζj ]φj
+
∑
j∈J
ζj(f
′(w) − f ′(u∗))φj −
∑
j∈J
((−∆x)s − (−∆(y,z))s)(ζjφj)
)
for (y, z) ∈ Rn. (2.8)
The proof is given in Section 5.3.
Step (2) is outlined in the next subsection.
2.4. Projection of error and the reduced equation. As shown above, the error is to be projected
onto w′ weighted with a cut-off function ζ supported on [−2R, 2R]. In fact we have
Proposition 2.4 (The reduced equation). In terms of the rescaled function F (r) = εFε(ε
−1r) and its
inverse r = G(z) where G : [0,+∞)→ [1,+∞), (2.7) is equivalent to the system

HM (G(z), z) =

 G′(z)√
1 +G′(z)2


′
− 1
G(z)
√
1 +G′(z)2
= N1[F ] for 0 ≤ z ≤ z1,
HM (r, F (r)) =
1
r

 rF ′(r)√
1 + F ′(r)2


′
= N1[F ] for r1 ≤ r ≤ 4R¯,
F ′′(r) +
F ′(r)
r
− C¯0ε
2s−1
F 2s(r)
= N2[F ] for r ≥ 4R¯,
(2.9)
subject to the boundary conditions 

G(0) = 1
G′(0) = 0
F (r1) = z1
F ′(r1) =
1
G′(z1)
,
(2.10)
where z1 = F (r1) = O(1), N1[F ] = O(ε
2s−1) and N2[F ] = o
(
ε2s−1
F 2s0 (r)
)
, with F0 as in Corollary 6.3.
Moreover, N1 and N2 have a Lipschitz dependence on F .
This is proved in Section 6.1.
The equation (2.9)–(2.10) is to be solved in a space with weighted Ho¨lder norms allowing sub-linear
growth. More precisely, for any α ∈ (0, 1), γ ∈ R we define the norms
‖φ‖∗ = sup
[r1,+∞)
rγ−2|φ(r)| + sup
[r1,+∞)
rγ−1|φ′(r)| + sup
[r1,+∞)
rγ |φ′′(r)|
+ sup
r 6=ρ in [r1,+∞)
min {r, ρ}γ+α |φ
′′(r) − φ′′(ρ)|
|r − ρ|α (2.11)
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and
‖h‖∗∗ = sup
r∈[1,+∞)
rγ |h(r)| + sup
r 6=ρ in [1,+∞)
min {r, ρ}γ+α |h(r)− h(ρ)||r − ρ|α . (2.12)
Proposition 2.5. There exists a solution to (2.9) in the space
X∗ =
{
(G,F ) ∈ C2,α([0, z1])× C2,αloc ([r1,+∞)) : ‖G‖C2,α([0,z1]) < +∞, ‖F‖∗ < +∞, (2.10) holds
}
.
The proof is contained in Section 6.
3. Computation of the error: Fermi coordinates expansion
We prove the following
Proposition 3.1 (Expansion in Fermi coordinates). Suppose 0 < α < 2s−1 and Fε ∈ C2,αloc ([1,+∞)).
Let x0 = y0 + z0ν(y0) where y0 = (x
′, Fε(|x′|)) is the projection of x0 onto Mε, and u0(x) = w(z).
Then for any τ ∈ (1, 1 + α2s) and |z0| ≤ R1, we have
(−∆)su0(x0) = w(z0)− w(z0)3 + cH(z0)HMε (y0) +N1[F ]
where
cH(z0) = C1,s
∫
R
w(z0)− w(z)
|z0 − z|1+2s
(z0 − z) dz,
R1 = R1(|x′|) = η
(
|x′| − 2R¯
ε
+ 2
)
δ¯
ε
+
(
1− η
(
|x′| − 2R¯
ε
+ 2
))
F τε (|x′|),
and N1[F ] = O
(
R−2s1
)
is finite in the norm ‖·‖∗∗.
Remark 3.2. cH(z0) is even in z0. Also
cH(z0) =
C1,s
2s− 1
∫
R
w′(z)
|z0 − z|2s−1
dz ∼ 〈z0〉−(2s−1) .
This implies Proposition 2.1. A proof is given at the end of this section.
A similar computation gives the decay in r = |x′| away from the interface.
Corollary 3.3. Suppose x0 = y0 + z0ν(y0), y0 = (x
′
0, Fε(r0)) and z0 ≥ cr
2
2s+1
0 .
(−∆)su∗(x0) = O
(
r
− 4s2s+1
0
)
as r0 → +∞.
Proof. Take a ball around x0 of radius of order r
2
2s+1
0 . Then in the inner region, we use the closeness
to +1 of the approximate solution u∗ to estimate the error. We omit the details. 
For more general functions one has a less precise expansion. On compact sets, we have
Corollary 3.4. Let u1(x) = φ(y, z) in a neighborhood of x0 = y0 + z0ν(y0) where |y0|, |z0| ≤ 4R =
o(ε−1), and u1 = 0 outside a ball of radius 8R. Then
(−∆x)su1(x0) = (−∆(y,z))sφ(y0, z0) · (1 +O (R ‖κ‖0))
+O
(
R−2s1
(
|φ(y0, z0)|+ sup
|(y0−y,z0−z)|≥R1
|φ(y, z)|
))
.
Proof. Here we use the fact that the lower order terms contain either κi|z0| or κi|y0|, where i = 1 or
2. 
At the ends of the catenoidal surface we need the following
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Corollary 3.5. Let u1(x) = φ(y, z) in a neighborhood of x0 = y0 + z0ν(y0) where |y0| ≥ R2, |z0| ≤
4R = o(ε−1), and u1 = 0 when z ≥ 8R. Then
(−∆x)su1(x0) = (−∆(y,z))sφ(y0, z0) ·
(
1 +O
(
F−(2s−τ)ε
))
+O
(
F−2sτε
(
|φ(y0, z0)|+ sup
|(y0−y,z0−z)|≥F τε
|φ(y, z)|
))
.
To prove Proposition 3.1, we consider Mε as a graph in a neighborhood of y0 over its tangent
hyperplane and use the Fermi coordinates. Suppose (y1, y2, z) is an orthonormal basis of the tangent
plane of Mε at y0. Write
CR1 =
{
(y, z) ∈ R2 × R : |y| ≤ R1, |z| ≤ R1
}
.
Then there exists a smooth function g : BR1(0)→ R such that, in the (y, z) coordinates,
Mε ∩ CR1 =
{
(y, g(y)) ∈ R3 : |y| ≤ R1
}
. (3.1)
Then g(0) = 0, Dg(0) = 0 and ∆g(0) = 2HMε(x0). We may also assume that ∂y1y2g(0) = 0. We
denote the principal curvatures at y by κi(y) so that κi(0) = ∂yiyig(0).
We state a few lemmata whose non-trivial proofs are postponed to the end of this section.
Lemma 3.6 (Local expansions). Let |y| ≤ R1. For i = 1, 2 we have
|κi(y)− κi(0)| . ‖κi‖Cα(B2R1 (|x′|)) |y|
α
.
∥∥F−2sε ∥∥Cα(B1(|x′|)) |y|α
.


ε2s+α|y|α for all |x′| ≤ 2R¯
ε
,
F−2sε (|x′|)
|x′|α |y|
α
for all |x′| ≥ R¯
ε
.
The quantity ‖Fε‖C2,α(BR1 (|x′|)) .
∥∥F−2sε ∥∥Cα(B1(|x′|)) will be used repeatedly and will be simply denoted
by ‖κ‖α, as a function of |x′|, for any 0 ≤ α < 1. We have
g(y) =
1
2
2∑
i=1
κi(0)y
2
i +O
(
‖κ‖α |y|2+α
)
,
Dg(y) · y =
2∑
i=1
κi(0)y
2
i +O
(
‖κ‖α |y|2+α
)
,
|Dg(y)|2 = O
(
‖κ‖20 |y|2
)
.
In particular,
g(y)−Dg(y) · y = −1
2
2∑
i=1
κi(0)y
2
i +O
(
‖κ‖α |y|2+α
)
= O(‖κ‖0 |y|2),√
1 + |Dg(y)|2 − 1 = O
(
‖κ‖20 |y|2
)
,
1− 1√
1 + |Dg(y)|2
= O
(
‖κ‖20 |y|2
)
,
g(y)2 = O
(
‖κ‖20 |y|4
)
.
Lemma 3.7 (The change of variable). Let |y|, |z|, |z0| ≤ R1. Under the Fermi change of variable
x = Φ(y, z) = y + zν(y), the Jacobian determinant
J(y, z) =
√
1 + |Dg(y)|2(1− κ1(y)z)(1− κ2(y)z)
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satisfies
J(y, z) = 1− (κ1(0) + κ2(0))z +O (‖κ‖α |y|α|z|) +O
(
‖κ‖20 (|y|2 + |z|2)
)
,
and the kernel |x0 − x|−3−2s has an expansion
|x0 − x|−3−2s = |(y, z0 − z)|−3−2s
[
1 +
3 + 2s
2
(z0 + z)
2∑
i=1
κi(0)
y2i
|(y, z0 − z)|2
+O
(
‖κ‖α |y|2+α(|z|+ |z0|)
|(y, z0 − z)|2
)
+O
(
‖κ‖20 |y|2(|y|2 + |z|2 + |z0|2)
|(y, z0 − z)|2
)]
.
Lemma 3.8 (On the Cauchy principal value). In the above setting, there holds
P.V.
∫
Φ(CR1)
u0(x0)− u0(x)
|x− x0|3+2s
dx = P.V.
∫∫
CR1
w(z0)− w(z)
|Φ(y0, z0)− Φ(y, z)|3+2s
J(y, z) dydz. (3.2)
Here the principal value on the left hand side means
P.V.
∫
Φ(CR1)
= lim
ǫ→0+
∫
Φ(CR1 )\{|x−x0|<ǫ}
.
and on the right hand side it means
P.V.
∫∫
CR1
= lim
ǫ→0+
∫∫
CR1\{ρ˜<ǫ}
,
where
ρ˜2 =
n−1∑
i=1
(1− κi(0)z0)2y2i + |z − z0|2.
Lemma 3.9 (Reducing the kernel). There hold
C3,s
∫
R2
1
|(y, z0 − z)|3+2s
dy = C1,s
1
|z0 − z|1+2s
,
C3,s
∫
R2
y2i
|(y, z0 − z)|5+2s
dy =
1
3 + 2s
C1,s
1
|z0 − z|1+2s
for i = 1, 2,
∫
R2
|y|α
|(y, z0 − z)|3+2s
dy = C
1
|z0 − z|1+2s−α
.
Proof of Proposition 3.1. The main contribution of the fractional Laplacian comes from the local term
which we compute in Fermi coordinates Φ(y, z) = y + zν(y), namely
(−∆)su0(x0) = C3,sP.V.
∫
Φ(CR1)
u0(x0)− u0(x)
|x− x0|3+2s
dx +O(R−2s1 )
= C3,sP.V.
∫∫
CR1
w(z0)− w(z)
|Φ(y0, z0)− Φ(y, z)|3+2s
J(y, z) dydz +O(R−2s1 ).
Here the second line follows from Lemma 3.8. By Lemma 3.7 we have
J(y, z) = 1− (κ1(0) + κ2(0))z +O (‖κ‖α |y|α|z|) +O
(
‖κ‖20 (|y|2 + |z|2)
)
,
1
|Φ(y0, z0)− Φ(y, z)|3+2s
=
1
|(y, z0 − z)|3+2s
[
1 +
3 + 2s
2
(z0 + z)
2∑
i=1
κi(0)
y2i
|(y, z0 − z)|2
+O
(
‖κ‖α |y|2+α(|z|+ |z0|)
|(y, z0 − z)|2
)
+O
(
‖κ‖20 |y|2(|y|2 + |z|2 + |z0|2)
|(y, z0 − z)|2
)]
.
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Hence
J(y, z)
|Φ(y0, z0)− Φ(y, z)|3+2s
=
1
|(y, z0 − z)|3+2s
[
1− (κ1(0) + κ2(0))z +O (‖κ‖α |y|α|z|) +O
(
‖κ‖20 (|y|2 + |z|2)
)]
·
[
1 +
3 + 2s
2
(z0 + z)
2∑
i=1
κi(0)
y2i
|(y, z0 − z)|2
+O
(
‖κ‖α |y|2+α(|z|+ |z0|)
|(y, z0 − z)|2
)
+O
(
‖κ‖20 |y|2(|y|2 + |z|2 + |z0|2)
|(y, z0 − z)|2
)]
=
1
|(y, z0 − z)|3+2s
[
1− (κ1(0) + κ2(0))z + 3 + 2s
2
(z0 + z)
2∑
i=1
κi(0)
y2i
|(y, z0 − z)|2
+O (‖κ‖α |y|α(|z|+ |z0|)) +O
(
‖κ‖20 (|y|2 + |z|2 + |z0|2)
)]
.
We have
(−∆)su0(x0)
= C3,s
∫∫
CR1
w(z0)− w(z)
|Φ(y0, z0)− Φ(y, z)|3+2s
J(y, z) dydz +O(R−2s1 )
= C3,s
∫∫
CR1
w(z0)− w(z)
|(y, z0 − z)|3+2s
[
1− (κ1(0) + κ2(0))z + 3 + 2s
2
(z0 + z)
2∑
i=1
κi(0)
y2i
|(y, z0 − z)|2
+O (‖κ‖α |y|α(|z|+ |z0|)) +O
(
‖κ‖20 (|y|2 + |z|2 + |z0|2)
)]
= I1 + I2 + I3 + I4 + I5.
where
I1 = C3,s
∫∫
CR1
w(z0)− w(z)
|(y, z0 − z)|3+2s
dydz,
I2 = −C3,s(κ1(0) + κ2(0))
∫∫
CR1
w(z0)− w(z)
|(y, z0 − z)|3+2s
z dydz,
I3 = C3,s
3 + 2s
2
2∑
i=1
κi(0)
∫∫
CR1
w(z0)− w(z)
|(y, z0 − z)|5+2s
(z0 + z)y
2
i dydz,
I4 = O (‖κ‖α)
∫∫
CR1
∣∣∣w(z0)− w(z)− χB11(z0)(z)w′(z0)(z0 − z)
∣∣∣
|(y, z0 − z)|3+2s
|y|α(|z|+ |z0|) dydz,
I5 = O
(
‖κ‖20
) ∫∫
CR1
∣∣∣w(z0)− w(z)− χB11(z0)(z)w′(z0)(z0 − z)
∣∣∣
|(y, z0 − z)|3+2s
(|y|2 + |z|2 + |z0|2) dydz.
In the last terms I4 and I5, the linear odd term near the origin has been added to eliminate the
principal value before the integrals are estimated by their absolute values. One may obtain more
explicit expressions by extending the domain and using Lemma 3.9 as follows. I1 resembles the
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fractional Laplacian of the one-dimensional solution.
I1 = C3,s
∫∫
R3
w(z0)− w(z)
|(y, z0 − z)|3+2s
dydz − C3,s
∫∫
R3\CR1
w(z0)− w(z)
|(y, z0 − z)|3+2s
dydz
= C3,s
∫
R
(w(z0)− w(z))
∫
R2
1
|(y, z0 − z)|3+2s
dydz +O
(∫ ∞
R1
ρ−3−2sρ2 dρ
)
= C1,s
∫
R
w(z0)− w(z)
|z0 − z|1+2s
dz +O
(
R−2s1
)
= w(z0)− w(z0)3 +O
(
R−2s1
)
.
Hereafter ρ =
√
|y|2 + |z0 − z|2. I2 and I3 are of the next order where we see the mean curvature.
I2 = −C3,s
2∑
i=1
κi(0)
∫∫
CR1
w(z0)− w(z)
|(y, z0 − z)|3+2s
z dydz
= −C3,s
2∑
i=1
κi(0)
∫∫
R3
w(z0)− w(z)
|(y, z0 − z)|3+2s
z dydz
− C3,s
2∑
i=1
κi(0)
∫∫
R3\CR1
w(z0)− w(z)
|(y, z0 − z)|3+2s
(z0 + (z − z0)) dydz
= −C1,s
2∑
i=1
κi(0)
∫
R
w(z0)− w(z)
|z0 − z|1+2s
z dz
+O
(
‖κ‖0 |z0|
∫ ∞
R1
1
ρ3+2s
ρ2 dρ
)
+O
(
‖κ‖0
∫ ∞
R1
ρ
ρ3+2s
ρ2 dρ
)
= −2
(
C1,s
∫
R
w(z0)− w(z)
|z0 − z|1+2s
z dz
)
HMε(y0) +O
(‖κ‖0R−2s1 (|z0|+R1)) .
Also,
I3 = C3,s
3 + 2s
2
2∑
i=1
κi(0)
∫∫
R3
w(z0)− w(z)
|(y, z0 − z)|5+2s
(z0 + z)y
2
i dydz
+O (‖κ‖0)
∫∫
R3\CR1
w(z0)− w(z)
|(y, z0 − z)|5+2s
(2z0 − (z0 − z))y2i dydz
= C1,s
1
2
2∑
i=1
κi(0)
∫
R
w(z0)− w(z)
|z0 − z|1+2s
(z0 + z) dz
+O
(
‖κ‖0 |z0|
∫ ∞
R1
ρ2
ρ5+2s
ρ2 dρ
)
+O
(
‖κ‖0
∫ ∞
R1
ρ3
ρ5+2s
ρ2 dρ
)
=
(
C1,s
∫
R
w(z0)− w(z)
|z0 − z|1+2s
(z0 + z) dz
)
HMε(y0) +O
(‖κ‖0R−2s1 (|z0|+R1)) .
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The remainder terms I4 and I5 are estimated as follows.
I4 = O (‖κ‖α)
∫∫
CR1
∣∣∣w(z0)− w(z)− χB11(z0)(z)w′(z0)(z0 − z)
∣∣∣
|(y, z0 − z)|3+2s
|y|α(|z|+ |z0|) dydz
= O (‖κ‖α)
∫
R
∣∣∣w(z0)− w(z) + χB11(0)(z)w′(z0)(z0 − z)
∣∣∣ ∫
R2
|y|α(|z0 − z|+ |z0|)(
|y|2 + |z0 − z|2
) 3+2s
2
dydz
+O
(
‖κ‖α (|z|+ |z0|)
∫ ∞
R1
ρα
ρ3+2s
ρ2 dρ
)
= O (‖κ‖α)

∫
R
∣∣∣w(z0)− w(z) + χB11(0)(z)w′(z0)(z0 − z)
∣∣∣
|z0 − z|1+2s−α
(|z0 − z|+ |z0|)

 dz
+O
(‖κ‖αR−2s+α1 (|z|+ |z0|))
= O
(‖κ‖α (1 +R−2s+α1 (|z|+ |z0|))) .
I5 = O
(
‖κ‖20
)∫∫
CR1
∣∣∣w(z0)− w(z)− χB11(z0)(z)w′(z0)(z0 − z)
∣∣∣
|(y, z0 − z)|3+2s
(|y|2 + |z|2 + |z0|2) dydz
= O
(
‖κ‖20
)(
1 +
∫ R1
1
ρ2 + |z0|2
ρ3+2s
ρ2 dρ
)
= O
(
‖κ‖20 (1 +R2−2s1 +R−2s1 |z0|2)
)
.
In conclusion, we have, since |z0| ≤ R1 and α < 2s− 1,
(−∆)su0(x0) = w(z0)− w(z0)3 +
(
C1,s
∫
R
w(z0)− w(z)
|z0 − z|1+2s
(z0 − z) dz
)
HMε(y0)
+O
(
R−2s1
(
1 + ‖κ‖0R1 + ‖κ‖αR2s1 + ‖κ‖20R21
))
= w(z0)− w(z0)3 + cH(z0)HMε(y0) +O(R−2s1 ),
the last line following from the estimate
‖κ‖αR2s1 .


εα for |x′| ≤ 2R¯
ε
F
2s(τ−1)
ε
|x′|α for |x
′| ≥ R¯
ε
.


εα for |x′| ≤ 2R¯
ε
εα−2s(τ−1)(ε|x′|)−2s(τ−1)(1− 22s+1 ) for |x′| ≥ R¯
ε
. εα−2s(τ−1).
The finiteness of the remainder in the norm ‖·‖∗∗ is a tedious but straightforward computation. As an
example, the difference of the exterior error with two radii F τε and G
τ
ε is controlled by∣∣∣∣∣
∫
Φ(Cc
Fτε
)
u0(x0)− u0(x)
|x− x0|3+2s
dx−
∫
Φ(Cc
Gτε
)
u0(x0)− u0(x)
|x− x0|3+2s
dx
∣∣∣∣∣
=
∣∣∣∣∣
∫∫
CGτε
\CFτε
w(z0)− w(z)
|Φ(y0, z0)− Φ(y, z)|3+2s
J(y, z) dydz
∣∣∣∣∣.
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Following the computations in the above proof, a typical term would be
O
(
G−2sτε − F−2sτε
)
= O
(
r−
2(2sτ+1)
2s+1 |Fε −Gε|
)
,
which implies Lipschitz continuity with the Lipschitz constant decaying in r.

Similarly we prove the expansion at the end.
Proof of Corollary 3.5. We recall that a tubular neighborhood of an end of M+ε are parameterized by
x = y+ zν(y) = (y, Fε(r)) + z
(−F ′ε(r)yr , 1)√
1 + F ′ε(r)
2
for r = |y| > r0, |z| < δ¯
ε
,
where r = |y|. In place of Lemma 3.7 we have for |z| ≤ F τε (r) with 1 < τ < 2s+12 ,
J(y, z) =
(
1 +O
(
F ′ε(r)
2
))
(1 +O (F ′′ε (r)F
τ
ε (r)))
2
=
(
1 +O
(
F−(2s−1)ε (r)
))(
1 +O
(
F−(2s−τ)ε (r)
))2
= 1 +O
(
F−(2s−τ)ε (r)
)
,
|x− x0|2 =
(
|y0 − y|2 + |z0 − z|2
)
(1 +O (F τε (r)F
′′
ε (r)))
=
(
|y0 − y|2 + |z0 − z|2
)(
1 +O
(
F−(2s−τ)ε
))
.
The result follows by the same proof as in Proposition 3.1. 
We now give a proof of the error estimate stated in Section 2.
Proof of Proposition 2.1. Using the Fermi coordinates expansion of the fractional Laplacian (Proposi-
tion 3.1), we have, in an expanding neighborhood of Mε, the following estimates on the error:
• For 1
ε
≤ |x′| ≤ 2R¯
ε
and |z| ≤ δ¯
ε
,
S(u∗)(x) = cH(z)HMε(y) +O
(
ε2s
)
.
• For |x′| ≥ 4R¯
ε
and |z| ≤ F τε (|x′|),
S(u∗)(x) = (−∆)s(w(z+) + w(z−) + 1) + f(w(z+) + w(z−)− 1) +O
(
F−2sτε
)
= f(w(z+) + w(z−) + 1)− f(w(z+))− f(w(z−))
+ cH(z+)HM+ε (y+) + cH(z−)HM−ε (y−) +O
(
F−2sτε
)
= 3(w(z+) + w(z−))(1 + w(z+))(1 + w(z−))
+ cH(z+)HM+ε (y+) + cH(z−)HM−ε (y−) +O
(
F−2sτε
)
.
• For 2R¯
ε
≤ |x′| ≤ 4R¯
ε
, xn > 0 and |z| ≤ R1(|x′|),
S(u∗)(x) = (−∆)sw(z+) + (−∆)s
((
1− η
(
|x′| − R¯
ε
)
(w(z−) + 1)
))
+ f
(
w(z+) +
(
1− η
(
|x′| − R¯
ε
)
(w(z−) + 1)
))
= cH(z+)HMε(y+) +O(ε
2s).
Here the second term is small because of the smallness of the cut-off error up to two derivatives.
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• For 2R¯
ε
≤ |x′| ≤ 4R¯
ε
, xn < 0 and |z| ≤ R1(|x′|), we have similarly
S(u∗)(x) = cH(z−)HMε(y−) +O(ε
2s).
This completes the proof. 
Proof of Lemma 3.7. Referring to Lemma 3.6 and keeping in mind that ‖κ‖0R1 = o(1), for the Jaco-
bian determinant we have
J(y, z) = 1 + (κ1(0) + κ2(0))z + ((κ1 + κ2)(y)− (κ1 + κ2)(0))z
+
(√
1 + |Dg(y)|2 − 1
)
(1 + (κ1(y) + κ2(y))z + κ1(y)κ2(y)z
2)
= 1 + (κ1(0) + κ2(0))z + O (‖κ‖α |y|α|z|) +O
(
‖κ‖20 |z|2
)
+O
(
‖κ‖20 |y|2
)
(1 +O (‖κ‖0 |z|))2
= 1 + (κ1(0) + κ2(0))z + O (‖κ‖α |y|α|z|) +O
(
‖κ‖20 (|y|2 + |z|2)
)
.
To expand the kernel we first consider
x0 − x = (y, g(y))− (0, z0) + z (−Dg(y), 1)√
1 + |Dg(y)|2
,
|x0 − x|2 = |y|2 + g(y)2 + z2 + z20 −
2zz0√
1 + |Dg(y)|2
+
2z(g(y)−Dg(y) · y)√
1 +Dg(y)
2
− 2z0g(y)
= |y|2 + |z0 − z|2 + 2z(g(y)−Dg(y) · y)− 2z0g(y)
+ g(y)2 + (2zz0 − 2z(g(y)−Dg(y) · y))

1− 1√
1 + |Dg(y)|2


= |(y, z0 − z)|2 − (z0 + z)
2∑
i=1
κi(0)y
2
i +O
(
‖κ‖α |y|2+α(|z|+ |z0|)
)
+O
(
‖κ‖20 |y|4
)
+O
(
‖κ‖20 |y|2|z|
(
|z0|+ ‖κ‖0 |y|2
))
= |(y, z0 − z)|2 − (z0 + z)
2∑
i=1
κi(0)y
2
i
+O
(
‖κ‖α |y|2+α(|z|+ |z0|)
)
+O
(
‖κ‖20 |y|2(|y|2 + |z||z0|)
)
.
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By binomial theorem,
|x0 − x|−3−2s = |(y, z0 − z)|−3−2s
[
1 +
3 + 2s
2
(z0 + z)
2∑
i=1
κi(0)
y2i
|(y, z0 − z)|2
+O
(
‖κ‖α |y|2+α(|z|+ |z0|)
|(y, z0 − z)|2
)
+O
(
‖κ‖20 |y|2(|y|2 + |z||z0|)
|(y, z0 − z)|2
)
+O
(
‖κ‖20 |y|4(|z0|2 + |z|2)
|(y, z0 − z)|4
)]
= |(y, z0 − z)|−3−2s
[
1 +
3 + 2s
2
(z0 + z)
2∑
i=1
κi(0)
y2i
|(y, z0 − z)|2
+O
(
‖κ‖α |y|2+α(|z|+ |z0|)
|(y, z0 − z)|2
)
+O
(
‖κ‖20 |y|2(|y|2 + |z|2 + |z0|2)
|(y, z0 − z)|2
)]
.

Proof of Lemma 3.8. We first show that the domains of integration
{|x− x0| < ǫ} and {ρ˜ < ǫ}
coincide up to a higher power of ǫ. We have, in the (y, z) coordinate,
x− x0 =
(
y + zν′
g(y) + zν3 − z0
)
=
(
y + (z0 + z − z0)(1 + ν3 − 1)(−Dg(y))
z − z0 + g(y) + (z0 + z − z0)(ν3 − 1)
)
=

(1− κ1(0)z0)y1 +O(ρ˜2)(1− κ2(0)z0)y2 +O(ρ˜2)
z − z0 +O(ρ˜2)

 ,
where the constants in the big-O depends on |z0| and the curvatures ‖κ‖α (α ∈ [0, 1)). Then |x− x0|2 =
ρ˜2(1 +O(ρ˜)), and in particular,
{|x− x0| < ǫ} =
{
ρ˜ < ǫ+O(ǫ2)
}
.
As rough estimates, we have
|x− x0|−(3+2s) = O(ρ˜−(3+2s))
and
J(y, z) =
√
1 + g(y)
2
2∏
i=1
(1 − κi(y)z) = O(1).
Putting altogether we have∫
Φ(CR1)\{|x−x0|<ǫ}
u(x)− u(x0)
|x− x0|3+2s dx
=
∫∫
CR1\{ρ<ǫ+O(ǫ2)}
w(z0)− w(z)
|Φ(y0, z0)− Φ(y, z)|3+2s
J(y, z) dydz
=
∫∫
CR1\{ρ<ǫ+Cǫ2}
w(z0)− w(z)
|Φ(y0, z0)− Φ(y, z)|3+2s
J(y, z) dydz +O
(∫ ǫ+Cǫ2
ǫ−Cǫ2
‖w‖L∞
ρ˜3+2s
ρ˜2 dρ˜
)
,
with the error bounded by
Cǫ1−2s((1 + Cǫ)− (1 − Cǫ)) ≤ Cε2−2s.
Sending ǫ→ 0+, we get the desired equality. 
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Proof of Lemma 3.9. The first and third equalities follow from the change of variable y = |z0 − z|y˜.
Indeed, to prove the second one, we have
∫
R2
y2i
|(y, z0 − z)|5+2s
dy =
1
2
∫
R2
(
|y|2 + |z0 − z|2
)
− |z0 − z|2(
|y|2 + |z0 − z|2
) 5+2s
2
dy
=
1
2
∫
R2
dy(
|y|2 + |z0 − z|2
) 3+2s
2
− 1
2
|z0 − z|2
∫
R2
dy(
|y|2 + |z0 − z|2
) 5+2s
2
=
1
2
C1,s
C3,s
1
|z0 − z|1+2s
− 1
2
C3,s
C5,s
|z0 − z|2
|z0 − z|3+2s
=
1
2
C1,s
C3,s
(
1− C
2
3,s
C1,sC5,s
)
1
|z0 − z|1+2s
.
Recalling that
Cn,s =
22ss
Γ(1 − s)
Γ
(
n+2s
2
)
π
n
2
,
we have
1− C
2
3,s
C1,sC5,s
= 1− Γ
(
3+2s
2
)2
Γ
(
1+2s
2
)
Γ
(
5+2s
2
) = 1− 1 + 2s
3 + 2s
=
2
3 + 2s
and hence ∫
R2
y2i
|(y, z0 − z)|5+2s
dy =
1
3 + 2s
C1,s
C3,s
1
|z0 − z|1+2s
.

4. Linear theory
In this section we use a different notation. We write w = w(z, t) for the layer in the extension and
w(z) for its trace.
4.1. Non-degeneracy of one-dimensional solution. Consider the linearized equation of (−∆)su+
f(u) = 0 at w, the one-dimensional solution, namely
(−∆)sφ+ f ′(w)φ = 0 for (y, z) ∈ Rn, (4.1)
or the equivalent extension problem (here a = 1− 2s)

∇ · (ta∇φ) = 0 for (y, z, t) ∈ Rn+1+
ta
∂φ
∂ν
+ f ′(w)φ = 0 for (y, z) ∈ Rn. (4.2)
Given ξ ∈ Rn−1, we define on
X = H1(R2+, t
a)
the bilinear form
(u, v)X =
∫
R
2
+
ta
(
∇u · ∇v + |ξ|2uv
)
dzdt+
∫
R
f ′(w)uv dz.
Lemma 4.1 (An inner product). Suppose ξ 6= 0. Then (·, ·)X defines an inner product on X.
Proof. Clearly (u, u)X <∞ for any u ∈ X . For R > 0, denote B+R = BR(0) ∩R2+ and its boundary in
R
2
+ by ∂B
+
R . It suffices to prove that∫
B
+
R
ta|∇u|2 dzdt+
∫
∂B
+
R
f ′(w)u2 dz =
∫
B
+
R
taw2z
∣∣∣∣∇
(
u
wz
)∣∣∣∣
2
dzdt. (4.3)
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Since the right hand side is non-negative, the result follows as we take R→ +∞. To check the above
equality, we compute∫
B
+
R
taw2z
∣∣∣∣∇
(
u
wz
)∣∣∣∣
2
dzdt =
∫
B
+
R
ta
∣∣∣∣∇u − uwz∇wz
∣∣∣∣
2
dzdt
=
∫
B
+
R
ta|∇u|2 dzdt+
∫
B
+
R
ta
u2
w2z
|∇wz |2 dzdt−
∫
B
+
R
ta∇(u2) · ∇wz
wz
dzdt.
Since ∇ · (ta∇wz) = 0 in R2+, we can integrate the last integral by parts as
−
∫
B
+
R
ta∇(u2) · ∇wz
wz
dzdt = −
∫
∂B
+
R
u2
ta∂νwz
wz
dz +
∫
B
+
R
u2∇ ·
(
ta
∇wz
wz
)
dzdt
=
∫
∂B
+
R
u2
f ′(w)wz
wz
dz +
∫
B
+
R
tau2∇wz · ∇ · 1
wz
dzdt
=
∫
∂B
+
R
f ′(w)u2 dz −
∫
B
+
R
ta
u2
w2z
|∇wz |2 dzdt.
Therefore, (4.3) holds and the proof is complete. 
Lemma 4.2 (Solvability of the linear equation). Suppose ξ 6= 0. For any g ∈ C∞c (R2+) and h ∈ C∞c (R),
there exists a unique u ∈ X of 

−∇ · (ta∇u) + ta|ξ|2u = g in R2+
ta
∂u
∂ν
+ f ′(w)u = h on ∂R2+.
(4.4)
Proof. This equation has the weak formulation
(u, v)X =
∫
R
2
+
ta
(
∇u · ∇v + |ξ|2uv
)
dzdt+
∫
R
f ′(w)uv dz =
∫
R
2
+
gv dzdt+
∫
R
hv dz.
By Riesz representation theorem, there is a unique solution u ∈ X . 
Lemma 4.3 (Non-degeneracy in one dimension [53, Lemma 4.2]). Let w(z) be the unique increasing
solution of
(−∂zz)sw + f(w) = 0 in R.
If φ(z) is a bounded solution of
(−∂zz)sφ+ f ′(w)φ = 0 in R,
then φ(z) = Cw′(z).
Lemma 4.4 (Non-degeneracy in higher dimensions). Let φ(y, z, t) be a bounded solution of

∇(y,z,t) · (ta∇(y,z,t)φ) = ta
(
∂tt +
a
t
∂t + ∂zz +∆y
)
φ = 0 in Rn+1+
ta
∂φ
∂ν
+ f ′(w)φ = 0 on ∂Rn+1+ ,
(4.5)
where w(z, t) is the one-dimensional solution so that

∇(z,t) · (ta∇(z,t)wz) = ta
(
∂tt +
a
t
∂t + ∂zz
)
wz = 0 in R
2
+
ta
∂wz
∂ν
+ f ′(w)wz = 0 on ∂R2+.
Then φ(y, z, t) = cwz(z, t) for some constant c.
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Proof. For each (z, t) ∈ R2+, let ψ(ξ, z, t) be a smooth function in ξ rapidly decreasing as |ξ| → +∞.
The Fourier transform φˆ(ξ, z, t) of φ(y, z, t) in the y-variable, which is the distribution defined by
〈φˆ(·, z, t), µ〉Rn−1 = 〈φ(·, z, t), µˆ〉Rn−1 =
∫
Rn−1
φ(ξ, z, t)µˆ(ξ) dξ
for any smooth rapidly decreasing function µ, satisfies∫
R
n+1
+
(
−∇ · (ta∇ψ) + ta|ξ|2ψ
)
φˆ(ξ, z, t) dξdzdt =
∫
Rn
(−f ′(w)ψ + taψt|t=0) φˆ(ξ, z, 0) dξdz.
Let µ ∈ C∞c (Rn−1), ϕ+ ∈ C∞c (R2+) and ϕ0 ∈ C∞c (R) such that
0 /∈ supp (µ).
By Lemma 4.2, for any ξ 6= 0 we can solve the equation

−∇ · (ta∇ψ) + ta|ξ|2ψ = µ(ξ)ϕ+(z, t) in R2+
ta
∂ψ
∂ν
+ f ′(w)ψ = µ(ξ)ϕ0(z) on ∂R2+
uniquely for ψ(ξ, ·, ·) ∈ X such that
ψ(ξ, z, t) = 0 if ξ /∈ supp (µ).
In particular, ψ(·, z, t) is rapidly decreasing for any (z, t) ∈ R2+. This implies∫
R
2
+
〈φˆ(·, z, t), µ〉Rn−1ϕ+(z, t) dzdt =
∫
R
〈φˆ(·, z, 0), µ〉Rn−1ϕ0(z) dz
for any ϕ+ ∈ C∞c (R2+) and ϕ0 ∈ C∞c (R). In other words, whenever 0 /∈ supp (µ), we have
〈φˆ(·, z, t), µ〉Rn−1 = 0 for all (z, t) ∈ R2+.
Such distribution with supp (φˆ(·, z, t)) ⊂ {0} is characterized as a linear combination of derivatives up
to a finite order of Dirac masses at zero, namely
φˆ(ξ, z, t) =
N∑
j=0
aj(z, t)δ
(j)
0 (ξ),
for some integer N ≥ 0. Taking inverse Fourier transform, we see that φ(y, z, t) is a polynomial in
y with coefficients depending on (z, t). Since we assumed that φ is bounded, it is a zeroth order
polynomial, i.e. φ is independent of y. Now the trace φ(z, 0) solves
(−∆)sφ+ f ′(w)φ = 0 in R.
By Lemma 4.3,
φ(z, t) = Cwz(z, t)
for some constant C ∈ R. This completes the proof. 
4.2. A priori estimates. Consider the equation
(−∆)sφ(y, z) + f ′(w(z))φ(y, z) = g(y, z) for (y, z) ∈ Rn. (4.6)
Let 〈y〉 =
√
1 + |y|2 and define the norm
‖φ‖µ,σ = sup
(y,z)∈Rn
〈y〉µ 〈z〉σ |φ(y, z)|
for 0 ≤ µ < n− 1 + 2s and 2− 2s < σ < 1 + 2s such that µ+ σ < n+ 2s.
Lemma 4.5 (Decay in z). Let φ ∈ L∞(Rn) and ‖g‖0,σ < +∞. Then we have
‖φ‖0,σ ≤ C.
With the decay established, the following orthogonality condition (4.7) is well-defined.
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Lemma 4.6 (A priori estimate in y, z). Let φ ∈ L∞(Rn) and ‖g‖µ,σ < +∞. If the s-harmonic
extension φ(t, y, z) is orthogonal to wz(t, z) in R
n+1
+ , namely,∫∫
R
2
+
taφwz dtdz = 0, (4.7)
then we have
‖φ‖µ,σ ≤ C ‖g‖µ,σ .
Before we give the proof, we estimate some integrals which arise from the product rule
(−∆)s(uv)(x0) = u(x0)(−∆)sv(x0) + Cn,s
∫
Rn
u(x0)− u(x)
|x0 − x|n+2s
v(x) dx
= u(x0)(−∆)sv(x0) + v(x0)(−∆)su(x0)− (u, v)s(x0),
where
(u, v)s(x0) = Cn,s
∫
Rn
(u(x0)− u(x))(v(x0)− v(x))
|x0 − x|n+2s
dx.
Lemma 4.7 (Decay estimates). Suppose φ(y, z) is a bounded function.
(1) As |y| → +∞,
(−∆)s 〈y〉−µ = O
(
〈y〉−2s−min{µ,n−1}
)
,
(φ, 〈y〉−µ)s = O
(
〈y〉−2s−min{µ,n−1}
)
.
(2) As |z| → +∞,
(−∆)s 〈z〉−σ = O
(
〈z〉−2s−min{σ,1}
)
,
(φ, 〈z〉−σ)s = O
(
〈z〉−2s−min{σ,1}
)
.
(3) As min {|y|, |z|} → +∞,
(〈y〉−µ , 〈z〉−σ)s = O
(
|(y, z)|−n−2s(|y|n−1−µ + 1)(|z|1−σ + 1)
)
+O
(
|y|−n−2s(|y|n−1−µ + 1)|z|−σ−2min {|y|, |z|}3
)
+O
(
|y|−µ−2|z|−n−2s(|z|1−σ + 1)min {|y|, |z|}n+1
)
+O
(
|z|−σ (|y|+ |z|)−(n−1+2s) (|y|n−1−µ + 1)
)
+O
(
|y|−µ (|y|+ |z|)−1−2s (|z|1−σ + 1)
)
+O
(
|y|−µ|z|−σ (|y|+ |z|)−2s
)
.
In particular, if µ < n− 1 + 2s and σ < 1 + 2s, then
(〈y〉−µ , 〈z〉−σ)s = o
(
|y|−µ|z|−σ
)
as min {|y|, |z|} → +∞.
(4) Suppose µ < n− 1 + 2s and σ < 1 + 2s. As min {|y|, |z|} → +∞,
(−∆)s
(
〈y〉−µ 〈z〉−σ
)
= o
(
|y|−µ|z|−σ
)
,
(φ, 〈y〉−µ 〈z〉−σ)s = o
(
|y|−µ|z|−σ
)
.
(5) Suppose ηR(y) = η
(
|y|
R
)
where η is a smooth cut-off function as in (4.11), and φ(y, z) ≤
C 〈z〉−σ. For all sufficiently large R > 0, we have
|[(−∆)s, ηR]φ(y, z)| ≤ C
(
〈z〉−1 + 〈z〉−σ
)
max {|y|, R}−2s . (4.8)
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Let us assume the validity of Lemma 4.7 for the moment.
Proof of Lemma 4.5. It follows from Lemma 4.7(2) and a maximum principle [29]. 
Proof of Lemma 4.6. We will first establish the a priori estimate assuming that ‖φ‖µ,σ < +∞. We
use a blow-up argument. Suppose on the contrary that there exist a sequence φm(y, z) and hm(y, z)
such that
(−∆)sφm + f ′(w)φm = gm for (y, z) ∈ Rn
and
‖φm‖µ,σ = 1 and ‖gm‖µ,σ → 0 as m→ +∞.
Then there exist a sequence of points (ym, zm) ∈ Rn such that
φm(ym, zm) 〈ym〉µ 〈zm〉σ ≥ 1
2
. (4.9)
We consider four cases.
(1) ym, zm bounded:
Since φm is bounded and gm → 0 in L∞(Rn), by elliptic estimates and passing to a subsequence,
we may assume that φm converges uniformly in compact subsets of R
n to a function φ0 which
satisfies
(−∆)sφ0 + f ′(w)φ0 = 0, in Rn
and, by (4.7), ∫∫
R
2
+
taφ0wz dtdz = 0.
By the non-degeneracy of w′ (Lemma 4.4), we necessarily have φ0(y, z) = Cw′(z). However,
the orthogonality condition yields C = 0, i.e. φ0 ≡ 0. This contradicts (4.9).
(2) ym bounded, |zm| → ∞:
We consider φ˜m(y, z) = 〈zm + z〉σ φm(y, zm + z), which satisfies in Rn
〈zm + z〉−σ (−∆)sφ˜m(y, z) + φ˜m(y, z)(−∆)s 〈zm + z〉−σ −
(
φ˜m(y, z), 〈zm + z〉σ
)
s
+ f ′(w(zm + z)) 〈zm + z〉−σ φ˜m(y, z) = gm(y, zm + z),
or
(−∆)sφ˜m +
(
f ′(w(zm + z)) +
(−∆)s 〈zm + z〉−σ
〈zm + z〉−σ
)
φ˜m = gm +
(
φ˜m(y, z), 〈zm + z〉σ
)
s
〈zm + z〉−σ
.
Using Lemma 4.7(2), the limiting equation is
(−∆)sφ˜0 + 2φ˜0 = 0 in Rn.
Thus φ˜0 = 0, contradicting (4.9).
(3) |ym| → ∞, zm bounded:
We define φ˜m(y, z) = 〈ym + y〉µ φm(ym + y, z), which satisfies
(−∆)sφ˜m(y, z) +

f ′(w(z)) + (−∆)s
(
〈ym + y〉−µ
)
〈ym + y〉−µ

 φ˜m(y, z)
= gm(ym + y, z) +
(
φ˜m(y, z), 〈ym + y〉−µ
)
s
〈ym + y〉−µ
in Rn.
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By Lemma 4.7(1), the subsequential limit φ˜0 satisfies
(−∆)sφ˜0 + f ′(w)φ˜0 = 0 in Rn.
This leads to a contradiction as in case (1).
(4) |ym|, |zm| → ∞:
This is similar to case (2). In fact for φ˜m(y, z) = 〈ym + y〉µ 〈zm + z〉σ φm(ym + y, zm + z), we
have
(−∆)sφ˜m(y, z) +

f ′(w(zm + z)) + (−∆)
s
(
〈ym + y〉−µ 〈zm + z〉−σ
)
〈ym + y〉−µ 〈zm + z〉−σ

 φ˜m(y, z)
= gm(ym + y, zm + z) +
(
φ˜m(y, z), 〈ym + y〉−µ 〈zm + z〉σ
)
s
〈ym + y〉−µ 〈zm + z〉−σ
in Rn.
In the limiting situation φ˜m → φ˜0, by Lemma 4.7(4),
(−∆)sφ˜0 + 2φ˜0 = 0 in Rn,
forcing φ˜0 = 0 which contradicts (4.9).
We conclude that
‖φ‖µ,σ ≤ C ‖g‖µ,σ provided ‖φ‖µ,σ < +∞. (4.10)
Now we will remove the condition ‖φ‖µ,σ < +∞. By Lemma 4.5, we know that ‖φ‖0,σ < +∞. Let
η : [0,+∞)→ [0, 1] be a smooth cut-off function such that
η = 1 on [0, 1] and η = 0 on [2,+∞). (4.11)
Write ηR(y) = η
(
|y|
R
)
. We apply the above derived a priori estimate to ψ(y, z) = ηR(y)φ(y, z), which
satisfies
(−∆)sψ + f ′(w)ψ = ηRg + φ(−∆)sηR − (ηR, φ)s. (4.12)
It is clear that ‖ηRg‖µ,σ ≤ ‖g‖µ,σ and ‖φ(−∆)sηR‖µ,σ ≤ CR−2s because of the estimate (−∆)sη(|y|) ≤
C 〈y〉−(n−1+2s). By Lemma 4.7(5),
|[(−∆)s, ηR]φ(y0, z0)| ≤ C
(
|z0|−1 + |z0|−σ
)
max {|y0|, R}−2s .
For σ < 1 and 0 ≤ µ < 2s, this yields
‖[(−∆)s, ηR]φ‖µ,σ ≤ CR−(2s−µ).
Therefore, (4.10) and (4.12) give
‖ηRφ‖µ,σ ≤ C ‖g‖µ,σ + CR−2s + CR−(2s−µ).
Letting R→ +∞, we arrive at
‖φ‖µ,σ ≤ C ‖g‖µ,σ ,
as desired. 
Proof of Lemma 4.7. We will only prove the statements regarding the fractional Laplacian of the
explicit function. The associated assertion concerning the inner product with φ will follow from the
same proof using its boundedness, since all the terms are estimated in absolute value.
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(1) We have
(−∆(y,z))s(〈y〉−µ)|y=y0 = (−∆y)s 〈y〉µ |y=y0
= Cn−1,s
∫
Rn−1
〈y0〉−µ − 〈y〉−µ
|y0 − y|n−1+2s
dy
≡ I1 + I2 + I3 + I4,
where
I1 = Cn−1,s
∫
B |y0|
2
(y0)
〈y0〉−µ − 〈y〉−µ −D 〈y〉−µ |y=y0(y0 − y)
|y0 − y|n−1+2s
dy,
I2 = Cn−1,s
∫
B1(0)
〈y0〉−µ − 〈y〉−µ
|y0 − y|n−1+2s
dy,
I3 = Cn−1,s
∫
B |y0|
2
(0)\B1(0)
〈y0〉−µ − 〈y〉−µ
|y0 − y|n−1+2s
dy,
I4 = Cn−1,s
∫
Rn−1\
(
B |y0|
2
(y0)∪B |y0|
2
(0)
) 〈y0〉
−µ − 〈y〉−µ
|y0 − y|n−1+2s
dy.
If |y0| ≤ 1, it is relatively easy to get boundedness, since 〈y〉−µ is smooth and bounded. For
|y0| ≥ 1, we compute
|I1| .
∫
B |y0|
2
(y0)
∣∣∣D2 〈y〉−µ |y=y0 [y0 − y]2∣∣∣
|y0 − y|n−1+2s
dy
. |y0|−µ−2
∫ |y0|
2
0
ρ2
ρ1+2s
dρ
. |y0|−(µ+2s),
|I2| .
∫
B1(0)
1
|y0|n−1+2s
dy
. |y0|−(n−1+2s),
|I3| . |y0|−(n−1+2s)
∫
B |y0|
2
(0)\B1(0)
(
〈y0〉−µ + |y|−µ
)
dy
. |y0|−(n−1+2s)
∫ |y0|
2
1
(
〈y0〉−µ + ρ−µ
)
ρn−2 dρ
. |y0|−(n−1+2s)
(
〈y0〉−µ (|y0|n−1 − 1) + |y0|−µ+n−1 − 1
)
. |y0|−(µ+2s) + |y0|−(n−1+2s),
|I4| . |y0|−µ
∫
Rn−1\
(
B |y0|
2
(y0)∪B |y0|
2
(0)
) 1
|y0 − y|n−1+2s
dy
. |y0|−µ
∫ ∞
|y0|
2
1
ρ1+2s
dρ
. |y0|−(µ+2s).
(2) This follows from the same proof as (1).
26 HARDY CHAN, YONG LIU, AND JUNCHENG WEI
(3) We divide Rn−1×R into 14 regions in terms of the relative size of |y|, |z| with respect to |y0|, |z0|
which tend to infinity. We will consider such distance “small” if |y| < 1 and “intermediate”
if 1 < |y| < |y0|2 , similarly for z. Once the non-decaying part of 〈y〉−µ , 〈z〉−σ are excluded,
the remaining parts can be either treated radially where we consider (y0, z0) as the origin, or
reduced to the one-dimensional case. More precisely, we write
(〈y〉−µ , 〈z〉−σ)s(y0, z0) = Cn,s
∫∫
Rn
(
〈y〉−µ − 〈y0〉−µ
)(
〈z〉−σ − 〈z0〉−σ
)
|(y − y0, z − z0)|n+2s
dydz
≡
∑
1≤i,j≤4
min{i,j}≤2
Iij + I
sing + Irest,
where
I11 = Cn,s
∫∫
|y|<1, |z|<1
(
〈y〉−µ − 〈y0〉−µ
)(
〈z〉−σ − 〈z0〉−σ
)
|(y − y0, z − z0)|n+2s
dydz,
I12 = Cn,s
∫∫
|y|<1, 1<|z|< |z0|2
(
〈y〉−µ − 〈y0〉−µ
)(
〈z〉−σ − 〈z0〉−σ
)
|(y − y0, z − z0)|n+2s
dydz,
I13 = Cn,s
∫∫
|y|<1, |z−z0|< |z0|2
(
〈y〉−µ − 〈y0〉−µ
)(
〈z〉−σ − 〈z0〉−σ
)
|(y − y0, z − z0)|n+2s
dydz,
I14 = Cn,s
∫∫
|y|<1,min{|z|,|z−z0|}> |z0|2
(
〈y〉−µ − 〈y0〉−µ
)(
〈z〉−σ − 〈z0〉−σ
)
|(y − y0, z − z0)|n+2s
dydz,
I21 = Cn,s
∫∫
1<|y|< |y0|2 , |z|<1
(
〈y〉−µ − 〈y0〉−µ
)(
〈z〉−σ − 〈z0〉−σ
)
|(y − y0, z − z0)|n+2s
dydz,
I22 = Cn,s
∫∫
1<|y|< |y0|2 , 1<|z|<
|z0|
2
(
〈y〉−µ − 〈y0〉−µ
)(
〈z〉−σ − 〈z0〉−σ
)
|(y − y0, z − z0)|n+2s
dydz,
I23 = Cn,s
∫∫
1<|y|< |y0|2 , |z−z0|<
|z0|
2
(
〈y〉−µ − 〈y0〉−µ
)(
〈z〉−σ − 〈z0〉−σ
)
|(y − y0, z − z0)|n+2s
dydz,
I24 = Cn,s
∫∫
1<|y|< |y0|2 ,min{|z|,|z−z0|}>
|z0|
2
(
〈y〉−µ − 〈y0〉−µ
)(
〈z〉−σ − 〈z0〉−σ
)
|(y − y0, z − z0)|n+2s
dydz,
I31 = Cn,s
∫∫
|y−y0|< |y0|2 , |z|<1
(
〈y〉−µ − 〈y0〉−µ
)(
〈z〉−σ − 〈z0〉−σ
)
|(y − y0, z − z0)|n+2s
dydz,
I32 = Cn,s
∫∫
|y−y0|< |y0|2 , 1<|z|<
|z0|
2
(
〈y〉−µ − 〈y0〉−µ
)(
〈z〉−σ − 〈z0〉−σ
)
|(y − y0, z − z0)|n+2s
dydz,
I41 = Cn,s
∫∫
min{|y|,|y−y0|}> |y0|2 , |z|<1
(
〈y〉−µ − 〈y0〉−µ
)(
〈z〉−σ − 〈z0〉−σ
)
|(y − y0, z − z0)|n+2s
dydz,
I42 = Cn,s
∫∫
min{|y|,|y−y0|}> |y0|2 , 1<|z|<
|z0|
2
(
〈y〉−µ − 〈y0〉−µ
)(
〈z〉−σ − 〈z0〉−σ
)
|(y − y0, z − z0)|n+2s
dydz,
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Ising = Cn,s
∫∫
|y|> |y0|2 , |z|>
|z0|
2 , |(y−y0,z−z0)|<
|y0|+|z0|
2
(
〈y〉−µ − 〈y0〉−µ
)(
〈z〉−σ − 〈z0〉−σ
)
|(y − y0, z − z0)|n+2s
dydz,
Irest = Cn,s
∫∫
|y|> |y0|2 , |z|>
|z0|
2 , |(y−y0,z−z0)|>
|y0|+|z0|
2
(
〈y〉−µ − 〈y0〉−µ
)(
〈z〉−σ − 〈z0〉−σ
)
|(y − y0, z − z0)|n+2s
dydz.
We will estimate these integrals one by one. In the unit cylinder we have
|I11| . 1|(y0, z0)|n+2s
∫∫
|y|<1, |z|<1
dydz
. |(y0, z0)|−n−2s.
On a thin strip near the origin,
|I12| . 1|(y0, z0)|n+2s
∫∫
|y|<1, 1<|z|< |z0|2
(
|z|−σ + 〈z0〉−σ
)
dydz
. |(y0, z0)|−n−2s
(
|z0|1−σ + 1
)
.
Similarly
|I21| . 1|(y0, z0)|n+2s
∫∫
1<|y|< |y0|2 , |z|<1
(
|y|−µ + 〈y0〉−µ
)
dydz
. |(y0, z0)|−n−2s
(
|y0|n−1−µ + 1
)
,
and in the intermediate rectangle,
|I22| .
∫∫
1<|y|< |y0|2 , 1<|z|<
|z0|
2
(
|y|−µ + 〈y0〉−µ
)(
|z|−σ + 〈z0〉−σ
)
dydz
. |(y0, z0)|−n−2s
(
|y0|n−1−µ + 1
)(
|z0|1−σ + 1
)
.
The integral on a thin strip afar is more involved. We first integrate the z variable by a change
of variable z = z0 + |y0 − y|ζ.
I13 = Cn,s
∫∫
|y|<1, |z−z0|< |z0|2
(
〈y〉−µ − 〈y0〉−µ
)(
〈z〉−σ − 〈z0〉−σ −D 〈z〉−σ |z0(z − z0)
)
|(y − y0, z − z0)|n+2s
dydz
= Cn,s
∫∫
|y|<1, |z−z0|< |z0|2
(
〈y〉−µ − 〈y0〉−µ
)
(z − z0)2
(∫ 1
0
(1− t)D2 〈z〉−σ |z0+t(z−z0) dt
)
|(y − y0, z − z0)|n+2s
dydz
= Cn,s
∫
|y|<1
〈y〉−µ − 〈y0〉−µ
|y − y0|n−3+2s
∫
|ζ|< |z0|
2|y−y0 |
(∫ 1
0
(1− t)D2 〈z〉−σ |z0+t|y−y0|ζ dt
)
ζ2 dζ
(1 + ζ2)
n+2s
2
dy.
Observing that in this regime |y − y0| ∼ |y0| and that∫ T
0
t2
(1 + t2)
n+2s
2
dt . min
{
T 3, 1
}
,
we have
|I13| .
∫
|y|<1
1
|y − y0|n−3+2s
|z0|−σ−2min
{( |z0|
|y − y0|
)3
, 1
}
dy
. |y0|−n−2s|z0|−σ−2min {|y0|, |z0|}3 .
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Similarly, changing y = y0 + |z − z0|η, we have
I31 = Cn,s
∫∫
|y−y0|< |y0|2 , |z|<1
(
〈y〉−µ − 〈y0〉−µ −D 〈y〉−µ |y0 · (y − y0)
)(
〈z〉−σ − 〈z0〉−σ
)
|(y − y0, z − z0)|n+2s
dydz
= Cn,s
∫∫
|y−y0|< |y0|2 , |z|<1
(
〈z〉−σ − 〈z0〉−σ
)
|(y − y0, z − z0)|n+2s
·

 n−1∑
i,j=1
∫ 1
0
(1− t)∂ij 〈y〉−µ |y0+t(y−y0) dt

 (y − y0)i(y − y0)j dydz
=
n−1∑
i,j=1
∫
|z|<1
〈z〉−σ − 〈z0〉−σ
|z − z0|2s−1
∫
|η|< |y0|
2|z−z0|
(∫ 1
0
(1− t)∂ij 〈y〉−µ |y0+t|z−z0|η dt
)
ηiηj dη
|(η, 1)|n+2s dz.
The t-integral is controlled by 〈y0〉−µ−2 since
∣∣y0 + t|z − z0|η∣∣ < |y0|2 . Then using∫
|η|<η0
|ηi||ηj |(
|η|2 + 1
)n+2s
2
dη .
∫ η0
0
ρ2ρn−2
(ρ2 + 1)
n+2s
2
dρ
. min
{
ηn+10 , 1
}
,
(noting that here we again require s > 1/2) we have
|I31| .
n−1∑
i,j=1
∫
|z|<1
1
|z − z0|2s−1
〈y0〉−µ−2min
{( |y0|
|z − z0|
)n+1
, 1
}
dz
. |z0|−n−2s 〈y0〉−µ−2min {|y0|, |z0|}n+1 .
Next we deal with the y-intermediate, z-far regions, namely I23. The treatment is similar to
that of I13 except that we need to integrate in y. We have, as above,
I23 = Cn,s
∫∫
1<|y|< |y0|2 , |z−z0|<
|z0|
2
(
〈y〉−µ − 〈y0〉−µ
)(
〈z〉−σ − 〈z0〉−σ −D 〈z〉−σ |z0(z − z0)
)
|(y − y0, z − z0)|n+2s
dydz
= Cn,s
∫
1<|y|< |y0|2
〈y〉−µ − 〈y0〉−µ
|y − y0|n−3+2s
∫
|ζ|< |z0|
2|y−y0|
(∫ 1
0
(1− t)D2 〈z〉−σ |z0+t|y−y0|ζ dt
)
ζ2 dζ
(1 + ζ2)
n+2s
2
dy.
Hence
|I23| .
∫
1<|y|< |y0|2
|y|−µ + 〈y0〉−µ
|y − y0|n−3+2s
|z0|−σ−2min
{( |z0|
|y − y0|
)3
, 1
}
dy
. |y0|−n−2s|z0|−σ−2min {|y0|, |z0|}3
∫
1<|y|< |y0|2
(
|y|−µ + 〈y0〉−µ
)
dy
. |y0|−n−2s|z0|−σ−2min {|y0|, |z0|}3
(
|y0|n−1−µ + 1
)
.
Similarly, we estimate
I32 = Cn,s
∫∫
|y−y0|< |y0|2 , 1<|z|<
|z0|
2
(
〈y〉−µ − 〈y0〉−µ −D 〈y〉−µ |y0 · (y − y0)
)(
〈z〉−σ − 〈z0〉−σ
)
|(y − y0, z − z0)|n+2s
dydz
=
n−1∑
i,j=1
∫
1<|z|< |z0|2
〈z〉−σ − 〈z0〉−σ
|z − z0|2s−1
∫
|η|< |y0|2|z−z0|
(∫ 1
0
(1− t)∂ij 〈y〉−µ |y0+t|z−z0|η dt
)
ηiηj dη
|(η, 1)|n+2s dz,
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which yields
|I32| .
n−1∑
i,j=1
∫
1<|z|< |z0|2
|z|−σ + 〈z0〉−σ
|z − z0|2s−1
〈y0〉−µ−2min
{( |y0|
|z − z0|
)n+1
, 1
}
dz
. |z0|−n−2s|y0|−µ−2min {|y0|, |z0|}n+1
∫
1<|z|< |z0|2
(
|z|−σ + 〈z0〉−σ
)
dz
. |z0|−n−2s|y0|−µ−2min {|y0|, |z0|}n+1
(
|z0|1−σ + 1
)
.
We consider the remaining part of the small strip, namely I14 and I41. Using the change of
variable z = z0 + |y0|ζ, we have
I14 = Cn,s
∫∫
|y|<1,min{|z|,|z−z0|}> |z0|2
(
〈y〉−µ − 〈y0〉−µ
)(
〈z〉−σ − 〈z0〉−σ
)
|(y − y0, z − z0)|n+2s
dydz,
|I14| . 〈z0〉−σ
∫∫
|y|<1,min{|z|,|z−z0|}> |z0|2
1
|(y0, z − z0)|n+2s
dydz
. 〈z0〉−σ
∫
min{|z|,|z−z0|}> |z0|2
1
|(y0, z − z0)|n+2s
dz
. 〈z0〉−σ 1|y0|n−1+2s
∫
|ζ|> |z0|2|y0| ,
∣∣∣ζ− z0|y0|
∣∣∣> |z0|2|y0|
1
|(1, ζ)|n+2s dζ
. 〈z0〉−σ |y0|−(n−1+2s)
∫ ∞
|z0|
2|y0|
dζ
(1 + ζ2)
n+2s
2
. 〈z0〉−σ |y0|−(n−1+2s)min
{
1,
( |z0|
|y0|
)−(n−1+2s)}
. 〈z0〉−σmin
{
|y0|−(n−1+2s), |z0|−(n−1+2s)
}
. 〈z0〉−σ (|y0|+ |z0|)−(n−1+2s) .
Similarly, with y = y0 + |z0|η,
I41 = Cn,s
∫∫
min{|y|,|y−y0|}> |y0|2 , |z|<1
(
〈y〉−µ − 〈y0〉−µ
)(
〈z〉−σ − 〈z0〉−σ
)
|(y − y0, z − z0)|n+2s
dydz,
|I41| . 〈y0〉−µ
∫∫
min{|y|,|y−y0|}> |y0|2 , |z|<1
1
|(y − y0, z0)|n+2s
dydz
. 〈y0〉−µ |z0|−(1+2s)
∫
|η|> |y0|2|z0|
dη
(|η|2 + 1)n+2s2
. 〈y0〉−µ |z0|−(1+2s)
∫ ∞
|y0|
2|z0|
ρn−2
(ρ2 + 1)
n+2s
2
dρ
. 〈y0〉−µ |z0|−(1+2s)min
{( |y0|
2|z0|
)−(1+2s)
, 1
}
. 〈y0〉−µ (|y0|+ |z0|)−(1+2s) .
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In the remaining intermediate region, we first “integrate” in z by the change of variable z =
z0 + |y − y0|ζ as follows.
I24 = Cn,s
∫∫
1<|y|< |y0|2 ,min{|z|,|z−z0|}>
|z0|
2
(
〈y〉−µ − 〈y0〉−µ
)(
〈z〉−σ − 〈z0〉−σ
)
|(y − y0, z − z0)|n+2s
dydz,
|I24| . 〈z0〉−σ
∫∫
1<|y|< |y0|2 ,min{|z|,|z−z0|}>
|z0|
2
|y|−µ + 〈y0〉−µ
|(y − y0, z − z0)|n+2s
dydz
. 〈z0〉−σ
∫
1<|y|< |y0|2
|y|−µ + 〈y0〉−µ
|y − y0|n−1+2s
∫
|ζ|> |z0|
2|y−y0 |
,
∣∣∣ζ− z0|y−y0|
∣∣∣> |z0|2|y−y0|
dζ
(1 + ζ2)
n+2s
2
dy
. 〈z0〉−σ
∫
1<|y|< |y0|2
|y|−µ + 〈y0〉−µ
|y − y0|n−1+2s
min
{
1,
( |z0|
|y − y0|
)−(n−1+2s)}
dy
. 〈z0〉−σ
∫
1<|y|< |y0|2
(
|y|−µ + 〈y0〉−µ
)
(|y − y0|+ |z0|)−(n−1+2s) dy
. 〈z0〉−σ (|y0|+ |z0|)−(n−1+2s)
∫
1<|y|< |y0|2
(
|y|−µ + 〈y0〉−µ
)
dy
. |y|n−1−µ 〈z0〉−σ (|y0|+ |z0|)−(n−1+2s) .
Similarly,
I42 = Cn,s
∫∫
min{|y|,|y−y0|}> |y0|2 , 1<|z|<
|z0|
2
(
〈y〉−µ − 〈y0〉−µ
)(
〈z〉−σ − 〈z0〉−σ
)
|(y − y0, z − z0)|n+2s
dydz,
|I42| . 〈y0〉−µ
∫∫
min{|y|,|y−y0|}> |y0|2 , 1<|z|<
|z0|
2
|z|−σ + 〈z0〉−σ
|(y − y0, z − z0)|n+2s
dydz
. 〈y0〉−µ
∫
1<|z|< |z0|2
|z|−σ + 〈z0〉−σ
|z − z0|1+2s
∫
|η|> |y0|
2|z−z0|
dη
(|η|2 + 1)n+2s2
dz
. 〈y0〉−µ
∫
1<|z|< |z0|2
|z|−σ + 〈z0〉−σ
|z − z0|1+2s
min
{( |y0|
2|z − z0|
)−1−2s
, 1
}
dz
. 〈y0〉−µ |z0|1−σ (|y0|+ |z0|)−(1+2s) .
Now we estimate the singular part Ising. The only concern is that if, say, |y0| ≫ |z0|, then
the line segment joining z0 and z may intersect the y-axis. To fix the idea we suppose that
|y0| ≥ |z0|. Having all estimates for the integrals in a neighborhood of the axes, one can factor
out the decay 〈z〉−σ − 〈z0〉−σ and obtain integrability by expanding the bracket with y to
second order, as follows. For simplicity let us write
Ωsing =
{
(y, z) ∈ Rn : |y| > |y0|
2
, |z| > |z0|
2
, |(y − y0, z − z0)| < |y0|+ |z0|
2
}
.
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Then
Ising = Cn,s
∫∫
Ωsing
(
〈y〉−µ − 〈y0〉−µ
)(
〈z〉−σ − 〈z0〉−σ
)
|(y − y0, z − z0)|n+2s
dydz
= Cn,s
∫∫
Ωsing
(
〈z〉−σ − 〈z0〉−σ
)
|(y − y0, z − z0)|n+2s
·

 n−1∑
i,j=1
∫ 1
0
(1− t)∂ij 〈y〉−µ |y0+t(y−y0) dt

 (y − y0)i(y − y0)j dydz.
Thus
∣∣Ising∣∣ . 〈z0〉−σ 〈y0〉−µ−2
∫∫
Ωsing
|y − y0|2
|(y − y0, z − z0)|n+2s
dydz
. 〈z0〉−σ 〈y0〉−µ−2
∫ |y0|+|z0|
2
0
ρ2
ρ1+2s
dρ
. 〈y0〉−µ−2s 〈z0〉−σ .
The same argument implies that if |z0| ≥ |y0| then
∣∣Ising∣∣ . 〈y0〉−µ 〈z0〉−σ−2s .
Therefore, we have in general
∣∣Ising∣∣ . 〈y0〉−µ 〈z0〉−σmax {|y0|, |z0|}−2s
. 〈y0〉−µ 〈z0〉−σ (|y0|+ |z0|)−2s .
Finally, the remaining exterior integral is controlled by
∣∣Irest∣∣ . 〈y0〉−µ 〈z0〉−σ
∫∫
|y|> |y0|2 , |z|>
|z0|
2 , |(y−y0,z−z0)|<
|y0|+|z0|
2
1
|(y − y0, z − z0)|n+2s
dydz
. 〈y0〉−µ 〈z0〉−σ
∫ ∞
|y0|+|z0|
2
dρ
ρ1+2s
. 〈y0〉−µ 〈z0〉−σ (|y0|+ |z0|)−2s .
(4) This follows from the product rule
(−∆)s
(
〈y〉−µ 〈z〉−σ
)
= 〈y〉−µ (−∆)s 〈z〉−σ + 〈z〉−σ (−∆)s 〈y〉−µ − (〈y〉−µ , 〈z〉−σ)s
= 〈y〉−µ 〈z〉−σ
(
O(〈y〉−2s) +O(〈z〉−2s) + o(1)
)
.
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(5) The s-inner product is computed as follows. We may assume that 1 ≤ |z0| ≤ R2 . When|y0| ≥ 3R,
|[(−∆)s, ηR]φ(y0, z0)|
≤ C
∫
Rn
|−ηR(y)| 〈z〉−σ
|(y0, z0)− (y, z)|n+2s
dydz
≤ C
∫
R
∫
|y|≤2R
〈z〉−σ
|(y0, z0)− (y, z)|n+2s
dydz
≤ CRn−1
∫
R
〈z〉−σ(
|y0|2 + |z0 − z|2
)n+2s
2
dz
≤ CRn−1


∫
|z|≥ |z0|2
〈z0〉−σ(
|y0|2 + |z0 − z|2
)n+2s
2
dz +
∫
|z|≤ |z0|2
〈z〉−σ(
|y0|2 + |z0|2
)n+2s
2
dz


≤ CRn−1
(
|z0|−σ|y0|−(n−1+2s) + (1 + |z0|1−σ)|(y0, z0)|−n−2s
)
≤ C
(
|z0|−σ|y0|−2s + (|z0|−1 + |z0|−σ)|(y0, z0)|−2s
)
≤ C
(
|z0|−1 + |z0|−σ
)
|y0|−2s.
When |y0| ≤ R2 ,
|[(−∆)s, ηR]φ(y0, z0)| ≤ C
∫
Rn
(1− ηR(y)) 〈z〉−σ
|(y0, z0)− (y, z)|n+2s
dydz
≤ C
∫
R
∫
|y|≥R
〈z〉−σ
|(y0, z0)− (y, z)|n+2s
dydz
≤ C
∫
R
∫
|y|≥ R2
〈z〉−σ(
|y|2 + |z0 − z|2
)n+2s
2
dydz
≤ C
∫
R
〈z〉−σ
|z0 − z|1+2s
∫
|y˜|≥ R
2|z0−z|
dy˜(
|y˜|2 + 1
)n+2s
2
dz
≤ C
∫
R
〈z〉−σ
|z0 − z|1+2s
min
{
1,
( |z0 − z|
R
)1+2s}
dz
≤ C
(∫ z0+R
z0−R
〈z〉−σ R−1−2s dz +
∫
|z0−z|>R
〈z〉−σ
|z0 − z|1+2s
dz
)
≤ C (R−1−2s(1 + R1−σ) + R−σR−2s)
≤ C (R−1−2s + R−σ−2s) .
When R2 ≤ |y0| ≤ 3R, we have
∂yiyjηR =
1
R2
η′′
(y
R
) yiyj
|y|2 +
1
R|y|η
′
(y
R
)(
δij − yiyj|y|2
)
,
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which implies that
∥∥D2ηR∥∥L∞([y0,y]) ≤ CR−2 for |y0 − y| ≤ y02 , where [y0, y] denotes the line
segment joining y0 and y. Thus
|[(−∆)s, ηR]φ(y0, z0)|
≤ C
∫
Rn
∣∣ηR(y0)− ηR(y) + χ{|y−y0|<1}DηR(y0) · (y − y0)∣∣ 〈z〉−σ
|(y0, z0)− (y, z)|n+2s
dydz
≤ C
(∫
Rn−1
∫
|z|≤ |z0|2
∣∣ηR(y0)− ηR(y) + χ{|y−y0|<1}DηR(y0) · (y − y0)∣∣ 〈z〉−σ(
|y0 − y|2 + |z0|2
)n+2s
2
dydz
+
∫
Rn−1
∫
|z|≥ |z0|2
∣∣ηR(y0)− ηR(y) + χ{|y−y0|<1}DηR(y0) · (y − y0)∣∣ 〈z0〉−σ(
|y0 − y|2 + |z0 − z|2
)n+2s
2
dydz
)
≤ C
(
(1 + |z0|1−σ)
∫
Rn−1
∣∣ηR(y0)− ηR(y) + χ{|y−y0|<1}DηR(y0) · (y − y0)∣∣(
|y0 − y|2 + |z0|2
)n+2s
2
dy
+ |z0|σ
∫
Rn−1
∣∣ηR(y0)− ηR(y) + χ{|y−y0|<1}DηR(y0) · (y − y0)∣∣
|y0 − y|n−1+2s
dy
)
≤ C
(
|z0|−1 + |z0|−σ
)∫
|y0−y|≥ y02
dy
|y0 − y|n−1+2s
+
∫
|y0−y|≤ y02
∥∥D2ηR∥∥L∞([y0,y]) |y0 − y|2
|y0 − y|n−1+2s
dy


≤ C
(
|z0|−1 + |z0|−σ
)(
|y0|−2s + R−2|y0|2−2s
)
≤ C
(
|z0|−1 + |z0|−σ
)
|y0|−2s.
This completes the proof of (4.8).

4.3. Existence. In order to solve the linearized equation
(−∆)sφ+ f ′(w)φ = g for (y, z) ∈ Rn,
we consider the equivalent problem in the Caffarelli–Slivestre extension [25],

−∇ · (ta∇φ) = 0 for (t, y, z) ∈ Rn+1+
ta
∂φ
∂ν
+ f ′(w)φ = g for (y, z) ∈ ∂Rn+1+ .
(4.13)
We will prove the following
Proposition 4.8. Let µ, σ > 0 be small. For any g with ‖g‖µ,σ < +∞ and∫
R
g(y, z)w′(z) dz = 0, (4.14)
there exists a unique solution φ ∈ H1(Rn+1+ , ta) of (4.13) satisfying∫∫
R
2
+
taφ(t, y, z)wz(t, z) dtdz = 0 for all y ∈ Rn−1, (4.15)
such that the trace φ(0, y, z) satisfies ‖φ‖µ,σ < +∞. Moreover,
‖φ‖µ,σ ≤ C ‖g‖µ,σ . (4.16)
Let us recall the corresponding known result [53] in one dimension.
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Lemma 4.9. Let n = 1. For any g with
∫
R
gw′ dz = 0, there exists a unique solution φ to (4.13)
satisfying
∫∫
R
2
+
taφwz dtdz = 0 such that
‖φ‖0,σ ≤ C ‖g‖0,σ .
Proof. This is Proposition 4.1 in [53]. In their notations, take m = 1, ξ1 = 0 and µ = σ. 
Proof of Proposition 4.8. (1) We first assume that g ∈ C∞c (Rn). Taking Fourier transform in y,
we solve for each ξ ∈ Rn−1 a solution φˆ(t, ξ, z) to

−∇ · (ta∇φˆ) + |ξ|2taφˆ = 0 for (t, z) ∈ R2+,
ta
∂φˆ
∂ν
+ f ′(w)φˆ = gˆ for z ∈ ∂R2+,
with orthogonality condition∫∫
R
2
+
taφˆ(t, ξ, z)wz(t, z) dtdz = 0 for all ξ ∈ Rn−1
corresponding to (4.15). One can then obtain a solution for ξ = 0 by Lemma 4.9 and for ξ 6= 0
by Lemma 4.2. From the embedding H1(R2+, t
a) →֒ Hs(R) [19], we have the estimate∥∥∥φˆ(·, ξ, ·)∥∥∥
H1(R2+,t
a)
≤ C(ξ) ‖gˆ(ξ, ·)‖L2(R) .
We claim that the constant can be taken independent of ξ, i.e.∥∥∥φˆ(·, ξ, ·)∥∥∥
H1(R2+,t
a)
≤ C ‖gˆ(ξ, ·)‖L2(R) . (4.17)
If this were not true, there would exist sequences ξm → 0 (the case |ξm| → +∞ is similar), φˆm
and gˆm such that∥∥∥φˆm(·, ξm, ·)∥∥∥
H1(R2+,t
a)
= 1, ‖gˆm(ξm, ·)‖L2(R) = 0, (4.18)


−∇ · (ta∇φˆm) + |ξm|2taφˆm = 0 for (t, z) ∈ R2+,
ta
∂φˆm
∂ν
+ f ′(w)φˆm = gˆm for z ∈ ∂R2+,
and ∫∫
R
2
+
taφˆm(t, ξm, z)wz(t, z) dtdz = 0.
Elliptic regularity implies that a subsequence of φˆm(t, ξm, z) converges locally uniformly in R
2
+
to some φˆ0(t, z), which solves weakly

−∇ · (ta∇φˆ0) = 0 for (t, z) ∈ R2+
ta
∂φˆ0
∂ν
+ f ′(w)φˆ0 = 0 for z ∈ ∂R2+.
and ∫∫
R
2
+
taφˆ0(t, z)wz(t, z) dtdz = 0 for all ξ ∈ Rn−1.
By Lemma 4.4, we conclude that φˆ0 = 0, contradicting (4.18). This proves (4.17).
Integrating over ξ ∈ Rn−1 and using Plancherel’s theorem, we obtain a solution φ satisfying
‖φ‖
H1(Rn+1+ ,t
a) ≤ C ‖g‖L2(Rn) .
Higher regularity yields, in particular, φ ∈ L∞(Rn). Then (4.16) follows from Lemma 4.6.
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(2) In the general case, we solve (4.13) with g replaced by gm ∈ C∞c (Rn) which converges uniformly
to g. Then the solution φm is controlled by
‖φm‖µ,σ ≤ C ‖gm‖µ,σ ≤ C ‖g‖µ,σ .
By passing to a subsequence, φm converges to some φ uniformly on compact subsets of R
n,
which also satisfies (4.16).
(3) The uniqueness follows from the non-degeneracy of w′ and the orthogonality condition (4.15).

4.4. The positive operator. We conclude this section by stating a standard estimate for the operator
(−∆)s + 2.
Lemma 4.10. Consider the equation
(−∆)su+ 2u = g in Rn.
and |g(x)| ≤ C 〈x′〉−θ for all x ∈ Rn and g(x) = 0 for x in Mε,R, a tubular neighborhood of Mε of
width R. Then the unique solution u = ((−∆)s + 2)−1g satisfies the decay estimate
|u(x)| ≤ C 〈x′〉−θ 〈dist (x,Mε,R)〉−2s .
Proof. The decay in x′ follows from a maximum principle; that in the interface is seen from the Green’s
function for (−∆)s + 2 which has a decay |x|−(n+2s) at infinity [36]. 
5. Fractional gluing system
5.1. Preliminary estimates. We have the following
Lemma 5.1 (Some non-local estimates). For φj ∈ Xj, j ∈ J , the following holds true.
(1) (commutator at the near interface)∣∣[(−∆(y,z))s, η¯ζ¯]φ¯i(y, z)∣∣ ≤ C ‖φi‖i,µ,σ 〈yi〉−θ Rn(R + |(y, z)|)−n−2s.
As a result,
∑
i∈I
∣∣[(−∆(y,z))s, ζi]φi(x)∣∣ ≤ Cr−θ sup
i∈I
‖φi‖i,µ,σ
(
R+ dist
(
x, supp
∑
i∈I
ζi
))−2s
.
(2) (commutator at the end)∣∣[(−∆(y,z))s, η¯+ζ¯]φ+(y, z)∣∣ ≤ C ‖φ+‖+,µ,σ R−θ2 〈y〉−µ 〈z〉−1−2s ,
and similarly for φ−.
(3) (linearization at u∗)∑
j∈J
|ζj(f ′(w) − f ′(u∗))φj |
≤ C sup
j∈J
‖φj‖j,µ,σ
(∑
i∈I
ζiR
µ+σ 〈yi〉−θ−
4s
2s+1 + (ζ+ + ζ−)R−θ2 〈y〉−µ
)
.
(4) (change of coordinates around the near interface)∑
i∈I
∣∣((−∆x)s − (−∆(y,z))s)(ζiφi)(x)∣∣
≤ CRn+1+µ+σε ∥∥φ¯i∥∥i,µ,σ

∑
i∈I
ζi 〈yi〉−θ + εθ
〈
dist
(
x, supp
∑
i∈I
ζi
)〉−2s .
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(5) (change of coordinates around the end)
∣∣((−∆x)s − (−∆(y,z))s)(ζ+φ+)(x)∣∣ ≤ Cr− 2(2s−τ)2s+1 ∥∥φ¯+∥∥+,µ,σ R−θ2 〈y〉−µ 〈z〉−1−2s ,
and similarly for φ−.
In particular, all these terms are dominated by S(u∗).
Proof of Lemma 5.1. (1) (a) Since φi ∈ Xi, we have for |(y0, z0)| ≥ 3R,
∣∣[(−∆(y,z))s, η¯ζ¯]φ¯i(y0, z0)∣∣
≤ C ‖φi‖i,µ,σ
∣∣∣∣∣
∫
|(y,z)|≤2R
−η¯(y)ζ¯(z)
|(y0, z0)|n+2s
Rµ+σ 〈yi〉−θ 〈y〉−µ 〈z〉−σ dydz
∣∣∣∣∣
≤ C ‖φi‖i,µ,σ Rµ+σ 〈yi〉−θ |(y0, z0)|−n−2s
∫
|(y,z)|≤2R
〈y〉−µ 〈z〉−σ dydz
≤ C ‖φi‖i,µ,σ Rµ+σ(1 +R1−σ)(1 +Rn−1−µ) 〈yi〉−θ |(y0, z0)|−n−2s
≤ CRn|(y0, z0)|−n−2s ‖φi‖i,µ,σ 〈yi〉−θ for σ < 1, µ < n− 1.
(b) For R2 ≤ |(y0, z0)| ≤ 3R,
∣∣[(−∆(y,z))s, η¯ζ¯]φ¯i(y0, z0)∣∣
≤ C
∫
|y0−y|<R4
∫
|z0−z|<R4
R−2
(
|y0 − y|2 + |z0 − z|2
)
(
|y0 − y|2 + |z0 − z|2
)n+2s
2
Rµ+σ ‖φi‖i,µ,σ 〈yi〉−θ 〈y〉−µ 〈z〉−σ dydz
+ C
∫
|y0−y|>R4
∫
|z0−z|>R4
1(
|y0 − y|2 + |z0 − z|2
)n+2s
2
Rµ+σ ‖φi‖i,µ,σ 〈yi〉−θ 〈y〉−µ 〈z〉−σ dydz
≤ CR−2s ‖φi‖i,µ,σ 〈yi〉−θ .
(c) For 0 ≤ |(y0, z0)| ≤ R2 ,
∣∣[(−∆(y,z))s, η¯ζ¯]φ¯i(y0, z0)∣∣
≤ C ‖φi‖i,µ,σ
∫
|(y,z)|≥R
1− η¯(y)ζ¯(z)
|(y − y0, z − z0)|n+2s
Rµ+σ 〈yi〉−θ 〈y〉−µ 〈z〉−σ dydz
≤ CR−2s ‖φi‖i,µ,σ 〈yi〉−θ .
(2) We consider different cases according to the values of the cut-off functions η¯+(y) and ζ¯(z).
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(a) When η¯+(y0)ζ¯(z0) = 0 with |y0| ≥ 2R2 and |z0| ≥ 3R,∣∣[(−∆(y,z))s, η¯+ζ¯]φ+(y0, z0)∣∣
≤ C ∥∥φ¯+∥∥+,µ,σ R−θ2
∫
|y|>R2
∫
|z|<2R
〈y〉−µ 〈z〉−σ
|(y0, z0)− (y, z)|n+2s
dydz
≤ C ∥∥φ¯+∥∥+,µ,σ R−θ2 (1 +R1−σ)
∫
|y|>R2
〈y〉−µ(
|y0 − y|2 + |z0|2
)n+2s
2
dy
≤ C ∥∥φ¯+∥∥+,µ,σ R−θ2 (1 +R1−σ)
(∫
R2<|y|≤ |y0|2
〈y〉−µ(
|y0|2 + |z0|2
)n+2s
2
dy
+
∫
|y|≥ |y0|2
〈y0〉−µ(
|y0 − y|2 + |z0|2
)n+2s
2
dy
)
≤ C ∥∥φ¯+∥∥+,µ,σ R−θ2 (1 +R1−σ)
(
|y0|n−1−µ
|(y0, z0)|n+2s
+
〈y0〉−µ
|z0|1+2s
)
≤ C ∥∥φ¯+∥∥+,µ,σ R−θ2 (1 +R1−σ) 〈y0〉−µ 〈z0〉−1−2s .
(b) When η¯+(y0)ζ¯(z0) = 0 with |y0| ≤ 2R2 and |z0| ≥ 3R,∣∣[(−∆(y,z))s, η¯+ζ¯]φ+(y0, z0)∣∣
≤ C ∥∥φ¯+∥∥+,µ,σ R−θ−µ2 (1 +R1−σ)
∫
|y|>R2
dy(
|y0 − y|2 + |z0|2
)n+2s
2
≤ C ∥∥φ¯+∥∥+,µ,σ R−θ−µ2 (1 +R1−σ)|z0|−1−2s.
(c) When η¯+(y0)ζ¯(z0) = 0 with |y0| ≤ R2 − 2R,∣∣[(−∆(y,z))s, η¯+ζ¯]φ+(y0, z0)∣∣
≤ C ∥∥φ¯+∥∥+,µ,σ R−θ2
∫
|y|>R2
∫
|z|<2R
〈y〉−µ 〈z〉−σ
|(y0, z0)− (y, z)|n+2s
dydz
≤ C ∥∥φ¯+∥∥+,µ,σ R−θ−µ2
∫
|z|<2R
〈z〉−σmin
{
1
|z0 − z|1+2s
,
1
R1+2s
}
dz
≤ C ∥∥φ¯+∥∥+,µ,σ R−θ−µ2 (1 +R1−σ) 〈z0〉−1−2s .
(d) When 0 ≤ η¯+(y0)ζ¯(z0) ≤ 1 with |y0| ≥ R2 − 2R and 0 ≤ |z0| ≤ 3R,∣∣[(−∆(y,z))s, η¯+ζ¯]φ+(y0, z0)∣∣
≤ C
∫
|y0−y|<R
∫
|z0−z|<R
R−2
(
|y0 − y|2 + |z0 − z|2
)
(
|y0 − y|2 + |z0 − z|2
)n+2s
2
∥∥φ¯+∥∥+,µ,σ R−θ2 〈y〉−µ 〈z〉−σ dydz
+ C
∫
|y0−y|>R
∫
|z0−z|>R
1(
|y0 − y|2 + |z0 − z|2
)n+2s
2
∥∥φ¯+∥∥+,µ,σ R−θ2 〈y〉−µ 〈z〉−σ dydz
≤ CR−2s ∥∥φ¯+∥∥+,µ,σ R−θ2 〈y0〉−µ + C ∥∥φ¯+∥∥+,µ,σ R−θ2
∫
|y0−y|>R
〈y〉−µ
|y0 − y|n−1+2s
dy
≤ C ∥∥φ¯+∥∥+,µ,σ R−θ2 |y0|−µ.
38 HARDY CHAN, YONG LIU, AND JUNCHENG WEI
(3) For the localized inner terms,∑
i∈I
|ζi(f ′(w) − f ′(u∗))φi| ≤ C ‖φi‖i,µ,σ ζiF 2sε Rµ+σ 〈yi〉−θ
≤ C ‖φi‖i,µ,σ
∑
i∈I
ζiR
µ+σ 〈yi〉−θ−
4s
2s+1 .
The two terms at the ends are controlled by
|ζ±(f ′(w) − f ′(u∗))φ±| ≤ C ‖φ±‖±,µ,σ ζ±RσR−(θ−µ)2 〈y〉−µ .
By summing up we obtain the desired estimate.
(4) By using Corollary 3.4 and (2.8), we have in the Fermi coordinates,∣∣((−∆x)s − (−∆(y,z))s)(ζiφi)(x)∣∣
≤ CRε∣∣(−∆(y,z))s(η¯ζ¯φ¯i)(y, z)∣∣+ Cε2s∣∣(η¯ζ¯φ¯i)(y, z)∣∣
≤ CRε (η¯(y)ζ¯(z)∣∣(−∆(y,z))sφ¯i(y, z)∣∣+ ∣∣[(−∆(y,z))s, η¯ζ¯]φ¯i(y, z)∣∣)+ Cε2s(η¯ζ¯ φ¯i)(y, z)
≤ CRε
(
η¯(y)ζ¯(z)Rµ+σ
∥∥φ¯i∥∥i,µ,σ 〈yi〉−θ 〈y〉−µ 〈z〉−σ + ∥∥φ¯i∥∥i,µ,σ 〈yi〉−θ Rn(R+ |(y, z)|)−n−2s
)
≤ CRn+1+µ+σε ∥∥φ¯i∥∥i,µ,σ 〈yi〉−θ (η¯(y)ζ¯(z) + (R+ |(y, z)|)−n−2s) .
Going back to the x-coordinates and summing up over i ∈ I, we have∑
i∈I
∣∣((−∆x)s − (−∆(y,z))s)(ζiφi)(x)∣∣
≤ CRn+1+µ+σε ∥∥φ¯i∥∥i,µ,σ

∑
i∈I
ζi 〈yi〉−θ + εθ
〈
dist
(
x, supp
∑
i∈I
ζi
)〉−2s .
(5) Similarly, using Corollary 3.5 and (2.8),∣∣((−∆x)s − (−∆(y,z))s)(ζ+φ+)(x)∣∣
≤ Cr− 2(2s−τ)2s+1 ∣∣(−∆(y,z))s(η¯+ζ¯φ¯+)(y, z)∣∣+ Cr− 4sτ2s+1 ∣∣(η¯+ζ¯φ¯+)(y, z)∣∣
≤ Cr− 2(2s−τ)2s+1 (η¯+(y)ζ¯(z)∣∣(−∆(y,z))sφ¯+(y, z)∣∣+ ∣∣[(−∆(y,z))s, η¯+ζ¯]φ¯+(y, z)∣∣)+ Cr− 4sτ2s+1 (η¯+ζ¯φ¯+)(y, z)
≤ Cr− 2(2s−τ)2s+1
(
η¯+(y)ζ¯(z)
∥∥φ¯+∥∥+,µ,σ R−θ2 〈y〉−µ + ∥∥φ¯+∥∥+,µ,σ R−θ2 〈y〉−µ 〈z〉−1−2s
)
≤ Cr− 2(2s−τ)2s+1 ∥∥φ¯+∥∥+,µ,σ R−θ2 〈y〉−µ 〈z〉−1−2s .

5.2. The outer problem: Proof of Proposition 2.2. We give a proof of Proposition 2.2 and solve
φo in terms of (φj)j∈J .
Proof of Proposition 2.2. We solve it by a fixed point argument. By Corollary 3.3 and Lemma 5.1, the
right hand side go = go(φo) of (2.4) satisfies go = 0 in Mε,R and
‖go‖θ ≤ Cεθ + ‖η˜oN(ϕ)‖θ + ‖η˜o(2− f ′(u∗))φo‖θ
≤ Cεθ + ‖φo‖L∞(Rn) ‖φo‖θ + CR−2s ‖φo‖θ ,
so that by Lemma 4.10,∥∥((−∆)s + 2)−1go∥∥θ ≤
(
C + C˜2εθ + C˜R−2s
)
εθ ≤ C˜εθ.
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Next we check that for φo, ψo ∈ Xo, go(φo)− go(ψo) = 0 in Mε,R as well as
‖go(φo)− go(ψo)‖θ ≤
∥∥∥∥∥∥N

φo +∑
j∈J
ζjφj

−N

ψo +∑
j∈J
ζjφj


∥∥∥∥∥∥
θ
+ ‖η˜o(2− f ′(u∗))(φo − ψo)‖θ
≤ C(εθ +R−2s) ‖φo − ψo‖θ .
Hence
∥∥((−∆)s + 2)−1 (go(φo)− go(ψo))∥∥θ ≤ C(εθ +R−2s) ‖φo − ψo‖θ .
By contraction mapping principle, there is a unique solution φo = Φo((φj)j∈J ). The Lipschitz conti-
nuity of Φo with respect to (φj)j∈J can be obtained by taking a difference. 
5.3. The inner problem: Proof of Proposition 2.3. Here we solve the inner problem for (φj)j∈J ,
with the solution of the outer problem φo = Φo((φj)j∈J ) plugged in.
Proof of Proposition 2.3. Let us denote the right hand side of (2.8) by gj. Note that the norms can be
estimated without the projection (up to a constant). Indeed, for any function h¯ with
∥∥h¯∥∥
µ,σ
< +∞,
∥∥∥∥∥
(∫ 2R
−2R
ζ¯(t)h¯(y, t)w′(t) dt
)
w′(z)
∥∥∥∥∥
µ,σ
≤ C ∥∥h¯∥∥
µ,σ
sup
z∈R
〈z〉−1−2s+σ
≤ C ∥∥h¯∥∥
µ,σ
.
Then, keeping in mind that a barred function denotes the corresponding one in Fermi coordinates, we
have
‖η˜iS(u∗)‖i,µ,σ ≤ 〈yi〉θ sup|y|,|z|≤2R
〈y〉µ 〈z〉σ · 〈yi〉−
4s
2s+1 〈z〉−(2s−1)
≤ CRµ 〈yi〉−(
4s
2s+1−θ)
≤ Cδ,
‖η˜i(2 − f ′(u∗))Φo((φj)j∈J )‖i,µ,σ ≤ ‖η˜iΦo((φj)j∈J )‖i,µ,σ
≤ 〈yi〉θ sup
|y|,|z|≤2R
〈y〉µ 〈z〉σ ·
∣∣∣Φo((φj)j∈J )(y, z)∣∣∣
≤ 〈yi〉θ sup
|y|,|z|≤2R
〈y〉µ 〈z〉σ · 〈yi〉−θ
∥∥∥Φo((φj)j∈J )∥∥∥
θ
≤ CRµ+σεθ sup
j∈J
‖φj‖j,µ,σ
≤ CRµ+σεθC˜δ,
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and
∥∥∥∥∥∥η˜iN

Φo((φj)j∈J ) +∑
j∈J
ζjφj


∥∥∥∥∥∥
i,µ,σ
≤ C 〈yi〉θ sup
|y|,|z|≤2R
〈y〉µ 〈z〉σ
∣∣∣∣∣∣∣∣
Φo((φj)j∈J )(y, z) +
∑
j∈J
supp η˜i∩supp ζj 6=∅
η¯j ζ¯ φ¯j(y, z)
∣∣∣∣∣∣∣∣
2
≤ CRµ+σ 〈yi〉θ sup
|y|,|z|≤2R

〈yi〉−2θ
(
sup
j∈J
‖φj‖j,µ,σ
)2
+
∑
j∈J
supp η˜i∩supp ζj 6=∅
〈yj〉−2θ
(
sup
j∈J
‖φj‖j,µ,σ
)2
≤ CRµ+σ 〈yi〉−θ C˜δ sup
j∈J
‖φj‖j,µ,σ
≤ CRµ+σεθC˜2δ2.
Using Lemma 5.1 and estimating as in the proof of Proposition 2.2, we have for all i ∈ I,
‖gi‖i,µ,σ ≤ Cδ(1 +Rµ+σεθC˜ +Rµ+σεθC˜δ + o(1)).
Now we estimate the functions φ± at the ends. We have similarly
‖η˜+S(u∗)‖+,µ,σ ≤ CRθ2 sup
y≥R2, z≤2R
〈y〉µ 〈z〉σ 〈y〉− 4s2s+1 〈z〉−(2s−1)
≤ CR−(
4s
2s+1−µ−θ)
2
≤ Cδ for R2 chosen large enough,
‖η˜+(2 − f ′(u∗))Φo((φj)j∈J )‖+,µ,σ ≤ CRθ2 sup
y≥R2, z≤2R
〈y〉µ 〈z〉σ
∣∣∣Φo((φj)j∈J )(y, z)∣∣∣
≤ CRσRθ2 sup
y≥R2, z≤2R
〈y〉µ · 〈y〉−θ εθ sup
j∈J
‖φj‖j,µ,σ
≤ CRµ2 εθC˜δ (since µ ≤ θ)
≤ CC˜ε θ2 δ for µ chosen small enough,
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and ∥∥∥∥∥∥η˜+N

Φo((φj)j∈J ) +∑
j∈J
ζjφj


∥∥∥∥∥∥
+,µ,σ
≤ CRθ2 sup
y≥R2, z≤2R
〈y〉µ 〈z〉σ
∣∣∣∣∣∣∣∣
Φo((φj)j∈J )(y, z) +
∑
j∈J
supp η˜+∩supp ζj 6=∅
η¯j ζ¯φ¯j(y, z)
∣∣∣∣∣∣∣∣
2
≤ CRσ sup
y≥R2, z≤2R
〈y〉µ

〈y〉−2θ
(
sup
j∈J
‖φj‖j,µ,σ
)2
+
∑
j∈J
supp η˜+∩supp ζj 6=∅
〈yj〉−2θ η¯j
(
sup
j∈J
‖φj‖j,µ,σ
)2
≤ CRσ

R−θ2 + ∑
j∈J
supp η˜+∩supp ζj 6=∅
〈yj〉−θ


(
sup
j∈J
‖φj‖j,µ,σ
)2
≤ CRσεθC˜δ
(
sup
j∈J
‖φj‖j,µ,σ
)
≤ CRσεθC˜2δ2.
Putting all these estimates together with the non-local terms, using the linear theory (Proposition 4.8
and Lemma 4.6), we deduce
sup
j∈J
∥∥L−1gj∥∥j,µ,σ ≤ C sup
j∈J
‖gj‖j,µ,σ
≤ Cδ(1 + o(1))
≤ C˜δ.
Now it will be suffice to check the Lipschitz continuity with respect to φj ∈ Xj. Suppose φj , ψj ∈ Xj.
Using (2.5), we have for instance
〈yi〉θ sup
|y|,|z|≤2R
〈y〉µ 〈z〉σ


∣∣∣Φo((φj)j∈J )(y, z)− Φo((ψj)j∈J )(y, z)∣∣∣
+N

Φo((φj)j∈J ) +∑
j∈J
ζjφj

−N

Φo((ψj)j∈J ) +∑
j∈J
ζjψj




≤ CRµ+σ sup
|y|,|z|≤2R

(1 + δ)
∥∥∥Φo((φj)j∈J )(y, z)− Φo((ψj)j∈J )(y, z)∥∥∥
θ
+ δ 〈yi〉θ
∑
j∈J
supp η˜i∩supp ζj 6=∅
η¯j ζ¯
∣∣φ¯j − ψ¯j∣∣(y, z)


≤ CRµ+σδ sup
j∈J
‖φj − ψj‖j,µ,σ ,
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and
Rθ2 sup
|y|≥R2, |z|≤2R
〈y〉µ 〈z〉σ


∣∣∣Φo((φj)j∈J )(y, z)− Φo((ψj)j∈J )(y, z)∣∣∣
+N

Φo((φj)j∈J ) +∑
j∈J
ζjφj

−N

Φo((ψj)j∈J ) +∑
j∈J
ζjψj




≤ CRσRθ2 sup
|y|≥R2, |z|≤2R

(1 + δ) 〈y〉µ−θ
∥∥∥Φo((φj)j∈J )(y, z)− Φo((ψj)j∈J )(y, z)∥∥∥
θ
+ δ 〈y〉µ
∑
j∈J
supp η˜i∩supp ζj 6=∅
η¯j ζ¯
∣∣φ¯j − ψ¯j∣∣(y, z)


≤ CRσRµ2 δ sup
j∈J
‖φj − ψj‖j,µ,σ .
Therefore,
sup
j∈J
∥∥L−1gj((φj)j∈J )− L−1gj((ψj)j∈J )∥∥j,µ,σ ≤ o(1) sup
j∈J
‖φj − ψj‖j,µ,σ
and (φk)k∈J 7→ L−1gj((φk)k∈J ) defines a contraction mapping on the product space endowed with
the supremum norm for suitably chosen parameters R,R2 large and ε, µ small. This concludes the
proof. 
6. The reduced equation
6.1. Form of the equation: Proof of Proposition 2.4.
Proof of Proposition 2.4. Recalling Proposition 2.1, we have, in the near and intermediate regions
r ∈
[
1
ε
, 4R¯
ε
]
,
ΠS(u∗)(r) = C¯HMε(r) +O(ε
2s),
where
C¯ =
∫ 2R
−2R
cH(z)ζ(z)w
′(z) dz.
For the far region r ≥ 4R¯
ε
, let us assume that xn > 0, to fix the idea. Denote by Π± the projections
onto the kernels w′±(z) of the upper and lower leaves respectively, where w±(z) = w(z±). Then
z− = −2Fε(r)(1 + o(1))− z+ and so from the asymptotic behavior w(z) ∼z→+∞ 1− cwz2s , we have
Π+3(w(z+) + w(z−))(1 + w(z+))(1 + w(z−))(r)
=
∫ 2R
−2R
3(w(z) + w(−2Fε(r)(1 + o(1))− z))(1 + w(z))(1 + w(−2Fε(r)(1 + o(1))− z))ζ(z)w′(z) dz
= − C¯±
F 2sε (r)
(1 + o(1)),
where
C¯± =
∫ 2R
−2R
3cw(1− w(z)2)ζ(z)w′(z) dz.
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Similarly this is also true for the projection onto w′−(z) with the same coefficient C¯±(r),
Π−3(w(z+) + w(z−))(1 + w(z+))(1 + w(z−))(r) = − C¯±(r)
F 2sε (r)
(1 + o(1)).
The other projections are estimated as follows.
Π+cH(z+)HMε(y+) =
∫ 2R
−2R
cH(z)ζ(z)w
′(z) dz ·HMε(y+) = C¯HMε(y+),
Π+cH(z−)HMε(y−)(r) =
∫ 2R
−2R
cH(2Fε(r)(1 + o(1))− z)ζ(z)w′(z) dz ·HMε(y−)
= O
(
F−(2s−1)ε · F−2sε
)
= O
(
F−(4s−1)ε
)
,
Π−cH(z−)HMε(y−) = C¯HMε(y−),
Π−cH(z+)HMε(y+) = O
(
F−(4s−1)ε
)
.
We conclude that for r ≥ 4R¯
ε
,
Π±S(u∗)(r) = C¯HMε(y)−
C¯±(r)
F 2sε (r)
(1 + o(1)).
Taking into account the quadratically small term and the solution of the outer problem, the reduced
equation reads 

C¯H [Fε](r) = O(ε
2s) for
1
ε
≤ r ≤ 4R¯
ε
,
C¯H [Fε](r) =
C¯±
F 2sε (r)
(1 + o(1)) for r ≥ 4R¯
ε
.
By a scaling Fε(r) = ε
−1F (εr), it suffices to solve

1
r

 rF ′(r)√
1 + F ′(r)2


′
= O(ε2s−1) for 1 ≤ r ≤ 4R¯,
1
r

 rF ′(r)√
1 + F ′(r)2


′
=
C¯0ε
2s−1
F 2s(r)
(1 + o(1)) for r ≥ 4R¯.
For large enough r one may approximate the mean curvature by ∆F = 1
r
(rF ′)′. Hence, we arrive at


1
r

 rF ′(r)√
1 + F ′(r)2


′
= O(ε2s−1) for 1 ≤ r ≤ 4R¯,
F ′′(r) +
F ′(r)
r
=
C¯0ε
2s−1
F 2s(r)
(1 + o(1)) for r ≥ 4R¯.
Then the inverse G of F is introduced to deal with the singularity at r = 1 in the usual coordi-
nates. Finally, the Lipschitz dependence of the error follows directly from the previously involved
computations.
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6.2. Initial approximation. In this section we study an ODE which is similar to the one in [37].
The reduced equation for Fε : [ε
−1,+∞)→ [0,+∞) can be approximated by
F ′′ε (r) +
F ′ε(r)
r
=
1
F 2sε (r)
, for all r large.
Under the scaling Fε(r) = ε
−1F (εr), the equation for F : [1,+∞)→ [0,+∞) is
F ′′(r) +
F ′(r)
r
=
ε2s−1
F 2s(r)
, for all r large.
For r small, we approximate F by the catenoid. More precisely, let fC(r) = log(r +
√
r2 − 1), r =
|x′| ≥ 1, rε =
(
|log ε|
ε
) 2s−1
2
, and consider the Cauchy problem


f ′′ε +
f ′ε
r
=
ε2s−1
f2sε
for r > rε,
fε(rε) = fC (rε) =
2s− 1
2
(|log ε|+ log|log ε|) + log 2 +O (r−2ε ) ,
f ′ε (rε) = fC (rε) = r
−1
ε
(
1 +O
(
r−2ε
))
.
Then an approximation F0 to F can be defined by
F0(r) = fC(r) + χ (r − rε) (fε(r) − fC(r)), r ≥ 1,
where χ : R→ [0, 1] is a smooth cut-off function with
χ = 0 on (−∞, 0] and χ = 1 on [1,+∞). (6.1)
Note that f ′ε(r) ≥ 0 for all r ≥ rε.
Lemma 6.1 (Estimates near initial value). For rε ≤ r ≤ |log ε|rε, we have
1
2
|log ε| ≤ fε(r) ≤ C|log ε|,
f ′ε(r) ≤ Cr−1ε ,
|f ′′ε (r)| ≤
1
r2
+
C
|log ε|r2ε
.
In fact the last inequality holds for all r ≥ rε.
Proof. It is more convenient to write
fε(r) = |log ε|f˜ε
(
r−1ε r
)
.
Then f˜ε satisfies 

f˜ ′′ε +
f˜ ′ε
r
=
1
|log ε|f˜2sε
, for r > 1,
f˜ε(1) =
2s− 1
2
+
2s− 1
2
log|log ε|
|log ε| +
log 2
|log ε| +O
(
ε2s−1
|log ε|2s
)
,
f˜ ′ε(1) =
1
|log ε| +O
(
ε2s−1
|log ε|2s
)
.
To obtain a bound for the first order derivative, we integrate once to obtain
rf˜ ′ε(r) − f˜ ′ε(1) =
1
|log ε|2
∫ r
1
r˜
f˜ε(r˜)2s
dr˜ for r ≥ 1.
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By the monotonicity of fε, hence f˜ε, we have
f˜ ′ε(r) ≤
1
r
(
f˜ ′ε(1) +
1
2|log ε|2f˜ε(1)2s
r2
)
≤ 1
r|log ε| +
Cr
|log ε|2
for r ≥ 1. In particular,
f˜ ′ε(r) ≤
C
|log ε| for 1 ≤ r ≤ |log ε|.
Note that this also implies
f˜ε(r) ≤ C for 1 ≤ r ≤ |log ε|.
From the equation we obtain an estimate for f˜ ′′ε :∣∣∣f˜ ′′ε (r)∣∣∣ ≤ 1r f˜ ′ε(r) + 1|log ε|2f˜2sε
≤ 1
r2|log ε| +
C
|log ε|2 ,
for all r ≥ 1. 
To study the behavior of fε(r) near infinity, we write
fε(r) = |log ε|gε
(
r
|log ε|rε
)
.
Then gε(r) satisfies

g′′ε +
g′ε
r
=
1
g2sε
, for r ≥ 1|log ε| ,
gε
(
1
|log ε|
)
=
2s− 1
2
+
2s− 1
2
log|log ε|
|log ε| +
log 2
|log ε| +O
(
ε2s−1
|log ε|2s
)
,
g′ε
(
1
|log ε|
)
= 1 +O
(
ε2s−1
|log ε|2s
)
.
(6.2)
Lemma 6.2 (Long-term behavior). For any fixed δ0 > 0, there exists C > 0 such that for all r ≥ δ0,∣∣∣gε(r) − r 22s+1 ∣∣∣ ≤ Cr− 2s−12s+1 ,∣∣∣∣g′ε(r) − 22s+ 1r− 2s−12s+1
∣∣∣∣ ≤ Cr− 4s2s+1 ,
|g′′ε (r)| ≤ Cr−
4s
2s+1 .
Proof. Consider the change of variable of Emden–Fowler type,
gε(r) = r
2
2s+1 h˜ε(t), t = log r ≥ − log|log ε|.
Then h˜ε(t) > 0 solves
h˜′′ε + 2
2
2s+ 1
h˜′ε +
(
2
2s+ 1
)2
h˜ε =
1
h˜2sε
for t ≥ − log|log ε|.
The function hε defined by h˜ε(t) =
(
2s+1
2
) 2
2s+1 hε
(
2
2s+1 t
)
satisfies
h′′ε + 2h
′
ε + hε =
1
h2sε
for t ≥ −2s+ 1
2
log|log ε|. (6.3)
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We will first prove a uniform bound for hε together with its derivative using a Hamiltonian
Gε(t) =
1
2
(h′ε)
2 +
1
2
(
h2ε − 1
)
+
1
2s− 1
(
1
h
(2s−1)
ε
− 1
)
,
which satisfies
G′ε(t) = −2(h′ε)2 ≤ 0. (6.4)
By Lemma 6.1, we have
hε(0) = O(h˜ε(0)) = O(gε(1)) = O(1),
h′ε(0) = O(h˜
′
ε(0)) = O
(
g′ε(1)−
2
2s+ 1
gε(1)
)
= O(1).
Therefore, Gε(0) = O(1) as ε→ 0 and by (6.4), Gε(t) ≤ C for all t ≥ 0 and ε > 0 small. This implies
that for some uniform constant C1 > 0,
0 < C−11 ≤ hε(t) ≤ C1 < +∞ and |h′ε(t)| ≤ C1, for all t ≥ 0. (6.5)
In fact, (6.4) implies ∫ t
0
h′ε(t˜)
2 dt˜ = 2Gε(0)− 2Gε(t) ≤ 2Gε(0) ≤ C,
with C independent of ε and t, hence ∫ ∞
0
h′ε(t˜)
2 dt˜ ≤ C,
uniformly in small ε > 0. In particular, |h′ε(t)| → 0 as t → ∞. We claim that the convergence is
uniform and exponential. Indeed, let us define the Hamiltonian
G1,ε =
1
2
(h′′ε )
2 +
1
2
(h′ε)
2
(
1 +
2s
h2s+1ε
)
for the linearized equation
h′′′ε + 2h
′′
ε +
(
1 +
2s
h2s+1ε
)
h′ε = 0.
We have
G′1,ε = −2(h′′ε )2 − s(2s+ 1)
h′3ε
h2s+2ε
.
By the uniform bounds in (6.5), if we choose 2C2 = s(2s+1)C
2s+3
1 +1, then G˜ε = C2Gε+G1,ε satisfies
G˜′ε ≤ −(h′′ε )2 − (h′ε)2.
Using (6.5) and the vanishing of the zeroth order term together with its derivative at hε = 1, we have
G˜ε = C2
(
1
2
(h′ε)
2 +
1
2
(
h2ε − 1
)
+
1
2s− 1
(
1
h2s−1ε
− 1
))
+
1
2
(h′′ε )
2 +
1
2
(h′ε)
2
(
1 +
2s
h2s+1ε
)
≤ C
(
(h′′ε )
2 + (h′ε)
2 +
(
hε − 1
h2sε
)2)
≤ −CG˜′ε.
It follows that for some constants C, δ0 > 0 independent of ε > 0 small,
G˜ε(t) ≤ Ce−δ0t for all t ≥ 0
and, in particular,
|hε(t)− 1|+ |h′ε(t)| ≤ Ce−
δ0
2 t, for all t ≥ 0.
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It follows that after a fixed t1 independent of ε, the point (hε(t1), h
′
ε(t1)) is sufficiently close to (1, 0).
Let
v1 = hε
v2 = h
′
ε + hε.
Then (6.3) is equivalent to (
v1
v2
)′
=
(−v1 + v2
v−2s1 − v2
)
. (6.6)
For t1 large, the point (v1(t1), v2(t1)) is sufficiently close to (1, 1), which is a hyperbolic equilibrium
point of (6.6). Now the linearization of (6.6), namely(
v1
v2
)′
=
( −1 1
−2s −1
)(
v1 − 1
v2 − 1
)
,
has eigenvalues −1± i√2s. Applying a C1 conjugacy, we obtain
|(v1(t), v2(t))− (1, 1)| ≤ Ce−t for all t ≥ t1.
This yields
|hε(t)− 1|+ |h′ε(t)| ≤ Ce−t for all t ≥ 0,∣∣∣h˜ε(t)− 1∣∣∣+ ∣∣∣h˜′ε(t)∣∣∣ ≤ Ce−t for all t ≥ 0,
and for any fixed r0 > 0, there exists C > 0 such that for all r ≥ r0,∣∣∣gε(r)− r 22s+1 ∣∣∣ ≤ Cr− 2s−12s+1 and
∣∣∣∣g′ε(r) − 22s+ 1r− 2s−12s+1
∣∣∣∣ ≤ Cr− 4s2s+1
and, in view of (6.2), we get
|g′′ε (r)| ≤ Cr−
4s
2s+1 .

Corollary 6.3 (Properties of the initial approximation). We have the following properties of F0.
• For 1 ≤ r ≤ rε, F0(r) = fC(r) = log(r +
√
r2 − 1) and
F0(r) = log(2r) +O(r
−2),
F ′0(r) =
1√
r2 − 1 =
1
r
+O(r−3),
F ′′0 (r) = −
1
r2
+O(r−4),
F ′′′0 (r) =
2
r3
+O(r−5).
• For rε ≤ r ≤ δ0|log ε|rε where δ0 > 0 is fixed,
1
2
|log ε| ≤ F0(r) ≤ C|log ε|,
F ′0(r) ≤ Cr−1ε ,
|F ′′0 (r)| ≤ C
(
1
r2
+
1
|log ε|r2ε
)
,
|F ′′′0 (r)| ≤ Cr−1ε
(
1
r2
+
1
|log ε|r2ε
)
.
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• For r ≥ δ0|log ε|rε, F0(r) = fε(r) and
F0(r) = ε
2s−1
2s+1 r
2
2s+1 +O
(
ε−
(2s−1)2
2(2s+1) |log ε| 2s+12 r− 2s−12s+1
)
,
F ′0(r) =
2
2s+ 1
ε
2s−1
2s+1 r−
2s−1
2s+1 +O
(
ε−
(2s−1)2
2(2s+1) |log ε| 2s+12 r− 4s2s+1
)
,
F ′′0 (r) = O
(
ε
2s−1
2s+1 r−
4s
2s+1
)
,
F ′′′0 (r) = O
(
ε
2s−1
2s+1 r−
6s+1
2s+1
)
.
Proof. These estimates follow from Lemmata 6.1 and 6.2. For the third order derivative, we differen-
tiate the equation and use the estimates for the lower order derivatives. 
6.3. The linearization. Now we build a right inverse for the linearized operator
L0(φ)(r) = (1− χε(r))1
r
(
rφ′
(1 + F ′0(r)2)
3
2
)′
+ χε(r)
(
φ′′ +
φ′
r
+
2sε2s−1
F0(r)2s+1
φ
)
,
where χε is any family of smooth cut-off functions with χε(r) = 0 for 1 ≤ r ≤ rε and χε(r) = 1 for
r ≥ δ0|log ε|rε where δ0 > 0 is a sufficiently small number. The goal is to solve
L0(φ)(r) = h(r) for r ≥ 1, (6.7)
in a weighted function space which allows the expected sub-linear growth. Let us recall the norms ‖·‖∗
and ‖·‖∗∗ defined in (2.11) and (2.12).
Proposition 6.4. Let γ ≤ 2 + 2s−12s+1 . For all sufficiently small δ0, ε > 0, there exists C > 0 such that
for all h with ‖h‖∗∗ < +∞, there exists a solution φ = T (h) of (6.7) with ‖φ‖∗ < +∞ that defines a
linear operator T of h such that
‖φ‖∗ ≤ C ‖h‖∗∗
and φ(1) = 0.
We start with an estimate of the kernels of the linearized equation in the far region, namely
Z ′′ +
Z ′
r
+
2sε2s−1
fε(r)2s+1
Z = 0, for r ≥ δ0|log ε|rε. (6.8)
Lemma 6.5. There are two linearly independent solutions Z1, Z2 of (6.8) so that for i = 1, 2, we
have
|Zi(r)| ≤ C
(
r
rε|log ε|
)− 2s−12s+1
and |Z ′i(r)| ≤
C
rε|log ε|
(
r
rε|log ε|
)− 2s−12s+1
for r ≥ δ0|log ε|rε where δ0 > 0 is fixed and rε =
(
|log ε|
ε
) 2s−1
2
.
Proof. We want to show that the elements Z˜i of the kernel of the linearization around gε, which solve
Z˜ ′′ +
Z˜ ′
r
+
2s
gε(r)2s+1
Z˜ = 0 for r ≥ 1|log ε| , (6.9)
will satisfy ∣∣∣Z˜i(r)∣∣∣ ≤ Cr− 2s−12s+1 and ∣∣∣Z˜ ′i(r)∣∣∣ ≤ Cr− 2s−12s+1 for all r ≥ δ0
for i = 1, 2; the result then follows by setting Zi(r) = Z˜i
(
r
rε|log ε|
)
.
A first kernel Z˜1 can be obtained from the scaling invariance gε,λ(r) = λ
− 22s+1 gε(λr) of (6.2), giving
Z˜1(r) = rg
′
ε(r) −
2
2s+ 1
gε(r).
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Then for Z˜2 we solve (6.9) with the initial conditions
Z˜2(δ0) = − Z˜
′
1(δ0)
δ0
(
Z˜1(δ0)2 + Z˜ ′1(δ0)2
) , Z˜ ′2(δ0) = Z˜1(δ0)
δ0
(
Z˜1(δ0)2 + Z˜ ′1(δ0)2
)
for a fixed δ0 > 0. In particular the Wron´skian W˜ = Z˜1Z˜
′
2 − Z˜ ′1Z˜2 can be computed exactly as
W˜ (r) =
δ0W˜ (δ0)
r
=
1
r
for all r >
1
|log ε| . (6.10)
As in the proof of Lemma 6.2, we write t = log r and consider the Emden–Fowler change of variable
Z˜(r) = r
2
2s+1 v˜(t) followed by a re-normalization v˜(t) =
(
2
2s+1
)− 22s+1
v
(
2
2s+1 t
)
which yield respectively
v˜′′ + 2
2
2s+ 1
v˜′ +
((
2
2s+ 1
)2
+
2s
h˜2s+1ε
)
v˜ = 0, for t ≥ − log|log ε|,
v′′ + 2v′ + (1 + 2s)v = 2s
(
1− 1
h2s+1ε
)
v, for t ≥ −2s+ 1
2
log|log ε|.
From this point we may express v2(t), and hence Z˜2(r), as a perturbation of the linear combination of
the kernels
e−t cos(
√
2s t) and e−t sin(
√
2s t).

Now we show the existence of the right inverse.
Proof of Proposition 6.4. We sketch the argument. We would like to find a solution in a weighted L∞
space. The general case follows from similar ideas.
(1) Note that we will need to control φ up to two derivatives in the intermediate region. For this
purpose, for any γ ∈ R and any interval I ⊆ [r1,+∞) we define the norm
‖φ‖γ,I = sup
I
rγ−2|φ(r)| + sup
I
rγ−1|φ′(r)| + sup
I
rγ |φ′′(r)|.
By solving the linearized mean curvature equation in the inner region using the variation of
parameters formula, we obtain the estimate
‖φ‖γ,[r1,rε] ≤ C ‖rγh‖L∞([1,+∞)) ,
which in particular gives a bound for φ together with its derivatives at rε.
(2) In the intermediate region we write the equation as
φ′′ +
φ′
r
= h− h˜, rε ≤ r ≤ r˜ε,
where
r˜ε = δ0|log ε|rε,
and
h˜(r) = χε(r)
2sε2s−1
F ′0(r)2s+1
φ(r) + (1− χε(r))
((
1− 1
(1 + F ′0(r)2)
3
2
)(
φ′′ +
φ′
r
)
+
3F ′0(r)F
′′
0 (r)
(1 + F ′0(r)2)
3
2
φ′
)
is small. Again we integrate and obtain
φ(r) = φ(rε) + rεφ
′(rε) log
r
rε
+
∫ r
rε
1
t
∫ t
rε
τ(h(t) − h˜(t)) dτ dt,
φ′(r) =
rεφ
′(rε)
r
+
1
r
∫ r
rε
t(h(t)− h˜(t)) dt,
φ′′(r) = −rεφ
′(rε)
r2
+ h(r)− h˜(r) − 1
r2
∫ r
rε
t(h(t)− h˜(t)) dt.
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Using Corollary 6.3 we have, for small enough δ0 and ε,∥∥∥rγ h˜∥∥∥
L∞([rε,r˜ε])
≤ C ε
2s−1
|log ε|2s+1 r
2 ‖φ‖γ,[rε,r˜ε] + C
(
ε
|log ε|
)2s−1
‖φ‖γ,[rε,r˜ε]
+ C
(
ε
|log ε|
) 2s−1
2
(
1
r2
+
ε2s−1
|log ε|2s
)
r ‖φ‖γ,[rε,r˜ε]
≤ C
(
δ0
2 + δ0
(
ε
|log ε|
) 2s−1
2
|log ε|
)
‖φ‖γ,[rε,r˜ε]
≤ δ0 ‖φ‖γ,[rε,r˜ε] .
This implies
‖φ‖γ,[rε,r˜ε] ≤ C ‖rγh‖L∞([1,+∞)) + δ0 ‖φ‖γ,[rε,r˜ε] ,
or
‖φ‖γ,[rε,r˜ε] ≤ C ‖rγh‖L∞([1,+∞)) (6.11)
which is the desired estimate.
(3) In the outer region, we need to solve
φ′′ +
φ′
r
+
2sε2s−1
f2s+1ε
φ = h, r > r˜ε.
In terms of the kernels Zi given in Lemma 6.5, the Wron´skian W = Z1Z
′
2 − Z ′1Z2 is given by
W (r) =
1
rε|log ε|W˜
(
r
rε|log ε|
)
=
1
r
(6.12)
using (6.10). Using the variation of parameters formula, we may write
φ(r) = c1Z1(r) + c2Z2(r) + φ0(r),
where
φ0(r) = −Z1(r)
∫ r
r˜ε
ρZ2(ρ)h(ρ) dρ+ Z2(r)
∫ r
r˜ε
ρZ1(ρ)h(ρ) dρ
and the constants ci are determined by
φ(r˜ε) = c1Z1(r˜ε) + c2Z2(r˜ε),
φ′(r˜ε) = c1Z ′1(r˜ε) + c2Z
′
2(r˜ε).
By Lemma 6.5, (6.12) and (6.11), we readily check that for i = 1, 2,
|φ0(r)| ≤ C
(
r
r˜ε
)− 2s−12s+1 ∫ r
r˜ε
ρ
(
ρ
r˜ε
)− 2s−12s+1
ρ−γ ‖rγh‖L∞([1,+∞)) dρ
≤ Cr2−γ ‖rγh‖L∞([1,+∞)) ,
|ci| ≤ Cr1
(
C
r1
r2−γ ‖rγh‖L∞([1,+∞)) + Cr1−γ1 ‖rγh‖L∞([1,+∞))
)
≤ Cr˜2−γε ‖rγh‖L∞([1,+∞)) ,
|ci||Zi(r)| ≤ C
(
r
r˜ε
)− 2s−12s+1−(2−γ)
r2−γ ‖rγh‖L∞([1,+∞))
≤ Cr2−γ ‖rγh‖L∞([1,+∞)) since γ ≤ 2 +
2s− 1
2s+ 1
,
from which we conclude∥∥rγ−2φ∥∥
L∞([r˜ε,+∞)) ≤ C ‖r
γh‖L∞([1,+∞)) .

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6.4. The perturbation argument: Proof of Proposition 2.5. We solve the reduced equation
L(F ) = N1[F ] for r ≥ 1, (6.13)
using the knowledge of the initial approximation F0 and the linearized operator L0 at F0 obtained in
Sections 6.2 and 6.3 respectively. We look for a solution F = F0 + φ. Then φ satisfies
L0φ = A[φ] = N1[F0 + φ]− L(F0)−N2[φ],
where N2[φ] = L(F0 + φ) − L(F0) − L′(F0)φ and φ(0) = 0. In terms of the operator T defined in
Proposition 6.4, we can write it in the form
φ = T (A[φ]) . (6.14)
We apply a standard argument using contraction mapping principle as in [37]. First we note that the
approximation L(F0) is small and compactly supported in the intermediate region. The non-linear
terms in A[φ] are also small in the norm ‖·‖∗∗. Hence T (A[φ]) defines a contraction mapping in the
space X∗ and the result follows.
7. Instability of the solution
Proof of Theorem 1.4. From the asymptotic behavior of the solution, we see that the Allen–Cahn
energy functional,
ER(v) = C(s)
∫∫
R3×R3\BR×BR
(v(x) − v(x0))2
|x− x0|3+2s dxdx0 +
∫
BR
W (v(x)) dx
of the solution u constructed in Theorem 1.3 satisfies the sharp growth bound
ER(u) ≤ CR2.
If u were stable, then [62, Proof of Theorem 1.5] (observe that s = 12 is only used in deriving the
energy growth bound) implies that u would be one-dimensional profile, a contradiction. 
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