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Abstract
Advances in image restoration and enhancement tech-
niques have led to discussion about how such algorithms
can be applied as a pre-processing step to improve auto-
matic visual recognition. In principle, techniques like de-
blurring and super-resolution should yield improvements
by de-emphasizing noise and increasing signal in an in-
put image. But the historically divergent goals of compu-
tational photography and visual recognition communities
have created a significant need for more work in this di-
rection. To facilitate new research, we introduce a new
benchmark dataset called UG2, which contains three dif-
ficult real-world scenarios: uncontrolled videos taken by
UAVs and manned gliders, as well as controlled videos
taken on the ground. Over 150,000 annotated frames for
hundreds of ImageNet classes are available, which are used
for baseline experiments that assess the impact of known
and unknown image artifacts and other conditions on com-
mon deep learning-based object classification approaches.
Further, current image restoration and enhancement tech-
niques are evaluated by determining whether or not they
improve baseline classification performance. Results show
that there is plenty of room for algorithmic innovation, mak-
ing this dataset a useful tool going forward.
1. Introduction
To build a visual recognition system for any application
these days, one’s first inclination is to turn to the most recent
machine learning breakthrough from the area of deep learn-
ing, which no doubt has been enabled by access to millions
of training images from the Internet. But there are many
circumstances where such an approach cannot be used as
an off-the-shelf component to assemble the system we de-
sire, because even the largest training dataset does not take
into account all of the artifacts that can be experienced in
the environment. As computer vision pushes further into
real-world applications, what should a software system that
* denotes equal contribution
Figure 1: (Top) In principle, image restoration and en-
hancement techniques should improve visual recognition
performance by creating higher quality inputs for recogni-
tion models. This is the case when a Super Resolution Con-
volutional Neural Network [7] is applied to the image in this
panel. (Bottom) In practice, we often see the opposite effect
— especially when new artifacts are unintentionally intro-
duced, as in this application of Deep Deblurring [43]. We
describe a new video dataset (Sec. 3) for the study of prob-
lems with algorithm and data interplay (Sec. 6) like this one.
can interpret images from sensors placed in any unrestricted
setting actually look like?
First, it must incorporate a set of algorithms, drawn
from the areas of computational photography and machine
learning, into a processing pipeline that corrects and sub-
sequently classifies images across time and space. Image
restoration and enhancement algorithms that remove cor-
ruptions like blur, noise, and mis-focus, or manipulate im-
ages to gain resolution, change perspective, and compensate
for lens distortion are now commonplace in photo editing
tools. Such operations are necessary to improve the quality
of raw images that are otherwise unacceptable for recogni-
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tion purposes. But they must be compatible with the recog-
nition process itself, and not adversely affect feature extrac-
tion or classification (Fig. 1).
Remarkably, little thought has been given to image
restoration and enhancement algorithms for visual recog-
nition — the goal of computational photography thus far
has simply been to make images look appealing after cor-
rection [60, 3, 46, 17, 43]. It remains unknown what im-
pact many transformations have on visual recognition al-
gorithms. To begin to answer that question, exploratory
work is needed to find out which image pre-processing al-
gorithms, in combination with the strongest features and su-
pervised machine learning approaches, are promising can-
didates for different problem domains.
One popular problem that contains imaging artifacts typ-
ically not found in computer vision datasets crawled from
the web is the interpretation of images taken by aerial vehi-
cles [47, 38]. This task is a key component of a number of
applications including robotic navigation, scene reconstruc-
tion, scientific study, entertainment, and visual surveillance.
Images captured from aerial vehicles tend to present a wide
variety of artifacts and optical aberrations. These can be the
product of weather and scene conditions (e.g., rain, light
refraction, smoke, flare, glare, occlusion), movement (e.g.,
motion blur), or the recording equipment (e.g., video com-
pression, sensor noise, lens distortion, mis-focus). How do
we begin to address the need for image restoration and en-
hancement algorithms that are compatible for visual recog-
nition in a scenario like this one?
In this paper, we propose the use of a benchmark dataset
captured in realistic settings where image artifacts are com-
mon, as opposed to more typical imagery crawled from so-
cial media and web-based photo albums. Given the cur-
rent popularity of aerial vehicles within computer vision,
we suggest the use of data captured by UAVs and manned
gliders as a relevant and timely challenge problem. But this
can’t be the only data we consider, as we do not have knowl-
edge of certain scene parameters that generated the artifacts
of interest. Thus we suggest that ground-based video with
controlled scene parameters and target objects is also essen-
tial. And finally, we need a set of protocols for evaluation
that move away from a singular focus on perceived image
quality to include classification performance. By combin-
ing all of these elements, we have created a new dataset
dubbed UG2 (UAV, Glider, and Ground), which consists
of hundreds of videos and over 150,000 annotated frames
spanning hundreds of ImageNet classes [39].
In summary, the contributions of this paper are:
• A new video benchmark dataset representing both
ideal conditions and common aerial image artifacts,
which we make available to facilitate new research and
to simplify the reproducibility of experimentation1.
1See the Supplemental Material for example videos from the
• An extensive evaluation of the influence of image
aberrations and other problematic conditions on com-
mon object recognition models including VGG16 and
VGG19 [42], InceptionV3 [44], and ResNet50 [14].
• An analysis of the impact and suitability of basic and
state-of-the-art image and video processing algorithms
used in conjunction with common object recognition
models. In this work, we look at deblurring [43, 33],
image interpolation, and super-resolution [7, 21].
2. Related work
Datasets. The areas of image restoration and enhance-
ment have a long history in computational photography,
with associated benchmark datasets that are mainly used
for the qualitative evaluation of image appearance. These
include very small test image sets such as Set5 [3] and
Set14 [60], and the set of blurred images introduced by
Levin et al. [26]. Datasets containing more diverse scene
content have been proposed including Urban100 [17] for
enhancement comparisons and LIVE1 [41] for image qual-
ity assessment. While not originally designed for compu-
tational photography, the Berkeley Segmentation Dataset
has been used by itself [17] and in combination with
LIVE1 [52] for enhancement work. The popularity of deep
learning methods has increased demand for training and
testing data, which Su et al. provide as video content for
deblurring work [43]. Importantly, none of these datasets
were designed to combine image restoration and enhance-
ment with recognition for a unified benchmark.
Most similar to the dataset we introduce in this paper
are various large-scale video surveillance datasets, espe-
cially those which provide a “fixed” overhead view of ur-
ban scenes [10, 13, 40, 62]. However, these datasets are
primarily meant for other research areas (e.g., event/action
understanding, video summarization, face recognition) and
are ill-suited for object recognition tasks, even if they share
some common imaging artifacts that impair recognition as a
whole. With respect to data collected by aerial vehicles, the
VIRAT Video Dataset [35] contains “realistic, natural and
challenging (in terms of its resolution, background clutter,
diversity in scenes)” imagery for event recognition. Other
datasets including aerial imagery are the UCF Aerial Ac-
tion Data Set [1], UCF-ARG [2], UAV123 [32], and the
multi-purpose dataset introduced by Yao et al. [55]. As with
the computational photography datasets, none of these sets
have specific protocols for image restoration and enhance-
ment coupled with object recognition.
Restoration and Enhancement for Recognition. In
this paper we consider the image restoration technique of
deblurring, where the objective is to recover a sharp ver-
sion x′ of a blurry image y without knowledge of the
blur parameters. When considering motion, the original
dataset.The dataset can be accessed at: https://goo.gl/AjA6En.
Collection UAV Glider Ground
Total Videos 50 61 178
Total Frames 434,264 657,455 125,777
Annotated videos 30 30 136
Extracted objects 32,608 31,760 95,096
ImageNet super-classes 31 20 20
Uncontrolled artifacts* 12 9 3
Induced artifacts* — — 13
Table 1: Summary of the UG2 dataset (See Supp. Tables 3
and 4 for a detailed breakdown of these conditions).
sharp image x is convolved with a blur kernel k: y =
k ∗ x [27]. Accordingly, the sharp image can be recov-
ered through deconvolution [24, 26, 19, 25] (see [51] for
a comprehensive list of deconvolution techniques for de-
blurring) or methods that use multi-image aggregation and
fusion [23, 31, 5]. Intuitively, if an image has been cor-
rupted by blur, then deblurring should improve performance
of recognizing objects in the image. An early attempt at
unifying a high-level task like object recognition with a
low-level task like deblurring was the Deconvolutional Net-
work [58, 59]. Additional work has been undertaken in face
recognition [56, 34, 61]. In this work, we look at deep
learning-based deblurring techniques [33, 43] and a basic
blind deconvolution method [22].
With respect to enhancement, we focus on the specific
technique of single image super-resolution, where an at-
tempt is made at estimating a high-resolution image x from
a single low-resolution image y. The relationship between
these images can be modeled as a linear transformation
y = Ax + n, where A is a matrix that encodes the pro-
cesses of blurring and downsampling, and n is a noise
term [8]. A number of super-resolution techniques exist
including sparse representation [53, 54], Nearest Neighbor
approaches [12], image priors [8], local self examples [11],
neighborhood embedding [45], and deep learning [7, 21].
Super-resolution can potentially help in object recognition
by amplifying the signal of the target object to be recog-
nized. Thus far, such a strategy has been limited to research
in face recognition [28, 29, 15, 57, 16, 49, 37] and person
re-identification [18] algorithms for video surveillance data.
Here we look at simple interpolation methods [20] and deep
learning-based super-resolution [7, 21].
3. The UG2 Dataset
UG2 is composed of 289 videos with 1, 217, 496 frames,
representing 228 ImageNet [39] classes extracted from an-
notated frames from three different video collections (see
Supp. Table 2 for the complete list of classes). These
classes are further categorized into 37 super-classes encom-
passing visually similar ImageNet categories and two ad-
ditional classes for pedestrian and resolution chart images
(this distribution is explained in detail below). The three
(a) UAV Collection
(b) Glider Collection
(c) Controlled Ground Collection
Figure 2: Examples of images in the three UG2 collections.
different video collections consist of: (1) 50 Creative Com-
mons tagged videos taken by fixed-wing unmanned aerial
vehicles (UAV) obtained from YouTube; (2) 61 videos
recorded by pilots of fixed wing gliders; and (3) 178 con-
trolled videos captured on the ground specifically for this
dataset. Table 1 presents a summary of the dataset and
Fig. 2 presents example frames from each of the collections.
Furthermore, the dataset contains a subset of 159, 464
object-level annotated images. Bounding boxes establish-
ing object regions were manually determined using the
Vatic tool for video annotation [50]. Each annotation in
the dataset indicates the position, scale, visibility and super-
class for an object in a video. This is useful for running
classification experiments. For example, for the baseline
experiments described in Sec. 6, the objects were cropped
out from the frames in a square region of at least 224 ×
224 pixels (a common input size for many deep learning-
based recognition models), using the annotations as a guide.
Videos are also tagged to indicate problematic conditions.
UAV Video Collection. This collection found within
UG2 consists of video recorded from small UAVs in both
rural and urban areas. The videos in this collection are open
source content tagged with a Creative Commons license,
obtained from the YouTube video sharing site. Because
of the source, they have different video resolutions (from
600×400 to 3840×2026) and frame rates (from 12 FPS to
59 FPS). This collection contains approximately 4 hours of
aerial video distributed across 50 different videos.
For this collection we observed 8 different video arti-
facts and other problems: glare/lens flare, poor image qual-
ity, occlusion, over/under exposure, camera shaking and
noise (present in some videos that use autopilot teleme-
try), motion blur, and fish eye lens distortion. Addi-
tionally this collection contains videos with problematic
weather/scene conditions such as night/low light video, fog,
cloudy conditions and occlusion due to snowfall. Over-
Figure 3: Distribution of annotated images belonging to
classes shared by at least two different UG2 collections.
all it contains 434, 264 frames. Across a subset of these
frames we observed 31 different super-classes (including
the non-ImageNet pedestrians class), from which we ex-
tracted 32, 608 object images. The cropped object images
have a diverse range of sizes, from 224× 224 to 800× 800.
Glider Video Collection. This collection found within
UG2 consists of video recorded by licensed pilots of fixed
wing gliders in both rural and urban areas. It contains ap-
proximately 7 hours of aerial video, distributed across 61
different videos. The videos have frame rates ranging from
25 FPS to 50 FPS and different types of compression such
as MTS, MP4 and MOV. Given the nature of this collection
the videos mostly present imagery taken from thousands of
feet above ground, further increasing the difficulty of object
recognition tasks. Additionally, scenes of take off and land-
ing contain artifacts such as motion blur, camera shaking,
and occlusion (which in some cases is pervasive through-
out the videos, showcasing parts of the glider that partially
occlude the objects of interest).
For the Glider Collection we observed 6 different video
artifacts and other problems: glare/lens flare, over/under ex-
posure, camera shaking and noise, occlusion, motion blur,
and fish eye lens distortion. Furthermore, this collection
contains videos with problematic weather/scene conditions
such as fog, clouds and occlusion due to rain. Overall this
collection contains 657, 455 frames. Across the annotated
frames we observed 20 different classes (including the non-
ImageNet class of pedestrians), from which we extracted
31, 760 object images. The cropped object images have a
diverse range of sizes, from 224× 224 to 900× 900.
Ground Video Collection. In order to provide some
ground-truth with respect to problematic image conditions,
we performed a video collection on the ground that inten-
tionally induced several common artifacts. One of the main
challenges for object recognition within aerial images is the
difference in the scale of certain objects compared to those
in the images used to train the recognition model. To ad-
dress this, we recorded video of static objects (e.g., flower
pots, buildings) at a wide range of distances (30ft, 40ft, 50ft,
60ft, 70ft, 100ft, 150ft, and 200ft).
In conjunction with the differing recording distances,
we induced motion blur in images using an orbital shaker
to generate horizontal movement at different rotations per
minute (120rpm, 140rpm, 160rpm, and 180rpm). Parallel to
this, we recorded video under different weather conditions
(sun, clouds, rain, snow) that could affect object recogni-
tion, and employed a Sony Bloggie hand-held camera (with
1280×720 resolution and a frame rate of 60 FPS) and a Go-
Pro Hero 4 (with 1920×1080 resolution and a frame rate of
30 FPS), whose fisheye lens introduced further distortion.
The Ground Collection contains approximately 40 min-
utes of video, distributed across 178 videos. Overall
this collection represents 95, 096 annotated frames, and
28, 009 unannotated frames distributed across 42 specific
videos. The annotated frames contain 20 different Ima-
geNet classes. Furthermore, an additional class of videos
showcasing a 9× 11 inch 9× 9 checkerboard grid exhibit-
ing all aforementioned distances and all intervals of rota-
tion. The motivation for including this artificial class is to
provide a reference with well-defined straight lines to assess
the visual impact of image restoration and enhancement al-
gorithms. The cropped object images have a diverse range
of sizes: from 224× 224 to 1000× 1000.
Object Categories and Distribution of Data. A chal-
lenge presented by the objects annotated in the UAV and
Glider collections is the high variability of both object scale
and rotation. These two factors make it difficult to differ-
entiate some of the more fine-grained ImageNet categories.
For example, while it may be easy to recognize a car from
an aerial picture taken from hundreds (if not thousands) of
feet above the ground, it might be impossible to determine
whether that car is a taxi, a jeep or a sports car. An excep-
tion to this rule is the Ground Collection where we had more
control over distances from the target which made possible
the fine-grained class distinction. For example, chainlink-
fence and bannisters are separate classes in the Ground Col-
lection and are not combined to form a fence super-class.
Thus UG2 organizes the objects in high level classes that
encompass multiple ImageNet synsets (ImageNet provides
images for “synsets” or “synonym sets” of words or phrases
that describe a concept in WordNet [9]; for more detail on
the relationship between UG2 and ImageNet classes see
Supp. Table 1). Over 70% of the UG2 classes have more
than 400 images and 58% of the classes are present in the
imagery of at least two collections (Fig. 3). Around 20% of
the classes are present in all three collections.
4. The UG2 Classification Protocols
In order to establish good baselines for classification per-
formance before and after the application of image enhance-
ment and restoration algorithms, we used a selection of
common deep learning approaches to recognize annotated
objects and then considered the correct classification rate.
Namely, we used the Keras [6] versions of the pre-trained
networks VGG16 & VGG19 [42], Inception V3 [44], and
ResNet50 [14]. These experiments also serve as a demon-
stration of the UG2 classification protocols. Each candidate
restoration or enhancement algorithm should be treated as
an image pre-processing step to prepare data to be submit-
ted to all four networks, which serve as canonical classifi-
cation references. The entirety of the annotated data for all
three collections is used for evaluation, with the exceptions
of the pedestrian and resolution chart classes, which do not
belong to any synsets recognized by the networks. For
our current experiments, we restricted our analysis on UG2
dataset to pre-trained networks. Re-training the networks
with our dataset would be considered in future. With re-
spect to restoration and enhancement approaches that must
be trained, we suggest a cross-dataset protocol [48] where
some annotated training data should come from outside
UG2. However, un-annotated videos for additional valida-
tion purposes and parameter tuning are provided.
Classification Metrics. The networks used for the UG2
classification task return a list of the ImageNet synsets
along with the probability of the object belonging to each
of the synsets classes. However, given what we discussed
in Sec. 3, in some cases it is impossible to provide a fine-
grained labeling for the annotated objects. Consequently,
most of the super-classes we defined for UG2 are composed
of more than one ImageNet synset. That is, each annotated
image i has a single super-class label Li which in turn is
defined by a set of ImageNet synsets Li = {s1, ..., sn}.
To measure accuracy, we observe the number of cor-
rectly identified synsets in the top 5 predictions made by
each pre-trained network. A prediction is considered to
be correct if it’s synset belongs to the set of synsets in the
ground-truth super-class label. We use two metrics for this.
The first measures the rate of detection of at least 1 correctly
classified synset class. In other words, for a super-class la-
bel Li = {s1, ..., sn}, a network is able to detect 1 or more
correctly classified synsets in the top 5 predictions. The sec-
ond measures the rate of detecting all the possible correct
synset classes in the super-class label synset set. For exam-
ple, for a super-class label Li = {s1, s2, s3}, a network is
able to detect 3 correct synsets in the top 5 labels.
5. Baseline Enhancement and Restoration
To shed light on the effects image restoration and en-
hancement algorithms have on classification, we tested
classic and state-of-the-art algorithms for image interpola-
tion [20], super-resolution [7, 21], and deblurring [33, 43,
36] (see Supp. Fig. 1 for examples).
Interpolation methods. These classic methods attempt
to obtain a high resolution image by up-sampling the source
image (usually assuming the source image is a down-
sampled version of the high resolution one) and by provid-
ing the best approximation of a pixel’s color and intensity
values depending on the nearby pixels. Since they do not
need any prior training, they can be directly applied to any
image. Nearest neighbor interpolation uses a weighted av-
erage of the nearby translated pixel values in order to calcu-
late the output pixel value. Bilinear interpolation increases
the number of translated pixel values to two and bicubic in-
terpolation increases it to four.
SRCNN. The Super-Resolution Convolutional Neural
Network (SRCNN) [7] introduced deep learning techniques
to super-resolution. The method employs a feedforward
deep CNN to learn an end-to-end mapping between low
resolution and high resolution images. The network was
trained on 5 million “sub-images” generated from 395,909
images of the ILSVRC 2013 ImageNet detection training
partition [39]. Typically, the results obtained from SRCNN
can be distinguished from their low resolution counterparts
by their sharper edges without visible artifacts.
VDSR. The Very Deep Super Resolution (VDSR) al-
gorithm [21] aims to outperform SRCNN by employing a
deeper CNN inspired by the VGG architecture [42]. It also
decreases training iterations and time by employing resid-
ual learning with a very high learning rate for faster con-
vergence. The VDSR network was trained on 291 images,
collectively taken from Yang et al. [54] and the Berkeley
Segmentation Dataset [30]. Unlike SRCNN, the network is
capable of handling different scale factors. A good image
processed by VDSR is characterized by well-defined con-
tours and a lack of edge effects at the borders.
Basic Blind Deconvolution. The goal of any deblur-
ring algorithm is to attempt to remove blur artifacts (i.e.,
the products of motion or depth variation, either from the
object or the camera) that degrade image quality. This can
be as simple as employing Matlab’s blind deconvolution al-
gorithm [22], which deconvolves the image using the max-
imum likelihood algorithm, with a 3 × 3 array of 1s as the
initial point spread function.
Deep Video Deblurring. The Deep Video Deblurring
algorithm [43] was designed to address camera shake blur.
However, in the results presented by Su et al. the algo-
rithm also obtained good results for other types of blur,
such as motion blur. This algorithm employs a CNN that
was trained with video frames containing synthesized mo-
tion blur such that it receives a stack of neighboring frames
and returns a deblurred frame. The algorithm allows for
three types of frame-to-frame alignment: no alignment, op-
tical flow alignment, and homography alignment. For our
experiments we used optical flow alignment, which was re-
ported to have the best performance with this algorithm.
Deep Dynamic Scene Deblurring. Similarly, the Deep
Dynamic Scene Deblurring algorithm [33] utilizes deep
learning in order to remove motion blur. Nah et al. im-
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Figure 4: Classification rates at rank 5 for the original, un-
processed, frames for each collection in the dataset.
plement a multi-scale CNN to restore blurred images in an
end-to-end manner without assuming or estimating a blur
kernel model. The network was trained using blurry images
generated by averaging sequences (by considering gamma
correction) of sharp frames in a dynamic scene with high
speed cameras. Given that this algorithm was computation-
ally expensive, we directly applied it to the cropped object
regions, rather than to the full video frame.
6. UG2 Baseline Results and Analysis
Original Classification Results. Fig. 4 depicts the base-
line classification results for the UG2 collections, without
any pre-processing, at rank 5 (results for top 1 predictions
can be found in Supp. Figs. 2-4). Overall we observed
distinct differences between the results for all three collec-
tions, particularly between the airborne collections (UAV
and Glider collections) and the Ground Collection. These
results establish that common deep learning networks alone
cannot achieve good classification rates for this dataset.
Given the very poor quality of its videos, the UAV Col-
lection turned out to be the most challenging in terms of
object classification, obtaining the lowest classification per-
formance out of the three collections. While the Glider Col-
lection shared similar problematic conditions with the UAV
Collection, we found that the images in this collection had a
slightly higher classification rate than those in the UAV Col-
lection in terms of identifying at least one correctly classi-
fied synset class. This improvement might be caused by the
limited degree of movement of the gliders, since it ensured
that the movement between frames was kept more stable
over time, and by the camera’s recording quality. The con-
trolled Ground Collection yielded the highest classification
rates, which, in an absolute sense, are still low.
Effect of Restoration and Enhancement. Ideally, im-
age restoration and enhancement algorithms should help
object recognition by improving poor quality images and
should not impair it for good quality images. To test this as-
sumption for the algorithms described in Sec. 5, we used
them to pre-process the annotated video frames of UG2
and then proceeded to re-crop the objects of interest us-
ing the annotated bounding box information (as described
in Sec. 3). Given that the scale of the images enhanced
with the interpolation algorithms was doubled, the bound-
ing boxes were scaled accordingly in those cases. Further-
more, the cropped object images were re-sized to 224×224
(input for VGG16, VGG19 and ResNet50) and 229 × 229
(input for Inception V3) during the classification experi-
ments. See Supp. Tables 5-8, 9-13, and 13-16 for detailed
breakdowns of the results for what follows.
As can be observed in Figs. 5 and 6, the behaviour
of the resolution enhancement and deblurring algorithms
is different between the airborne and Ground collections.
For the most part, both types of algorithms tended to im-
prove the rate of identification for at least one correct class
for all of the networks for the UAV and Glider collec-
tions (Figs. 5a, 5b, 6a, and 6b). Over 60% of the ex-
periments reported an increase in the correct classification
rate compared to that of the baseline. Conversely, for the
Ground Collection, the restoration and enhancement algo-
rithms seemed to impair the classification for all networks
(Figs. 5c and 6c), going as far as reducing the at least one
class identification performance by more than 16% for some
experiments. More than 60% of the experiments reported a
decrease in the classification rate for the Ground Collection.
The property of hurting recognition performance on good
quality imagery is certainly undesirable in these cases.
Further along these lines, while the classification rate
for at least one correct class was increased for the air-
borne collections, after employing enhancement techniques
the classification rate for finding all possible sub-classes in
the super-class was negatively impacted for all three collec-
tions. Between 53% and 68% of the experiments reported
a decrease in this metric. But this behaviour seemed to be
more prevalent for the deblurring algorithms. For the UAV
and Glider collections 75% and 92% of the deblurring ex-
periments respectively had a negative impact in the clas-
sification rate for finding all possible classes, while only
40% and 45% of the resolution enhancement experiments
reported a negative impact for the same metric.
We can also consider the performance with respect to
individual networks. For the UAV (Fig. 5a) and Glider
(Fig. 5b) Collections, SRCNN provided the best results for
the VGG16 and VGG19 networks in both metrics, and was
also the best in improving the rate of finding all the cor-
rect synsets of their respective super-class. Nevertheless,
the best overall improvement for the rate of correctly clas-
sifying at least one class in both collections was achieved
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Figure 5: Comparison of classification rates at rank 5 for each collection after applying resolution enhancement.
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Figure 6: Comparison of classification rates at rank 5 for each collection after applying deblurring.
by employing the Dynamic Deep Deblurring algorithm,
with an improvement of 8.96% for the Inception network
in the UAV case, and 6.5% for the Glider case. Resolu-
tion enhancement algorithms dominated the classification
rate improvement for the Ground Collection, where VDSR
obtained the highest improvement in both metrics for the
VGG16, VGG19 (the best with 3.56% improvement), and
Inception networks, while Bilinear interpolation achieved
the highest improvement for the ResNet50 network.
In contrast, Blind Deconvolution drove down perfor-
mance in all of the algorithms we tested for almost all net-
works. For the UAV Collection, Blind Deconvolution led to
a decrease of at most 6.07% in the rate of classifying at least
1 class correctly for the ResNet50 network. This behaviour
was also observed for the Glider and Ground collections,
where it led to the highest decreases in the classification
rate of both metrics for all networks. These being 7% for
the ResNet50 network for the Glider Collection and 15.06%
for the VGG16 network for the Ground Collection.
Effect of Weather Conditions. A significant contribu-
tion of our dataset is the availability of ground-truth for
weather conditions in the Ground collection. Without any
pre-processing applied to that set, the classification per-
formance under different weather conditions varies widely
(Fig. 7a). In particular, there was a stark contrast between
the classification rates of video taken during rainy weather
and video taken under any other condition, with rain caus-
ing the classification rate for both metrics to drop. Likewise,
snowy weather presented a lower classification rate than
cloudy or sunny weather as it shares some of the problems
of rainy video capture: adverse lighting conditions and par-
tial object occlusion from the precipitation. Cloudy weather
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Figure 7: Comparison of classification rates for different weather conditions at rank 5 for the Ground Collection. To simplify
the analysis, each point represents the performance when considering the output of all four networks simultaneously.
proved to be the most beneficial for image capture as those
videos lacked most of the problems of the other conditions.
Sunny conditions are not the best because of glare. This
study confirms previously reported results for the impact of
weather on recognition [4].
We also analyzed the interplay between the differ-
ent restoration and enhancement algorithms and different
weather conditions (Figs. 7b and 7c; see Supp. Tables 17-
20 for detailed results). For this analysis we observed that
resolution enhancement algorithms provided small benefits
for both metrics. 50% of the experiments improved the cor-
rect classification rate of at least one class, and 40.63% im-
proved the other metric. Again, resolution enhancement
algorithms tended to provide the most improvement. The
highest improvement (3.36% for the correct classification
rate of at least one class) was achieved for sunny weather
by the VDSR algorithm. Note that while classification for
the more problematic weather conditions (rain, snow and
sun) was improved, this was not the case for cloudy weather,
where the original images were already of high quality.
7. Discussion
The results of our experiments led to some surprises.
While the restoration and enhancement algorithms tended
to improve the classification results for the diverse imagery
included in our dataset, no approach was able to improve the
results by a significant margin. Moreover, in some cases,
performance degraded after image pre-processing, particu-
larly for higher quality frames, making these kind of pre-
processing techniques unviable for heterogeneous datasets.
We also noticed that different algorithms for the same type
of image processing can have very different effects, as can
different combinations of pre-processing and recognition
algorithms. Depending on the metric considered, perfor-
mance could be better or worse for various techniques. A
possible reason for this can be that most of these networks
were trained with images having a single type of image dis-
tortion and hence fail for images with multiple distortions
from heterogenous sources. Significant improvement can
be achieved if the networks are re-trained with UG2. How-
ever, this needs further investigation and would be done in
future. Thus, UG2 dataset will prove to be useful for study-
ing these phenomena for quite some time to come.
UG2 forms the core of a large prize challenge that will be
announced in Fall 2017 and run from Spring to early Sum-
mer 2018. In this paper, we described one protocol that is
part of that challenge. Several alternate protocols that are
useful for research in this direction will also be included.
For instance, we did not look at networks that combine fea-
ture learning, image enhancement and restoration, and clas-
sification. A protocol supporting this will be available. UG2
can also be used for more traditional computational photog-
raphy assessment (i.e., making the images look better), and
this too will be supported. Stay tuned for more.
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