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Abstract
There is a need for ecological modelling to help understand the dynam-
ics in ecological systems, and thus aid management decisions to maintain
or improve the quality of the ecological systems. This research focuses on
non linear statistical modelling of observations from an estuarine system,
the Gippsland Lakes, on the south-eastern coast of Australia. Feed for-
ward neural networks are used to model chlorophyll time series from a fixed
monitoring station at Point King.
The research proposes a systematic approach to modelling in ecology
using feed forward neural networks, to ensure: (a) that results are reliable,
(b) to improve the understanding of dynamics in the ecological system. The
understanding of dynamics of biophysical parameters and the capability of
the feed forward neural network for prediction are presented. An objective
filtering algorithm to enable modelling is presented. Sensitivity analysis
techniques are compared to select the most appropriate technique for eco-
logical models.
The research generated a chronological profile of relationships between
biophysical parameters and chlorophyll level for different seasons. A sensi-
tivity analysis of the models was used to understand how the significance of
the biophysical parameters changes as the time difference between the input
and predicted value changes.
The results show that filtering improves modelling without introduc-
ing any noticeable bias. The partial derivative method is found to be the
xix
most appropriate technique for sensitivity analysis of ecological feed for-
ward neural network models. Feed forward neural networks show potential
for prediction when modelled on an appropriate time series. Feed forward
neural networks also show capability to increase understanding of the eco-
logical environment. In this research, it can be seen that vertical gradient
and temperature are important for chlorophyll levels at Point King at time
scales from a few hours to a few days. The importance of chlorophyll level
at any time to chlorophyll levels in the future reduces as the time difference
between them increases.
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Chapter 1
Objectives and Scope
There is a growing awareness of how changes in ecology are connected to
human survival, and this has created a growing need to understand the
ecological systems for proper management of these systems. Parallel to this,
there is also awareness that ecological systems are open, highly complex and
modelling the processes within ecology is very difficult.
The past few decades, however, have seen many significant changes for
ecological modelling. Data collection in ecology, especially aquatic ecology,
has undergone significant changes with the advent of automatic sensors that
are connected to desktop computers over information technology networks.
Desktop computers with increased processing power and larger memories of-
fer computational capabilities to deal with numerically large databases and
computationally demanding models. Developments in software offer par-
tially developed modules that can be used to fully develop complex, non-
linear models. These changes have seen a corresponding increase in research
done in high computation non-linear modelling for ecological systems. How-
ever, as the dust settles on these technologies, it is being noticed that there
is a need for (a) better frameworks to use the technology for analysis and
(b) a clearer understanding of their limitations.
This thesis considers the above issues as they apply to the example of
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phytoplankton dynamics at Gippsland Lakes, an estuarine system on the
South-eastern coast of Australia.
The significance of phytoplankton dynamics in Gippsland Lakes estuar-
ine system is that it is a significant indicator of the water quality in the Lakes
and also have an impact on the water quality of the system which would af-
fect all life depending on the Lakes. Though it is known that phytoplankton
dynamics are affected by the various physical processes affecting the Lakes,
there is only a limited understanding of the relationships between these bio-
physical parameters and phytoplankton biomass at Gippsland Lakes. To
gain better understanding of the dynamics, a high frequency time series for
each of the biophysical parameters is required. An automatic monitoring
station was, therefore, set up at Point King, Gippsland Lakes which gener-
ated a time series of a set of relevant biophysical parameters.
Considering the complexity of the time series, a non-linear statistical
tool, Feed Forward Neural Network (FFNN), was used to gain an under-
standing of the statistical relationships within biophysical parameters and
phytoplankton by the analysing time series. However, as mentioned above,
there is a need for a better framework for using non-linear statistical tools
like FFNN.
The objective of the current research, therefore, is:
(a) To increase the understanding of the statistical relationships between
biophysical parameters and chlorophyll levels, especially with respect
to time scales, using monitored data from Point King, Gippsland
Lakes.
Chapter 6 presents the discussion of the significant findings from the
research and the conclusions. The chapter ends with a short section
on recommendations for future work in the area.
2
Chapter 2
Literature Review
The previous chapter (Chapter 1) has already defined the aims and
the scope of the research. This chapter presents the relevant literature
and establishes a back ground to the research undertaken.
The first section (Section 2.1) introduces the geographical area of
study; Section 2.2 looks at the parameter under consideration, i.e.,
the phytoplankton biomass and chlorophyll levels in the estuarine en-
vironment. The next section (Section 2.3) focuses on the modelling ap-
proaches used for ecological modelling, i.e., the process-based and the
statistical approach. The next few sections discuss the specific non-
linear modelling approach, Feed Forward Neural Network (FFNN).
Section 2.7 provides the theoretical basis of FFNN and Section 2.5
gives an overview of the use of FFNN for ecological modelling. Sec-
tion 2.6 presents some significant issues regarding implementation of
FFNN, including model selection and sensitivity analysis for calibrated
FFNN models. The final section (Section 2.8) of the chapter concludes
by summing up the earlier sections to give an overview of the modelling
approach to the relationship modelling in the estuarine system.
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2.1 Ecological System under Study: Gipps-
land Lakes
2.1.1 Physical dimensions
National Land and Water Resource Audit surveyed the Gippsland
Lake system (NLWRA, 2001); most of the following information is
derived from that report. The Gippsland Lakes lie in the temperate
South-East coast of Australia. The width of the estuary is nearly 9km,
whereas the length is around 98 km. The perimeter is nearly 677 km,
and the water area is about 485 km2. The entire system consists of
mainly three connected water bodies: Lake Wellington, Lake Victo-
ria and Lake King (Figure 2.1). There is a navigational canal at the
eastern end.
Figure 2.1: Gippsland Lakes (Image courtesy: Geospatial Science; Names
of the Lakes have been added)
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2.1.2 Interactions with external environment
The navigational canal was constructed in 1889 and connects the Lakes
to the Indian Ocean. The construction of the canal has extensively
modified the once freshwater system. The Lake system is now a wave
dominate estuary, in which waves are the principal factor in shaping
the overall geomorphology. The tidal cycle is semi diurnal with roughly
two high waters and two low waters each tidal day. The region around
Gippsland Lakes is moderately developed (NLWRA, 2001); “forests
have been cleared and towns and sewers built which have altered the
delivery of freshwater and nutrients into the Lakes” (Webster et al.,
2001). The principal rivers are the LaTrobe, Avon and Thomson dis-
charging into Lake Wellington, and the Mitchell, Nicholson and Tambo
discharging into northern Lake King. “The annual river discharges are
highly variable from year to year, and a large proportion of the annual
flow is typically delivered in ‘flood events’ of relatively short duration
...which has a profound influence on the Lake’s environmental health”
(Webster et al., 2001). One of the characteristics of the loads into the
Lakes is that they are all large and also consist of dissolved inorganic
nutrient (Webster et al., 2001).
2.1.3 Hydrodynamics in the Lakes
The hydrodynamic processes in Gippsland Lakes, among other things,
were investigated in detail in a study by Gippsland Lakes Environ-
mental Study (GLES) comprising of Department of Natural Resources
and Environment and Commonwealth Scientific and Research Organ-
isation (CSIRO), the following section is entirely based on the reports
published by GLES, which include Walker and Andrewartha (2000);
Webster et al. (2001); Parslow et al. (2001).
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The qualitative description of physical interactions within the Lake
System is given in Webster et al. (2001). Tidal amplitude is extremely
attenuated inside the Lakes, and tidal circulation contributes little to
flushing (Parslow et al., 2001). (Flushing is “the rate at which a lake
or a bay changes its water content” (Webster et al., 2001).) Under low
flow conditions, in summer and autumn, or in drought years, exchanges
between the Lakes and Bass Strait, and between Lake Wellington and
Lake Victoria, are very small and flushing rates are very low, with
flushing times of order 5 to 9 months (Parslow et al., 2001). During low
flows, salinity of surface layer increases due to salt mixing upwards.
Flushing rate is dramatically reduced during flood events (Webster
et al., 2001). Webster et al. (2001, pg. 13) describe the mixing and
flushing, “The more saline bottom water are replenished by water
of relatively high salinity from Reeve Channel, which being denser
than the water in the Lakes basin, flows in along the bottom. Thus
the general pattern of flow within Lake Victoria and Lake King is a
deep inflow of relatively saline water, upward mixing of saline water
across the halocline, and an outflow of relatively freshwater nearer the
surface.” In a study over the period July 1997 to June 1999, Walker
and Andrewartha (2000) found, the mean total river inflow into the
Lakes to be 54.7m3s−1, however, distributed quite unevenly in time.
During the same period Stephens et al. (2004) found that, in Lake
King, the flood water was however restricted to the top 3 to 4 metres,
and thus stratified the previously well-mixed column. Freshwater is
also delivered by rain falling directly on the surface of the Lakes. For
the above period, Walker and Andrewartha (2000) found the mean
rainfall to be 1.38mm per day, which is about 12% of what the river
delivered. An earlier study in 1976-78 had found it to be 6% for their
study period. (Walker and Andrewartha, 2000).
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Tidal response within the lakes is very small (Webster et al., 2001).
“Partly as a result of these small tidal currents and partly due to
incursions of Bass Strait water along the bottom, associated with sea
level changes in Bass Strait, Lake King and Lake Victoria remaining
strongly stratified even after many months of negligible runoff. While
a relatively deep (5 m) surface mixed layer is quickly established by
wind mixing after runoff events, exchange between the surface and
bottom layers in limited” (Parslow et al., 2001). The mixing and
flushing regime impacts the water quality in the Lakes.
2.1.4 Significance of the Lakes
“Major water quality concerns of the Lakes include recurring blooms
of the blue green cyanobacterium Nodularia and extended periods of
reduced oxygen concentration in the bottom water, a state known as
bottom water hypoxia, due to bacterial consumption of algal detri-
tus” (Webster et al., 2001). Any negative impact on the health of the
Gippsland Lake system has severe consequences, as the Lakes consti-
tute an important ecological environment. Certain sites are marked
for importance by the Ramsar Convention, the Japan Australia Migra-
tory Bird Agreement, and the China Australia Migratory Bird Agree-
ment(Munroe et al., 2002; Webster et al., 2001). The Lakes also con-
tain the largest offshore commercial fishing fleet in the state. As a
tourist destination of around 250,000 visitors per annum, it is impor-
tant for economic wealth and employment generation in the region.
The National Institute of Economic and Industry Research estimated
the value of the Gippsland Lakes to the regional economy to be $250
million per annum (Munroe et al., 2002).
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2.2 Phytoplankton in an Estuarine Ecosystem
The significance of the Lakes as an ecosystem has been mentioned
in the previous section, a need has therefore been identified (Webster
et al., 2001) to understand the function of the Gippsland Lakes ecosys-
tem and the factors underlying environmental issues such as water
quality and phytoplankton growth. This section presents an overview
of phytoplankton in the estuarine environment. The first part looks at
what exactly is being measured and the second part looks the estuarine
dynamics with respect to bio-physical parameters and thus introduces
the complexity of the ecological system.
2.2.1 Measure of Phytoplankton
In an aquatic environment, phytoplankton refers to those microscopic
forms that offer little or no resistance to water current and are free
floating and suspended in natural waters and are capable of autotrophic
photosynthesis, as the primary mode of nutrition, which results in a
major synthesis of a new organic matter (Clesceri et al., 1998; Wetzel,
2001). “Phytoplankton consist of a diverse assemblage of nearly all
major taxonomic groups, including photosynthetic cyanobacteria (or
blue-green algae) and algae. The basis of this classification, therefore,
is functional, i.e., from the standpoint of interactions of the physio-
logical characteristics with environmental variables and the effects of
these interactions on growth, primary productivity” (Wetzel, 2001).
As chlorophyll-a is a unique component in plant matter and essential
for photosynthesis, the determination of chlorophyll-a concentration
is used extensively to estimate phytoplankton biomass (Hallegraeff,
1977; Murray et al., 1986; Clesceri et al., 1998). Chlorophyll moni-
toring, including limitations of the measurement for this research, is
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discussed in the section introducing data, Section 3.1.3.
2.2.2 Phytoplankton dynamics
The basic model concerning a phytoplankton bloom for Lake King and
Lake Victoria is given in Webster et al. (2001): “high discharge events
in Lakes King and Victoria flood surface waters with high nutrient
concentrations, which result in large transient blooms. Stratification
and the lack of vertical mixing in these Lakes create a positive feed-
back loop, in which organic matter settling into bottom waters drives
oxygen consumption and bottom water hypoxia. This leads to a shut
down of denitrification, and to high rates of ammonia and phosphate
release that can sustain further phytoplankton growth between run-off
events, particularly of dinoflagellates that can migrate vertically. Pe-
riods of nitrogen-limitation, with elevated surface phosphate, favour
Nodularia blooms. There is a high attenuation in all lakes due to
freshwater inflows and phytoplankton blooms. Bottom plant growth
is inhibited and this inhibits system recovery.”
A basic qualitative knowledge and the complexity of relationships
between the measured parameters and chlorophyll levels is, in some
ways well established (for examples, see Cloern (2001); Lucas et al.
(1999a,b)). Cloern (2001) reviews the current state of knowledge re-
garding the relationships in estuarine system and finds that there has
been a trend of transferring knowledge from lakes to estuarine sys-
tems. Cloern (2001) finds there is considerable difference in estuarine
environments because of their physical features, which may act as fil-
ters to many external influences and thus different estuaries may have
very different responses to the same influences. The review by Cloern
(2001) also emphasises the inter-dependence of the various biophysi-
cal parameters but they may vary dramatically in different estuaries.
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Webster et al. (2001) mentions a process based modelling tool devel-
oped by CSIRO to predict the influences on Australian estuaries. The
challenge, as Webster et al. (2001) mentions, is to see how these rela-
tionships are impacted by the particular physical features of the Lake
system and the external environment of the Lake system.
Another feature of interest in the processes affecting phytoplankton
growth are the various temporal and spatial scales at which processes
function. Daly and Smith (1993) gives a review of relationships be-
tween biophysical parameters including chlorophyll levels in the ocean.
The paper emphasises the inherent challenge of a fluid ecological sys-
tem and also how the significance of different biophysical parameters
changes over different temporal and spatial scales. Though the knowl-
edge cannot be directly applied in estuarine systems the question of
scales at which parameter are significant are relevant to any aquatic
system.
The next section, therefore, looks at the various approaches to ecolog-
ical modelling.
2.3 Ecological modelling approaches
In the previous sections, the thesis establishes the need for understand-
ing the ecological processes specific to unique environments. The com-
plexities in the ecological system were also briefly discussed. Ecological
models aim to quantitatively describe some aspect of the underlying
ecological system. The current section focuses on the ecological mod-
els.
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2.3.1 Definitions
A model is generally defined as a mathematical description of an entity
which enable the studying of a real object without its experimental
analysis (Gerstev and Gertseva, 2004, modified from). Depending on
how one wishes to describe the entity, there are two main approaches
to ecological modelling.
The first approach, also called process-based approach, aims to have
all components in the model have analogous components in the object
(Gerstev and Gertseva, 2004, modified from). Cherkassky et al. (2006)
describes the more realistic approach in which the process-based mod-
els are deterministic models based on ‘first principle’ equations. These
models are “formulated using relevant first principles and observa-
tional data and are usually based on solving deterministic equations
(such as radiative transfer equations)and some secondary empirical
components based on traditional statistical techniques like regression”.
The other approach is the statistical approach, which aims to mimic
systems by extracting and encoding system features within a process
(Saltelli et al., 2006, modified from). Typically, the system features are
expressed as numerical values of observed system parameters. “The
practice is motivated by the hope that the model will produce infor-
mation that has bearing (via a decoding exercise) on the system under
investigation” (Saltelli et al., 2006).
2.3.2 Process-based modelling
The goal of process-based models is ‘identification of the underlying
system’, whereas the goal of a statistical model is to ‘mimic the under-
lying system’ (Cherkassky et al., 2006). In that respect process-based
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models are more useful. But there are some serious limitations regard-
ing process-based models.
Firstly, some of the most important underlying biological processes
are poorly understood (Harwood and Stokes, 2003). This limitation
has, in fact, been observed by Parslow et al. (2001) while modelling
phytoplankton dynamics, as a number of aspects of phytoplankton in
Gippsland Lakes were not well understood.
Harwood and Stokes (2003) also claim that underlying biological pro-
cesses can be described adequately by many rival models. Saltelli
et al. (2006) put it more strongly “natural systems are never closed,
and models put forward as a description of these are never unique.
Hence, models can never be verified or validated, but only confirmed
or corroborated by demonstration of agreement (non-contradiction) be-
tween observation and prediction.” Harris (2002) puts it another way
as “patterns cannot be used to unambiguously infer process, but it
is interesting and highly suggestive that some parsimonious neutral
models based on physiology and allometry can produce remarkably
realistic distributions of body size, abundance and biodiversity.”
Finally, there is also a limitation due to the requirement of data.
Process-based models can require larger data sets (Webster et al.,
2001) containing observations of parameters which might not be easy
to collect (Harwood and Stokes, 2003).
The limitations mentioned above can sometimes make generating a
process-based model impossible. On the other hand, as Harwood and
Stokes (2003) mention, sometimes there is a preference for models
which can be implemented with data that are relatively cheap to col-
lect rather than a more detailed theoretical model. The next section
discusses the limitations of statistical models in greater detail.
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2.3.3 Statistical modelling
As follows from the above section, statistical models are thus preferred
when (a) the processes in underlying system are not well understood
and/or (b) the data required for the theoretical model is difficult to
collect. This section looks at the limitations encountered with statis-
tical models.
James and McCulloch (1990) reviewed various multivariate analysis
techniques in ecology and found that two main disadvantages had more
to do with the way the statistical models were used than with the mod-
els themselves. James and McCulloch (1990) found concerns with (a)
the consistency in the data used to generate and validate the models
(it is always assumed that they belong to inherently the same system)
and (b) the way results were used to propose or confirm theories was
not necessarily justified. (For a detailed discussion about history of
history of statistical modelling in ecology, see Kingsland (1995)).
The other difficulties with statistical methods are:
1. Potential for overfit (White, 2006; Saltelli et al., 2006)
Non linear models can contain many degrees of freedom which
presents a danger of overfitting the curve to model noise along
with the rest of the data.
2. Potential difficulties for interpretation (White, 2006)
The difficulty for interpreting statistical models, lies in the appli-
cation of statistical techniques on data which might not satisfy
the assumptions required by the techniques. For example, one of
the common assumptions is that observations are normally dis-
tributed.
3. Computational difficulties (White, 2006)
13
Computational difficulties can arise in non linear techniques when
the number of free-parameters in the model is very large.
4. Assumption of temporal stationarity (Sprott, 2003)
The assumption that any change in the system, in time, is re-
flected in the inputs to the model. This assumption is difficult
to validate since statistical models do not take into account the
actual processes and the time scales over which they might be
occurring. Thus, in case the measured time series is shorter than
the time scale over which a process might be occurring, it is less
likely that the process is modelled accurately.
The next section gives an overview of Artificial Neural Network and
discusses the above limitations with respect to one of the most popular
ANN architectures, the Feed-Forward Neural Network (FFNN).
2.4 Feed Forward Neural Networks
The previous section enumerated the limitations of statistical mod-
els for ecological modelling. This section presents the Feed-Forward
Neural Network as a non-linear statistical technique. This section also
addresses some of the limitations mentioned in the previous sections.
Artificial Neural Networks (ANN) have been in use for function ap-
proximation, or statistical modelling for a very long time, Haykin
(1998) presents an excellent review on the topic. This section briefly
presents some relevant details.
FFNN “is essentially a group of interconnected computing elements,
or neurons. A neuron computes the sum of its inputs (which are
either the outputs of other neurons or external inputs to the system)
and passes this sum through a non-linear function, such as sigmoid
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or hard threshold, called activation function. Each neuron has only
one output, but this output is multiplied by a weight factor if it is to
be used as the input to another neuron. The result is that there is
a separate, adjustable weight parameter for each connection between
neurons” (Rogers and Vemuri, 1994). (Figure 2.4).
Figure 2.2: Single FFNN Neuron to show relation between inputs, weights,
activation function and output
In a FFNN, there are no connections within neurons of the same layer
nor do connections form any kind of a loop. Therefore, the signal
produced by an external input moves in only one direction and the
output of the network is just the output of the last group of neurons
in the network. In this case, the network behaves mathematically like
a nonlinear function of inputs (Rogers and Vemuri, 1994) (Figure 2.5).
A feed-forward neural network (FFNN) with one hidden layer can rep-
resent any continuous function to an arbitrary accuracy given enough
hidden neurons (Cybenko, 1989; Hornik et al., 1990). Unless specified
otherwise, this thesis shall refer to only a single hidden layer FFNN.
An algorithm, called error back-propagation, for calibrating a FFNN
to represent a function was first presented by Rumelhart et al. (1986).
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Figure 2.3: Generic FFNN architecture with a single hidden layer
Since Rumelhart et al. (1986), a lot of research has gone into training
algorithms and The Levenberg-Marquardt algorithm has been found
more efficient (Hagan and Menhaj, 1994).
Given the results by Cybenko (1989); Hornik et al. (1990) and Hagan
and Menhaj (1994), the potential capabilities of FFNN is established.
The limitation appears in the form of the large number of free param-
eters in a FFNN, including the size of hidden layer and initial values of
biases and weights, that need to be determined before training (Con-
way, 1998). Thus, the limitation of FFNN is that of finding the optimal
solution. Incidentally, in practical cases, this is not found to be much
of a problem because a statistically optimal solution increases the risk
of overfitting (see Section 2.3.3) (Conway, 1998; Curry and Morgan,
2006). Ultimately, it is the capacity of the network to generalise (or
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not overfit) which is important (Curry and Morgan, 2006).
Also, computational limitation (mentioned in the previous section)
does not limit use of FFNN since specialised software with efficient
algorithms are being developed and used. For example, as mentioned
above, The Levenberg-Marquardt algorithm is much more efficient in
time than the previous training algorithms.
2.5 FFNN applications in Ecology
The previous section presented briefly an overview of the theoretical
basis for the capabilites of a single hidden layer FFNN. The assump-
tions for a single hidden layer FFNN to approximating a function to
an arbitrary accuracy, were presented (a) the original function should
be continuous, (b) there must be sufficient number of nodes in the hid-
den layer. It was found that the limitation to find an optimal network
is not constricting as it is the ability to ‘generalise’ that is typically
the problem. This section reviews the use of FFNN in ecological mod-
elling.
Maier and Dandy (2000) reviewed papers with ANN modelling in ecol-
ogy until 1998; this review mostly includes papers that have been pub-
lished since. This review does not include all papers1, given the growth
in the area in the past few years (Lek and Gue´gan, 1999). The aim of
the review is to give an overview of the objectives and the limitations
1The papers included in this study are: Maier and Dandy (1998); Maier et al. (1998);
Aussem and Hill (1999); Barciela (1999); Scardi and Jr. (1999); Karul et al. (2000); Wei
et al. (2001); Jeong et al. (2001); Olden and Jackson (2001); Wilson and Recknagel (2001);
Walter et al. (2001); Scardi (2001); Recknagel (2001); Bobbin and Recknagel (2001); Olden
and Jackson (2002a); Aitkenhead et al. (2003); Ibarra et al. (2003); Lee et al. (2003);
Aitkenhead et al. (2004); Coppola et al. (2005); Kingston et al. (2005); Jeong et al. (2006);
Ozesmi et al. (2006).
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of the studies.
The basic assumption for nearly all modelling using ANN is, as given
by Rogers and Vemuri (1994), that a well-defined relationship exists
between the past values and the future values of a time series (uni- or
multivariate); The attempt is to approximate the functional relation-
ship between the past values and the future values.
Adya and Collopy (1998) reviewed applications of neural networks for
forecasting and prediction in banking and finance and found (a) neural
networks are generally more effective than other statistical techniques
and (b) there is a lack of knowledge regarding methodology for im-
plementing and validating neural networks in published papers. The
review by Maier and Dandy (2000) of the application of neural net-
works for modelling in ecology presented similar conclusions. The
focus of the review by Maier and Dandy (2000) was how ANN were
implemented and the observations showed that many papers did not
publish the relevant details.
This review looks at prediction using ANN in ecology. The use of the
term ‘prediction’ appears to create ambiguity in the area with certain
papers referring to ‘true’ prediction, for example, Lee et al. (2003).
The confusion arises due to the fact that the relationship being mod-
elled ‘relates parameters separated in time’, however, the calibrating
data set is generally not observed in time prior to the testing set. For
example, Bobbin and Recknagel (2001) calibrate a model for the years
1986 to 1993 but tests it on data from the years 1983 to 1986. However
the use of the term is usually clearer in the context; and use of terms
like forecasting and prediction to differentiate between the two is not
commonly accepted.
Enumerated below are the stated objectives of the papers published
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regarding modelling ecological data.
1. Gaining better understanding of the underlying system and/or to
check the potential for prediction.
Involves generating a model to relate parameters separated spa-
tially or temporally. Generally includes some kind of sensitivity
analysis. For example, Wei et al. (2001); Jeong et al. (2001);
Ibarra et al. (2003); Wilson and Recknagel (2001); Olden and
Jackson (2001); Coppola et al. (2005).
2. Comparing different methodologies and/or develop new heuristics
to train neural networks better
The objective is less demanding than the one above, as assump-
tions about the ecological system and data, are less likely to affect
the conclusions in the paper. For example, Olden and Jackson
(2001); Maier and Dandy (1998); Lee et al. (2003); Scardi (2001);
Barciela (1999); Scardi (2001); Aitkenhead et al. (2003); Ozesmi
et al. (2006).
3. To replace another computation and memory demanding model
with a cheaper ANN model, (Aussem and Hill, 1999).
The most striking feature in the papers on ecological modelling is the
scarcity of observed data to generate models. Lek and Gue´gan (1999)
finds that in most ecological datasets the number of observations is
either too few or each observation is unique information which is not
contained in any other data point. There are different solutions im-
plemented to this problem:
1. The leave-one-out method for testing model
This was a recommended method to deal with dataset limitation
in Lek and Gue´gan (1999). This method involves the dataset
being divided into n parts, out of which n-1 parts are used to
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calibrate the model while the remaining part is used to test it.
This would be repeated n times so that every part is used once in
the testing dataset and n-1 times in the calibration dataset (Lek
and Gue´gan, 1999). The disadvantage is obvious, and often ac-
knowledged by the authors themselves (for example, Ibarra et al.
(2003)), that a model cannot realistically be tested on the same
data on which it is calibrated.
2. Interpolate data between points
This is one of the most common approaches often implemented
due to irregular monitoring (for example, Ibarra et al. (2003);
Scardi and Jr. (1999); Maier and Dandy (2000))
The reason behind interpolation is not always clearly stated in
the papers. One can only assume that the reasoning is that values
between two observations can be easily estimated. Such an ar-
gument needs to be validated more throughly, as scales at which
processes interact in ecological systems is an interesting area of
research by itself (Habeeb et al., 2005).
3. Use simulated data
This is typically used for validating a technique prior to using it
on an ecological set (Olden and Jackson, 2002a). This solution
has limited application and makes assumptions about statistical
properties of ecological datasets.
It, therefore, has been suggested that the best solution would be to
use larger datasets (Gooijer and Hyndman, 2006), however, automatic
techniques used to collect data in ecological systems introduce their
own set of limitations (Lee et al., 2003). The next chapter (Chapter
3) focuses on these limitations.
The limitation of data has also led to another, less documented, prob-
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lem of division of data into calibrating and testing datasets. Maier
and Dandy (2000) found that the two most common methods to divide
data into calibrating and testing sets were (a) leave-one-out method
and (b)random division. The leave-one-out method has already been
discussed. In random division, a part of the data is selected from the
entire monitoring dataset and is allocated for testing. The division of
data is based on the assumption that any section of data is equivalent.
This assumption is questionable, and should be further analysed.
Apart from the limitations mentioned above, the exponential growth in
the area of applying neural networks in ecology has led to establishing
certain heuristics for generating a calibrated FFNN. The next section
overviews some of the relevant heuristics.
2.6 Implementing FFNN
The previous section discussed the applications and limitations in the
use of FFNN in ecological models. The various heuristics regarding
calibrating FFNN to generate models has been discussed exhaustively
in literature, for example, Haykin (1998). These heuristics would be
discussed in Chapter 4, which discusses the methodology. This section
discusses two significant concerns (a) selection of “best” FFNN model;
and (b) the sensitivity analysis methods for FFNN models.
2.6.1 Measure of Model Performance
In the papers reviewed, it was found that, the measure of model per-
formance was generally not an important consideration. The papers
typically used any one of the many measures of error with (a) Root
Mean Squared Error (RMSE) and (b) ‘Regression coefficient between
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modelled and observed values’ being a popular choice. The differ-
ence between the two being that RMSE depends on the values while
regression coefficient lies between -1 and 1.
The significance of measure of model error has been emphasised in
Armstrong and Collopy (1992). Armstrong and Collopy (1992); Win-
kler (1992) discuss the different error measures and find that since
models may be used for different purposes, there might be a need to
look at different measures of error. Looking at different measures of
error however makes decision making complicated and difficult (Arm-
strong and Collopy, 1992).
Looking at individual measures of error, Armstrong and Collopy (1992)
found that RMSE is sensitive to scale of the values and therefore does
not work well across time series, especially with different scales of
numerical values. The Mean Absolute Percentage Error (MAPE) is
the most popular unit-free (i.e., not sensitive to scale) measure of
error. However, the disadvantage of MAPE is that it “puts heavier
penalty on forecasts that exceed the actual than those that are less
than actual. For example, the MAPE is bounded on the lower side
[i.e. when the forecast is less than the observed value] by an error of
100%, but there is no bound on the higher side [i.e. when the forecast
is greater than the observed value]” (Armstrong and Collopy, 1992).
In ecological modelling, probably because of the importance of trends,
regression coefficient is a popular measure of error and is often used
as the only measure of error, for example, Barciela (1999); Wei et al.
(2001). The disadvantage of regression is also that it is sensitive to
extreme values. A model that generates a regression coefficient of 0.7 is
generally considered good, for example, (Wilson and Recknagel, 2001).
It can thus be seen that all the different measures of model performance
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have their respective limitations, but the different measures of errors
give different information about the model (Winkler, 1992). Also, as
mentioned above, using too many different measures of error makes
decision making difficult.
2.6.2 Sensitivity Analysis
“Sensitivity Analysis is the study of how the variation in the output of
a model (numerical or otherwise) can be apportioned, quantitatively
or qualitatively to different sources of variation” Commission (2006).
Sensitivity analysis has also been defined “mathematically as differen-
tiation of output with respect to input” (Saltelli et al., 2006). The con-
fusion of different definitions of sensitivity analysis is apparent in the
reviews of sensitivity analysis techniques for neural networks (Gevrey
et al. (2003) and Olden et al. (2004)). While Gevrey et al. (2003) refer
to the algorithms using various names, including one called sensitiv-
ity analysis, Olden et al. (2004) uses sensitivity analysis as a generic
term encompassing all the techniques used to compare contribution of
variables in the neural network model. This thesis will use sensitiv-
ity analysis as a generic term encompassing all the various techniques
following the definition above given by Commission (2006).
The objective of sensitivity analysis, therefore is to give information
about the relative importance of the uncertain factors in determining
the output of interest. Gevrey et al. (2003) and Olden et al. (2004)
reviewed sensitivity analysis methods for FFNN. Gevrey et al. (2003)
compared different sensitivity analysis methods on an ecological case
study and found ‘partial derivative method’ appealing due to its sta-
bility and computational coherence. Olden et al. (2004) compared
all the above methods and another sensitivity analysis method called
connectionist method (Olden and Jackson, 2002b) on a simulated data
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with known correlation structure and found the ‘connectionist weight
method’ most accurate. Both methods are presented below.
2.6.2.1 Partial Derivative Methods
Saltelli et al. (2006) mentions that one of the most widespread tech-
nique is by computing derivatives. Given that Y is the output and Zi
for i = 1 to n, are the n inputs to the model, the derivative of Y with
respect to each input would be calculated:
Y ′Zi = ∂Y/∂Zi (2.1)
The comparative values of Y ′Zi would give the comparative impor-
tance of each input, say, Z1 > Z2 > ... > Zr (Saltelli et al., 2006).
The limitations of the derivative values is that the factor with a very
large standard deviation/ variance seem to be the most important
(Saltelli et al., 2006). This limitation emphasises the need for normal-
isation of the parameter before modelling and is discussed in Section
4.5 along with the methodology. The algorithm for this partial deriva-
tive method for FFNN is presented in Dimopoulos et al. (1995), the
method is explained in Dimopoulos et al. (1999).
2.6.2.2 Connectionist Weight Methods
The connectionist weight method calculates the product of the raw
input-hidden and hidden-output connection weights between each in-
put neuron and output neuron and sums the products across all hidden
neurons (Olden and Jackson, 2002b; Olden et al., 2004).
An important limitation of the connectionist weight method appears
to be its dependence on the weights in a FFNN. It is well known that
“even with networks offering best fit, there is no unique set of weight
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values. ...it is therefore possible to replicate the RMS but not the indi-
vidual weight values. Indeterminacy of weights arises simply because
of the presence of latent variables: the number of weights is less than
the effective degrees of freedom and there are substantial interdepen-
dencies between weights” (Curry and Morgan, 2006). This dependence
of the connection weight method may affect the robustness of the sen-
sitivity analysis. Saltelli et al. (2006) lists robustness as an important
parameters - “The link between sensitivity and robustness is well es-
tablished, i.e. modellers agree that an inference becomes stronger if it
can be demonstrated that it is insensitive to uncertainties.”
2.7 Feed Forward Neural Networks
The previous section enumerated the limitations of statistical mod-
els for ecological modelling. This section presents the Feed-Forward
Neural Network as a non-linear statistical technique. This section also
addresses some of the limitations mentioned in the previous sections.
Artificial Neural Networks (ANN) have been in use for function ap-
proximation, or statistical modelling for a very long time, Haykin
(1998) presents an excellent review on the topic. This section briefly
presents some relevant details.
FFNN “is essentially a group of interconnected computing elements,
or neurons. A neuron computes the sum of its inputs (which are
either the outputs of other neurons or external inputs to the system)
and passes this sum through a non-linear function, such as sigmoid
or hard threshold, called activation function. Each neuron has only
one output, but this output is multiplied by a weight factor if it is to
be used as the input to another neuron. The result is that there is
a separate, adjustable weight parameter for each connection between
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neurons” (Rogers and Vemuri, 1994). (Figure 2.4).
Figure 2.4: Single FFNN Neuron to show relation between inputs, weights,
activation function and output
In a FFNN, there are no connections within neurons of the same layer
nor do connections form any kind of a loop. Therefore, the signal
produced by an external input moves in only one direction and the
output of the network is just the output of the last group of neurons
in the network. In this case, the network behaves mathematically like
a nonlinear function of inputs (Rogers and Vemuri, 1994) (Figure 2.5).
A feed-forward neural network (FFNN) with one hidden layer can rep-
resent any continuous function to an arbitrary accuracy given enough
hidden neurons (Cybenko, 1989; Hornik et al., 1990). Unless specified
otherwise, this thesis shall refer to only a single hidden layer FFNN.
An algorithm, called error back-propagation, for calibrating a FFNN
to represent a function was first presented by Rumelhart et al. (1986).
Since Rumelhart et al. (1986), a lot of research has gone into training
algorithms and The Levenberg-Marquardt algorithm has been found
more efficient (Hagan and Menhaj, 1994).
Given the results by Cybenko (1989); Hornik et al. (1990) and Hagan
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Figure 2.5: Generic FFNN architecture with a single hidden layer
and Menhaj (1994), the potential capabilities of FFNN is established.
The limitation appears in the form of the large number of free param-
eters in a FFNN, including the size of hidden layer and initial values of
biases and weights, that need to be determined before training (Con-
way, 1998). Thus, the limitation of FFNN is that of finding the optimal
solution. Incidentally, in practical cases, this is not found to be much
of a problem because a statistically optimal solution increases the risk
of overfitting (see Section 2.3.3) (Conway, 1998; Curry and Morgan,
2006). Ultimately, it is the capacity of the network to generalise (or
not overfit) which is important (Curry and Morgan, 2006).
Also, computational limitation (mentioned in the previous section)
does not limit use of FFNN since specialised software with efficient
algorithms are being developed and used. For example, as mentioned
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above, The Levenberg-Marquardt algorithm is much more efficient in
time than the previous training algorithms.
2.8 Summary
This section summarises the entire chapter.
Gippsland Lakes are a freshwater-turn-estuarine system on the South-
east coast of Australia. The Lakes have inflows from major rivers and
are connected to the Bass Strait through a man-made canal at the
eastern end. The Lakes are prone to high nutrient discharge that are
highly episodic in nature. There are saline inflows from the ocean and
Lake King and Lake Victoria are persistently salinity stratified. The
major water quality concerns of Gippsland Lakes are algal blooms and
bottom-water hypoxia. Gippsland Lakes are significantly important
as an ecological system that is home to important species and has
value as an economic entity. It is therefore critical to increase the
understanding of the dynamics in the estuarine system and manage
the system to ensure high water quality.
Phytoplankton biomass in an aquatic environment is a significant indi-
cator of water quality. Phytoplankton biomass is usually indicated by
chlorophyll levels, which is the unique pigment in the phytoplankton
and is used by the organism to photosynthesise. The interactions of
phytoplankton with the aquatic environment are qualitatively under-
stood. It is well known that various biophysical parameters, including
chlorophyll levels, are interdependent on each other. Estuarine systems
however vary significantly from each other and are known to be con-
siderably affected by the physical features which, for example, impact
on the interaction between freshwater and oceanic water. A generic
knowledge of interactions between biophysical parameters in estuarine
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systems, therefore, is of limited use to the management authority.
Specific models for the ecological system can be based on the physical
processes occurring in the estuary or can be based on the statistical
relationships between observed biophysical parameters. The purpose
of a process model is different to that of a statistical model. A process
model uncovers the cause and effect relationships in the underlying
system. This is different from a statistical model that aims to find
statistical relationships between parameters which may then either
confirm a process model or may be used to guide further research.
Statistical models have more flexible data requirements and therefore
have also been found to have a more direct use for the water manage-
ment authority than process based models.
It has been observed that there has been a reluctance to accept statis-
tical models in ecology due to a number of reasons including (a) initial
linear models were unsuccessful in modelling complex ecological sys-
tems; (b) statistical models were not validated properly due to lack of
data or assumptions of statistical techniques were not clearly stated;
or (c) sometimes results from statistical models were used make bolder
claims than was warranted.
With the advent of accessible computational power, techniques like
neural networks have been made available. FFNN have been shown
to be capable of being a universal approximator, and algorithms have
been made available to calibrate FFNN to model a system accurately.
FFNN have been introduced in ecological modelling and the growth
in this research area has been substantial. However, use of FFNN in
ecological modelling has not been the best possible due to certain lim-
itations including: (a) the lack of understanding of the technique and
its requirements, (b) improper validation of a calibrated FFNN - due
to lack of data and due to unwarranted assumption about the under-
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lying ecological system (c) FFNN do not have analogous components
to the system they are trying to imitate, which limits the use of the
model beyond function approximation or prediction.
As mentioned, one of the major concerns is regarding validation of cal-
ibrated models, due to the lack of sufficient data. With development
and growing use of automatic sensors, the quantitative requirement
of data is expected to at least be partially fulfilled (there would still
be a lack of long historical time series). However, automatic sensors
introduce other limitations to the data quality, for example, due to
maintenance and calibration. Modelling this kind of data would re-
quire powerful techniques capable of dealing with these kinds of noise.
It can hence be seen, that there is huge potential in FFNN for eco-
logical modelling especially with the advent of high computational
facilities and automatic sensors. However, there is a need to develop
a modelling approach which is sensitive to the general characteristics
of an ecological system, and which ensures robust testing of the cal-
ibrated network. There is also a need to use FFNN models to gain
better understanding of the underlying system. Such an understand-
ing of phytoplankton processes in Gippsland Lakes is critically required
and will help the coastal management authority in decision making to
ensure high water quality in the Lakes.
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Chapter 3
Water Quality Parameters
- Experimental Data
The objective of the research was to increase understanding of the sta-
tistical interactions between biophysical parameters and chlorophyll,
and especially understand how the relationships are affected in time.
Section 2.2 discussed the complexity of these interactions.
The various biophysical parameters are indicators of the water quality
of the Lakes. These parameters are interdependent and have an im-
pact on each other at different time scales. Thus a time series of the
biophysical parameters was obtained for Point King and was analysed
to study the relationships of the parameter with chlorophyll at differ-
ent time scales. The time series consisted of biophysical water-quality
parameters, i.e., depth, temperature, salinity, dissolved oxygen, tur-
bidity and chlorophyll.
The current chapter introduces the time series data from Point King,
Lake King in the Gippsland Lakes. The first section (Section 3.1)
introduces the monitoring set-up, and the limitation it imposes on
the data quality. The next section (Section 3.2) presents the time
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series derived from the monitoring station. The observed parameters
are then discussed in Section 3.3 focusing on the significance of the
measured parameters in relation to the phytoplankton growth and
hence chlorophyll levels. The next section (Section 3.4.1) establishes
the classification of the time series into seasonal sets on the basis of
which data analysis was performed.
The details about the measurement techniques of the parameters, de-
scribed in Section 3.1.2 and their limitations, described in Section 3.1.3
are completely obtained from YSI Incorporated (1999).
3.1 Fixed-Site Sensor
This section presents the monitoring set-up and the limitations it im-
poses on the data quality.
An automatic sensor, YSI 6600 Sonde was attached to a navigational
platform (37◦53.131’S 147◦46.486’E) in Lake King. The sonde was
fixed to a mooring submerged in water. It had been programmed to
measure a set of water quality parameters, i.e., depth, temperature,
salinity, dissolved oxygen, turbidity and chlorophyll at constant time
intervals.
It is important to note that the sensor lay at a fixed coordinate in water
in Lake King. Lake King is a persistently stratified water system with
complex interactions within the layers (See Section 2.1). Due to the
changing height and other interactions between the layers, the fixed
sensor measures biophysical parameters in different layers existing in
the water. Diagram 3.1 is a short section in the salinity time series that
clearly shows the sensor moving between layers with different salinity
levels.
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Figure 3.1: Example to show position of sensor with respect to water layers
(Short section in the salinity time series that shows the sensor moving with
respect to water layers with different salinity levels)
3.1.1 Selection of site for data collection
The site, Lake King navigational platform, was selected based on the
following criterion (Malcolm McCausland; personal communication,
August 8, 2005):
1. Being an algae - prone area.
2. Being equidistant from the eastern rivers and being heavily influ-
enced by the inflows from these rivers.
3. Security of site against theft and vandalism.
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3.1.2 The YSI sensor measured parameters
The parameters under observation were selected on the basis of their
significance to algal growth, as understood by existing literature (pre-
sented in Section 3.3). The selection was however, considerably af-
fected by the practical issue of sensor maintenance, as discussed in
Section 3.1.3.
The following parameter were reported by the YSI:
1. Depth
2. Temperature
3. Salinity
4. Dissolved oxygen
5. Turbidity
6. Chlorophyll
The specifications of the YSI sonde are given in Table 3.1. The tech-
niques used to measure respective parameters is briefly discussed be-
low:
3.1.2.1 Temperature
The sonde utilises a thermistor of sintered metallic oxide that changes
predictably in resistance with temperature variation. The algorithm
for conversion of resistance to temperature is built into sonde software
and accurate readings are provided.
3.1.2.2 Depth
The sonde uses a differential gauge transducer to measure pressure.
One side of the transducer is exposed to water and the other side is
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S.No. Parameter Range and Unit
of measurement
Accuracy Resolution
1 Depth Expected 0.045feet for
1mmHg change in at-
mospheric presure
2 Temperature −5 ◦C to 45 ◦C ± 0.15 ◦C 0.01 ◦C
3 Salinity 0 to 70 PSU ± 1.0 % of reading or
0.1 PSU whichever is
greater
0.01
PSU
4 Dissolved
Oxygen
0 - 50 mg/L 0 - 20 mg/L: ± 2 %
of reading or 0.2 mg/L
(whichever is greater)
0.01
mg/L
20 - 50 mg/L: ± 6 % of
reading
5 Turbidity 0 to 1000 NTU ± 5 % reading or 2 NTU
(whichever is greater)
0.1 NTU
6 Chlorophyll 0 to 400 µg/L No specification pro-
vided
0.1 µg/L
7 Conductivity∗ 0 to 100 mS/cm ± 0.5 % of reading or
0.001 mS/cm
0.001
mS/cm
to 0.1
mS/cm
(range
depen-
dent)
8 Dissolved
Oxygen (in
saturation
percentage)∗
0 to 500% air
saturation
0-200 air saturation:
± 2% of reading or
2% of air saturation
(whichever is greater)
200 - 500 air saturation:
± 6% of reading
Table 3.1: Specifications of YSI sonde
∗ These quantities were directly measured by the sensors and were used to
calculate other parameters
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exposed to a vacuum. The transducer measures the pressure of the
water column plus the atmospheric pressure above water. As depth
had been calibrated in air, the software has a record of the atmospheric
pressure and subtracts it from all subsequent measurements.
3.1.2.3 Salinity
Salinity is not directly measured; it is calculated from conductivity
and temperature measurements. The software uses a standard for-
mula (Clesceri et al., 1998) where salinity is derived from a unitless
conductivity ratio, depending upon conductivity at the given tem-
perature and a standard solution. Salinity values obtained from this
formula are very close to those determined by Parts Per Thousand
(ppt) method (YSI Incorporated, 1999).
3.1.2.4 Conductivity
The sonde measures conductivity of the sample by utilising a cell with
four pure nickel electrodes. Two of the electrodes are current driven,
and two are used to measure the voltage drop. This value is then
converted to a conductivity value in milli-Siemens per cm (mS/cm)
by multiplying by the cell constant that has units of reciprocal cm
(cm−1). Conductivity was used to calculate other parameters used for
modelling.
3.1.2.5 Dissolved Oxygen
The sondes employ the patented YSI Rapid Pulse system for the mea-
surement of dissolved oxygen. The Rapid Pulse system utilises a Clark-
type sensor that is similar to other membrane-covered steady-state
dissolved oxygen probes (Clesceri et al., 1998).
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Dissolved Oxygen is thus measured as partial pressure of oxygen (per-
cent saturation). The temperature compensation for the percent satu-
ration reading is empirically derived. The solubility of oxygen in mg/L,
is calculated from percent saturation and temperature is carried out
using formulae available in Clesceri et al. (1998).
3.1.2.6 Turbidity
Turbidity is determined by shining a light beam into the sample so-
lution and then measuring the light that is scattered off the parti-
cles which are present. The turbidity sensor uses an Light Emitting
Diode (LED) to produce radiation with wavelength between 830 nm
and 890 nm; a photodiode of high sensitivity is used as the detector.
The angle between the emitted and the detected radiation is 90 de-
grees. The sensor is equipped with a mechanical wiper to periodically
clean the sensor.
The output of the sonde turbidity sensor is processed via sonde soft-
ware to provide readings in Nephelometric Turbidity Units (NTUs).
3.1.2.7 Chlorophyll
The sensor is based on the fluoresce property of chlorophyll; that is,
when irradiated with light of a peculiar wavelength, chlorophyll emits
light of a higher wavelength. The sensor has an LED as the source of
irradiating light that has a peak wavelength of approximately 470 nm.
This induces chlorophyll resident in the whole cells to fluoresce; it emits
light in the 650-700 nm region of the spectrum. A photodiode of high
sensitivity is used as a system detector to quantify the fluorescence. A
filter is fitted with the photodiode to prevent the 470 nm exiting light
from being detected when it is backscattered off of particles in the
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water. The sensor is equipped with a mechanical wiper to periodically
clean the sensor. The output of the sensor is automatically processed
via sonde software to provide readings of chlorophyll (in µg/L).
3.1.3 Sensor maintenance and limitations on data
Using automatic sensors for high frequency measurements usually in-
volves a pay-off with respect to the quality of the data. The alterna-
tive methods for parameters which may yield better accuracy cannot
be used at high frequency. It is significant to understand these lim-
itations before any analysis. This section notes some of the known
concerns that limit data quality.
3.1.3.1 Limitations in Chlorophyll measurement
There are known limitations in measuring chlorophyll as an indica-
tor of phytoplankton biomass using fluorescence. For instance, “The
optical methods can significantly under- or overestimate chlorophyll-a
concentrations in part because of their overlap absorption and flu-
orescence bands of co-occurring accessory pigments and chlorophyll
degradation products” (Clesceri et al., 1998, pg. 10-18). “Chloro-
phyll content per unit organic matter may also vary widely according
to species composition, cell age, nutrient availability, light intensity
and temperature” (Hallegraeff, 1977). Further, the conversion of flu-
orosence to chlorophyll, in µg/L, depends upon the calibration which
would be more accurate if performed on chlorophyll extracted from
the monitored water.
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3.1.3.2 Effects of biofouling
The sensor manual (YSI Incorporated, 1999) mentions that subsur-
face macroscopic filamentous algae strands can attach themselves to
the wiper arm and also remain resident on the probe optics even after
a cleaning cycle. This can be a cause of noise in chlorophyll measure-
ments.
3.1.3.3 Effects of non-homogeneous particles in water
For spikes in observations from sensors based on optical measurements,
the sensor manual enumerates a few possible causes: (a) the water may
be non-homogeneous with regard to the size of suspended particles,
(b) there may be a large particle passing over the optical surface and,
(c) there may be improper parking of the sensor wiper. Presence of
bubbles also cause improper measurement of turbidity.
The above list (Section 3.1.3.1 to 3.1.3.3) enumerates what are believed
to be more relevant causes of error. An exhaustive list of possible
causes of error in data is given in YSI Incorporated (1999).
3.2 Data sampling history
As has been acknowledged earlier, this research was part of an ongoing
project at School of Civil, Environmental and Chemical Engineering,
RMIT University; the team located at the RMIT City campus and
Gippsland Lakes campus corroborated for the data collection. Some
preliminary results from the data have been presented in Khanna et al.
(2004, 2005); Khanna and Smith (2005).
The YSI sonde was installed on site between 15 March 2002 and 20
July 2004. The entire data collection regime was beset with many
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maintenance and operational limitations. Bio-fouling was one of the
main concerns during monitoring and one that had an impact on the
life of the sonde. Prolonged factory servicing of the sonde also limited
the time for monitoring at the site.
The data summary of the time series is given in Table 3.2. The bio-
physical parameters were thus monitored on site for durations from all
the four seasons, i.e, spring, summer, autumn, winter. The biophysi-
cal parameters measured were (a) depth, (b) temperature, (c) salinity,
(d) dissolved oxygen, (e) turbidity and (f) chlorophyll. For Winter
2004 dataset, the dissolved oxygen sensor broke-down however other
biophysical parameters were monitored. The sonde also recorded the
clock time for each observation which was used during the analysis.
The data was stored in the sonde memory and was retrieved either
through HyperTerminal c© or manually during maintenance.
3.3 Biophysical parameters: Time series
The objective of the research was to model relationships between bio-
physical parameters and chlorophyll levels at Point King, Gippsland
Lakes. This section presents briefly the significance of each of the
monitored biophysical parameter to chlorophyll levels in an aquatic
environment. This section also presents the observed time series for
the biophysical parameters to gain an understanding of the complexity
in trends and cycles and impacts of external events on the time series.
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Table 3.2: Monitored Data Summary
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3.3.1 Depth
3.3.1.1 Significance
In the current data set depth was determined by measuring pressure of
water above the sonde. As has been mentioned before in Section 3.1,
the sonde was fixed to a submerged mooring at the site. The measured
parameter depth, thus, indicates the rise and fall of the water level at
the site. For Lake King these factors leading to fluctuation in water
level include (a)Sea-level forcing, (b)River flows, (c)Rainfall, (d)Wind
and (e)Evaporation (Walker and Andrewartha, 2000).
All these factors are known to have an influence on phytoplankton
biomass. Sea-level forcing is dependent on the physical attributes of
the estuary which is also one of the key factors that decide the sensitiv-
ity of the estuarine system to nutrients (Cloern, 2001). River inflows
affect stratification and available nutrients (Webster et al., 2001; Har-
ris, 2002) and have a direct implication on dominance of phytoplankton
(Harris, 2002). Rain and evaporation also affect the freshwater con-
tent of the lake and stratification (Walker and Andrewartha, 2000).
The flux between freshwater and tidal impacts stratification and other
hydrodynamics which have been found to be of significance to phy-
toplankton biomass (Lee et al., 2005). Lucas et al. (1999a,b) present
an excellent study on the impact of water-level fluctuations on phyto-
plankton biomass at different timescales in a well mixed estuary. (Note
that Lake King is not well mixed.)
It is difficult to measure evaporation (Walker and Andrewartha, 2000),
runoff (Harris, 2002) and, sea-level forcing (Walker and Andrewartha,
2000) directly; depth of the sensor (which indicates water-level fluctu-
ation) is therefore a relevant alternative which is easy to measure.
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3.3.1.2 Observations
The depth time series from Point King is presented in Figure 3.2.
Depth shows a periodicity at scale of around 24 hours, this can be
most clearly seen in Autumn 2002 time series after 20/5/02. However
there are other cycles affecting fluctuations in water level at a scale of a
couple of days, as can be seen in earlier part of Spring’02/ Summer’03
dataset. There are also trends in the data caused, most probably, by
external events, for example, see depth in the Autumn 2004 data set
around the dates of 23/04/04 and 25/04/04.
The range of water level does not vary considerably. In the monitored
data, water level range varies by 0.4 metres in the 19 days of monitoring
in Autumn 2002 and varies by 0.5 metres in the nearly 5 months of
monitoring in Spring’02 - Summer ’03. The range is similar for other
seasonal monitoring as well.
3.3.2 Temperature
3.3.2.1 Significance
Temperature is the measure of heat energy in a body. Water tem-
perature affects the rates of many biogeochemical reactions in water
(Webster et al., 2001). It affects the density of water and has impacts
on mixing within the estuary (Walker and Andrewartha, 2000). It also
affects physical properties of water like solubility and has an effect on
salinity and stratification (Connell, 1997). Studies in estuaries have
also shown that water temperatures within a range are conducive to
phytoplankton growth and blooms do not occur if water temperature
is outside that range (Parslow et al., 2001).
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Figure 3.2: Depth at Monitoring site (Lake King)
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3.3.2.2 Observations
Water temperature monitoring shows periodicity at the scale of 24
hours, most clearly seen in Autumn 2004 (Figure 3.3). There is also
a clear seasonal trend visible in the graphs, with water temperatures
falling as winter approaches in both Autumn 2002 and Autumn 2004
datasets. There is a gradual increase in water temperatures in Spring
’02/Summer ’03 dataset and water temperatures are in a nearly steady
state in Winter 2004. There are visible impacts of external ‘events’ in
water temperature, for example, about a week of low temperature in
December ’02 and in March ’03 recorded in Spring’02/ Summer’03
dataset.
The water temperatures vary considerably between seasons. In Au-
tumn 2004 dataset (which was recorded in March - April) water tem-
perature vary between 22 and 14oCelcius whereas water temperatures
vary between 17 and 11oCelcius in Autumn 2002 (which was recorded
in May-June). Water temperature is quite low at 11 and 8oCelcius in
Winter 2004 (June-July). The water temperature lies in the range of
15 to 22oCelcius in Spring’02/ Summer’03 dataset.
3.3.3 Salinity
3.3.3.1 Significance
Salinity is the measure of the total quantity of dissolved minerals in
water. In Gippsland Lakes, the main source of salinity are inflows from
the ocean. Salinity level are an important indicator of fresh water and
ocean water fluxes in the estuary. These fluxes significantly impact
phytoplankton dynamics at different timescales and are described in
detail in Lucas et al. (1999a,b); Cloern (2001). Salinity is also a major
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Figure 3.3: Temperature at Monitoring site (Lake King)
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indicator for flushing and is affected by river discharge and exchange
scenarios (Webster et al., 2001). Apart from the above, salinity also
directly affects phytoplankton growth. While certain salinity values in
specific ranges are conducive to phytoplankton growth, a bloom shall
not occur if salinity lies outside this range (Parslow et al., 2001).
3.3.3.2 Observations
Lake King shows near persistent stratification, and hence a fixed sensor
that can move relative to the water layers shows an interesting and
complex salinity time series (Figure 3.4). There is a marked temporal
and spatial gradient in salinity and the time series (being only two
dimensional) cannot give a complete picture. Hence the time series
either reflects the change in the height of the halocline (i.e., the zone
of maximum salinity stratification (Webster et al., 2001)) or it reflects
the change of salinity in the water layer. Autumn 2004 time series
from 10/03/04 to 30/03/04 appears to show halocline moving with
respect to the sensor at a near 24 hour cycle.
The ranges of salinity vary between the monitored seasonal datasets
and in case of Autumn 2004 even within the dataset. The salinity
observations are between 10 and 16 PSU for Autumn 2002; whereas
most observations in Spring ’02/ Summer ’03 dataset lie between 10
and 25 PSU. In Autumn 2004, salinity observations for the first 40
days are between 15 and 26 PSU and less than 15 PSU for the final
10 days. In Winter 2004, observations are mostly between 20 and 26
PSU.
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Figure 3.4: Salinity at Monitoring site (Lake King)
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3.3.4 Dissolved Oxygen
3.3.4.1 Significance
The solubility of oxygen in water usually ranges from 6 to 14 mg/L
(Connell, 1997). Amount of Dissolved Oxygen in water depends on
(a) photosynthesis (which releases oxygen), (b) respiration (which con-
sumes oxygen) and (c) exchanges across the air-water interface (Web-
ster et al., 2001). There is usually a vertical gradient of dissolved
oxygen, especially if the water body is prone to bottom water hypoxia
(Webster et al., 2001). Bottom water hypoxia is caused by decomposi-
tion of plant detritus (including phytoplankton biomass) by microor-
ganisms (Connell, 1997).
In the surface layer, to which most of the monitored data belongs,
dissolved oxygen is an indicator of phytoplankton growth as phyto-
plankton affect dissolved oxygen levels. If a significant amount of
phytoplankton exist there is a fluctuation in dissolved oxygen since
phytoplankton release oxygen by photosynthesis during the day and
consume oxygen due to respiration that occurs at all times(Connell,
1997).
3.3.4.2 Observations
Due to equipment breakdown dissolved oxygen could not be monitored
in Winter 2004.
Most of observed time series (Figure3.5) show a periodicity at the scale
of 24 hours, this is most clearly visible in the Autumn 2004 dataset.
The amplitude of this daily cycle however varies, for example, it is
higher during the last ten days of the Autumn 2004 as compared to
most parts of Autumn 2002 dataset. The average dissolved oxygen per
49
day is, however, not steady during the time series, for example, daily
average dissolved oxygen can be seen to fall and rise over different time
periods throughout Autumn 2002.
Dissolved oxygen observations range between 8 and 16 mg/L in Au-
tumn 2002; most observations lie between 1 and 15 mg/L for Spring
’02/ Summer ’03 datasets (with dissolved oxygen levels lower during
the latter part of the monitored period) and 2 and 14 mg/L for Au-
tumn 2004.
3.3.5 Turbidity
3.3.5.1 Significance
Clesceri et al. (1998) defines turbidity as an “expression of the optical
properties that cause light to be scattered and absorbed rather than
transmitted with no change in direction or flux level through the sam-
ple. Nephelometric Turbidity Unit (NTU) is based on a comparison
of intensity of light scattered to a predefined standard. Turbidity is
caused by suspended and colloidal particles, by finely divided organic
and inorganic matter, by plankton and other microscopic organisms”
(Clesceri et al., 1998).
The light climate is crucial for the growth of phytoplankton, light at-
tenuation controls factors such as plant growth and uptake of nutrients
(Webster et al., 2001). Persistent and relatively high turbidity levels
are an indicator of human impact in wave dominated estuaries as they
have low natural turbidity (Ward et al., 1998).(Note that Gippsland
Lakes is a wave dominated estuary.)
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Figure 3.5: Dissolved Oxygen at Monitoring site (Lake King)
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3.3.5.2 Observations
Turbidity time series are most confounding, in the way that it shows
sudden fluctuations of very large amplitude (which also makes the
graph difficult to inspect visually). Turbidity is measured using an
optical sensor and fluctuations such as the ones present in this moni-
toring are expected, possible reasons have been mentioned in Section
3.1.3. Turbidity time series is also presented (Figure 3.7) at a smaller
scale to enable visual inspection.
Turbidity values for Autumn 2002 also show high frequency fluctua-
tions (Figure 3.7), perhaps indicating a non-homogeneous system. The
other three seasons do not show such fluctuations. In Spring ’02/Sum-
mer ’03 turbidity values show a trend of decreasing median. By
14/01/03 lower values were around 1 NTU, but these are interspersed
with very high turbidity values which go over the sensor limit. This
probably means equipment fault; with lack of any other observation
at the site these observations are unreliable. Autumn 2004 data shows
a trend towards lower turbidity in water. Water appears to be the
clearest in Winter 2004, with turbidity values nearly constant between
2 and 5 NTU.
The range of turbidity values vary considerably between the different
seasonal sets and within each seasonal set as well.
3.3.6 Chlorophyll
Chlorophyll measurements as an indicator of phytoplankton biomass
and the dynamics affecting it have been discussed in Section 2.2.
The monitored time series for chlorophyll levels at Point King are
shown in Figure 3.8. As compared to historical data from lakes, for
example Harris and Trimbee (1986), the monitored time series show
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Figure 3.6: Turbidity at monitoring site (Lake King)
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Figure 3.7: Turbidity at monitoring site on a more detailed scale (Lake
King)
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very high levels of chlorophyll (Gustaaf Hallegraeff; personal commu-
nication, December 1, 2005). However, other studies at Gippsland
Lakes have also found similarly high levels of chlorophyll. Stephens
et al. (2004) reports chlorophyll levels of over 1000 µg/l in some loca-
tions in Gippsland Lakes and up to 80 µg/l at the site in Lake King.
Thus, these unusual values are plausible, however, confidence in their
reliability would have increased if there had been an independent cal-
ibration by another method. This drawback, lack of reliability due
to need for calibration, of on site automatic sampling has also been
noted by Jeong et al. (2006). “However, in general the chlorophyll
fluorescence can be viewed as representative of algal biomass and, in
that case, higher fluorescence should represent higher algal biomass”
Lee et al. (2005). Also, in an estuary, Lucas et al. (1999a) and obser-
vations from Gippsland Lakes (Webster et al., 2001) show that growth
of phytoplankton is most often temporally and spatially patchy.
Thus, further analysis needs to be done before comparing chlorophyll
observations to other studies. But, chlorophyll observations are seen
to be internally consistent for the entire time series.
3.4 Preparing data for statistical analysis
The previous section presented the observed time series at Point King.
Each of the parameter was introduced to gain an understanding of the
complexity in trends and periodicities and impacts of external ‘events’
in the time series.
The objective of the research was to model statistical relationships
between biophysical parameters and chlorophyll levels at Point King,
Gippsland Lakes. This section presents again the chlorophyll time se-
ries to develop data sets from the perspective of modelling meaningful
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Figure 3.8: Chlorophyll at Monitoring site (Lake King)
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relationships.
The data was divided on the basis of chronological continuity, thus,
Autumn 2002, Autumn 2004 and Winter 2004 are separated for anal-
ysis. The Spring ’02/ Summer ’03 data set is a 5 month time series,
however there is considerable difference between the pre 17/12/02 and
the post 17/12/02 time series. It is difficult to pin point the reasons be-
hind the difference, possible causes are : (a) a sudden localised bloom,
and (b) bio-fouling or some other form of data break down. Due to the
Christmas break there is no meta data to confirm either of the hypoth-
esis. As has been mentioned earlier, statistical modelling techniques
are sensitive to extreme values, it is best therefore to divide the time
series before further analysis. Spring ’02/ Summer ’03 data was thus
divided into two sets, i.e., (a)Spring ’02 (containing pre 17/12/02 time
series) and (b)Summer ’03 (containing post 17/12/02 time series).
The datasets developed for analysis are summarised in Table 3.4. Fur-
ther graphs are shown in Appendix B.
3.4.1 Seasonal Datasets for Analysis
3.4.1.1 Autumn 2002
The first seasonal dataset consists of approximately 19 days of moni-
toring at the rate of once every fifteen minutes in Autumn 2002.
The chlorophyll levels during the period show fluctuations at short
time scales. There is also a period of high chlorophyll levels around
18/05/02. The monitored chlorophyll levels for the season lie between
about 12 and 77 µg/L. Most values lie between 18 and 50 µg/L, with a
few peaks outside this range. The distribution of chlorophyll levels is
closer to a normal distribution when compared to the other observed
time series.
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Figure 3.9: Chlorophyll Time Series For Autumn 2002 : Time series and
statistical summary
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1
Autumn 
2002 15/05/2002 04/06/2002
every 15 
minutes 1877 19
2
Spring 
2002 10/10/2002 17/12/2002 every 1 hour 1630 68
3
Summer 
2003 17/12/2002 06/03/2003 every 1 hour 1892 82
4
Autumn 
2004 08/03/2004 27/04/2004 every 1 hour 1200 50
5
Winter 
2004 17/06/2004 20/07/2004 every 1 hour 788 32
S. No. Dataset Start Date End Date
Monitoring 
Frequency 
No. of 
Observations
No. of days 
(approxi-
mately)  
Document: Book1, Sheet1
Print Date: 19/03/2007
Page 1 of 1
Table 3.3: Seasonal Datasets for Analysis
3.4.1.2 Spring 2002
The second seasonal set consists of approximately 68 days of monitor-
ing at the rate of once every hour during Spring 2002.
The chlorophyll levels during this period show less short time scale
fluctuations than the previous (Autumn 2002) dataset. The variance
is also smaller, however, the distribution is skewed due to a steep rise
and fall in chlorophyll levels. There is only one major peak which
is around 29/11/07 and rises and falls in a matter of hours. The
monitored chlorophyll levels for the seasonal lie between about 2 and
84 µg/L. However, most values lie between 3 and 20 µg/L.
3.4.1.3 Summer 2003
The third seasonal set consists of approximately 82 days of monitoring
at the rate of once every hour in Summer 2003.
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Figure 3.10: Chlorophyll Time Series For Spring 2002 : Time series and
statistical summary (There is a three hour gap in the time series due to
maintenance period)
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This seasonal set is beset with a large number of out-of-sensor-range
readings by the sonde which makes finding trends in the observations
difficult. The distribution of data points, excluding out-of-sensor-
range readings, is still highly skewed; with periods with low chlorophyll
level and periods with highly fluctuation chlorophyll levels.
3.4.1.4 Autumn 2004
The fourth seasonal set consists of approximately 50 days of monitor-
ing at the rate of once every hour in Autumn 2004.
The seven week seasonal data can be roughly divided into 6 weeks
of lower chlorophyll levels and 1 week of increasing chlorophyll levels
with high amplitude fluctuations. The range of chlorophyll level for
the earlier weeks is between nearly 1 and 275 µg/L. However, most of
the values range between 1 and 25 µg/L. The final week of observation,
in contrast shows fluctuations on a short temporal scale. The values
of chlorophyll range between 5 and 125 µg/L for the period. The
chlorophyll level distribution for the entire 7 week period is highly
skewed.
3.4.1.5 Winter 2004
The fifth and final data set for analysis consists of approximately 32
days of observations at the rate of one every hour during Winter 2004.
The chlorophyll levels are steady till 4/7/04, there are high amplitude
fluctuations for the next week, and chlorophyll levels are mostly steady
after that. The chlorophyll levels range from nearly 5 to 109 µg/L.
However distribution is skewed due to the presence of steep peaks of
chlorophyll level; and for most of the period chlorophyll lies between
5 and 20 µg/L.
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Figure 3.11: Chlorophyll Time Series For Summer 2003 : Time series and
statistical summary (Statistical summary does not include out of range read-
ings)
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Figure 3.12: Chlorophyll Time Series For Autumn 2004 : Time series and
statistical summary
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Figure 3.13: Chlorophyll Time Series For Winter 2004 : Time series and
statistical summary
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3.5 Summary
This section summarises the chapter.
A monitoring station was set up at Point King, Lake King, Gippsland
Lakes using an automatic sensor fixed to a submerged mooring. A set
of biophysical parameters, i.e., depth of the sensor (indicating water
level), water temperature, salinity, dissolved oxygen, turbidity, and
chlorophyll were monitored. The limitations of the monitoring setup
were presented. These include (a) the data quality pay-off due to
automatic high frequency monitoring techniques and (b) limitation
due to operational and maintenance limitations.
Before any statistical analysis, the theory behind the modelling needs
to be presented. In this case, the existing knowledge about the re-
lationships between the biophysical parameters and chlorophyll levels
were presented. The time series of each of the biophysical parameters
were also presented to understand the complexities in each of bio-
physical time series due to different periodicities, trends and impacts
of external events. It was hence seen that (a) the inputs (biophys-
ical parameters) of the model are all inter-dependent (Section 2.2.2
and Section 3.3) and (b) that relationships between them are complex
(Section 3.3 and Section 3.4.1) and (c) exact relationships are specific
to the estuary due to shape and other physical features (Section 2.2.2).
The time series data was then prepared for statistical modelling by
division in five seasonal sets, i.e., Autumn 2002, Spring 2002, Summer
2003, Autumn 2004, Winter 2004. The final section discussed the
chlorophyll time series for each of the five seasonal sets.
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Chapter 4
Methodology
The objective of the research was to increase understanding of the sta-
tistical relationships between biophysical parameters and chlorophyll
and especially understand how these relationships are affected in time.
The complexity of these interactions and the effect of timescales has
been emphasised in Daly and Smith (1993) and have been mentioned
in Section 2.2.
It has also been shown (Section 2.7) that FFNN have the potential to
model complex ecological systems. The limitations of ecological mod-
elling by FFNN have been pointed out (Section 2.5). The objective of
this research was to develop an approach to modelling ecological data
from Point King, Gippsland Lakes that would ensure that (a) results
are rigorously tested, and (b) meaningful information about the statis-
tical relationships between the measured and biophysical parameters
is provided.
This chapter presents the research methodology to systematically model
observed ecological data using FFNN to achieve the mentioned objec-
tives.
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4.1 Chapter Layout
The first section (Section 4.2) presents the concerns regarding data
quality and presents a filtering algorithm for increasing FFNN con-
vergence for model development. The second section, (Section 4.3)
presents two different criteria for dividing the points on the time se-
ries into calibrating and testing sets to calibrate and test models, re-
spectively. The next section, Section 4.4, presents how Input-Target
sets for the models were defined to generate a chronological profile.
Section 4.5 presents calibration and testing procedures for developing
FFNN models and the model selection criteria. Section 4.6 compares
two sensitivity analysis algorithms for ecological systems, and selects
the most appropriate algorithm with respect to this study.
Figure 4.1 gives an overview of the methodology as discussed in this
chapter.
4.2 Data Filtering
The first stage in modelling is to critically analyse the data quality.
This section addresses the concerns regarding data quality of the time
series and presents a workable filtering algorithm.
Ecological time series are seldom free from noise. However detecting
noise in an ecological time series is difficult due to : (a) a lack of meta-
data, especially in case of remote automatic sensor, (b) the uniqueness
of each ecological system, and (c) ecological systems are complex and
open to many external influences. Due to these limitations filtering
ecological time series is inherently difficult and fraught with the risk
of introducing human bias. However, noisy data can substantially limit
modelling and filtering is sometimes necessary before a model can be
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Figure 4.1: Methodology Overview
69
developed.
Thus the objective of filtering is to use an objective algorithm that
does not introduce human bias and filters time series to help develop
a FFNN model.
FFNN calibration, like many statistical techniques is sensitive to ex-
treme values. A numerically large value has a numerically large influ-
ence in measurement of error and prevents proper model development.
All time series will contain extreme values and removing them is too
simplistic and will introduce bias.
Before a filtering algorithm is presented, it is of value to note how the
extreme values, i.e., values that are either much larger or much smaller
than their adjacent observations on the time series, exist on the time
series. The extreme values exist on the time series as a part of:
1. A trend (for example, Figure 4.2),
2. An Impulse (for example, Figure 4.3),
3. A Cluster of high variance (for example, Figure 4.4)
Removing an extreme value that is part of a trend will introduce bias.
An impulse point or a cluster of high variance is assumed to be noise
as a natural parameter, is not expected to increase or decrease consid-
erably in a short time period. A filtering algorithm is thus required
to differentiate between a trend and an impulse point or high variance
cluster.
The following algorithm was used :
(A) Find the extreme values of the time series
Step One: Calculate the absolute difference between each point and
its neighbour, say, ∆x = xt2 − xt1
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Figure 4.2: Example to show extreme values as part of a trend
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Figure 4.3: Example for impulse in time series
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Figure 4.4: Example for variance cluster of points
Step Two: Mark points that have large ∆x by finding the mean (∆¯x)
and standard deviation σ2 and marking points greater than ∆¯x+
2 ∗ σ2
(B) Distinguish between impulse and trend
Step Three: Calculate
(a) moving average of 24 hours around the marked point, MA
(b) distance of marked point from moving average, D
(c) distance of Left and Right neighbour from moving average,
DL and DR
Step Four: If (D > 2∗DL) AND (D > 2∗DR) the point is Impulse,
else it is part of a Trend. (Note that D is the distance between
points, and therefore always positive)
The factor of 2, in the above relations, was selected empirically
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as it gave reasonable results.
The above algorithm limits filtering out of data points to less than
2% of parameter time series. However, the limitation of this method
of comparing a point with its neighbouring points is that it does not
work for high variance cluster because the entire neighbourhood is
corrupted in the time series. The most workable filter to remove high
variance cluster is by visual inspection.
In the time series, variance clusters are not very frequent and these
are mostly present in monitoring by optical based sensors. In case one
parameter had a large number of high variance points, removing them
could substantially reduce the number of points available for mod-
elling. In that case, the parameter was removed from the input vector
to maintain the size of dataset available for modelling. In these cases,
the models developed on filtered data had lesser number of inputs than
the models developed on non-filtered data.
The results of filtering as graphs of filtered and non-filtered time series
in given in Appendix A.
4.3 Division of Data for Calibrating and Test-
ing
The previous section looked at the data quality of the seasonal datasets.
Two forms of each seasonal set, i.e., non-filtered and filtered forms, are
obtained by the end of the filtering stage. The next step to model cali-
bration is dividing points on the time series into calibrating and testing
sets.
The calibration process requires a training and a validating set; while
testing requires a testing set. A large testing set is required to ensure a
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rigorously tested dataset. Therefore, 25% of data points was used for
training, 25% for validating and 50% for testing the calibrated model.
The usual methods for division of data, i.e. (a) Hold-out method
and (b) Random selection of testing set, have already been discussed
along with their limitations (Section 2.5). Two alternate methods are
proposed, i.e., alternating and contiguous division of data, mentioned
below.
1. Alternating
Data points for calibrating and testing sets alternate each other in
the entire time series (Figure 4.5). This ensures that data points
for both sets are spread throughout the observed time series and
represent the system in the same time frame. And thus if the
system is not stationary in time, both the calibrating and the
testing sets would describe the same system.
Figure 4.5: Diagram to show Alternating Division of Data
2. Contiguous
Data points for the calibrating set are contiguous points on time
series, similarly, data points for the testing set are contigous
points on the time series (For example, Figure 4.6 shows contigu-
ous division of data for Autumn 2002.). This ensures the data
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points for calibrating set belong to a different time period than
the testing set. This division of data would fail if the underlying
system is not stationary in time.
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Figure 4.6: An Example to Show Contiguous Division of Data (Autumn
2002)
4.4 Developing a chronological profile
The current section describes how various Input-Target sets were de-
fined for developing models.
The objective of the research was to develop models that would provide
meaningful information about the statistical relationships between the
chlorophyll levels and the biophysical parameters. In the current Lake
system, there is a lack of understanding regarding the time scales at
which parameters interact. The complexity and the importance of
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understanding the scales at which biophysical parameters interact are
given in Daly and Smith (1993) and have been mentioned in Sec-
tion 2.2. The current data set has the advantage of spanning different
seasons and is a high frequency dataset. It can, therefore, be used to
give an insight on time scales.
For any model, the assumption is, that the target values are a function
of the input values. (This does not need to be a causative function,
but any statistical relationship.) The FFNN models therefore maps
the input, I to the target, T by defining a function F.
T = F (I) (4.1)
To gain an understanding of the time scales at which biophysical pa-
rameters interact, a set of models are developed with,
T given by Chlt2 (Chlorophyll level at time t2)
I given by BioPhyt1 (Biophysical parameters at time t1)
where t2 − t1 is called step-size. A chronological profile is generated
using models developed for a series of step-sizes.
The maximum and the minimum values for step-size for each seasonal
data set were dependent on:
1. The frequency of observation
The frequency at which parameters were monitored put a lower-
bound on step-size;
2. The convergence of the modelled relationship
The upper-bound for step-size was dependent on FFNN model
convergence. 21. For example, in certain cases the FFNN model
could not be calibrated for above a given step-size. The maximum
step-size in these cases was empirically determined.
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3. The size of the dataset
Due to the limited number of observations, as step-size increased
the number of data points in the Input-Target set decreased. For
smaller Input-Target sets, FFNN were not developed and this put
an upper-bound on the step-size.
For every Input - Target set that has been defined, a FFNN was de-
veloped, if possible. And hence, a chronological profile was generated
with
• Step-size given by difference between t1 (time of observation of
biophysical parameters) and t2 (time of observation of chlorophyll
level) on the x-axis; and
• (a) Model Error / Performance (Section 4.5), and (b) Sensitivity
Analysis (Section 4.6) on the y-axis.
The next sections describe the calibration and sensitivity analysis for
FFNN models.
4.5 Calibrating FFNN
The current section presents the process for developing a FFNN model.
The section describes the FFNN calibration process and the heuristics
followed. A more detailed description of the options mentioned in
this chapter are given in a standard neural network text, for example,
Haykin (1998); Hagan et al. (1996).
The various stages of calibrating an FFNN presented in this section
are
1. Preprocessing data for better convergence of the FFNN model;
77
2. Calibrating FFNN using Levenberq-Marquardt Back Propaga-
tion algorithm and early stopping
3. Post processing data to measure performance of calibrated FFNN
model; and finally
4. Selecting the ‘best’ model among candidate models.
.
Calibrating FFNN
FFNN with single hidden layer were calibrated using Levenberg-Marquardt
back propagation learning algorithm. The steps to obtaining candidate
models are stated below:
• Step 1: Normalise data
The calibration is sensitive to difference in scale among input
parameters. Normalising parameters to have common mean and
similar standard deviation is a common solution. The algorithm
used is given by
xnormalised =
x− x¯
σ
(4.2)
where
x is an observed value of parameter X,
x¯ is mean value, and
σ is standard deviation of X.
This normalisation rescales all parameters to have a mean equal
to zero and a standard deviation of one.
• Step 2: Define architecture of FFNN
The architecture of a FFNN has been described in Section 2.7.
This step involves defining the number of input, hidden and out-
put nodes. The number of input nodes was equal to the number
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of biophysical parameters for the dataset (see Section 3.2 for the
data summary). The number of hidden nodes was varied from
one to fifteen and was empirically determined. There was only
one output node. The activation function associated with the
hidden layer was logsig, given by,
logsig(n) = 1/(1 + exp(−n)) (4.3)
The logsig function is differentiable and thus can be used with the
back propagation algorithm used for calibrating the networks.
• Step 3: Initialise free parameters in FFNN to random
values, and Calibrate FFNN using Levenberg-Marquardt
back propagation algorithm with early stopping.
The FFNN was initalised by Nguyen-Widrow initialisation al-
gorithm (Nguyen and Widrow, 1990). The convergence of the
FFNN model by back propagation algorithm is improved signif-
icantly by this procedure (Hagan and Menhaj, 1994). The ini-
tialised FFNN model was calibrated using Levenberg-Marquardt
back propagation (Hagan and Menhaj, 1994). Levenberg-Marquardt
back propagation has a fast converging rate, but requires large
memory and it is therefore best suited for medium sized FFNN
(Hagan and Menhaj, 1994).
The FFNN implemented early-stopping to ensure generalisation.
In early-stopping, two sets of data, i.e., training and validating
sets, are used to calibrate the FFNN model. “In this method,
the training set is used to update network weights and biases;
and error on the validating set is monitored during the training
process. The error on both the training and validating set will
reduce during training. However, if the FFNN starts to over-fit
the training set, and the error on the validating set increases for a
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number of iterations, the training will stop” (Hagan et al., 1996).
• Step 4: Rescale outputs and measure performance of
FFNN by comparing model-generated chlorophyll values
with target values.
The concerns for selecting ‘measures of errors’ have been de-
scribed in Section 2.6. The three measure of error used to com-
pare models are given -
– Root Mean Square Error (RMSE)
To give an indication of absolute error in the output gener-
ated by the model. This measure is however very sensitive
to large values and scale.
– Mean Absolute Percentage Error (MAPE)
To give an indication of unit-free error in the output gener-
ated by the model. This measure puts a heavier penalty on
error that over-estimate than on error that under-estimate.
– Regression coefficient between target and model-generated
values
Regression coefficient is the most popular measure of error
used for ecological models, as it indicates if the model has
been able to imitate the trend in the observation. Regression
coefficient are also sensitive to extreme values.
• Step 5: Is performance satisfactory?
Model selection using multiple error measures is complicated ((Arm-
strong and Collopy, 1992), mentioned in Section 2.6). Regres-
sion coefficient (around 0.7) is used as a threshold to separate
acceptable and unacceptable models. The selection of 0.7 as a
threshold was based on other modelling studies in literature (See
Section2.5). Most studies in literature that use regression co-
efficient as a measure for model performance found regression
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coefficient of 0.7 indicating good model performance.
If model performance is not satisfactory, Steps 1 through 5 are
repeated. If a satisfactory model has been developed, Steps 2
through 5 are repeated about 20 times and the model with the
highest regression coefficient for testing dataset is selected.
4.6 Sensitivity Analysis
One of the limitations of using FFNN is in deriving information about
the ecological system from the developed model. Section 2.6.2 dis-
cussed this concern and also presented the results of two reviews on
the ‘best’ sensitivity analysis technique for FFNN models in ecology.
Due to the disparity of scientific opinion regarding the most appro-
priate method for sensitivity analysis, both the connectionist method
and the partial-derivative method, were compared empirically on the
ecological data.
The algorithms for both methods have been explained in Section 2.6.2.
The results from connectionist method include : (a) rank of the input
parameter, based on the magnitude of the weight-product and (b) the
sign (+ or -) of influence of the input parameter, based on the sign of
the weight-product. The sign indicates whether the input parameter
is positively or negatively related to the target of the model.
As explained in Dimopoulos et al. (1995, 1999) and mentioned in Sec-
tion 2.6.2, the partial derivative method involves calculating the partial
derivative with respect to each Input Parameter for all data points in
the dataset. The summation of these partial derivative of the data
points generates a value, say, UZi where Zi is the Input Parameter.
The comparative value of UZi gives the rank of the parameter, and is
the output generated by the sensitivity analysis method.
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RMSE MAPE
Regression 
Coefficient RMSE MAPE
Regression 
Coefficient RMSE MAPE
Regression 
Coefficient
1 25.928 11.657 0.824 27.552 12.171 0.812 28.238 12.362 0.808
2 25.753 11.367 0.826 27.878 11.910 0.810 27.972 12.172 0.810
3 26.087 11.619 0.825 27.842 12.152 0.811 28.494 12.336 0.807
4 23.869 11.254 0.838 26.033 11.744 0.821 26.351 12.052 0.819
5 23.444 11.710 0.836 24.801 11.991 0.821 25.730 12.431 0.819
6 26.484 11.718 0.819 27.915 12.200 0.806 28.829 12.592 0.800
7 26.425 12.215 0.820 28.424 12.518 0.802 28.575 12.953 0.802
8 25.068 11.937 0.830 26.938 12.461 0.814 27.508 12.613 0.810
9 23.884 11.250 0.838 26.020 11.733 0.821 26.333 12.050 0.819
10 23.897 11.246 0.838 26.004 11.732 0.821 26.339 12.052 0.819
Serial No.
Training Validating Testing
Table 4.1: Partial Results to compare Sensitivity Analysis algorithms -
Model Performance
A pilot study was performed to decide which sensitivity analysis is
more appropriate for ecological datasets. Multiple models with ex-
act architecture were developed on the same Input-Target set derived
from monitored data to give similar (best possible) error performance.
The results from this pilot study are given in Table 4.1, which gives
the model performance and in Table 4.2, which give results from the
sensitivity analysis.
It can be seen from Table 4.2 that sensitivity analysis from the con-
nectionist method does rank the inputs based on the magnitude with
some consistency, but the sign of the input parameter does not show
any consistency. The partial derivative method, however, gives results
with greater consistency. Consistency in results is an important cri-
teria for method selection (see Section 2.6.2). The partial derivative
method is hence a more appropriate method and is used for sensitivity
analysis in this research.
82
Input 1 Input 2 Input 3 Input 4 Input 5 Input 6 Input 7
1 - 6 + 5 - 3 - 2 + 1 + 7 + 4 6 2 3 5 1 7 4
2 + 6 - 3 - 2 - 5 + 1 - 7 - 4 6 2 3 5 1 7 4
3 - 6 + 5 - 4 - 2 + 1 + 7 + 3 6 2 3 5 1 7 4
4 - 6 + 2 + 4 + 3 + 1 - 7 + 5 6 2 4 3 1 7 5
5 - 6 + 2 + 3 + 5 + 1 - 7 + 4 6 2 3 4 1 7 5
6 - 6 + 2 + 5 + 4 + 1 + 7 + 3 6 2 3 5 1 7 4
7 - 6 + 2 + 4 + 5 + 1 - 7 + 3 6 2 3 5 1 7 4
8 + 6 + 4 + 2 + 3 + 1 + 7 - 5 6 2 3 4 1 7 5
9 - 6 + 2 + 4 + 3 + 1 - 7 + 5 6 2 3 4 1 7 5
10 - 6 + 2 + 3 + 4 + 1 - 7 + 5 6 2 3 4 1 7 5
Connectionist Method Partial Derivative Method
Serial 
No. Input 5 Input 6 Input 7Input 1 Input 2 Input 3 Input 4
Table 4.2: Partial Results to compare SA algorithms - Sensitivity Analysis
4.7 Summary
This chapter presented the methodology for statistical modelling of
monitoring data from Point King, Gippsland Lakes. The first stage
of the methodology is analysing data quality. A filtering algorithm
to ensure least possible bias and improve model calibration is pre-
sented. Thus each seasonal dataset generates a filtered and non-filtered
dataset. The next stage is dividing each dataset systematically into
calibrating and testing datasets for model calibration and testing. Two
approaches were presented, i.e., Alternating and Contiguous division
of data. 50% of the observed data, unused during calibration, was
used to test the model to ensure rigorous testing.
FFNN models were calibrated using Levenberq-Marquardt Back Prop-
agation algorithm. Early stopping during calibration ensured that the
model did not over fit and generalised well. Three measures of model
performance, i.e., RMSE, MAPE and regression coefficient between
observed and network generated output, were used. Reviews on sen-
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Figure 4.7: Methodology Overview
sitivity analysis techniques for FFNN do not agree on the most ap-
propriate technique. The chapter presents a comparison of both the
techniques on monitored data from the study. It is found that partial
derivative method is more appropriate for ecological datasets.
This summary is diagrammatically shown in Figure 4.7.
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Chapter 5
Results
The objective of the research was to (a) increase understanding of the
statistical relationships between biophysical parameters and chloro-
phyll, and in particular how the relationships are affected in time, and
(b) to develop an approach to modelling ecological data from Point
King, Gippsland Lakes that would ensure that meaningful informa-
tion about statistical relationships are provided using models that are
rigorously tested.
The monitoring of biophysical parameters using an automatic sensor
at Lake King and the division of observations into five seasonal sets
(Autumn 2002, Spring 2002, Summer 2003, Autumn 2004 and Winter
2005) has been described in Chapter 3. The data quality concerns
have also been presented and a filtering algorithm to ensure proper
data quality which would promote better model calibration has been
presented. This chapter presents modelling results generated on the
filtered and non-filtered form of each seasonal data set.
Chapter 4 presented the methodology to ensure rigorous testing by en-
suring a large testing set. The calibrating and testing set were derived
by dividing data points on the time series in two systematic ways, i.e.,
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alternating to each other and contiguous to each other. This chapter
presents modelling results generated on both alternating and congru-
ent division.
Results generated from each model include : (a) model performance
and (b) sensitivity analysis of the model output to each biophysical
parameter that is an input to the model. Model performance is mea-
sured by Root Mean Square Error (RMSE), Mean Absolute Percentage
Error and Regression Coefficient. Sensitivity analysis is calculated by
the partial derivative method. The selection of performance measures
and algorithm for sensitivity analysis have been discussed in Chapter
4. Sensitivity analysis results are presented as a rank of significance
of the biophysical parameters to the modelled output.
A chronological profile is generated for each seasonal set with the aim
of increasing the understanding of relationships that exist on the site
at Lake King at different time scales.
5.1 Chapter Layout
The results for the alternating calibrating and testing sets are pre-
sented first (in Section 5.2), followed by the results for the congruent
calibrating and testing sets (in. Section 5.3).
The alternating sets were generated for each of the five seasonal sets.
Thus Section 5.2 constitutes of five Sections 5.2.1 to 5.2.5 which presents
results for each seasonal set. Each seasonal set presents a chronolog-
ical profile of (a)model performance and (b) sensitivity analysis, for
non-filtered and filtered forms.
Section 5.3, for the congruent calibrating and testing sets, presents the
results for filtered and non-filtered forms of each seasonal set. These
are presented together due to the limited number of models generated.
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A summary of results, along with the chapter layout, is presented
in Table 5.1. The corresponding tables for the graphs shown in the
chapter are attached in Appendix D.
Division of data 
points into 
calibrating and 
testing set: Section No. Seasonal set
Non-filtered / 
Filtered
No. of 
networks 
developed
Largest step-size 
(in hours)
5.2.1.1 Autumn 2002 Non-filtered 80 8 days
5.2.1.3 Autumn 2002 Filtered 5 5 days
5.2.2.1 Spring 2002 Non-filtered 1 1 hr
5.2.2.3 Spring 2002 Filtered 48 ~ 6 days
5.2.3.1 Summer 2003 Non-filtered 0 0
5.2.3.3 Summer 2003 Filtered 1 1
5.2.4.1 Autumn 2004 Non-filtered 3 6hrs
5.2.4.3 Autumn 2004 Filtered 49 6 days
Winter 2004 Non-filtered 0 0
Winter 2004 Filtered 0 0
Autumn 2002 Non-filtered 1 1hr 
Autumn 2002 Filtered 3 6 hrs
Spring 2002 Non-filtered 0 0
Spring 2002 Filtered 1 1
Summer 2003 Non-filtered 2 3
Summer 2003 Filtered 1 1
Autumn 2004 Non-filtered 0 0
Autumn 2004 Filtered 0 0
Winter 2004 Non-filtered 0 0
Winter 2004 Filtered 0 0
 A
lte
rn
at
in
g
C
on
tig
uo
us
5.2.5
5.3.1
5.3.2
Table 5.1: Result Summary
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5.2 Alternating Calibrating and Validating Sets
5.2.1 Autumn Data Set (2002)
5.2.1.1 Forecasting for Non-filtered Data
A chronological profile is generated for the non-filtered Autumn 2002
data set.
Model performance is measured by (a) regression coefficient, to indi-
cate if the model has been able to imitate the trend in the data (b)
MAPE to give a unit-less and scale independent measure for model
performance and (c)RMSE which is also a measure of absolute perfor-
mance but is sensitive to scale.
For the non-filtered data from Autumn 2002, 80 models were devel-
oped. Initially the step-size was increased by 15 minutes, but once
the model performance begins to stabilise, step-size is incremented by
three hours. This limits the total number of models that need to be
developed, as developing each model requires many iterations and is a
very time consuming process.
The regression coefficient, MAPE and RMSE are consistently good
for all the models. The model performance falls slightly from step-
size of 15 minutes to 3 hours but stabilises after that. Regression
values remain over 0.85, MAPE remains between 6 to 12 and RMSE is
mostly 5 or less. The performance of the models is excellent and they
imitate the relationship in the environment well. The performance of
the model is consistent for different step-sizes.
The performance of the model on the training set is the best through-
out, is lesser on the validating set and is least on the testing set,
however the difference is very small. The models do not suffer from
over-fitting and generalise well.
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Figure 5.1: Chronological profile of model error for non-filtered Autumn
2002 data
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5.2.1.2 Sensitivity Analysis for Non-filtered Data
The sensitivity analysis was performed using the partial derivative
method.
The output of the model is sensitive to change in chlorophyll level ini-
tially, however it gradually drops and stabalises at the seventh position
by the second hour.
The output of the model is most sensitive to depth for almost the
entire period. Lake King is persistently stratified and thus, change in
depth is a good indicator of change in all other parameters as well.
After depth the model is most sensitive to temperature, and then to
salinity and then to dissolved oxygen. However these ranks can be
seen to cross between the three parameters. This could be expected
because of interdependence between all the three parameters.
The model does not show much sensitivity to the hour of the day or
to turbidity. The hour of the day was in a 24 hour clock and perhaps
that format is not very useful for the model. Turbidity is consistently
the least important parameter. This might be because the sensor is
near the surface or due to the quality of the data.
The detailed explanation of the ecological basis for the ranking of
biophysical parameter is beyond the scope of this thesis.
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Figure 5.2: Sensitivity analysis for non-filtered autumn 2002 data (Sensitiv-
ity of each parameter shown separately)
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5.2.1.3 Forecasting for Filtered Data
The results from non-filtered data for Autumn 2002 dataset were well
above the acceptable levels (measures in regression coefficient, MAPE
and RMSE) and therefore quite good, therefore it was not necessary
to repeat the entire analysis for filtered data. A limited number of
models were generated to empirically test the effects of filtering. The
filtering for all datasets had already been done before models were
generated for non-filtered sets.
For filtered Autumn 2002 data, 6 models were developed, with step-
size equal to 1 hour and 1, 2, 3, 4, and 5 days respectively.
The model performance on filtered data is better than on non-filtered
data. The regression coefficient is higher (between 0.9 and 0.95), where
as MAPE and RMSE are lower (less than 10 and 4 respectively). The
performance is consistent for the different step-sizes, as was the case
in non-filtered data. The models do not overfit and generalise well.
5.2.1.4 Sensitivity Analysis for Filtered Data
The sensitivity analysis of the models for filtered data is consistent
with that for non-filtered data. Chlorophyll drops off from Rank 1 to
Rank 6. Turbidity was not available in the filtered data, the rest of
the parameters show similar ranking as in non-filtered data.
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Figure 5.3: Chronological profile of model error for filtered Autumn 2002
data
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Figure 5.4: Sensitivity analysis for filtered Autumn 2002 data (Sensitivity
of each parameter shown on the same graph)
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5.2.2 Spring Data Set (2002)
5.2.2.1 Forecasting for Non-edited Data
The number of models developed for Spring 2002 was only 3 as the
model performance dropped lower than the acceptable limit after that,
Figure 5.5. The regression coefficient dropped from around 0.7 for
step-size equal to 1 hour to nearly 0.5 for step-size equal to 3 hours.
The MAPE was quite high at 20 for 1 hour but increased to 40 by the
third hour. RMSE was less than 5 for all the three step-sizes.
As has been mentioned earlier, the disadvantage of MAPE is that it
places a heavier penalty on forecasts that exceed the actual value. If
there is a high variation in chlorophyll for the dataset, MAPE tends
to considerably increase.
5.2.2.2 Sensitivity Analysis
The sensitivity analysis for non-filtered data for Spring 2002 are shown
in Figure 5.6. Only two models were developed to minimum quality
and therefore not much information could be made available from the
non-filtered set.
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Figure 5.5: Chronological profile of model error for Non-Filtered Spring 2002
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Figure 5.6: Sensitivity analysis for Non-Filtered Spring 2002 (Sensitivity of
each parameter shown on the same graph)
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5.2.2.3 Forecasting for Filtered Data
Filtering Spring 2002 dataset enabled model convergence and 48 mod-
els were developed with step-size from 1 hour to 5 days 21 hours (Fig-
ure 5.7).
The model performance drops slightly as step-size is increased from 1
hour to 6 hours, but stabilises by the sixth hour and is consistently
good. The regression coefficient is around 0.7 for models. The MAPE
is quite high at 25, but MAPE is known to be affected by high variance
in the data, which is present in Spring 2002 dataset becasue of the
difference in chlorophyll level in the last week and the rest of the data.
RMSE, which is also affected by the scale of the data, is less than 4.
The model do not overfit and generalise well. In certain cases, the
model perform better on the testing and validating set than on the
training set.
5.2.2.4 Sensitivity Analysis
The sensitivity analysis show an interesting trend for the filtered Spring
2002 dataset (Figure 5.8).
The model is consistently most sensitive to depth. As mentioned ear-
lier, there is persistent stratification on the site and most measured
parameters are affected by change in depth.
The model is initially more sensitive to change in chlorophyll, but
the rank of chlorophyll initially decreases. There is however no clear
trend in chlorophyll ranking, as the model sensitivity to chlorophyll,
salinity and dissolved oxygen cross each other in ranking. This is not
surprising, as there exists well known interdependence between the
parameters.
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Figure 5.7: Chronological profile of model error for Filtered Spring 2002
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The model is sensitive to depth and water temperature and is least
sensitive to hour of the day (given in 24 hour clock). There is no
turbidity available in the filtered Spring 2002 dataset.
100
St
ep
 S
iz
e 
(in
 h
rs
)
Rank
14
4
13
2
12
0
10
8
96
84
72
60
48
36
24
12
0
6 5 4 3 2 1
St
ep
 S
iz
e 
(in
 h
rs
)
Rank
14
4
13
2
12
0
10
8
96
84
72
60
48
36
24
12
0
6 5 4 3 2 1
St
ep
 S
iz
e 
(in
 h
rs
)
Rank
14
4
13
2
12
0
10
8
96
84
72
60
48
36
24
12
0
6 5 4 3 2 1
St
ep
 S
iz
e 
(in
 h
rs
)
Rank
14
4
13
2
12
0
10
8
96
84
72
60
48
36
24
12
0
6 5 4 3 2 1
St
ep
 S
iz
e 
(in
 h
rs
)
Rank
14
4
13
2
12
0
10
8
96
84
72
60
48
36
24
12
0
6 5 4 3 2 1
St
ep
 S
iz
e 
(in
 h
rs
)
Rank
14
4
13
2
12
0
10
8
96
84
72
60
48
36
24
12
0
6 5 4 3 2 1
Se
ns
iti
vi
ty
 A
na
ly
sis
 o
f C
hl
or
op
hy
ll
Se
ns
iti
vi
ty
 A
na
ly
sis
 o
f D
ep
th
Se
ns
iti
vi
ty
 A
na
ly
sis
 o
f T
im
e 
(h
ou
r 
of
 th
e 
da
y)
Se
ns
iti
vi
ty
 A
na
ly
sis
 o
f S
al
in
ity
 
Se
ns
iti
vi
ty
 A
na
ly
sis
 o
f T
em
pe
ra
tu
re
Se
ns
iti
vi
ty
 A
na
ly
sis
 o
f D
is
so
lv
ed
 O
xy
ge
n
Figure 5.8: Sensitivity analysis for Filtered Spring 2002 (Sensitivity of each
parameter shown separately)
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5.2.3 Summer Data Set (2003)
5.2.3.1 Forecasting for Non-filtered Data
Model performance for non-filtered Summer 2003 dataset are shown
in Figure 5.9. Only a limited number of models could be developed
with merely acceptable accuracy, measured by a regression coefficient.
The largest step-size of the model is equal to 3 hours.
The regression coefficient is between 0.6 and 0.7, which is not very
satisfactory. The difference between performance of the model on
training, validating and testing sets is quite small, and there is no
over-fit.
The MAPE is very high for all models, which, as has been mentioned
earlier, also indicates high variance in chlorophyll levels for the dataset.
The RMSE is also very large, as RMSE is known to be sensitive to the
scales of the values.
The performance measures for non-filtered Summer 2003 data sets
together indicate only a limited imitation by the developed FFNN
models. It is important to note that many studies indicate model per-
formance only by the regression coefficient which only presents partial
information.
5.2.3.2 Sensitivity Analysis for Non-filtered Data
The sensitivity analysis for non-filtered Summer 2003 data is shown in
Figure 5.10.
The models are most sensitive to depth and least to hour of the day
(given in 24 hour clock). The model sensitivity to other parameters
does not follow a clear trend and there is crossing between the param-
eters.
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Figure 5.9: Chronological profile of model error for Non-Filtered Summer
2003 data
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However the sensitivity analysis would have been affected because of
the limited model quality.
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Figure 5.10: Sensitivity analysis for Non-Filtered Summer 2003 data (Sen-
sitivity of each parameter shown on the same graph)
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5.2.3.3 Forecasting for Filtered Data
The profile of model performance for filtered Summer 2003 dataset is
given in Figure 5.11. Only a limited number of models could be de-
veloped with barely acceptable accuracy, though the performance and
the number of models both improve after filtering. The largest step-
size for an acceptable model was 6 hours. The performance measures
of training, validating and testing sets are similar and indicate that
there is no model over-fit.
The regression coefficient for the models lies between 0.8 and 0.6. The
regression coefficient is less consistent than in previous datasets and is
gradually decreasing with increase in step-size.
The MAPE has a trend similar to regression coefficient and is also
increasing with increase in step-size. The values are however very
high, and as mentioned earlier, are also due to the high variability in
chlorophyll levels in this dataset.
The RMSE also follows the same trend as the regression coefficient
and MAPE and indicates the decreasing model performance on an
increase in step-size. The RMSE is quite large as compared to other
seasonal sets. However, as RMSE is dependent on scale of the target
and observed values, it is least suitable to compare between different
datasets.
5.2.3.4 Sensitivity Analysis for Filtered Data
The sensitivity analysis for filtered Summer 2003 dataset is given in
Figure 5.12.
The model is consistently most sensitive to depth. All other parame-
ters fluctuate in ranking and do not show any clear trend. Remarkably
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Figure 5.11: Chronological profile of model error for Filtered Spring 2003
data
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different from sensitivity trends in other datasets, the models actually
have an increasing sensitivity to chlorophyll as step-size increases. It
is difficult to see much in this trend because the model performance
indicates that the model have imitated only a limited aspect of the
underlying system.
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Figure 5.12: Sensitivity analysis for Filtered Summer 2003 data (Sensitivity
of each parameter shown separately)
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5.2.4 Autumn Data Set (2004)
5.2.4.1 Forecasting for Non-filtered Data
The measure of model performance for non-filtered Autumn 2004 dataset
is given in Figure 5.13. There were 6 models with acceptable model
performance, with the largest step-size equal to six hours. The model
performance for the first five hours is similar for the training, vali-
dating and testing sets, the models generalise well and do not over-fit.
The model performance for the sixth hour varies considerably between
training and testing sets, indicating an overfit to the training set.
The regression coefficient for first five hours is consistently around
0.7 or better, which indicates good model performance. The MAPE is
high, but not considerably different for training, validating and testing
sets. The RMSE error is consistent for all models, and indicates overfit
for step-size equal to six.
5.2.4.2 Sensitivity Analysis for Non-filtered Data
The sensitivity analysis for non-filtered Autumn 2002 dataset is given
in Figure 5.14.
The model is consistently most sensitive to depth. There is a clear
trend in model sensitivity to chlorophyll, which gradually decreases as
step-size increases. Model sensitivity to temperature show the same
trend but at a smaller degree. Model sensitivity to dissolved oxy-
gen however shows an opposite trend, and increases with an increase
in step-size. Model sensitivity to salinity shows the same trend, as
dissolved oxygen, however at a smaller degree. Model sensitivity to
turbidity and hour of the day fluctuate.
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Figure 5.13: Chronological profile of model error for Non-Filtered Autumn
2004
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Figure 5.14: Sensitivity analysis for Non-Filtered Autumn 2004 data (Sen-
sitivity of each parameter shown separately)
112
5.2.4.3 Forecasting for Filtered Data
Model performance for filtered Autumn 2004 dataset is shown in Fig-
ure 5.15. Filtering of Autumn 2004 dataset enabled model convergence
and 49 models were developed (as compared to 5 for non-filtered data).
As with other seasonal sets, the models were developed for step-size in-
crements of 3 hours and the largest step-size was equal to 6 days. The
model performance is similar for training, validating and testing sets
and thus indicates that there is no overfit and the models generalise
well.
The regression coefficient is consistently greater than 0.8, except for
the largest step size of 144 hours (6 days) which was 0.75. The high
regression coefficient values indicate that models were able to imitate
the trends in the underlying system.
The MAPE is high, but it has been mentioned that MAPE puts a
heavier penalty on model outputs that exceed the observed values,
and thus tend to increase if there is high variability in the data values.
MAPE lies between 30 and 55 for the entire profile.
The RMSE is between 9 and 14 for the entire profile. The model
performance for training set is generally better than that for validating
and training sets, but the difference is small and the models do not
show over-fitting.
5.2.4.4 Sensitivity Analysis for Filtered Data
The sensitivity analysis for filtered Autumn 2004 dataset is shown in
Figure 5.16.
The model is consistently most sensitive to depth. The other param-
eters do not show a clear trend and ranks fluctuate. The models are
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Figure 5.15: Chronological profile of model error for Filtered Autumn 2004
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generally more sensitive to salinity, temperature and dissolved oxygen
as compared to chlorophyll or hour of the day (given in 24 hour clock).
The model sensitivity to turbidity fluctuates most through ranks 2 to
7.
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Figure 5.16: Sensitivity analysis for Filtered Autumn 2004 data (Sensitivity
of each parameter shown separately)
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5.2.5 Winter Data Set (2004)
The model performance for non-filtered and filteredWinter 2004 dataset
are shown in Table 5.2. No model could be developed on the Winter
2004 data. One of the possible causes for this could have been the
smaller time series with much fewer observations in this dataset.
RMSE MAPE
Regression 
Coefficient RMSE MAPE
Regression 
Coefficient RMSE MAPE
Regression 
Coefficient
Winter, 2004 Not-Filtered 1 11.11787 30.674 0.40847 38.1562 29.1316 0.35062 47.1681 30.292 0.26067
Winter, 2004 Filtered 1 4.239033 14.619 0.479 14.209 14.215 0.4983 22.9065 15.0708 0.501611
Seasonal Data Set
Step Size 
(in hrs)
Training Validating Testing
Table 5.2: Chronological Profile of Model Performance for Winter 2004 (Fil-
tered and Non Filtered are shown on the same table)
5.3 Contiguous Calibrating and Validating sets
The models generated for contiguous division of data are presented in
this section. The objective for developing models on contiguous divi-
sion of data points was to test if models developed on data for a time
period could perform reasonably well for the following time period.
The summary of results for contiguous model is given in Table 5.3.
5.3.1 Autumn 2002
The model performance for non-filtered Autumn 2002 decreases with
increase in step-size. The performance is unacceptable for step-size
equal to 3 hours. On filtering, largest step-size is increased to 4 hours.
The regression values show that the models are able to imitate the
trend, though a high MAPE (MAPE was less than 12 for alternating
Autumn 2002) indicates that the network is missing the scale.
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Table 5.3: Result summary for Contiguous Calibrating and Validating
Datasets
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Considering that the model was trained on only 25% of data and val-
idated on another 25% but tested on 50%, which belonged to a future
time period, shows that these are significant results (See Section 2.5).
5.3.2 Spring 2002 to Winter 2004
The model performance for other datasets was, however, not satisfac-
tory. The models for Spring 2002 could predict the trend one hour
ahead when dataset was filtered. The gradually increasing MAPE
from training to testing set indicates that the model overestimated
the scale of target values in the testing set.
The model performance for Summer 2003 give a reasonable regression
coefficient, but an extremely high MAPE; both these measures indicate
high variance in chlorophyll level, and models cannot be considered
reliable.
The model performance for Autumn 2004 dataset shows an interesting
contrast between training and testing set, with a near zero regression
coefficient for testing set. Figure C.4 shows the Autumn 2004 dataset
and the clear difference in trend of chlorophyll levels between the ear-
lier six weeks and the last week (which is a part of the testing set)
explains such a difference.
The model performance for Winter 2004 datasets is not satisfactory
as it shows over-fitting to training set.
5.4 Summary
The result summary has already been presented in Table 5.1. The
findings from the results are discussed in the next chapter.
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Chapter 6
Discussion and
Conclusions
The objective of the research was :
(a) To increase the understanding of the statistical relationships be-
tween biophysical parameters and chlorophyll levels, especially
with respect to time scales, using monitored data from Point
King, Gippsland Lakes.
(b) To develop a modelling approach using FFNN for ecological datasets,
that ensure meaningful and reliable results.
This chapter discusses the results of the research and presents the con-
clusions. The discussion broadly follows the sequence of the research
methodology. The first section of the chapter (Section 6.1) discusses
the results from the perspective of developing an approach to FFNN
modelling in ecology. The second section of the chapter (Section 6.2)
discusses the results with the aim of presenting new knowledge about
statistical relationships between biophysical parameters and chloro-
phyll in Gippsland Lakes. The conclusions and recommendations are
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presented in the final sections of the chapter (Section 6.3 and Section
6.4). The tables and diagrams in this chapter have been extracted
from Chapter 5.
6.1 Modelling Approach
6.1.1 Division of time series data
Section 2.3 and 2.5 presented the limitations in ecological modelling
using FFNN. It was mentioned that the model should be generated and
tested on the same system. However, since ecological systems show
a spatial and temporal gradient, the question of division of data into
calibrating and testing sets is of importance. The common approaches
to dividing observed data between calibrating and testing datasets are
random or leave-one-out. The limitation of an hold-one-out approach
is that model is tested on the data on which the model is developed.
In the case of the random division of data, the assumption is that the
system is temporally stationary. If the model is tested on a relatively
small dataset, then results from modelling are unreliable.
To overcome these limitations, two methods for division of data into
calibrating and testing sets were presented, i.e., (a) Alternating and
(b) Contiguous. The alternating method was designed to ensure that
the model is developed and tested for the same time period. The
contiguous division approach was designed to test if the system is
functionally the same for two different time periods, specifically, the
calibrating (i.e., training and validating) sets belonging to an earlier
time period and testing set belonging to a later time period. A model
developed on this division can be used for prediction.
Also, one of the key criteria is that both the methods of division of
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data ensure a large testing set, consisting of 50% of the data points on
the time series.
Alternating Contiguous
1 Autumn 2002 8 days 6 hrs
2 Spring 2002 ~ 6 days 1 hour
3 Summer 2003 3 hours 2 hours
4 Autumn 2004 6 days 0
5 Winter 2004 0 0
Largest step-size 
S. No. Dataset
Table 6.1: Comparison of alternating and congruent division of data
To compare the two methods of division of data, Table 6.1 presents
the largest step-size for which the model could be developed for each
of the seasonal sets. (Filtered and non-filtered datasets are both con-
sidered.) Step-size is the time difference between the model target and
input. Step-size is a significant variable because it indicates how the
relationships between biophysical parameters and chlorophyll changes
as the time difference between them increases and the largest step-size
indicates how far in time can the model estimate the chlorophyll level.
The largest step-size mentioned in the table is either (a) the step-size
after which the performance of models dropped to unacceptable levels
or (b) step-size for which Input-Target set was too small. The largest
step-size for case (b) is always greater than 24 hours.
It can be seen that the division of data has considerable effect on the
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largest step-size for most seasons. This shows that there are tempo-
ral features in ecological systems that need to be explicitly acknowl-
edged and dealt with during modelling. The significance of the above
comparison with respect to the relationships in Gippsland Lakes are
discussed later in the chapter.
6.1.2 Effects of Filtering
Chapter 3 discussed in detail the need to filter data. The need to fil-
ter data arises because limitations of the data monitoring techniques
and other operational limitations introduce noise in the data. This
noise can considerably limit model development. Filtering of ecologi-
cal data is, however, very difficult because of the complexity of ecolog-
ical systems. Ecological systems are inherently unique and complex
systems with complex spatial and temporal cycles and trends. These
are also open systems that are impacted by the external environment,
i.e., features not included in the modelling design. Incorrect filtering
can however introduce bias to the model. The objectives of filtering,
therefore, is to ensure that human bias does not get introduced and
to enable model development.
A filtering algorithm was presented based on the assumptions that
(a) natural parameters are not expected to fluctuate by a large value
in a short duration of time, and (b) modelling technique could filter
noisy data points of small magnitude (using early stopping and a large
testing set). The magnitude of filtering was limited to less than 2% of
the biophysical parameter time series unless considering noisy clusters.
The results for filtering from models developed on alternating calibrat-
ing and testing datasets is shown in Figure 6.1 (for August 2002) and
Table 6.2 (for all other seasonal sets), and are discussed below.
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Figure 6.1: Comparison of models developed on filtered and non-filtered
Autumn 2002 dataset
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Non - filtered Filtered
1 Spring 2002 1 hour ~ 6 days
2 Summer 2003 0 3 hours
3 Autumn 2004 6 hours 6 days
4 Winter 2004 0 0
Dataset
Largest step-size 
S. No.
Table 6.2: Effect of filtering on model calibration
The comparison of model performance on filtered and non-filtered Au-
tumn 2002 dataset shows that model performance improves, while the
results from the sensitivity analysis remains the same. Hence, the fil-
tering algorithm does not seem to introduce bias. For Spring 2002
and Autumn 2004 datasets, models could not be developed on non-
filtered data. Thus, for these datasets filtering enabled modelling. For
Summer 2003 and Winter 2004, filtering had limited and no impact
respectively.
The results thus show that filtering algorithm presented can be appro-
priately used for ecological modelling. The limitation of the filtering
algorithm is that it is not completely automatic, and depends on vi-
sual inspection to detect the presence of noisy clusters. If the number
of points in a cluster is large, the noisy parameter is removed to main-
tain the size of the dataset for modelling. The results of filtering also
agree with the previous research indicating that accuracy of the model
increases if a noisy parameter is removed Jeong et al. (2001).
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6.1.3 Sensitivity Analysis
Section 2.3 and Section 2.6.2 discussed the limitations of statistical
models, which included the black-box nature of statistical models.
This means, since FFNNmodels do not have components that are anal-
ogous to components in the ecological system, it is difficult to gain an
understanding of the environment directly from the model. Sensitiv-
ity analysis is used to derive information from the FFNN model about
the environment. However there are different approaches to sensitivity
analysis, and the reviews comparing them disagree on the most appro-
priate technique. The connectionist method and the partial-derivative
method have been separately proposed to be most appropriate for eco-
logical datasets.
A comparison of the two techniques was performed on models de-
veloped on the data from Point King. The connectionist methods
showed some consistency with respect to magnitude but there was no
consistency in the sign of the value, which is expected to show if the
biophysical parameter is positively or negatively related to the target
of the model. The results are shown in Table 4.1 and Table 4.2.
In Section 2.6.2 it was shown that robustness against uncertainties is
an important criteria for selection of sensitivity analysis. On that ba-
sis the connectionist method is not appropriate for ecological models,
while the partial derivative method performs well.
A few reasons for the connectionsist method not yielding good results
might be:
(a) A limitation of FFNN modelling is the near impossibility of gen-
erating the exact calibrated model, even for the same model perfor-
mance. This shows that a sensitivity analysis technique depending
only on network weights might not work well.
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(b) The interdependencies of biophysical parameters might also lead
to many functionally equivalent models.
The results therefore show that partial derivative method for sensitiv-
ity analysis is more appropriate for ecological FFNN models.
6.2 Implications for Gippsland Lakes system
The following sections discuss the results from the research with the
aim of increasing knowledge about the underlying ecological system.
The results are however limited by the monitoring sensors being a fixed
coordinate in space.
6.2.1 Comparison between alternating and contiguous
division of data
As discussed in Section 6.1, FFNN models were developed by varying
the method of division of data points between the calibrating and
testing datasets, i.e., using alternating and contiguous approaches.
The results (Table 6.1) show that the method of division of data points
has a great impact on models. Results show that while models could
be developed for three of the five seasonal sets for alternating division,
for contiguous division only the Autumn 2002 data could be modelled
and accuracy drops even for that.
This section contrasts the two categories of models to understand the
underlying system.
For the alternating division, the models developed were trained on
25%, validated of another 25% and tested on the final 50% of the
data. The sensitivity analysis show trends consistent over different
seasonal sets, discussed in Section 6.2.3, (thus, indicating that real
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relationships were modelled). Similar quality of models could not be
replecated for contiguous division of datasets, which were also trained
on 25% of data, trained on another 25% and tested on the final 50%
(See Appendix C).
The results, thus, show that there is a temporal gradient to the phy-
toplankton dynamics in Gippsland Lakes. The contrast between the
two divisions show that there are some underlying relationships that
are generic to the entire season, whilst a short contiguous time series
is likely to also have features limited to itself, and that the network is
not able to separate the two. Another limitation with the contiguous
division is that the effects of any external event after the calibrat-
ing period would lead to disturbances which the FFNN model cannot
anticipate.
The research shows that improved model quality due to alternating
division is helpful in understanding the underlying ecological system.
Comparatively smaller success in contiguous division shows potential
of FFNN models for prediction.
6.2.2 Comparison of model performance for seasonal
sets
Section 2.2 showed that the phytoplankton dynamics are governed by
environmental dynamics many of which are seasonal in nature, for
example, rain and temperature.
Data was thus monitored for each season at Point King, Gippsland
Lakes and a number of models were developed for the seasonal datasets.
The models aimed to find the statistical relationship between biophys-
ical parameters and chlorophyll levels for different step-sizes. Step-size
is used to indicate the relationship between the Input and the Target
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values as prediction gets further in time. Thus a chronological profile
was generated for each seasonal set. The previous section compared
model performance based on the division of data, this section contrasts
the models generated by alternating division of data for each seasonal
set.
Figure 6.2: Scatter plot of Regression Coefficient Vs Mean Absolute Per-
centage Error (MAPE) summarising the model performance of 187 models
developed for different seasonal datasets. Within each seasonal set, the re-
gression coefficient tends to decrease and MAPE tends to increase with in-
crease in step-size. (Winter 2004 is not shown on the graph as no model con-
verged for Winter 2004)
The results show that model performance was more dependent on the
seasonal set than on step-size or any other feature. The comparison of
the model quality is given in Figure 6.2. The best model performance
is toward the bottom right corner, taken by Autumn 2002 models and
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Seasonal Set
Standard 
Deviation Skewness Data Points
Autumn 2002 8.9 0.8 1877
Spring 2002 5.3 4.4 1827
Summer 2003 73.2 1.8 1536
Autumn 2004 26.1 3.4 1200
Winter 2004 8.3 6.5 788
Table 6.3: Comparison of Complexity of Seasonal Time Series
worst model performance is toward the top-left corner, taken by the
Summer 2003 models. No model could be developed for Winter 2004
due to lack of FFNN convergence.
A comparison of the chlorophyll time series (Table 6.3) from each of the
seasonal sets show that the time series vary : (a) in the complexity of
chlorophyll time series (measured by skewness and standard deviation)
and (b) in the number of data points.
Autumn 2002 shows median standard deviation and little skewness,
the number of data points is large as well; this combination works well
for modelling. And models with good performance could be gener-
ated without filtering. Spring 2002 data is more skewed, and models
could be generated after filtering. Autumn 2004 data shows high stan-
dard deviation, which is because of the two trends of chlorophyll levels
present in the data set. This adds to the complexity of the time se-
ries and therefore, Autumn 2004 models perform worse than Spring
2002 models. Summer 2003 time series contains a large number of out
of sensor range reading and a very high standard deviation and, the
model performance of these models is quite bad. Winter 2004 time
series shows median standard deviation and is considerably skewed
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however it appears that limitation in data points prevents the models
converging.
It can, thus, be concluded that model performance for ecological data
is dependent on (a) the varying complexity in time series depending
upon monitoring and the season during which they were generated and
(b) the number of data points in the time series. The model quality is
less dependent on the step-size (See Figure 6.2).
6.2.3 Contrasting seasonal sensitivity analysis
Sensitivity analysis techniques have been discussed in Section 2.6.2
and Section 4.6. Sensitivity analysis is used to obtain knowledge of
the underlying system from FFNNs models. The sensitivity analysis
measures the sensitivity of the model output to the inputs and gives
the rank of a biophysical parameter. A higher rank shows that the
model is more sensitive to the input parameter.
The previous section contrasted the model accuracy between seasonal
datasets; this section presents sensitivity analysis trends consistent
between seasonal sets.
Figure 6.3 shows the similarities in the chronological profiles of sensi-
tivity analysis for Autumn 2002, Spring 2002 and Autumn 2004 sets,
i.e., the seasonal sets for which chronological profile could be generated
for more than 24 hours.
The results from the sensitivity analysis show that chlorophyll levels
are most sensitive to depth; in the monitoring set-up depth shows a
near daily cycle as well as the movement of the sample point with
respect to the vertical gradient in the water body. This, therefore,
indicates that chlorophyll levels have a strong vertical gradient.
Though it shows fluctuations for Autumn 2004 seasonal set, temper-
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Figure 6.3: Graphs showing sensitivity ranking Vs step-size for selected
parameters from Autumn 2002, Spring 2002 and Autumn 2004 datasets
ature is, typically, the second most significant biophysical parameter
for chlorophyll levels. The temperature time series is most sensitive to
seasonal change. The sensitivity to temperature might thus indicate
the direct or indirect sensitivity of chlorophyll to seasonal change.
The model inputs also included the chlorophyll level measured at an
earlier time, with the rest of the biophysical parameters. The sen-
sitivity of the model to chlorophyll levels decreases when step-size is
increased. For Autumn 2002, this can be most clearly seen. For Spring
2002, the pattern is not so clear as ranks fluctuate. It can however
be seen that initially rank falls from 2 to 5, from the 12th hour to
the 60th hour, the rank is mostly between 3 and 4; between 72nd and
96th hour, the rank is fluctuating between 3 and 5; while after 96th
hour, the rank is mostly 5 with a few fluctuations. In Autumn 2004,
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the chlorophyll rank is never very high, however, even here there is
a trend of decreasing chlorophyll rank as step-size increases. Before
the 36th hour the chlorophyll rank is between 5 and 6, it fluctuates
between 36th to the 72nd hour and is mostly rank 7 after that with
a few fluctuations. This trend in sensitivity of chlorophyll at a future
time to chlorophyll level at an earlier time shows that the significance
of the current population to future population gradually decreases as
the time difference between the current and future chlorophyll level
increases.
6.3 Conclusions
On the basis of the results and discussion above, the conclusions from
the research are as follows :
(A) FFNN models can be used for ecological modelling to increase
understanding of statistical relationships in ecological systems using
the partial derivative sensitivity analysis; FFNN models also show the
potential for prediction of a future time period.
(B) FFNN models for ecological systems must take into consideration
the gradients present in the data series, for example, temporal gradient
in a time series. For results to be reliable, consideration should be
given to (a) the temporal gradient and (b) the size of the testing set,
during division of data into calibrating and testing sets.
(C) FFNNModelling benefits from systematic filtering of low-frequency
extreme values in the data series. The filtering algorithm presented in
this research (Section 4.2) has been found to increase model conver-
gence without introducing human bias.
(D) Chlorophyll levels at Point King are strongly affected by the ver-
tical gradient in the water column. It is also sensitive to water tem-
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perature, which in turn is affected by the seasonal cycle. Sensitivity
of chlorophyll at a future time to chlorophyll level at an earlier time
shows that the significance of the current population to future popu-
lation gradually decreases as the time difference between the current
and future chlorophyll level increases.
6.4 Recommendations
This research was undertaken due to the growing need to under-
stand Gippsland Lakes for better management of the ecological system.
The advent of automatic sensors in ecological systems are introducing
larger data sets for analysis. The current research shows that feed
forward neural networks is a non linear statistical tool that can be
used to analyse these data, but due consideration must be taken of
the characteristics of the underlying system and of the data quality
due to monitoring limitations. It is important to understand that as
the amounts of data increase and the strength of the modelling tech-
niques increase, it becomes even more imperative to acknowledge the
inherent complexity in the system so that reliable information can be
derived from the models. The approach to modelling, by calibrating
and testing models for contiguous and alternating time periods, in-
troduced in the thesis can be beneficially implemented on any system
which is being modelled using an FFNN modelling approach.
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Appendix A
Graphs for Filtered Vs
Non-Filtered Data
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Figure A.6: Filtered Vs Non Filtered Data For Spring 2002
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Figure A.7: Filtered Vs Non Filtered Data For Summer 2003
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Figure A.8: Filtered Vs Non Filtered Data For Summer 2003
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Figure A.9: Filtered Vs Non Filtered Data For Summer 2003
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Figure A.10: Filtered Vs Non Filtered Data For Autumn 2004
147
Data D
at
e
Ti
m
e
27
/04
/20
04
25
/04
/20
04
23
/04
/20
04
21
/04
/20
04
19
/04
/20
04
17
/04
/20
04
15
/04
/20
04
13
/04
/20
04
11
/04
/20
04
09
/04
/20
04
07
/04
/20
04
05
/04
/20
04
03
/04
/20
04
01
/04
/20
04
30
/03
/20
04
28
/03
/20
04
26
/03
/20
04
24
/03
/20
04
22
/03
/20
04
20
/03
/20
04
18
/03
/20
04
16
/03
/20
04
14
/03
/20
04
12
/03
/20
04
10
/03
/20
04
15
:00
:44
15
:00
:44
15
:00
:44
15
:00
:44
15
:00
:43
15
:00
:44
15
:00
:42
15
:00
:41
15
:00
:44
15
:00
:43
15
:00
:44
15
:00
:44
15
:00
:43
15
:00
:43
15
:00
:43
15
:00
:42
15
:00
:43
15
:00
:42
15
:00
:42
15
:00
:43
15
:00
:42
15
:00
:40
15
:00
:42
15
:00
:40
15
:00
:40
1.
2
0.
9
0.
6
0.
3
0.
0
V
ar
ia
bl
e
D
ep
th
Data
D
at
e
Ti
m
e
27
/04
/20
04
25
/04
/20
04
23
/04
/20
04
21
/04
/20
04
19
/04
/20
04
17
/04
/20
04
15
/04
/20
04
13
/04
/20
04
11
/04
/20
04
09
/04
/20
04
07
/04
/20
04
05
/04
/20
04
03
/04
/20
04
01
/04
/20
04
30
/03
/20
04
28
/03
/20
04
26
/03
/20
04
24
/03
/20
04
22
/03
/20
04
20
/03
/20
04
18
/03
/20
04
16
/03
/20
04
14
/03
/20
04
12
/03
/20
04
10
/03
/20
04
15
:00
:44
15
:00
:44
15
:00
:44
15
:00
:44
15
:00
:43
15
:00
:44
15
:00
:42
15
:00
:41
15
:00
:44
15
:00
:43
15
:00
:44
15
:00
:44
15
:00
:43
15
:00
:43
15
:00
:43
15
:00
:42
15
:00
:43
15
:00
:42
15
:00
:42
15
:00
:43
15
:00
:42
15
:00
:40
15
:00
:42
15
:00
:40
15
:00
:40
20 15 10 5 0
V
ar
ia
bl
e
Te
m
p
A
ut
um
n 
20
04
 - 
T
im
e 
Se
ri
es
 P
lo
t o
f D
ep
th
, D
ep
th
-F
A
ut
um
n 
20
04
 - 
T
im
e 
Se
ri
es
 P
lo
t o
f T
em
p,
 T
em
p-
F
Figure A.11: Filtered Vs Non Filtered Data For Autumn 2004
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Figure A.12: Filtered Vs Non Filtered Data For Autumn 2004
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Figure A.13: Filtered Vs Non Filtered Data For Winter 2004
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Figure A.14: Filtered Vs Non Filtered Data For Winter 2004
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Figure A.15: Filtered Vs Non Filtered Data For Winter 2004
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Appendix B
Seasonal Datasets for
Analysis
153
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Figure B.1: Time Series For Autumn 2002
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Figure B.2: Time Series For Spring 2002
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Figure B.3: Time Series For Summer 2003
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Figure B.4: Time Series For Autumn 2004
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Figure B.5: Time Series For Winter 2004
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Appendix C
Contiguous Division of
Seasonal Datasets
The following are indicative graphs showing contiguous division of sea-
sonal data into training, validating sets (together know as the calibrat-
ing set) and the testing set. The effects of filtering and step-size are
not considered in these graphs.
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Figure C.1: Contiguous Division For Autumn 2002
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Figure C.2: Contiguous Division For Spring 2002
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Figure C.3: Contiguous Division For Summer 2003
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Figure C.4: Contiguous Division For Autumn 2004
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Figure C.5: Contiguous Division For Winter 2004
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Appendix D
Tables for Results
(Chronological Profiling)
165
RMSE MAPE
Regression 
Coefficient RMSE MAPE
Regression 
Coefficient RMSE MAPE
Regression 
Coefficient
0.25 2.826 5.979 0.948 2.595 6.207 0.956 2.652 6.122 0.955
0.5 3.408 7.697 0.923 3.224 7.808 0.933 3.343 7.576 0.928
0.75 3.751 8.916 0.907 3.707 8.710 0.911 3.682 8.595 0.911
1 3.966 9.240 0.897 4.058 9.319 0.890 4.034 9.463 0.892
1.25 4.079 9.651 0.889 4.162 10.179 0.885 4.083 10.009 0.891
1.5 4.029 9.957 0.892 4.305 10.368 0.877 4.519 10.386 0.865
1.75 4.007 10.385 0.894 4.109 10.217 0.890 4.412 10.812 0.871
2 3.718 9.170 0.910 4.131 10.095 0.887 4.440 10.985 0.870
2.25 4.090 10.060 0.889 4.355 10.891 0.873 4.391 10.850 0.872
2.5 4.359 10.787 0.873 4.479 11.089 0.866 4.601 10.932 0.859
2.75 4.186 10.285 0.885 4.537 11.172 0.865 4.818 11.567 0.846
3 4.107 10.157 0.889 4.751 11.485 0.850 4.858 11.884 0.842
3.25 3.894 9.635 0.900 4.591 11.046 0.860 4.807 11.314 0.849
3.5 3.963 9.880 0.896 4.791 11.761 0.847 4.975 12.108 0.836
3.75 4.010 9.396 0.895 4.492 10.327 0.867 4.937 11.141 0.839
4 4.152 9.833 0.887 4.886 11.700 0.841 4.994 12.052 0.835
4.15 4.036 9.676 0.892 4.985 12.084 0.834 5.185 12.651 0.827
6 3.268 8.552 0.932 4.353 10.990 0.877 4.412 11.077 0.873
9 3.066 8.086 0.940 3.921 10.176 0.901 4.249 10.954 0.886
12 3.345 8.976 0.929 4.211 10.758 0.884 4.442 11.337 0.871
15 3.583 9.138 0.918 4.093 10.523 0.891 4.362 11.079 0.877
18 3.027 8.126 0.943 3.883 10.069 0.905 4.609 11.553 0.868
21 3.373 8.543 0.929 4.108 10.615 0.891 4.335 11.115 0.880
24 3.352 8.687 0.930 3.957 9.898 0.900 4.192 10.556 0.889
27 3.441 9.048 0.927 4.223 11.062 0.886 4.402 11.533 0.880
30 3.231 8.455 0.935 4.030 10.338 0.896 4.405 11.531 0.879
33 3.261 8.480 0.934 3.952 10.469 0.902 4.345 11.103 0.883
36 3.039 7.822 0.943 4.136 10.184 0.891 4.322 11.117 0.882
39 3.395 8.866 0.928 4.159 10.282 0.890 4.631 11.031 0.868
42 3.271 8.586 0.934 3.988 9.761 0.900 4.586 11.079 0.868
45 3.503 8.732 0.924 3.985 9.954 0.900 4.267 10.652 0.884
48 3.394 9.039 0.928 4.130 10.427 0.891 4.781 11.990 0.854
51 3.465 8.568 0.925 4.283 10.746 0.883 4.692 11.734 0.862
54 3.097 7.754 0.941 3.681 9.246 0.915 3.988 10.176 0.900
57 3.411 8.768 0.927 4.178 10.302 0.890 4.276 10.871 0.887
60 3.225 8.391 0.935 4.036 10.564 0.897 4.377 11.000 0.881
63 3.424 8.545 0.926 3.874 9.660 0.904 4.349 10.535 0.877
66 3.413 8.594 0.927 4.043 10.174 0.895 4.430 10.985 0.876
69 3.144 7.960 0.938 3.829 9.598 0.907 4.223 10.776 0.888
72 3.194 7.940 0.935 3.762 9.540 0.907 4.206 10.498 0.883
75 3.303 8.422 0.919 3.915 9.827 0.882 4.100 10.509 0.871
78 3.237 8.113 0.912 3.825 9.874 0.874 4.183 10.489 0.854
81 3.131 8.228 0.916 3.785 9.650 0.875 3.904 10.107 0.872
84 2.884 7.241 0.929 3.644 9.352 0.883 4.025 10.455 0.864
87 3.069 8.155 0.920 3.464 9.302 0.896 3.726 10.091 0.883
90 3.246 8.780 0.912 3.549 9.558 0.891 4.006 10.218 0.866
93 3.031 7.736 0.923 3.596 9.257 0.889 3.810 9.797 0.880
96 2.791 7.348 0.936 3.593 9.668 0.889 3.833 10.167 0.879
99 3.086 7.723 0.921 3.457 9.158 0.897 3.763 9.699 0.884
102 3.414 9.063 0.902 3.806 10.043 0.874 4.096 10.856 0.861
105 3.029 7.750 0.924 3.408 9.049 0.901 3.835 10.269 0.879
108 3.109 8.080 0.919 3.516 9.567 0.894 3.869 10.484 0.876
111 2.942 7.761 0.927 3.365 8.580 0.902 3.732 9.769 0.884
114 3.159 8.141 0.914 3.645 9.285 0.884 3.977 10.372 0.866
117 3.086 8.068 0.916 3.527 9.365 0.888 3.797 9.779 0.875
120 2.867 7.333 0.926 3.456 8.898 0.890 3.763 9.524 0.876
123 3.225 8.392 0.905 3.572 9.326 0.882 3.959 10.158 0.861
126 2.966 7.487 0.920 3.531 9.145 0.884 3.771 9.483 0.874
129 3.176 8.245 0.908 3.685 9.630 0.873 4.173 10.879 0.847
132 3.196 8.545 0.909 3.736 9.799 0.871 4.206 11.152 0.845
Step Size    
(in hrs)
Training Validating Testing
Table D.1: Chronological Profile of Model Performance for Autumn 2002
(Non-filtered data) (continued...)
166
RMSE MAPE
Regression 
Coefficient RMSE MAPE
Regression 
Coefficient RMSE MAPE
Regression 
Coefficient
Step Size    
(in hrs)
Training Validating Testing
135 3.207 8.415 0.907 3.873 9.981 0.861 4.138 10.819 0.848
138 3.448 8.843 0.889 3.754 9.923 0.865 4.057 10.393 0.851
141 3.093 7.923 0.911 3.555 9.201 0.879 4.188 10.580 0.838
144 3.377 8.473 0.890 3.886 9.603 0.851 4.183 10.443 0.836
147 3.000 7.459 0.913 3.403 8.664 0.887 3.800 9.722 0.867
150 3.383 8.405 0.888 3.759 9.613 0.859 4.041 10.465 0.847
153 3.327 8.127 0.892 3.745 9.454 0.862 4.094 10.480 0.844
156 3.056 7.712 0.910 3.896 9.972 0.852 4.302 10.888 0.832
159 3.112 7.759 0.908 3.495 8.897 0.881 3.775 9.515 0.870
162 2.362 6.049 0.948 3.711 8.730 0.877 4.126 9.784 0.853
165 2.670 6.522 0.934 3.414 8.374 0.890 3.492 8.607 0.893
168 2.769 6.644 0.930 3.623 8.269 0.877 3.950 9.395 0.864
171 3.058 7.262 0.915 3.600 8.647 0.879 3.925 9.770 0.865
174 3.088 7.486 0.913 3.466 8.498 0.889 3.757 9.147 0.878
177 2.680 6.489 0.936 3.182 8.034 0.908 3.552 8.859 0.893
180 2.948 6.719 0.923 3.407 8.145 0.895 3.803 9.419 0.877
183 3.245 7.685 0.906 3.402 8.233 0.896 3.702 9.383 0.885
186 3.312 8.234 0.903 3.842 9.584 0.868 4.007 9.966 0.865
189 3.168 7.401 0.913 3.385 8.470 0.899 3.922 9.669 0.873
192 3.021 7.072 0.922 3.583 9.004 0.887 4.092 10.317 0.863
Table D.2: Chronological Profile of Model Performance for Autumn 2002
(Non-filtered data) (concluded)
167
Time Temperature Salinity
Dissolved 
Oxygen Depth Turbidity Chlorophyll
0.25 6 3 5 4 1 7 2
0.5 6 3 4 5 1 7 2
0.75 6 4 1 5 2 7 3
1 6 2 3 5 1 7 4
1.25 6 2 4 3 1 7 5
1.5 6 2 3 4 1 7 5
1.75 5 2 3 4 1 6 7
2 5 2 3 4 1 7 6
2.25 5 2 3 4 1 7 6
2.5 5 2 3 4 1 7 6
2.75 5 2 3 4 1 7 6
3 5 2 3 4 1 7 6
3.25 5 2 3 4 1 7 6
3.5 5 2 3 4 1 7 6
3.75 5 2 3 4 1 7 6
4 5 2 3 4 1 7 6
4.15 5 3 2 4 1 7 6
6 5 2 3 4 1 7 6
9 5 2 3 4 1 7 6
12 5 2 3 4 1 7 6
15 5 2 3 4 1 7 6
18 5 2 3 4 1 7 6
21 5 2 3 4 1 7 6
24 5 2 3 4 1 7 6
27 5 2 3 4 1 7 6
30 5 2 3 4 1 7 6
33 5 2 3 4 1 7 6
36 5 2 4 3 1 7 6
39 5 2 4 3 1 7 6
42 5 2 3 4 1 7 6
45 5 2 4 3 1 7 6
48 5 2 3 4 1 7 6
51 5 2 3 4 1 7 6
54 5 2 3 4 1 7 6
57 5 2 3 4 1 7 6
60 5 2 3 4 1 7 6
63 5 2 3 4 1 7 6
66 5 2 3 4 1 7 6
69 5 2 3 4 1 7 6
72 5 2 3 4 1 7 6
75 5 2 3 4 1 7 6
78 5 2 3 4 1 7 6
81 5 2 3 4 1 7 6
84 5 2 3 4 1 7 6
87 5 2 3 4 1 7 6
90 5 2 3 4 1 7 6
93 5 2 3 4 1 7 6
96 5 3 2 4 1 7 6
99 5 2 3 4 1 7 6
102 5 2 3 4 1 7 6
105 5 2 3 4 1 7 6
108 5 2 3 4 1 7 6
Step Size     
(in hrs)
Sensitivity Analysis
Table D.3: Chronological Profile of Sensitivity Analysis for Autumn 2002
(Non-filtered data)(continued...)
168
Time Temperature Salinity
Dissolved 
Oxygen Depth Turbidity Chlorophyll
Step Size     
(in hrs)
Sensitivity Analysis
111 5 2 3 4 1 7 6
114 5 2 3 4 1 7 6
117 5 2 3 4 1 7 6
120 5 2 3 4 1 7 6
123 5 2 3 4 1 7 6
126 5 2 3 4 1 7 6
129 5 2 3 4 1 7 6
132 5 2 4 3 1 7 6
135 5 2 3 4 1 7 6
138 5 2 3 4 1 7 6
141 5 2 4 3 1 7 6
144 5 2 3 4 1 7 6
147 5 2 3 4 1 7 6
150 5 2 3 4 1 7 6
153 5 2 3 4 1 7 6
156 5 2 3 4 1 7 6
159 5 2 3 4 1 7 6
162 5 2 3 4 1 7 6
165 5 3 2 4 1 7 6
168 5 2 3 4 1 7 6
171 5 2 3 4 1 7 6
174 5 2 4 3 1 7 6
177 5 2 4 3 1 7 6
180 5 2 4 3 1 7 6
183 5 2 4 3 1 7 6
186 5 2 3 4 1 7 6
189 5 2 3 4 1 7 6
192 5 2 4 3 1 7 6
Table D.4: Chronological Profile of Sensitivity Analysis for Autumn 2002
(Non-filtered data)(concluded)
RMSE MAPE
Regression 
Coefficient RMSE MAPE
Regression 
Coefficient RMSE MAPE
Regression 
Coefficient
1 3.802 8.697 0.907 3.870 14.980 9.257 3.907 9.237 0.901
24 3.238 8.339 0.933 3.570 12.744 9.434 3.727 9.854 0.911
48 2.963 7.532 0.946 3.576 12.786 8.879 3.727 9.332 0.912
72 2.978 7.221 0.944 3.349 11.215 8.103 3.489 8.585 0.930
96 2.684 7.240 0.942 3.297 10.871 8.469 3.343 8.876 0.908
120 2.454 6.458 0.949 3.144 9.882 7.756 3.183 8.024 0.912
Step Size  
(in hrs)
Training Validating Testing
Table D.5: Chronological Profile of Model Performance for Autumn 2002
(Filtered data)
169
Time Temperature Salinity
Dissolved 
Oxygen Depth Chlorophyll
1 6 2 3 5 1 4
24 5 2 3 4 1 6
48 5 2 3 4 1 6
72 5 2 3 4 1 6
96 5 2 3 4 1 6
120 5 2 3 4 1 6
Step Size  
(in hrs)
Sensitivity Analysis
Table D.6: Chronological Profile of Sensitivity Analysis for Autumn 2002
(Filtered data)
RMSE MAPE
Regression 
Coefficient RMSE MAPE
Regression 
Coefficient RMSE MAPE
Regression 
Coefficient
1 4.318 19.117 0.682 3.637 21.497 0.721 3.722 21.610 0.719
2 3.500 17.431 0.724 4.192 19.668 0.703 3.962 21.520 0.646
3 5.188 38.413 0.508 3.595 36.941 0.629 4.791 39.979 0.534
Step Size  
(in hrs)
Training Validating Testing
Table D.7: Chronological Profile of Model Performance for Spring 2002
(Non-filtered data)
Time Temperature Salinity
Dissolved 
Oxygen Depth Chlorophyll
6 5 4 3 1 7 2
7 3 6 5 1 4 2
Sensitivity Analysis
Step Size  
(in hrs)
DS2raw
Table D.8: Chronological Profile of Sensitivity Analysis for Spring 2002
(Non-filtered data)
170
RMSE MAPE
Regression 
Coefficient RMSE MAPE
Regression 
Coefficient RMSE MAPE
Regression 
Coefficient
1 3.410 12.734 0.903 4.583 13.914 0.889 6.695 14.091 0.803
3 3.870 15.603 0.861 9.477 16.809 0.702 9.319 17.750 0.737
6 8.836 19.402 0.769 6.546 20.543 0.778 10.151 22.337 0.693
9 6.466 19.216 0.807 9.869 21.563 0.725 8.592 22.669 0.722
12 6.762 18.856 0.760 10.018 20.428 0.705 10.295 20.519 0.699
15 7.328 18.753 0.778 6.630 19.021 0.766 9.483 21.048 0.712
18 5.934 18.896 0.810 12.430 20.716 0.687 8.222 21.316 0.736
21 4.730 16.927 0.849 10.129 20.738 0.701 10.031 22.372 0.703
24 8.416 21.080 0.763 7.068 21.676 0.755 9.145 23.095 0.717
27 7.258 20.697 0.788 8.035 22.509 0.746 8.880 24.077 0.728
30 9.184 20.299 0.730 9.192 22.400 0.718 9.120 22.494 0.714
33 8.011 20.007 0.738 9.650 20.556 0.697 9.804 22.307 0.704
36 9.895 21.684 0.710 8.921 21.641 0.700 9.283 23.738 0.697
39 9.052 21.888 0.747 10.311 21.943 0.703 8.340 22.791 0.727
42 6.260 19.972 0.780 11.585 22.190 0.657 11.010 21.953 0.675
45 9.489 21.431 0.720 6.902 21.910 0.747 12.273 23.505 0.642
48 8.798 20.963 0.760 9.867 24.343 0.697 8.974 24.085 0.720
51 9.965 23.025 0.724 11.771 25.300 0.660 8.719 24.289 0.712
54 5.389 18.304 0.814 11.147 23.140 0.685 10.470 21.875 0.693
57 9.562 21.898 0.712 6.616 20.867 0.793 11.404 22.635 0.661
60 11.218 22.144 0.704 10.913 24.653 0.680 8.587 23.997 0.709
63 6.685 19.186 0.784 13.215 23.791 0.636 9.925 23.217 0.678
66 5.440 17.726 0.802 7.298 19.794 0.748 12.820 21.370 0.642
69 9.753 21.870 0.725 8.351 26.872 0.700 11.205 28.780 0.670
72 9.774 22.684 0.729 11.057 23.649 0.666 9.219 23.436 0.698
75 8.131 21.650 0.751 9.839 23.420 0.712 10.763 24.243 0.675
78 6.323 19.538 0.801 8.236 24.625 0.735 12.047 22.593 0.667
81 7.117 20.314 0.789 8.884 24.452 0.712 11.465 25.496 0.674
84 11.382 23.511 0.712 10.723 26.171 0.666 9.591 26.742 0.684
87 3.986 17.392 0.877 13.340 24.167 0.664 10.580 27.523 0.681
90 8.609 21.432 0.746 8.290 22.475 0.726 10.816 24.153 0.671
93 10.852 23.029 0.685 10.980 23.416 0.662 10.837 23.838 0.668
96 9.350 22.214 0.773 11.776 25.360 0.648 8.768 25.931 0.698
99 6.907 19.432 0.773 8.218 22.612 0.742 11.749 22.238 0.673
102 6.283 18.211 0.799 8.171 22.075 0.757 12.463 23.090 0.655
105 12.239 21.530 0.700 8.780 23.322 0.715 10.570 26.144 0.678
108 8.482 21.793 0.743 14.144 23.061 0.642 8.668 23.914 0.719
111 5.517 19.076 0.823 7.679 22.073 0.763 12.264 24.437 0.666
114 5.039 18.358 0.832 8.773 21.972 0.735 12.522 23.711 0.662
117 8.909 23.686 0.753 13.893 24.786 0.649 8.323 24.071 0.717
120 5.359 17.209 0.804 7.938 19.981 0.749 11.407 19.980 0.694
123 5.722 18.808 0.798 8.830 22.179 0.736 11.711 22.701 0.677
126 11.318 22.479 0.721 7.154 23.351 0.751 10.801 25.785 0.679
129 8.866 22.216 0.744 10.863 22.937 0.680 10.199 23.466 0.688
132 9.597 20.821 0.732 8.389 22.198 0.725 11.979 21.769 0.654
135 8.040 18.053 0.753 9.361 20.766 0.735 11.020 22.421 0.673
138 10.525 21.902 0.693 10.093 21.724 0.682 10.859 23.718 0.681
141 5.969 20.254 0.812 11.335 22.456 0.684 11.319 23.120 0.673
Step Size 
(in hrs)
Training Validating Testing
Table D.9: Chronological Profile of Model Performance for Spring 2002
(Filtered data)
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Time
Tempera
ture Salinity
Dissolved 
Oxygen Depth Chlorophyll
1 6 3 5 4 1 2
3 6 3 5 4 1 2
6 5 2 6 4 1 3
9 6 2 3 4 1 5
12 6 2 4 5 1 3
15 6 2 5 4 1 3
18 6 2 5 4 1 3
21 6 2 5 3 1 4
24 6 2 5 4 1 3
27 6 2 3 5 1 4
30 6 2 4 5 1 3
33 6 2 5 4 1 3
36 6 2 4 5 1 3
39 6 2 3 4 1 5
42 6 2 4 5 1 3
45 6 2 5 3 1 4
48 6 2 5 3 1 4
51 6 2 5 4 1 3
54 6 2 3 5 1 3
57 6 2 5 4 1 3
60 6 2 5 3 1 4
63 6 2 4 5 1 3
66 6 2 5 3 1 4
69 6 2 4 3 1 5
72 6 2 4 5 1 3
75 6 2 5 4 1 3
78 6 2 5 3 1 4
81 6 2 4 3 1 5
84 6 2 5 3 1 4
87 6 2 4 3 1 5
90 6 2 3 4 1 5
93 6 2 4 3 1 5
96 6 2 4 5 1 3
99 6 2 3 4 1 5
102 6 2 3 4 1 5
105 6 2 4 3 1 5
108 6 2 3 4 1 5
111 6 2 4 3 1 5
114 6 2 3 4 1 5
117 6 2 3 4 1 5
120 6 2 3 4 1 5
123 6 2 3 5 1 4
126 6 3 5 2 1 4
129 6 2 4 3 1 5
132 6 2 3 4 1 5
135 6 2 4 3 1 5
138 6 2 4 5 1 3
141 6 2 5 3 1 4
Step Size    
(in hrs)
Sensitivity Analysis
Table D.10: Chronological Profile of Sensitivity Analysis for Spring 2002
(Filtered data)
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RMSE MAPE
Regression 
Coefficient RMSE MAPE
Regression 
Coefficient RMSE MAPE
Regression 
Coefficient
1 50.569 148.466 0.711 54.808 178.174 0.670 55.424 155.388 0.653
2 55.881 190.835 0.654 58.634 188.810 0.629 55.772 174.201 0.632
3 54.211 188.941 0.699 54.744 186.476 0.637 56.480 187.261 0.641
4 53.686 185.196 0.653 62.225 213.996 0.527 60.922 205.166 0.581
Step Size  
(in hrs)
Training Validating Testing
Table D.11: Chronological Profile of Model Performance for Summer 2003
(Non-filtered data)
Time Temperature Salinity
Dissolved 
Oxygen Depth Turbidity Chlorophyll
1 7 4 5 3 1 6 2
2 7 3 2 6 1 5 4
3 7 4 2 5 1 6 3
Step Size  
(in hrs)
Sensitivity Analysis
Table D.12: Chronological Profile of Sensitivity Analysis for Summer 2003
(Non-filtered data)
RMSE MAPE
Regression 
Coefficient RMSE MAPE
Regression 
Coefficient RMSE MAPE
Regression 
Coefficient
1 37.325 112.804 0.789 41.026 96.876 0.739 40.706 110.142 0.779
2 43.283 118.340 0.738 41.632 123.745 0.756 44.469 139.887 0.694
3 42.972 153.762 0.715 40.760 153.859 0.738 47.436 154.533 0.666
4 46.298 157.650 0.677 48.005 193.740 0.639 47.336 170.749 0.661
5 48.564 164.170 0.666 48.234 169.600 0.608 47.588 184.543 0.645
6 46.655 169.020 0.656 48.196 205.910 0.612 49.212 203.660 0.629
Step Size 
(in hrs)
Training Validating Testing
DS3trf
Table D.13: Chronological Profile of Model Performance for Summer 2003
(Filtered data)
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Time Temperature Salinity
Dissolved 
Oxygen Depth Chlorophyll
1 3 5 4 2 1 6
2 6 3 2 5 1 4
3 6 2 3 5 1 4
4 5 3 2 6 1 4
5 6 2 3 4 1 5
6 3 6 2 4 1 5
Step Size  
(in hrs)
Sensitivity Analysis
DS3trf
Table D.14: Chronological Profile of Sensitivity Analysis for Summer 2003
(Filtered data)
RMSE MAPE
Regression 
Coefficient RMSE MAPE
Regression 
Coefficient RMSE 
1 14.510 44.980 0.828 16.031 51.831 0.786 18.612
3 19.176 49.727 0.736 15.413 61.703 0.768 17.883
4 13.734 51.257 0.825 17.697 48.130 0.736 19.828
5 16.026 47.603 0.782 14.577 51.157 0.828 19.549
6 12.840 56.030 0.874 22.951 58.036 0.594 17.243
Step Size 
(in hrs)
Training Validating
Table D.15: Chronological Profile of Model Performance for Autumn 2004
(Non-filtered data)
Time Temperature Salinity
Dissolved 
Oxygen Depth Turbidity Chlorophyll
1 6 2 4 5 1 7 3
3 7 2 4 5 1 3 6
4 5 2 3 4 1 7 6
5 6 4 3 2 1 5 7
Step Size 
(in hrs)
Sensitivity Analysis
Table D.16: Chronological Profile of Sensitivity Analysis for Autumn 2004
(Non-filtered data)
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RMSE MAPE
Regression 
Coefficient RMSE MAPE
Regression 
Coefficient RMSE MAPE
Regression 
Coefficient
1 8.986 36.510 0.919 12.235 44.867 0.830 11.021 41.108 0.857
3 9.748 32.185 0.898 9.634 38.877 0.874 11.163 43.322 0.854
6 9.893 40.648 0.869 10.950 36.107 0.860 11.237 39.794 0.866
9 9.067 38.535 0.897 11.644 46.833 0.848 11.891 45.406 0.828
12 10.450 38.586 0.873 12.127 44.313 0.840 10.805 45.102 0.856
15 10.070 42.625 0.890 11.488 55.834 0.858 11.717 50.166 0.838
18 10.700 43.095 0.876 12.075 48.128 0.837 11.764 46.791 0.826
21 10.567 41.589 0.871 11.400 47.666 0.864 11.827 48.525 0.828
24 11.231 50.285 0.837 12.224 50.931 0.811 11.496 49.312 0.850
27 10.398 44.867 0.874 12.498 55.917 0.822 11.169 49.965 0.853
30 9.932 45.885 0.884 11.896 48.044 0.825 12.371 50.845 0.808
33 11.013 45.382 0.853 11.129 47.314 0.860 12.043 51.968 0.812
36 9.426 50.185 0.885 12.383 48.172 0.815 12.110 46.988 0.848
39 11.324 49.171 0.865 11.531 56.045 0.840 12.141 47.776 0.834
42 10.572 53.456 0.858 12.536 48.754 0.819 11.798 51.926 0.832
45 9.303 43.624 0.897 11.594 46.654 0.839 11.302 46.526 0.851
48 9.586 45.834 0.896 11.678 50.720 0.829 11.908 47.714 0.826
51 10.936 34.562 0.866 11.662 40.635 0.841 11.741 40.675 0.838
54 9.661 41.204 0.873 11.616 40.440 0.843 12.564 42.769 0.834
57 11.771 39.672 0.850 11.349 44.504 0.826 11.951 36.644 0.841
60 10.634 35.432 0.881 11.979 37.751 0.849 12.179 42.513 0.833
63 11.739 47.375 0.844 10.661 48.128 0.836 11.678 45.504 0.857
66 10.183 45.641 0.855 11.256 43.658 0.867 12.165 44.657 0.836
69 10.449 43.199 0.874 11.219 47.748 0.831 11.194 40.017 0.875
72 10.211 33.865 0.897 11.204 42.092 0.862 11.899 42.159 0.843
75 10.790 44.871 0.873 10.616 45.502 0.852 11.357 43.185 0.864
78 11.294 44.558 0.874 10.084 54.679 0.865 11.454 40.841 0.863
81 9.992 37.411 0.900 11.700 45.510 0.867 12.055 44.655 0.835
84 10.554 42.082 0.888 10.966 41.756 0.885 12.244 46.892 0.838
87 9.711 42.754 0.898 11.636 44.116 0.870 12.268 45.699 0.828
90 10.558 47.086 0.846 10.882 49.747 0.876 12.568 48.662 0.843
93 10.714 43.835 0.872 11.551 45.407 0.817 11.671 46.935 0.864
96 9.514 40.148 0.909 11.738 45.128 0.853 12.146 44.221 0.830
99 9.128 38.320 0.912 11.315 42.017 0.868 12.736 42.606 0.820
102 11.070 42.129 0.862 10.867 46.642 0.855 12.603 46.298 0.837
105 11.506 41.713 0.859 12.640 48.382 0.828 12.575 48.432 0.817
108 10.722 41.494 0.877 12.479 46.347 0.827 11.673 44.258 0.852
111 10.165 40.483 0.887 11.921 47.104 0.848 12.627 46.583 0.824
114 10.497 39.726 0.871 11.468 43.092 0.840 12.379 42.538 0.838
117 10.615 41.222 0.883 11.320 45.018 0.851 11.517 45.658 0.848
120 9.499 38.286 0.893 12.564 47.589 0.825 11.850 43.184 0.853
123 11.294 45.072 0.857 12.133 49.811 0.836 12.119 48.664 0.842
126 9.429 34.456 0.908 12.661 40.781 0.838 12.162 43.674 0.837
129 10.832 37.508 0.887 10.624 40.997 0.851 12.094 48.898 0.862
132 8.619 36.476 0.917 12.865 47.056 0.818 11.846 42.268 0.852
135 11.187 37.010 0.872 11.694 40.309 0.848 13.093 40.683 0.803
138 8.485 34.787 0.922 12.029 43.153 0.854 12.583 47.843 0.830
141 11.330 44.315 0.826 10.989 42.823 0.873 13.443 50.089 0.828
144 12.797 52.172 0.823 13.560 55.244 0.753 13.332 51.366 0.816
Step Size  
(in hrs)
Training Validating Testing
Table D.17: Chronological Profile of Model Performance for Autumn 2004
(Filtered data)
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Time Temperature Salinity
Dissolved 
Oxygen Depth Turbidity Chlorophyll
1 7 6 3 2 1 4 5
3 7 3 4 2 1 5 6
6 7 3 2 4 1 5 6
9 7 2 3 4 1 5 6
12 7 2 3 4 1 6 5
15 7 2 3 4 1 5 6
18 7 2 3 4 1 6 5
21 7 3 2 4 1 5 6
24 7 2 4 3 1 5 6
27 7 2 4 3 1 5 6
30 7 3 4 2 1 5 6
33 5 4 2 3 1 7 6
36 7 2 3 6 1 5 4
39 6 2 3 5 1 4 7
42 6 2 3 4 1 5 7
45 7 3 2 5 1 4 6
48 6 3 2 4 1 5 7
51 7 2 3 4 1 6 5
54 7 2 4 3 1 5 6
57 5 2 3 4 1 7 6
60 7 2 3 4 1 6 5
63 6 2 3 4 1 5 7
66 6 2 3 4 1 7 5
69 5 2 3 4 1 6 7
72 6 2 3 5 1 4 7
75 5 2 3 4 1 6 7
78 6 2 3 4 1 5 7
81 6 2 3 4 1 5 7
84 6 3 4 2 1 5 7
87 6 2 4 3 1 5 7
90 5 3 4 2 1 6 7
93 6 4 3 2 1 5 7
96 6 2 4 3 1 5 7
99 7 2 3 4 1 5 6
102 6 3 4 5 1 2 7
105 6 2 5 4 1 3 7
108 7 3 4 2 1 5 6
111 7 2 4 3 1 5 6
114 6 3 4 2 1 5 7
117 7 2 5 3 1 4 6
120 6 2 4 3 1 5 7
123 7 3 4 2 1 5 6
126 6 2 4 3 1 5 7
129 6 4 3 2 1 5 7
132 6 5 4 3 1 2 7
135 7 4 5 3 1 2 6
138 6 3 5 2 1 4 7
141 7 2 3 4 1 5 6
144 6 4 5 2 1 2 7
Step Size  
(in hrs)
Sensitivity Analysis
Table D.18: Chronological Profile of Sensitivity Analysis for Autumn 2004
(Filtered data)
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