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Introduction
The Optimal Power Flow (OPF) problem determines the generator dispatch of minimal cost that meets the demands while satisfying the physical and engineering constraints of the power system (Chowdhury and Rahman 1990) . The OPF (aka AC-OPF) is a non-convex non-linear optimization problem and the building bock of many applications, including security-constrained OPFs (Monticelli et al. 1987) , optimal transmission switching (Fisher, O'Neill, and Ferris 2008) , capacitor placement (Baran and Wu 1989), expansion planning (Verma et al. 2016) , and security-constrained unit commitment (Wang, Shahidehpour, and Li 2008) .
Typically, generation schedules are updated in intervals of 5 minutes (Tong and Ni 2011), possibly using a solution to the OPF solved in the previous step as a starting point. In recent years, the integration of renewable energy in sub-transmission and distribution systems has introduced significant stochasticity in front and behind the meter, making load profiles much harder to predict. This uncertainty forces system operators to adjust the generators setpoints with increasing frequency, to serve the power demand while ensuring stable network operations. However, the resolution frequency to solve OPFs is limited by their computational complexity. To address this issue, system operators typically solve OPF approximations such as the linear DC model (DC-OPF) . While these approximations are more efficient computationally, their solution may be sub-optimal and induce substantial economical losses, or they may fail to satisfy the physical and engineering constraints.
Similar issues also arise in expansion planning and other configuration problems, where plans are evaluated by solving a massive number of multi-year Monte-Carlo simulations at 15-minute intervals (Pache et al. 2018; Hig ) . Additionally, the stochasticity introduced by renewable sources of energy dramatically increases the number of scenarios to consider. Therefore, modern approaches recur to the linear DC-OPF approximation and focus to only the scenarios that are thought to be most pertinent (Pache et al. 2018) at the expense of the fidelity of the simulations.
To address these challenges, this paper studies how to approximate OPFs using a Deep Neural Network (DNN) approach. The main goal of the OPF is to find generator setpoints, i.e., the amount of real power and the voltage magnitude for each generator. Approximating the OPF using DNNs can thus be seen as an empirical risk minimization problem. However, the resulting setpoints must also satisfy the physical and engineering constraints that regulate power flows, and these constraints introduce significant difficulties for machine learning-based approaches, as shown in (Ng et al. 2018; Deka and Misra 2019) . To address these difficulties, this paper presents a DNN approach to the OPF (OPF-DNN) that borrows ideas from Lagrangian duality and models the learning task as the Lagrangian dual of the empirical risk minimization problem under the OPF constraints.
The contributions of this paper can be summarized as follows. (1) It proposes an approach (OPF-DNN) that uses a DNN to predict the generator setpoints for the OPF; (2) It exploits the physical and engineering constraints in a Lagrangian framework using violation degrees; (3) It enhances the prediction accuracy by leveraging the availability of a solution to a related OPF (e.g., the solution to the OPF at the previous time step, which is almost always available); (4) It recasts the OPF prediction as to the Lagrangian dual Model 1 AC Optimal Power Flow (AC-OPF) Op 9 p d , 9 q d q " argmin p g ,v ř iPN costpp g i q (1) subject to:
9 v min i ď vi ď 9 v max i @i P N (2a) -9 θ ∆ ij ď θiθj ď 9 θ ∆ ij @pijq P E (2b) 9 p g min i ď p g i ď 9 p g max i @i P N (3a) 9 q g min i ď q g i ď 9 q g max i @i P N (3b) pp f ij q 2`p q f ij q 2 ď 9 S f max ij @pijq P E (4) p f ij " 9 gijv 2 i -vivjp 9 bijsinpθi-θjq`9 gijcospθi-θjqq @pijq P E (5a) q f ij " -9 bijv 2 i -vivjp 9 gijsinpθi-θjq-9 bijcospθi-θjqq @pijq P E (5b)
ř pijqPE q f ij @i P N (6b) output: pp g , vq -The system operational parameters of the empirical risk minimization under constraints, using a subgradient method to obtain a high-quality solution.
OPF-DNN is evaluated on realistic power systems: The computational results show significant improvements in accuracy and efficiency compared to the ubiquitous DC model. In particular, OPF-DNN provides accuracy improvements of at least two orders of magnitude and efficiency speedups of at least four orders of magnitude. These results may open new avenues for power system analyses and operations under significant penetration of renewable energy.
Preliminaries
The paper uses the following notations: Variables are denoted by calligraph lowercase symbols, constants by dotted symbols, and vectors by bold symbols. The hat notationx describes the prediction of a value x and }¨} denotes the L2-norm. The power flow equations are expressed in terms of complex powers of the form S " pp`jqq, where p and q denote active and reactive powers, admittance of the form Y " pg`jbq, where g and b denote the conductance and susceptance, and voltages of the form V " pv=θq, with magnitude v and phase angle θ.
Optimal Power Flow
The Optimal Power Flow (OPF) determines the least-cost generator dispatch that meets the load (demand) in a power network. A power network is viewed as a graph pN , Eq where the nodes N represent the set of n buses and the edges E represent the set of e transmission lines. The OPF constraints include physical and engineering constraints, which are captured in the AC-OPF formulation of Model 1. The model uses p g , and p d to denote, respectively, the vectors of active power generation and load associated with each bus and p f to describe the vector of active power flows associated with each transmission line. Similar notations are used to denote the vectors of reactive power q. Finally, the model uses v and θ to describe the vectors of voltage magnitude and angles associated with each bus. The OPF takes as in-Model 2 The Load Flow Model minimize: }p g´pg } 2`} v´v} 2
(2) subject to: (2a)´(6b) puts the loads p 9 p d , 9 q d q and the admittance matrix 9 Y , with entries 9 g ij and 9 b ij for each line pijq P E; It returns the active power vector p of the generators, as well the voltage magnitude v at the generator buses. The objective function (1) captures the cost of the generator dispatch, and is typically expressed as a quadratic function. Constraints (2a) and (2b) restrict the voltage magnitudes and the phase angle differences within their bounds. Constraints (3a) and (3b) enforce the generator active and reactive output limits. Constraints (4) enforce the line flow limits. Constraints (5a) and (5b) capture Ohm's Law. Finally, Constraint (6a) and (6b) capture Kirchhoff's Current Law enforcing flow conservation at each bus.
The DC Relaxation The DC model is a ubiquitous linear approximation to the OPF (Wood and Wollenberg 1996) . It ignores reactive power and assumes that the voltage magnitudes are at their nominal values (1.0 in per unit notation). The model uses only the barred constraints in Model 1. Constrains (4) considers only the active flows and hence can be trivially linearized and Constraints (5a) becomes p f ij "´9 b ij pθ i´θj q. The quadratic objective is also replaced by a piecewise linear function. Being an approximation, a DC solutionp g may not satisfy the AC model constraints. As result, prior to being deployed, one typically solves a load flow optimization, described in Model 2. It is a least squares minimization problem that finds the closest AC-feasible solution to the approximated one.
Deep Learning Models
Supervised Deep Learning (SDL) can be viewed as the task of approximating a complex non-linear mapping from labeled data. Deep Neural Networks (DNNs) are deep learning architectures composed of a sequence of layers, each typically taking as inputs the results of the previous layer (Le-Cun, Bengio, and Hinton 2015) . Feed-forward neural networks are basic DNNs where the layers are fully connected and the function connecting the layer is given by o " πpW x`bq, where x P R n is the input vector, o P R m the output vector, W P R mˆn a matrix of weights, and b P R m is a bias vector. The function πp¨q is often non-linear (e.g., a rectified linear unit (ReLU)).
OPF Learning Goals
The goal of this paper is to learn the OPF mapping O : R 2n Ñ R 2n : Given the loads`p d , q d˘, predict the setpoints pp g , vq of the generators, i.e., their active power and the voltage magnitude at their buses. The input of the learning task is a dataset D " tpx , y qu N "1 , where x "pp d , q d q and y " pp g , vq represent the th observation of load demands and generator setpoints which satisfy y " Opx q. The output is a functionÔ that ideally whould be the result of the following optimization problem minimize: 
and Cpx, yq holds if there exist voltage angles θ and reactive power generated q g that produce a feasible solution to the OPF constraints with x " pp d , q d q and y " pp g , vq.
One of the key difficulties of this learning task is the presence of the complex nonlinear feasibility constraints in the OPF. The approximationÔ will typically not satisfy the problem constraints. As a result, like in the case of the DC model discussed earlier, the validation of the learning task uses a load flow computation that, given a predictionŷ " Opx q, computes the closest feasible generator setpoints.
Baseline Deep Learning Model
The baseline model for this paper assumes that functionÔ is given by a feed-forward neural network, whose architecture is part of the final network outlined in Figure 1 and discussed in detail later. While this baseline model is often accurate for many regression problems, the experimental results show that it has low fidelity for complex AC-OPF tasks. More precisely, a load flow computation on the predictions of this baseline model to restore feasibility produces generator setpoints with substantial errors. The rest of the paper shows how to improve the accuracy of the model by exploiting the problem structure.
Capturing the OPF Constraints
To capture the OPF constraints, this paper uses a Lagrangian relaxation approach exploiting the concept of constraint violations (Fontaine, Laurent, and Van Hentenryck 2014) used in generalized augmented Lagrangian relaxation (Hestenes 1969; Fontaine, Laurent, and Van Hentenryck 2014) . The Lagrangian relaxation of an optimization problem minimize: f pxq subject to: hpxq " 0; gpxq ď 0 is given by
where λ h and λ g ě 0 are the Lagrangian multipliers. In contrast, the violation-based Lagrangian relaxation is minimize: f pxq`λ h |hpxq|`λ g maxp0, gpxqq with λ h , λ g ě 0. In other words, the traditional Lagrangian relaxation exploits the satisfiability degrees of constraints, while the violation-based Lagrangian relaxation is expressed in terms of violation degrees. The satisfiability degree of a constraint measures how well the constraint is satisfied, with negative values representing the slack and positive values representing violations, while the violation degree is always non-negative and represents how much the constraint is violated. More formally, the satisfiability degree of a constraint c : R n Ñ Bool is a function σ c : R n Ñ R such that σ c pxq ď 0 " cpxq. The violation degree of a constraint c : R n Ñ Bool is a function ν c : R n Ñ R`such that σ c pxq " 0 " cpxq. For instance, for a linear constraints cpxq of type Ax ě b, the satisfiability degree is defined as σ c pxq " b´Ax and the violation degrees for inequality and equality constraints are specified by ν ě c pxq " max p0, σ c pxqq ν " c pxq " |σ c pxq| . Although the resulting term is not differentiable (but admits subgradients), computational experiments indicated that violation degrees are more appropriate for predicting OPFs than satisfiability degrees. Observe also that an augmented Lagrangian method uses both the satisfiability and violation degrees in its objective.
To define the violation degrees of the AC-OPF constraints, the baseline model needs to extended to predict the reactive power dispatched q g and the voltage angles θ of the power network. Given the predicted valuesv,θ,p g , andq g , the satisfiability degree of (a subset of) the OPF constraints can be expressed as:
where σ L 2a and σ R 2a correspond to Constraints (2a) and capture the distance of the predictionsv i from the voltage bounds. Similarly, σ L 3a and σ R 3a relate to Constraints (3a) and describe the distance of the predicted generator active dispatches from their bounds. Finally, the functions σ 6a relate to the Kirchhoff Current Laws (Constraints (6a)) and express the violation of flow conservation at a bus. Herep f ij is the active power flow for line pijq P E computed from Constraints (5a), using the predicted quantitiesv i ,v j ,θ i , andθ j .
The violation degrees associated with the satisfiability degree above are defined as follows:
where n and e denote the number of buses and transmission lines, respectively. These functions capture the average deviation by which the prediction violates the associated constraint. The violations degrees define penalties that will be used to enrich the DNN loss function to encourage their satisfaction. Prior describing the DNN objective, we introduce a further extension that exploits yet another aspect of the structure of the OPF.
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Exploiting Temporal Locality
The solving of an OPF (or a load flow) rarely happens in a cold start: OPFs are typically solved in the context of an existing operating point (hot start). As a result, the learning task can exploit this existing configuration, which is called the power network state in this paper. The power network state is a tuple s 0 "`p d 0 , q d 0 , p g 0 , q g 0 , v 0 , θ 0˘, describing the load, the generation, and the voltages that are solutions to a related OPF. The learning can then use a new, enriched, training data set, defined as follows:
The elements x P R 8n are vectors describing the power network state s 0 (e.g., the configuration in the previous timestep) and the current loads pp d , q d q. The elements y P R 4n are vectors describing the optimal generator and voltage settings for input data x . The collection of the elements tx u N "1 is denoted by X and the elements ty u N "1 by Y. The goal remain that of learning a mappingÔ. Note that, despite some proximity of loads in subsequent states, the OPF non linearities often cause severe variations in the operational parameters outputs. Therefore, as confirmed by our experimental results, the learning mechanism cannot rely exclusively on the information encoded in the network state.
Objective
It is now possible to define the final loss function used to train the OPF-DNN. First, the loss is augmented to consider the predictions of voltage phase angles and the reactive power of generators, since these are required to compute the violation degrees associated with the OPF constraints. It minimizes the mean squared error between the optimal voltage and generator settings y and the predicted onesŷ. Moreover, the objective function includes the Lagrangian relaxation based on the OPF physical and engineering constraints violation degrees. Given the set C of OPF constraints, the associated loss is captured by the expression 
Prediction Errors
We first analyze the prediction error of the DNN models. Table 3 reports the average L1 distance between the predicted generator powerp g , voltage magnitudev and anglesθ and the original quantities. It also reports the errors of the predicted flowsp f (which use the generator power and voltage predictions) and are important to assess the fidelity of the predictions. The distances are reported in percentage: }x´x}1 }x}1ˆ1 00, for quantity x, and best results are highlighted in bold. For completeness, the results report an extended version of model M B , which predicts quantities θ and q g ; The prediction errors for quantities p g and v did not degrade in this extended version. A clear trend appears: The prediction errors decrease with the increasing of the model complexity. In particular, model M C , which exploits the problem constraints, predicts much better voltage quantities and power flows than M B . M CL , which also exploits the previous state, improves M C predictions by one order of magnitude in most of the cases. Finally, the use of the Lagrangian dual to find the best weights (M D CL ) further improves M CL predictions by up to an additional order of magnitude. Figure 2 further illustrates the importance of modeling the problem constraints and the temporal locality. It illustrates the prediction errors on the operational parameters v (left) and p g (right) at the varying of the demands in the power networks. The plots are in log-10 scale and clearly indicate that the models exploiting the problem structure better generalize to the different network settings.
Load Flow Analysis
Having assessed the predictive capabilities of OPF-DNN, the next results focus on evaluating its practicality by simulating the prediction results in an operational environment. The idea is to measure how much the predictions need to be adjusted in order to satisfy the operational and physical constraints. The experiments perform a load flow (Model 2) on the predictedp g andv values. In addition to comparing the DNN model variants, the results also report the deviations of the linear DC model from an AC-feasible solution. The DC model is widely used in power system industry. The results are tabulated in Table 4 . The left table reports the L1 distances, in percentage, of the predictionsp g andv to the solutions p g and v of the load flows. Trends similar to the previous section are observed, with M D CL being substantially more accurate than all other DNN versions. The table also shows that M D CL is up to two order of magnitude more precise than the DC model. The right table reports the L1 distances of the load flow solutions to the optimal AC-OPF solutions. The results follow a similar trend, with the OPF-DNN model (M D CL ) being at least one order of magnitude more precise than the DC model. The bottom rows of the table show the average results over all the power network adopted in the experimental analysis. These results are significant: They suggest that OPF-DNN has the potential to replace the DC model as an AC-OPF approximation and deliver generator setpoints with greater fidelity.
Solution Quality and Runtime
Finally, the last results compare the accuracy and runtime of the proposed DNN models and the DC approximation against the optimal AC-OPF solutions. The solution quality is measured by first finding the closest AC feasible solution to the predictions returned by the DC or by the DNN models. Then, the cost of the dispatches are compared to the original ones. Table 5 reports the average L1-distances of the dispatch costs. The last row reports the average distances across all the test cases. The analysis of the DNN variants exhibits the same trends as before, with the networks progressively improving the results as they exploit the problem constraints (M C ), the temporal locality (M CL ), and use the Lagrangian dual (M D CL ). Finally, Table 6 illustrates the time required to find an AC OPF solution, a linear DC approximation, and a prediction using OPF-DNN (M D CL ). Observe that OPF-DNN finds dispatches whose costs are at least one order of magnitude closer to the AC solution than those returned by the DC approximation, while being several order of magnitude faster. 
Related Work
Within the energy research landscape, DNN architectures have mainly been adopted to predict exogenous factors affecting renewable resources, such as solar or wind. For instance, Anwar et al. 2016 uses a DNN-based system to predict wind speed and adopt the predictions to schedule generation units ahead of the trading period. Boukelia et al. 2017 studied a DDN framework to predict the electricity costs of solar power plants coupled with a fuel backup system and energy storage. Chatziagorakis et al. (2016) studied the control of hybrid renewable energy systems, using recurrent neural networks to forecast weather conditions. Another power networks area in which DNNs have been adopted is that of security assessment. Ince et al. (2016) In terms of OPF prediction, the literature is much sparser. The most relevant work uses a DNN architecture to learn the set of active constraints (e.g., those that, if removed, would improve the value of the objective function) at optimality in the linear DC model (Ng et al. 2018; Deka and Misra 2019) . Once the set of relevant active constraints are identified, exploiting the fact that the DC OPF is a linear program, one can run an exhaustive search to find a solution that satisfies the active constraints. While this strategy is efficient when the number of active constraints is small, its computational efficiently decreases drastically when its number increases due to the combinatoric nature of the problem. Additionally, this strategy applies only to the linear DC approximation. This work departs from these proposals and predicts the optimal setpoints for the network generators and bus voltages in the AC-OPF setting. Crucially, the presented model actively exploits the OPF constraints during training, producing reliable results that significantly outperform classical model approximations (e.g., DC-OPF).
Conclusions
The paper studied a DNN approach for predicting the generators setpoint in optimal power flows. The AC-OPF problem is a non-convex non-linear optimization problem that is subject to a set of constraints dictated by the physics of power networks and engineering practices. The proposed OPF-DNN model exploits the problem constraints using a Lagrangian dual method as well as a related network state that is almost always available in practice due to temporal locality. The resulting model was tested on several power network test cases of varying sizes in terms of prediction accuracy, operational feasibility, and solution quality. The computational results show that the proposed OPF-DNN model can find solutions that are up to several order of magnitude more precise and faster than existing approximation methods (e.g., the commonly adopted linear DC model).
These results may open a new avenue in approximating the AC-OPF problem, a key building block in many power system applications, including expansion planning and security assessment studies which typically requires a huge number of multi-year simulations based on the linear DC model.
