Introduction
A classical result of Sylvester [22] (see also [17] , [18] ), generalizing Bertrand's Postulate, states that the greatest prime divisor of a product of k consecutive integers greater than k exceeds k. More recent work in this vein, well surveyed in [19] , has focussed on sharpening Sylvester's theorem, or upon providing lower bounds for the number of prime divisors of such a product. As noted in [19] , a basic technique in these arguments is to make a careful distinction between ''small'' and ''large'' primes, and then apply sophisticated results from multiplicative number theory. Along these lines, if we write
where U is composed only of primes e k and V only of those exceeding k, then Ecklund, Eggleton, Erdő s and Selfridge [6] deduce the inequality U < V , valid with at most finitely many exceptions. To prove this, they employ a variety of combinatorial lemmata, the Prime Number Theorem, and a result of Mahler [12] from Diophantine approximation. In fact, they obtain something much more explicit, except in the cases k A f3; 5; 7g, where the appeal to [12] leads to ine¤ectivity (rather than a precise list of exceptional pairs ðn; kÞ).
In this situation, we find in [6] a conjecture, described as the ''most obvious outstanding problem'' in this area, characterizing the exceptional pairs for k A f3; 5; 7g (there are believed to be precisely 19) . This also appears as problem B31 in [10] and is referenced in [7] . In this paper, as a byproduct of rather more general results (see Section 2), we will prove this conjecture in two of the three cases: Theorem 1.1. If k A f5; 7g, n f 2k is an integer, and we write
where U and V are integers with PðUÞ e k and V coprime to k!, then it follows that V > U, unless ðn; kÞ A fð10; 5Þ; ð12; 5Þ; ð21; 7Þ; ð28; 5Þ; ð30; 7Þ; ð54; 7Þg:
Here, we denote by PðmÞ, the greatest prime factor of an integer m (with PðG1Þ ¼ 1). Our approach is based upon careful examination of the case of two consecutive integers. As far back as 1897, C. Stö rmer [21] showed that the largest prime factor of x 2 þ x tends to infinity with x and gave an algorithm for finding every x for which x 2 þ x has all of its prime factors less than a prescribed bound. D. H. Lehmer [11] , improving on this algorithm, determined explicitly the 869 positive integers x for which the largest prime factor of x 2 þ x is e 41. Fixing primes p and q, for x su‰ciently large and for k, l, and y nonnegative integers satisfying x 2 þ x ¼ p k q l y; ð1:1Þ it follows from [21] that the value of y is necessarily large. In fact, Mahler [12] applied a padic version of Roth's theorem from Diophantine approximation due to Ridout [14] to show that for an arbitrary e > 0 and x su‰ciently large (depending on p, q and e), the value of y exceeds x 1Àe . Unfortunately, this result is ine¤ective in the sense that it is not possible to explicitly quantify the term ''su‰ciently large''. The strongest e¤ective analogue of this statement available to us, in general, is due to Stewart [20] , who obtained an estimate of the shape y g x d for certain d ¼ dðp; qÞ > 0. This result is based on careful use of lower bounds for linear forms in logarithms and applies also to the situation where the right-hand side of (1.1) contains an arbitrary fixed list of primes.
For the purpose of proving Theorem 1.1 and for other applications, however, we require a result that is valid for larger values of d than those implicit in [20] , yet still e¤ective (indeed explicit). In this paper, we will deduce such estimates via the hypergeometric method of Thue and Siegel. We establish, by way of example, the following: Theorem 1.2. Let x be a positive integer not in the set f1; 2; 3; 8g, and suppose that k, l, and y are nonnegative integers satisfying
Then y > x 0:285 .
The need for a result of this flavour (a very special case of the statements of our Section 2) was actually the prime motivating force for this paper. [17] , [18] and R. Gow [9] , there is, for every integer m f 2, a generalized Laguerre polynomial of degree m having Galois group the alternating group A m .
The layout of this paper is as follows. In Section 2, we provide notation and statements of our results in full generality. In Section 3, we introduce the approximating poly-nomials that will play the key role in our proofs (Padé approximants to the binomial function). In Section 4, we discuss needed bounds, archimedean estimates, on values of these approximating polynomials. In Section 5, we obtain nonarchimedean estimates associated with the polynomials; these correspond to bounds for the greatest common divisor of the coe‰cients associated with the approximating polynomials. In Section 6, we give a computational argument for obtaining all small solutions associated with the diophantine inequalities in this paper. Sections 7 through 10 are devoted to completing the proofs of the main results in the paper. Tijdeman for early discussions that aided in their investigations. They are also grateful to Carrie Finch and Mark Kozek who read through an early version of the paper and suggested various changes.
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The more general theorems
We will deduce Theorems 1.1 and 1.2 as reasonably straightforward consequences of the following result. The reason that we have given these measures to three decimal places is that it is crucial for our arguments leading to Theorem 1.1 that we have lð2; 3Þ þ lð3; 5Þ > 1=2: To achieve this requires extremely careful analysis and rather extensive computations; the measures for other values of p and q have not been computed nearly so carefully and hence may be readily sharpened. Note that we have restricted attention to prime values of p and q. As our proof will reveal, this is only for simplicity and in light of our desired applications. There is no intrinsic reason for such a constraint. It is also worth noting that extending Theorem 1.1 to the case k ¼ 3 is essentially equivalent to sharpening Theorem 2.1, in the case ðp; qÞ ¼ ð2; 3Þ, to lð2; 3Þ > 1=2. We suspect that proving such an inequality will require the introduction of fundamentally new ideas. Theorem 2.1 will in fact follow from more general machinery. In order to state these results, we beg the reader's indulgence while we introduce some notation. Let c > d f 1 be integers and set s ¼ c=d. We define log LðsÞ ¼ 1 d
To clarify, the sum in the definition of log LðsÞ is over j, CðzÞ is the derivative of the logarithm of GðzÞ, and r is chosen, in each case, to be the integer in f0; 1; . . . ; c þ d À 1g satisfying r 1 jd À1 À modðc þ dÞ Á . For 0 < z < 1, we take 
The choices of u 1 and u 2 above and their appearance in the definition of Qðs; zÞ and Eðs; zÞ are not arbitrary. The function u sÀ1 ð1 À uÞð1 À u þ zuÞ obtains its maximum for u A ½0; 1 at u ¼ u 1 , while the maximum of the function uð1 À uÞð1 À zuÞ sÀ1 for u A ½0; 1 occurs at u ¼ u 2 .
Our main result, at least from an e¤ective, rather than explicit, viewpoint is the following. 
Assume further that there exists a rational number s satisfying 1 < s < 1=z 0 , 
We note that we are not asserting that we can always apply Theorem 2.2 to obtain results of this nature for general p and q. Indeed, we are apparently unable to derive anything of a nontrivial nature when p ¼ 7 and q ¼ 11. Also, write
and, if > 0, set
where
We have 
Assume further that there exists a rational number s with 1 < s < 1=z 0 , W 3 > 1 and W 4 > 1.
Then for all positive integers D, x 1 and x 2 and nonnegative integers k and l and for all > 0, if
Some useful polynomials
Our results will require careful analysis of Padé approximants to the binomial function ð1 À zÞ n . In the case that n is a positive integer, these are just polynomials, which we may construct as follows. Let us suppose that A, B and C are positive integers and define
Arguing as in [3] , Section 2, we deduce that One may note, by comparison to e.g. Beukers [5] , that if A ¼ C, then P A; B; C ðzÞ and Q A; B; C ðzÞ correspond to the diagonal Padé approximants to ð1 À zÞ BþCþ1 with error term E A; B; C ðzÞ. The following results are given in [3] and [5] :
Lemma 3.1. The expressions P A; B; C ðzÞ, Q A; B; C ðzÞ and E A; B; C ðzÞ satisfy
Q A; B; C ðzÞ ¼ ðÀ1Þ In particular, Lemma 3.1 implies that P A; B; C ðzÞ, Q A; B; C ðzÞ and E A; B; C ðzÞ are polynomials in z with integer coe‰cients, and Lemma 3.2 implies that P A; B; A ðzÞ and P Aþ1; BÀ1; Aþ1 ðzÞ (as well as Q A; B; A ðzÞ and Q Aþ1; BÀ1; Aþ1 ðzÞ) are relatively prime polynomials.
Bounding the approximants
For our applications, we will have need of asymptotically sharp bounds for the polynomials defined in the preceding section, both in archimedean and nonarchimedean metrics. We take c and d to be relatively prime positive integers. As in (2.7), we suppose c > d and that n ¼ dm or dm À 1. Write s ¼ c=d. Here and subsequently, let A ¼ C ¼ n, B ¼ cm À n À 1 and write, suppressing various dependencies, P n ðzÞ ¼ P n; cmÀnÀ1; n ðzÞ; Q n ðzÞ ¼ Q n; cmÀnÀ1; n ðzÞ; and E n ðzÞ ¼ E n; cmÀnÀ1; n ðzÞ:
Our next result is essentially [3] , Lemma 5, and follows from replacing À1=N by z, and noting that the argument given there is still valid. We remark that some variable names have been modified.
For fixed values of c, d, z and, hence, s, the values of Qðs; zÞ, Eðs; zÞ, and the integrals appearing in C 1; d and C 2; d of Lemma 4.1 can be computed exactly. We therefore can use Lemma 4.1 to determine bounds for Q n ðzÞ and E n ðzÞ. While we will make no e¤orts to establish the fact, it is easy to show that these bounds are asymptotically sharp.
Nonarchimedean estimates
We next turn our attention to nonarchimedean analogues of Lemma 4.1. Our main goal will be to derive strong lower bounds upon the quantity Gðc; d; nÞ defined in (2.7). Here, we assume that n ¼ dm or dm À 1. In fact, with a little work, it is not di‰cult to deduce equality here and to replace the lim inf with the limit (though, for our applications, this is relatively unimportant). To prove Theorem 2.1, we require more explicit estimates for L 1 ðc=dÞ for certain fixed choices of integers c and d; recall that this function provides a lower bound for Gðc; d; nÞ. We will prove the following: Our chief tool in establishing Proposition 5.1 is the following result, [3] , Lemma 3. Its form is suggested by the coe‰cients of the approximating polynomials.
Lemma 5.2. Suppose t is a positive integer satisfying
and that we define MðA; B; C; tÞ ð5:3Þ
If p is a prime for which MðA; B; C; tÞ
for all r A f0; 1; . . . ; Ag:
Recall that our goal is to obtain a lower bound for Gðc; d; nÞ. We begin by noting that the intervals MðA; B; C; tÞ; A þ B þ C t ! in which the primes described in Lemma 5.2 lie are disjoint for di¤erent values of t. To see this, observe that ðx þ yÞ=ðu þ vÞ is between x=u and y=v for any positive real numbers x, y, u and v. Set
Then we have
MðA; B; C; tÞ ¼ max
and hence
MðA; B; C; tÞ
which implies our claim.
From Lemma 5.2, we thus have that
where t ranges over all positive integers satisfying
and p is prime with MðA; B; C; tÞ < p e cm þ n À 1 t (where MðA; B; C; tÞ is as in (5.3), remembering that we take A ¼ C ¼ n and
One checks that this is equivalent to
Suppose that m f 2t and ft=ðs þ 1Þg > 1=2. We justify next that (5.6) holds so that if m f 2t, then the first product in (5.4) can be taken over all t for which ft=ðs þ 1Þg > 1=2. To see that (5.6) holds, we begin with
This inequality can be easily verified by using m f 2t and dm e n þ 1, and the equality follows immediately from s ¼ c=d. To establish (5.6) and also to help simplify our expression for the lower bound on the primes p appearing in (5.4), we will show
Observe that ft=ðs þ 1Þg > 1=2 and (5.7) imply bnt=ðcm þ n À 1Þc f bt=ðs þ 1Þc. To obtain the reverse inequality and, hence, the first part of (5.8), we use that
Thus, the first equation in (5.8) will follow if we can show
From n e dm and n f 2dt À 1 f dt, we obtain
Hence, the first equation in (5.8) holds. Since the inequality ft=ðs þ 1Þg > 1=2 is strict, we deduce that
Combining this inequality with (5.7) and the first equation in (5.8), we obtain (5.6). Since now both ft=ðs þ 1Þg and fnt=ðcm þ n À 1Þg exceed 1=2, the second equation in (5.8) follows from the first as the second can be rewritten
Before proceeding, we make some observations. First, it is not di‰cult to modify the above arguments to show that if m > t and 3d > c, then ft=ðs þ 1Þg > 1=2 still implies fnt=ðcm þ n À 1Þg > 1=2. As the condition 3d > c is satisfied for the choices of c and d we consider, this allows for an extension on the range of m considered. Also, we note that the conditions fnt=ðcm þ n À 1Þg > 1=2 and ft=ðs þ 1Þg > 1=2 are not equivalent, even with m f 2t. If t 1 0 ðmod c þ dÞ and n ¼ dm À 1, for example, then ft=ðs þ 1Þg ¼ 0 but fnt=ðcm þ n À 1Þg > 1=2. Also, if c 1 d 1 1 ðmod 2Þ, t 1 ðc þ dÞ=2 ðmod c þ dÞ and n ¼ dm, then ft=ðs þ 1Þg ¼ 1=2 but fnt=ðcm þ n À 1Þg > 1=2. These issues can help with the computations but did not in the end improve our theorems, so we do not address these matters further.
In the case that ft=ðs þ 1Þg ¼ s=ðs þ 1Þ, the first or second range on p above holds depending on whether n ¼ dm or n ¼ dm À 1, respectively.
Proof. Observe that the condition c > d > 0 that we have imposed on c and d implies s=ðs þ 1Þ > 1=2. We have that m f 2t and only need to consider the case that ft=ðs þ 1Þg > 1=2. With A ¼ C ¼ n and B ¼ cm À n À 1, (5.8) simplifies (5.3) to MðA; B; C; tÞ ¼ max
To aid with making use of MðA; B; C; tÞ, we show next that if n ¼ dm, then
ð5:10Þ
Let k ¼ bt=ðs þ 1Þc. Since ft=ðs þ 1Þg > 1=2, we deduce that
The second inequality in (5.9) is now easily seen to hold if and only if nðt À 2k À 1Þ f ðcm À n À 1Þðk þ 1Þ which simplifies to
Multiplying through by d and using n ¼ dm, we obtain that the second inequality in (5.9) is equivalent to
With this lower bound on dt, one easily checks that (5.11) holds and (5.9) follows. Now, suppose the first set of inequalities in (5.10) holds. We want to show that the inequality in (5.11) is not true. In this case,
As we want to show (5.11) does not hold, it su‰ces to establish then that n > dk þ d. Since
(5.10) follows.
In the case that n ¼ dm À 1, (5.9) and (5.10) can be replaced by
ð5:13Þ
The analysis is similar to the above. With the notation as before, the second inequality in (5.12) is equivalent to nt þ k þ 1 > nk þ cmk þ cm. Since n ¼ dm À 1, this can be written as
The first inequality in (5.
In regards to (5.12), note that
These are su‰cient to justify (5.12) and (5.13). Proposition 5.3 follows. r
To understand the contribution of the primes described in Proposition 5.3, we need to examine the intervals in which they lie rather carefully. Generally, we are interested in the integers t in the sets
Note that t=ðs þ 1Þ ¼ dt=ðc þ dÞ and s=ðs þ 1Þ ¼ c=ðc þ dÞ. Writing t ¼ ðc þ dÞw þ r where 0 e r < c þ d, we deduce that t A U 1 precisely when r is of the form jd À1 modðc þ dÞ (i.e., the integer in ½0; c þ dÞ that is congruent to jd À1 modulo c þ d) where c < j < c þ d. Similarly, t A U 3 precisely when r is of the form jd À1 modðc þ dÞ where ðc þ dÞ=2 < j < c. One checks also that t A U 2 precisely when r is of the form jd À1 modðc þ dÞ where j ¼ c, which is equivalent to the case that r ¼ c þ d À 1. Setting
we deduce from Proposition 5.3 that log Gðc; d; dmÞ f P W w¼0 ðS 1 þ S 2 Þ; ð5:14Þ where
Here, yðxÞ ¼ P pex log p. Also, we have
It is not the case that all of the maxima above are needed, but the appearance of the maxima clarifies our approach. To estimate an expression of the form yðxÞ À yðyÞ appearing above, we combine a lower bound for yðxÞ with an upper bound for yðyÞ. The resulting lower bound for yðxÞ À yðyÞ may be negative, and in this case we can appeal to maxfyðxÞ À yðyÞ; 0g f 0.
For Theorem 2.2, where we do not require explicit constants, it su‰ces to note that, asymptotically, yðxÞ @ x whereby we may conclude from (5.14) (recalling the definition of f ðc; d; rÞ from the Introduction) that lim inf m!y 1 dm log Gðc; d; dmÞ is bounded below by
Arguing similarly for Gðc; d; dm À 1Þ and noting that
, we deduce inequality (5.1) upon applying the identity (see e.g. [1] , Section 6.3)
We now turn our attention to the proof of Proposition 5.1. We will appeal to inequalities for yðxÞ due to Rosser and Schoenfeld [15] , Schoenfeld [16] , Ramaré and Rumely [13] and the first author [4] . The following is a consequence of [13] , Theorems 1 and 2, and of the second table in Section 5 from [4] ; we also add the bound yðxÞ < x for 0 < x e 10 11 of Rosser and Schoenfeld mentioned above. This lemma allows us to compute lower and upper bounds for the values of yðxÞ appearing in the sums in (5.14) and (5.15) (depending on the sizes of the arguments). Observe that for m f 10 10 , one can take b ¼ 6 in the lower bound for yðxÞ above for each argument given in the summands.
For fixed c and d, the proof of Proposition 5.1 splits into four cases, depending on the size of m (where n ¼ dm or dm À 1). For small m (say for m e 1000), we explicitly compute Gðc; d; nÞ for each of n ¼ dm or dm À 1. Then for ''medium-sized'' m, typically 1000 < m e 50000, we apply inequalities (5.14) and (5.15) directly. The benefit of appealing to these bounds is that the intervals under consideration do not change greatly as the value of m is slightly increased and hence if we are able to show, for example, that Gðc; d; dmÞ exceeds L 1 ðc=dÞ dm by a reasonable margin, then we can deduce inequalities of the shape 
Computations for small integers
The final ingredient we require before we proceed with the proofs of our main results is a computational method for handling ''small'' values of p k x 1 and q l x 2 . In this section, we will describe how we employ such a method to prove the following: Proposition 6.1. For primes p and q with 2 e p < q e 13, suppose k, l, x 1 and x 2 are nonnegative integers for which Theorem 2.4 allows us to obtain that (2.11) has no solutions for y < x l 3 À provided that x f x 0 , where
The condition that x f x 0 can be eliminated and replaced by a list of solutions to (2.11) after an appropriate computation. In particular, we are able to deduce Theorem 1.1 based on such computations. Given the size of the x 0 we encounter, the computations to find all solutions to (2.11) with x < x 0 require some care. We describe in this section the approach that we use to obtain these solutions.
For our purposes, we fix z ¼ 10000, x 0 ¼ e 10 6 and l ¼ 1=3, but we discuss the approach in some generality as it can easily be modified for other situations where z > 0, x 0 > 0 and l A ð0; 1Þ. Notably, some care is needed for l > 1=3. Fix D > 0 and primes p and q as before (renaming if necessary to account for the sign of D). We describe how we can obtain all pairs ðp k x 1 ; q l x 2 Þ, with k, l, x 1 and x 2 positive integers, for which
where z < x ¼ q l x 2 e x 0 and y ¼ maxfx 1 ; x 2 g e x l : ð6:2Þ Note that D > 0 and (6.1) imply q l x 2 ¼ minfp k x 1 ; q l x 2 g. The choice z ¼ 10000 is used for convenience and chosen so that the solutions to (6.1) with x e z and y e x l , can be determined by a direct computation.
From the fact that y e x l , we have the inequality x 1 e ðp k x 1 Þ l whereby
We deduce a lower bound on k from the above and an upper bound on k from (6.2), namely
ð6:4Þ
We will consider an interval of k simultaneously. Specifically, we consider k A ½K; K þ K 0 Þ where
For a given K between the upper and lower limits above, we will define a positive integer K 0 in such a way that we dispose of the cases with k A ½K; K þ K 0 Þ all at once. Our main interest in considering an interval of k is to speed up computations for large k. With this in mind, we consider K 0 ¼ 1 for K < 200 and will consider larger K 0 only in the case that K f 200.
An argument similar to the above gives x 2 e ðq l Þ l=ð1ÀlÞ and logðz 1Àl Þ log q $ % e l e log x 0 log q " # :
We will also want a second lower bound on l obtained in an analogous manner. Observe that
We explain now how the above lower bound on l is enough to allow us to make e‰cient computations for obtaining the solutions to (6.1) and (6.2) for the main applications in this paper. Observe that the maximum value of l=ð1 À lÞ 2 for l A ½0; 1=3 is 3=4. As D e 100, one checks that (6.6) implies that p k < 141. For p as in Proposition 6.1, we deduce p k e 128. As z ¼ 10 4 , we obtain from 128x 1 f p k x 1 > z that
Since l ¼ 1=3, we see that (6.2) cannot hold.
For K f 200, we verify that there are no solutions to (6.1) and (6.2) for all k A ½K; K þ K 0 Þ as follows. Here, we have k ¼ K þ u with u A ½0; K 0 Þ and
1 is the minimal positive integer for which this congruence holds. It follows that x 1 f x 0 1 =p u ; otherwise, p u x 1 would be too small for the congruence to hold. Given (6.3), we will be done justifying there are no solutions to (6.1) and (6.2) for k A ½K; K þ K 0 Þ if we can show
For l ¼ 1=3, the exponent l=ð1 À lÞ is 1=2. It therefore su‰ces to establish that
Observe that the definition of x 0 1 implies that we can ''expect'' that x 0 1 is on the order of q B and that this is on the order of p ð1ÀlÞK ¼ p 2K=3 or more. It follows that we should be able to take K 0 to be about K=9. As x 0 1 and K are known quantities in (6.7), to assure that (6.7) holds, we set
In our computations, x 0 1 is typically large enough that even a direct computation of K 0 via this simple formula takes more time than is feasible. We alleviated this problem by again taking advantage of the fact that x 0 1 should be near q B . Beginning with bB log q=log pc and decrementing by 1 as needed, one very quickly comes to an integer w for which p w > x 0 1 and this w can be used in place of log x 0 1 =log p in the formula for K 0 . Although we expect K 0 to be about K=9, it is possible that K 0 e 0. The idea then is to obtain K 0 as above and check that K 0 > 0. If so, then we can eliminate the possibility that (6.1) and (6.2) hold for all k A ½K; K þ K 0 Þ simultaneously. Our checks showed in fact that K 0 > 0 in every case. In other words, as we progressed through the K f 200 eliminating intervals ½K; K þ K 0 Þ as we proceeded, the value of K 0 remained positive.
The above discussion illuminates the main parts of our algorithm for verifying Proposition 6.1. Given the above, the computations were straightforward and done with Maple 9.5.
Proofs of Theorem 2.2 and Theorem 2.4
We give the proof of Theorem 2.4. Let us begin by supposing that p, q, k, l, x 1 , x 2 and D satisfy (2.10) and (2.11). We assume throughout, as we may, that x 1 x 2 is coprime to pq and, renaming if necessary, suppose that
For the duration of this proof, we employ the shorthand
Recall that s ¼ c=d where c and d are relatively prime positive integers. Set
ð7:1Þ
Then we may rewrite (2.11) in the form Recall that A ¼ C ¼ n and B ¼ cm À n À 1, where n ¼ dm or dm À 1. The definition of Gðc; d; nÞ in (2.7) then corresponds to the greatest common divisor of the coe‰cients of Q n ðzÞ given in Lemma 3.1. Clearly, Gðc; d; nÞ À1 Á Q n ðzÞ is a polynomial with integer coe‰-cients. Also, from Lemma 3.1, the degree of P n ðzÞ is n. On the right-hand side of (3.4), the coe‰cient of z j is 0 for each j e n. We deduce then that Gðc; d; nÞ À1 Á P n ðzÞ and, hence, Gðc; d; nÞ À1 Á E n ðzÞ are also polynomials with integer coe‰cients.
Fixing once and for all z ¼ z 0 ¼ D 0 =ðap k 0 Þ and substituting this into (3.4), we find that Multiplying the first of these equations by P dmÀ1 ðz 0 Þ and the second by P dm ðz 0 Þ, we find that The idea is to show that each of jQj and jEj is not too large, whereby we may employ (7.4) to obtain a lower bound on x 00 2 (and hence on y).
Recall that we aim to show that y f x l 3 À . We may therefore suppose y < x l 3 . With this restriction, we begin by demonstrating that Thus, either
so that
These are equivalent to
respectively. The condition x f x 0 is equivalent to
and hence we have that m > M, whereby inequality (7.5) follows immediately.
Applying Lemma 4.1 and inequality (2.8), yields the upper bound
Since (7.5) implies that k 1 < W dm 3 , we may conclude from (7.4) that
Since Lemma 4.1 leads to the inequality
it therefore follows that
Since also
we may conclude that
we may thereby write log y log x f ÀlogðM 
Using also l 3 ¼ logðW 4 Þ=logðM s 2 W 4 Þ, we deduce that
This completes the proof of Theorem 2.4. As noted previously, Theorem 2.2 follows with minor modifications. of the shape n À i p , where i p is chosen (not necessarily uniquely) so that p divides n À i p maximally, we are led to the conclusion that
which, for fixed k B f3; 5; 7g and suitably large n leads to the desired conclusion (for k A f4; 6; 8g, one needs to argue somewhat more carefully). For k A f3; 5; 7g, however, k < 2pðkÞ and hence we cannot estimate trivially the contributions to V coming from the terms n À i p . Indeed, our proof of Theorem 1.1 requires an appeal to Theorem 2.1 with ðp; qÞ A fð2; 3Þ; ð2; 5Þ; ð3; 5Þ; ð5; 7Þg:
We begin by treating the case k ¼ 5. Let us suppose that there exists an integer n f 10 and nonnegative integers a, b, d and V such that
ð9:2Þ
We will suppose further that n > 10004; a direct computation shows that otherwise n A f10; 12; 28g. We claim that there exist distinct integers i; j; k A f0; 1; 2; 3; 4g such that n 1 i ðmod 8Þ; n 1 j ðmod 9Þ and n 1 k ðmod 5Þ: ð9:3Þ
If not, then one of the following holds:
(ii) n 3 À nðn À 1Þðn À 2Þðn À 3Þðn À 4Þ Á e 2;
or there exists an i A f0; 1; 2; 3; 4g such that (iii) n 1 i ðmod 72Þ; or n 1 i ðmod 40Þ or n 1 i ðmod 45Þ:
Here, by n p ðmÞ we mean, for a positive integer m, the largest integer t such that p t divides m. In cases (i) and (ii), arguing crudely, we have that V f ðn À 2Þðn À 3Þðn À 4Þ 36 which, with (9.2) contradicts n > 10004. In case (iii), we similarly have V f ðn À 2Þðn À 3Þðn À 4Þ 24 ;
again contradicting our lower bound upon n.
We may therefore assume the existence of distinct i, j, k satisfying (9.3). Multiplying (9.1) by 5!, we thus have nðn À 1Þðn À 2Þðn À 3Þðn À 4Þ ¼ 2 aþ3 3 bþ1 5 dþ1 V ; and may write n À i ¼ 2 a n i , n À j ¼ 3 b n j and n À k ¼ 5 dþ1 n k , for integers n i , n j and n k . It follows that V f n i n j n k ðn À 3Þðn À 4Þ=24: ð9:4Þ Since maxfj2 a n i À 3 b n j j; j2 a n i À 5 dþ1 n k j; j3 b n j À 5 dþ1 n k jg e 4;
applying Theorem 2.1, we have that which, with (9.2), implies the inequality n < 10 341 . Proposition 6.1 together with a simple computation based on the final sentence of this result implies a contradiction.
The case k ¼ 7 is similar. We consider the equation where now we suppose that V 2 < n 7 : ð9:5Þ
As before, a routine computation ensures that n e 10006 implies that n A f21; 30; 54g. Assuming, then, that n > 10006, it is easy to show, analogous to the case k ¼ 5, that necessarily there are distinct integers 0 e i; j; k; l e 6 such that n 1 i ðmod 8Þ; n 1 j ðmod 9Þ; n 1 k ðmod 25Þ and n 1 l ðmod 7Þ: ð9:6Þ Thus, writing n À i ¼ 2 a n i , n À j ¼ 3 b n j , n À k ¼ 5 d n k and n À l ¼ 7 gþ1 n l , we have maxfj2 a n i À 3 b n j j; j5 b n k À 7 gþ1 n l jg e 6 and V f n i n j n k n l ðn À 4Þðn À 5Þðn À 6Þ=720: ð9:7Þ Applying Theorem 2.1, we obtain n i n j n k n l > ðn À 6Þ 0:512 : ð9:8Þ
In fact, the only pair listed in that theorem with components greater than 10000 and di¤er-ence e 6 is ð30618; 30613Þ, and 30613 has no prime divisor e 7 so this pair needn't be considered. Combining (9.5), (9.7) and (9.8) with n < 10 168 results in a contradiction to Proposition 6.1. This completes the proof of Theorem 1.1.
10. The proof of Theorem 1.2 Theorem 1.2 is an easy consequence of the following more general result.
Theorem 10.1. Let x and D be positive integers with D e 100 and D coprime to 6, and suppose that k, l, and y are nonnegative integers, with y coprime to 6, satisfying
Then one of the following holds:
(i) y f x 0:285 ,
(ii) y ¼ 1 and one of x and x þ D is of the form 2 k with k e 8 and the other is of the form 3 l with l e 5, (iii) ðx; DÞ is either ð640; 89Þ or ð32768; 37Þ.
The proof is almost an immediate consequence of Theorem 2.1. Since D is coprime to 6, at most one of x and x þ D is divisible by 2 and at most one is divisible by 3. We deduce that y f x unless one of x and x þ D is of the form 2 k x 1 and the other is of the form 3 l x 2 where x 1 and x 2 are positive integers coprime to 6. Thus, j2 k x 1 À 3 l x 2 j e 100 and y ¼ x 1 x 2 f maxfx 1 ; x 2 g: If x > 1000, then Theorem 2.1 implies that either ð2 k x 1 ; 3 l x 2 Þ or ð3 l x 2 ; 2 k x 1 Þ belongs to a set of 40 elements listed explicitly in the theorem. A check through these 40 elements and a direct computation of the x e 1000 establishes the theorem.
As a final note, it is perhaps worth mentioning that the restriction here to values of D coprime to 6 is essentially for simplicity and can be removed (with a slight reduction in the exponent 0:285) after a short computation, noting two more exceptional pairs with x > 1000, namely ðx; DÞ ¼ ð1458; 78Þ and ð65536; 74Þ.
