We have extended our method of grouping of Feynman diagrams (GFD theory) to study the transversal and longitudinal Greens functions G ⊥ (k) and G (k) in ϕ 4 model below the critical point (T < T c ) in presence of an infinitesimal external field. Our method allows a qualitative analysis including an infinite set of Feynman diagrams. We have shown that the critical behavior of the Greens functions is consistent with a general scaling hypothesis, where the same critical exponents, found within the GFD theory, are valid both at T < T c and T > T c . The long-wave limit k → 0 has been studied at T < T c , showing that G ⊥ (k) ≃ a k −λ ⊥ and G (k) ≃ b k −λ with exponents d/2 < λ ⊥ < 2 and λ = 2λ ⊥ − d is the physical solution of our equations at the spatial dimensionality 2 < d < 4, which coincides with the asymptotic solution at T → T c as well as with a non-pertubative renormalization group analysis provided in our paper. The exponents, as well as the ratio bM 2 /a 2 (where M is magnetization) are universal. We have demonstrated that the conventional statement λ ⊥ = 2 is incorrect, since it leads to a contradiction with rigorous results. *
Introduction
Phase transitions and critical phenomena is a widely investigated field in physics and natural sciences [1, 2, 3, 4] . The current paper is devoted to further development of our original diagrammatic method introduced in [5] , to study the ϕ 4 phase transition model below the critical point. Our approach is based on a suitable grouping of Feynman diagrams, therefore we shall call it the GFD theory. In distinction to the conventional perturbative renormalization group (RG) method [3, 4] , it allows a qualitative analysis near and at the critical point, not cutting the perturbation series. In such a way, we have found the set of possible values for exact critical exponents [5] in two and three dimensions in agreement with the known exact results for the two-dimensional Ising model [6, 7] . A good agreement with some Monte Carlo (MC) data [8, 9] and experiments [10] has been found in [5] , as well. The disagreement with the conventionally accepted RG values of the critical exponents has been widely discussed in [11] , showing that very sensitive numerical tests confirm our theoretical predictions, but not those of the perturbative RG theory.
These tests include original transfer matrix calculations, as well as reanalysis of a large variety of different MC data [12, 13, 14, 15, 16, 17] available in published literature. The ϕ 4 model exhibits a nontrivial behavior in close vicinity, as well as below the critical temperature T c , if the order parameter is an n-component vector with n > 1. The related long-wave divergence of the longitudinal and transversal correlation functions (in Fourier representation) at T < T c has been studied in [18, 19] . We have found that the used there hydrodynamical (Gaussian) approximation is unsatisfactory, and the results change qualitatively in the GFD approach developed in our paper.
Primary equations
We consider a ϕ 4 model with the Hamiltonian
where the order parameter ϕ(x) is an n-component vector with components ϕ i (x), depending on the coordinate x, T is the temperature, h is an external field. The same model, but without the external field h, has been discussed in [5] , representing the ϕ 4 term as
where in our special case of (1) we have u(x) = δ(x) and u k ≡ u. This is obtained by using the Fourier representation ϕ i (x) = V −1/2 k<Λ ϕ i (k) e ikx , where V = L d is the volume of the system and d is the spatial dimensionality. Like in [5] , here we suppose that the field ϕ i (x) does not contain the Fourier components ϕ i (k) with k > Λ. At h = 0, the model undergoes the second-order phase transition with a spontaneous long-range ordering. Besides, all the directions of ordering are equally probable. To remove this degeneracy, we consider the thermodynamic limit at an infinitesimal external field, i. e., lim h→0 lim L→∞ where h =| h |. In this case the magnetization M = ϕ is oriented just along the external field. We consider also a model with Hamiltonian
In the limit lim δ→0 lim L→∞ this model is equivalent to the original one at lim h→0 lim L→∞ in the sense that the magnetization is parallel to certain axis labeled by i = 1. Some degeneracy still is present in (3), since two opposite ordering directions are equivalent, but this peculiarity does not play any role if we consider, e. g., the Greens function G i (x) = ϕ i (0)ϕ i (x) . In the Fourier representation, the correlation function G i (k) is defined by
Hamiltonian (3) is more suitable for our analysis than (1) , since the equations derived in [5] can be easily generalized to include the symmetry breaking term δ · ϕ 2 1 (x). It is incorporated in the Gaussian part of the Hamiltonian
As a result, the Dyson equation in [5] becomes
where D(G) is a quantity, the diagram expansion of which contains all skeleton diagrams (i. e., those connected diagrams without outer lines containing no parts like ), constructed of the fourth order vertices a !! a . The solid coupling lines in the diagrams are related to the correlation function G i (k), but the dashed lines to
Here the notation u k = u u k is used for a generalization, while the actual case of interest is u k ≡ 1. Any two solid lines connected to the same kink have the same index i. According to the definition, Eq. (6) is exact. It is ensured including the remainder term ϑ i (k) which does not contribute to the perturbation expansion in u power series. Quantity D(G) is given by
where D * (G, ζ) is the solution of the differential equation
with the boundary condition
where
Here Σ(q, ζ) is a quantity having the diagram expansion
including all diagrams of this kind which cannot be split in two as follows 
corresponding to the waved lines, and factor −V −1 u q corresponding to a pair of fixed (formally considered as nonequivalent) broken dashed lines in (11) . Quantity Σ(q, ζ) is defined by converging sum and integrals, i. e.,
where Σ (n) (q, ζ) represents the sum of diagrams of the n-th order in (11) , and p is a constant 0 < p < 1/2. Note that the zeroth-order term is given by Eq. (10) . Based on these equations of the GFD theory, we have derived the possible values of the exact critical exponents γ and ν describing the divergence of susceptibility, i. e. χ ∝ (T − T c ) −γ , and correlation length, i. e. ξ ∝ (T − T c ) −ν , when approaching the critical point T = T c from higher temperatures. These values at the spatial dimensionality d = 2, 3 and the dimensionality of the order parameter n = 1, 2, 3, . . . (only the case n = 1 is meaningful at d = 2) are [5] 
where m may have values m = 1, 2, 3, . . ., and j may have values j = −m, −m + 1, −m + 2, . . . A general hypothesis relating the values of m and j to different models, as well as corrections to scaling for different physical quantities and several numerical tests have been discussed in [11] . Here we only mention that m = 3 and j = 0 holds at n = 1 to coincide with the known exact results for 2D Ising model. Since our equations contain the diagram expansion in terms of the true correlation function G i (k) instead of the Gaussian one, they allow an analytic continuation from the region r 0 > 0, where they have an obvious physical solution [5] , to arbitrary r 0 value. One has to start with a finite volume, considering the thermodynamic limit afterwards. In this paper we have extended our analysis to include the region of negative r 0 values below the critical point and to study the transversal and longitudinal fluctuations of the order parameter field in presence of an infinitesimal external field.
The correlation function and susceptibility below T c
Some important relations between the correlation function, the long-range order parameter M (e. g., magnetization or polarization), and susceptibility χ, following directly from the first principles, are considered in this section.
We have defined the correlation function in the coordinate representation as
For simplicity, first, let us consider the one-component case. In this case (omitting the index i) we have [7] 
or
where G ′ (x) tends to zero if x → ∞. In the Fourier representation (19) reduces to
where G ′ (k) is the Fourier transform of G ′ (x). The susceptibility, calculated directly from the Gibbs distribution, is
In this limit ϕ = M holds, the latter, however, is not correct at h = 0 when ϕ = 0. The considered limit for χ exists and G ′ (0) has a finite value in our case of n = 1, since the correlation function G ′ (x) is characterized by a finite correlation length ξ, which ensures the convergence of the integral in (21) . Consider now the case n > 1. If an external field is applied along the i-th axis with i = 1 (even if h → 0), the longitudinal Greens function G (k) ≡ G 1 (k) behaves in a different way than the transversal one G ⊥ (k) ≡ G j (k) with j = 1. It is a rigorously stated fact [3] that G ⊥ (0) diverges as M/h if h → 0 below T c , which is related to the divergence of the transversal susceptibility in this case. In analogy to (20) and (21) we have
Our further analysis shows that the longitudinal susceptibility χ (h) diverges at h → 0 for 2 < d < 4 and n > 1, i. e., G ′ (k) diverges at k → 0. Note that G ′ (k) = G (k) holds at k = 0.
Generalized scaling hypothesis
According to the known [3] scaling hypothesis, the correlation function above the critical point, i. e. at T > T c and T → T c , can be represented in a scaled form
where ξ is the correlation length, η is the critical exponent, and g i (z) is a scaling function.
Since ξ ∼ t −ν holds, where t = (T /T c ) − 1 is the reduced temperature, the correlation function can be represented also as
where γ = (2 − η)ν. Since the phase transition occurs merely at a single point h = t = 0 in the h-t plane, there exists a way how the scaling relations like (24) or (25) can be continued to the region t < 0 passing the singular point h = t = 0. Eq. (24) is not valid at h = 0 and t < 0 in the case of n > 1, since G ′ (0) and, therefore, the correlation length ξ diverges at h → 0 [cf. Eq. (21)]. Equation like (25), but with | t | instead of t, could be valid in this case. One may expect that the distance to the critical point h = t = 0 plays the role of t in the general case of h = 0. More precisely, we have to consider the distancê t = t 2 + h 2/σ 1/2 in the plane of t and h 1/σ , where σ is the scaling dimension for the field h if that for the reduced temperature t is assumed to be unity. It means that the physical picture remains similar if we approach the critical point like t → s t and h → s σ h, where s < 1 is the rescaling factor. It is important also how we approach the critical point, i. e., the angle θ = arctan h 1/σ /t , where θ ∈ [0; π], is a relevant argument. According to this discussion, a possible generalization of the scaling relation (25) is
which is true att → 0 for any given values of kt −ν and θ. Consider G ⊥ (0) at a small negative t. Taking into account that
According to (22) and (23), the longitudinal susceptibility is χ = G ′ (0) = G (+0), where G (+0) denotes the value of the Greens function at an infinitely small, but nonzero k value. It is easy to check that (26) reproduces the known scaling behavior of χ for t ≥ 0 both at h = 0 (χ ∝ t −γ ) and at t = 0 (χ ∝ h 1 δ −1 ). In the limit h → 0 Eq. (26) yields
where g + i (z) = g i (z, 0) and g − i (z) = g i (z, π). The analysis of our diagrammatic equations confirm the scaling relations (27) and (28). It shows also that, in the case of the order parameter dimensionality n > 1, both the longitudinal and the transversal Greens functions diverge at k → 0 when T < T c . It means that g − i (z) diverges at z → 0 for n > 1. In any case we have g ± i (z) ∝ z −2+η at z → ∞, which means that the correlation function continuously transforms to the known critical Greens function G i (k) ∼ k −2+η at t → 0.
Exact scaling relations and their consequences
In distinction to Sec. 4, here we consider other kind of scaling relations which also are relevant to our further analysis. These are exact and rigorous relations between the correlation function and parameters of the Hamiltonian H/T = H 0 /T + H 1 /T , where H 0 /T is given by (5) and H 1 /T represents the ϕ 4 contribution (2) at u k = u.
Following the method described in Appendix B of [5] , the Hamiltonian H/T is transformed to
where, at fixed d and n, g i is a function of the given arguments only. The thermodynamic limit exists at k = 0, so that in this case we can write
where the scaling functionĝ i represents the limit of g i . If R is varied, then the model with Hamiltonian (29) undergoes the second-order phase transition at some critical value R = R c (p 0 ) < 0. Thus, Eq. (31) can be rewritten in new variables with a scaling function
is the reduced temperature, r 0c being the critical value of r 0 . Thus, we havê
Based on (31) and (32), we can make some conclusions about the scaling of the critical region for the reduced temperature t, as well as for the wave vector k at t = 0 and also at a fixed t < 0. The latter case is relevant for the long-wave limit k → 0 at n > 1. By the critical region we mean the region inside of which the correlation function is well described by a certain asymptotical law. According to (31) and (32), the width of the critical region t crit or k crit , as well as the coefficients in asymptotic expansions in powers of k at a fixed t (t = 0 for n ≥ 1 or t < 0 for n > 1) can be written in a scaled form with (or without) power-like prefactors and scaling functions containing single argument p 0 = c 2α u −α Λ. The limit u → 0 is important in our consideration. To extract exact critical exponents from our equations, it has to be ensured that, inside the critical region, the remainder term ϑ i (k) in (6) is much smaller than any term in the asymptotic expansion of 1/G i (k). This is possible at u → 0 if these expansion terms and also the width of the critical region do not tend to zero faster than any positive power of u [5] . For the scaling functions of p 0 , the limit u → 0 is equivalent to the limit Λ → ∞ at d < 4. The relevant quantities (t crit , k crit , and expansion coefficients at k powers) can tend to zero exponentially at u → 0 only if the corresponding scaling functions of c 2α u −α Λ do so. The latter would mean that these quantities are very strongly (exponentially) affected by any relatively small variation of the upper cutoff parameter Λ at large Λ values. It seems to be rather unphysical, since the long-wave behavior at a fixed t (also at t < 0) cannot be so sensitive to small variations in the short-range interactions. Due to the joining of the asymptotic solutions, the fact that the expansion coefficients in k power series at t = 0 are not exponentially small in u means also that the same is true for the expansion coefficients in | t | power series at | t |→ 0. Thus, only the remainder term ϑ i (k) tends to zero faster than u s at any s > 0, provided that our solution represents an analytic continuation (see the end of Sec. 2) from the stable domain r 0 > 0 where our equations have originated and where this basic property of ϑ i (k) follows directly from our derivations. It implies, in particular, that the solution below T c should coincide with (28), as consistent with the existence of continuous second-order phase transition. If we have a smooth solution of this kind, then the critical exponents can be determined by considering suitable limits [5] (u → 0 and k ∼ u r k crit (u), or u → 0 and t ∼ u r/ν t crit (u) with r > 0) not only at T = T c and T → T c , but also at T < T c . In this case the remainder term ϑ i (k) is negligibly small [5] .
6 The low-temperature solution at n = 1
Let us now consider the solution of our equations below the critical point starting with the case n = 1. The symmetry breaking term with δ is irrelevant at n = 1, therefore we set δ = 0. According to (18), 1/G(k) vanishes at k = 0 in the thermodynamic limit V → ∞, so that the equation (6) (taking into account (7) and omitting the irrelevant correction ϑ i (k)) for scalar order-parameter field (n = 1) can be written as
where (for arbitrary n)
To simplify the notation, further we shall omit the index i ≡ 1 in the actual case of n = 1. According to (18) , single term with k = 0 gives a nonvanishing contribution to (35) at V → ∞, while the contribution of all other terms may be replaced by an integral, i. e.,
Similarly, terms with M 2 , M 4 , M 6 , etc. appear in (11) due to the contributions provided by zero-vectors related to some of the solid lines. For instance, the zeroth-order term (10) reads
The terms with the spontaneous magnetization M appear in our equations in a natural way if we first consider a very large, but finite volume V , which then is tended to infinity. They appear as a feedback which does not allow the right hand side of (34) to become negative, by keeping it at 1/(2G(0)) ∼ 1/V , when r 0 goes to large enough negative values. The actual model at n = 1 belongs to the Ising universality class characterized by a finite correlation length at T < T c . It means that G ′ (0) has a finite value and 1/G(k) transforms to zero at k = 0 by a jump. According to (33), such a solution is possible if R(+0) = R(0) holds, where the value of R(k) at an infinitesimal non-zero k is denoted by R(+0). To show that this is really possible, consider the contribution (denoted by R (0) (k)) of the first diagram in (11) which yields
From (39) we see that R(+0) = R(0) holds, in general, if G ′ (0) has a finite value. Therefore such a selfconsistent solution is, in principle, possible. Consider now the solution at r 0 → −∞ and small u, i. e., at low temperatures. In a certain approximation, we find a solution such that
hold at any fixed u > 0 and k = 0, if r 0 → −∞, where A is a constant independent on r 0 , c, and Λ, f (ζ, A) is a function of the given arguments. One expects that A tends to some universal constant at u → 0. In this case, at A = 4, our solution coincides with the Gaussian approximation
The correction ∼ ck 2 has been neglected in (40). Condition M 2 = −r 0 /(2u), corresponding to the minimum of (3), holds for any physical solution if r 0 → −∞ since fluctuations are suppressed. This follows from (34) and (37), if the main terms r 0 and 2u M 2 are retained in (34).
Quantity Σ(0, ζ) in the denominator of (12) diverges in the thermodynamic limit V → ∞ due to the terms increasing like V , V 2 , etc., contained in the perturbation sum (14) for Σ(0, ζ) at T < T c . They appear due to the special contributions provided by zero wave vectors k = 0 related to some of the solid lines. Due to these diverging terms, the analysis below T c is not so clear and unambiguous as in the case of T > T c discussed in [5] . Our basic hypothesis here is that the resummation of these terms according to (13) and (14) yields the value of Σ(0, ζ) which diverges faster than V , but not exponentially. In this case a single term with q = 0 in (8) does not contribute to D * (G, ζ) and
is the volume of an elementary cell) with s > 0, then this single term is approximately −(s/2) · ln (V /V 0 ), whereas the whole sum is proportional to V /V 0 . On the other hand, Σ(0, ζ) appears in the denominator of the corresponding term if the derivative with respect to G(k) is calculated in (8), therefore, this term cannot be by a factor V larger than other terms, i. e., it cannot give an especial contribution.
The perturbation sum for Σ(k, ζ) at k = 0 also contains terms diverging at V → ∞. In a normal case, the constraint k = 0 for wave vectors of m solid lines in a diagram means removal of m integrations over wave vectors. However, for some distributions of the zerovectors this condition is violated, which yields the diverging terms in the expansion of Σ(k, ζ). Since the thermodynamic limit exists in our problem, the resummation of these terms, obviously, will give a non-divergent or even vanishing result at V → ∞. Our analysis in this paper is based on an approximation where we exclude these diverging terms, i. e., we consider only the "normal" contributions. Besides, we assume that factor 1/Σ(0, ζ) is small enough at V → ∞ to ensure that any contribution, where k = 0 is related to some of the waved lines, vanishes. Although a further investigation of these peculiarities is necessary, we argue that our analysis is qualitatively correct in the thermodynamic limit V → ∞, since the results at T < T c , T = T c , and T > T c are completely selfconsistent and agree with those of the non-perturbative RG analysis provided in Sec. 8.5.
Condition Σ(k, ζ) = f (ζ, A) at k = 0 holds if r 0 → −∞ because Σ (0) (q) and all terms of the sum (14) in this limit depend merely on parameters ζ and A for any fixed u. The latter is true in our approximation, since the main terms come from the diagrams in (11) if we extract the contribution, containing no integrals, where one half of the solid lines have zero wave vectors k = 0 (it yields a factor M 2 for the first diagram, M 4 -for the second diagram, and so on). Besides, the waved lines should have nonzero wave vectors, as explained before.
The above discussed main terms, with no integrals in (11) Like in [5] , here we assume that r 0 is the only parameter in (3) which depends on temperature T and the dependence is linear. At the critical point r 0 = r 0c we have 1/G i (+0) = 0 for all i at lim δ→0 lim V →∞ , so that the Dyson equation (6) in this limit reads
Here ∆ =| T − T c | is an analog of | t | in (28), G * and R * i (+0) ≡ R * i (0) are the values of G and R i (0) calculated at the critical Greens function G i (k) = G * i (k) considered as a known fixed quantity. Due to the symmetry breaking term δ · δ i,1 in (3), only the longitudinal component 1/G 1 (0) ≡ 1/G (0) becomes as small as ∼ 1/V when r 0 is decreased below r 0c , giving rise to the magnetization M 2 = G (0)/V . According to (43), the condition 1/G (0) = 0 at V → ∞ means
Equations (42) and (43) are analogous to (48) and (49) in [5] derived for T > T c , and similar method of analysis is valid. Namely, correct results for the Greens function within the asymptotical region k ∼ 1/ξ can be obtained considering the limit u → 0 and ∆ ∼ u r/ν ∆ crit (u), and formally cutting the integration over G i (k) and G * i (k) in (42) and (43) by k < Λ = u −r k −1 crit (u)/ξ. Here ∆ crit (u) and k crit (u) are the widths of the critical regions for ∆ and k, respectively, r is any positive constant, andξ is an analog of the correlation length. According to the generalized scaling hypothesis in Sec. 4, one may setξ = ξ(T = T + ∆). Note that our equations (42) to (44) do not contain r 0c . Only such a form is acceptable in this analysis: contrary to the critical exponents the critical temperature is essentially affected by the short-wave fluctuations.
Based on the well known scaling relation
(relevant to M ∼ ∆ β ), selfconsistent solutions for Σ(q, ζ) and for ∂D * (G, ζ)/∂G i (k) can be found at 2 < d < 4, having similar form as in the case T > T c [5] . This is true for the "normal" (not diverging at V → ∞) terms discussed in Sec. 6 because partial contributions in (13) proportional to M 0 , M 2 , M 4 , etc., (corresponding to cases where zero-vectors are related to 0, 1, 2, etc., solid lines in diagrams (11)) have the same form and the same common factor ∆ −2γ+dν as at T > T c . Contrary to the case T > T c , the main term of ∂Σ(q, ζ)/∂G i (k) at T < T c for given u, d, and n has the form
where k ′ = k∆ −ν . The additional (second) term is due to the following. If in some diagrams of (11) the wave vectors for some solid lines are fixed k 1 = 0 (this yields an especial contribution merely at T < T c ), then the wave vectors of some other solid lines also have a fixed value k 2 = q. This produces the second (extraordinary) term after derivation of the lines with a fixed wave vector q. The simplest example is provided by the first diagram in (11) represented by (38). The first term in (38), which at arbitrary n reads −4u M 2 G 1 (q), yields an extraordinary contribution −4u δ i,1 δ q,k M 2 to (46). In general, any diagram of (11) can be represented as two separate parts connected by m ∼ G 1 (0) ≡ G (0) ≃ M 2 V larger than the corresponding term of ∂Σ(0, ζ)/∂G 1 (0), where factor G (0) is removed according to derivation of the connecting lines with k = 0. No diverging factor is removed at k = +0 if G (+0) has a finite value, therefore, R(+0) and R(0) are not identical at n = 1. In any case, this peculiarity refers only to the longitudinal component, so that R ⊥ (+0) = R ⊥ (0) holds in general. The above discussed peculiarities with the extraordinary terms are irrelevant, as regards the exponents in the asymptotic expansion of G i (k). Besides, it is a selfconsistent assumption that the magnetization M has corrections to scaling with the same exponents as other terms in (42) and (43) (although some expansion coefficients can be zero). This is consistent with the additional condition (44). Thus, in our approximation, the same exponents are valid at 2 < d < 4 as in the case of T > T c [5] , i. e., we have an asymptotic expansion
with γ 0 = 0 and correction exponents
valid for ℓ ≥ 1, where n ℓ and m ℓ are integer numbers ≥ 0, and n ℓ + m ℓ ≥ 1. The possible values of exponents γ and ν are given by (15) and (16) . The generalized scaling hypothesis in Sec. 4 tells us that the values of the exponents must be the same at T > T c and T < T c , so that our approximate analysis at T < T c is qualitatively correct, indeed.
8 The asymptotic long-wave behavior below T c at n > 1
Critical analysis of the existing results
According to the conventional believ [18, 19] , the transversal Greens function G ⊥ (k) diverges like k −2 at k → 0 below T c . This result has been obtained by Patashinskii and Pokrovskii [18] based on the hydrodynamical, actually, Gaussian approximation. As far as we know, no results have been obtained beyond the hydrodynamical approximation suggesting that G ⊥ (k) ∼ k −2 and G (k) ∼ k d−4 , since no more recent papers have been cited in relation to this subject in a very detailed review [20] . In our opinion, the transversal Greens function does not diverge at k → 0 as fast as G ⊥ (k) ≃ a(T ) k −λ ⊥ with λ ⊥ = 2 and some amplitude a(T ) depending on the temperature T . As usually accepted in lattice models, here (in this subsection) we define that all the parameters of the normalized Hamiltonian H/T (3) are proportional to the inverse temperature 1/T . In this case r 0 is negative.
We propose the following argument. The assumption that G ⊥ (k) ≃ a(T ) k −2 holds in the stable region below the critical point, i. e., at T ≤ T c /C, where C is an arbitrarily large constant, leads to a conclusion that the critical temperature T c continuously tends to zero at d → 2 (supposed d > 2). Really, at λ ⊥ = 2 we have
where S(d) is the area of unit sphere in d dimensions. Since the amplitude of the transversal fluctuations never can vanish at a finite temperature, Eq. (49) implies that the average ϕ 2 (x) diverges at T = T c /C when d → 2, if T c remains finite. Thus, we obtain an unphysical result unless the critical temperature T c and, therefore, a(T c /C) tend to zero at d → 2.
On the other hand, it is a rigorously stated fact [21, 22] that the critical temperature of the classical XY model does not vanish continuously at d → 2 for d > 2, but jumps from a finite value at d = 2 (T c of the Kosterlitz-Thouless phase transition) to zero when d is decreased below 2. The classical XY model belongs to the same universality class as the actual ϕ 4 model at n = 2, which means that both models become fully equivalent after a renormalization (a suitable renormalization will be discussed in Sec. 8.5). Thus, T c does not vanish at d → 2 (for d > 2) also in the ϕ 4 model. In such a way, the assumption G ⊥ (k) ≃ a(T ) k −2 leads to a contradiction. In the stable region T < T c /C, the Gaussian approximation G ⊥ (k) ≃ 1/(2ck 2 ) makes sense at finite not too small values of k. The above contradiction means that the Gaussian approximation cannot be extended to k → 0, and thus λ ⊥ = 2. The contradiction is removed assuming that λ ⊥ < 2.
The leading asymptotic behavior
Let us now discuss the solution below T c at small wave vectors k → 0 within our diagrammatic approach. By analyzing several possibilities we have arrived to a conclusion that the true physical asymptotic solution for 2 < d < 4 and n > 1 is
whith some amplitudes a and b, and exponents
Only in this case the exponents on the left hand side of equation (6) for 1/G i (k) coincide with those on the right hand side, if calculated by the method developed in [5] for the case T = T c . Besides, only at d/2 < λ ⊥ < 2 we arrive to a solution which coincides both with the scaling hypothesis (28) and general renormalization group arguments discussed further in Sec. 8.5. Below we show that (50) and (51) really represent a selfconsistent solution of our equations. According to (51), λ > 0 holds, so that G (k) diverges at k → 0. Thus, we have 1/G (+0) = 0. Eq. (44) then implies that R (+0) = R (0). The latter relation always is true for the transversal components, as already discussed in Sec. 7. Our analysis is based on Eq. (43), which at these conditions reduces to
In the approximation proposed in Sec. 6 (at the condition (51)), the main terms in the asymptotic expansion of Σ(q, ζ) (at q = 0 for any given Λ/q considered as independent variable) are represented by partial contributions, coming from all diagrams in (11) , where either all N j solid lines of the j-th diagram are associated with the transversal components G ⊥ (k), or m of 2m ≤ N j solid lines which are associated with G (k) have zero wave vector. Since 1/Σ(0, ζ) = 0 holds at V = ∞, only those configurations give a nonvanishing contribution where nonzero wave vectors are related to the waved lines. Therefore also maximally one half of all lines associated with the longitudinal component i = 1 can have zero wave vector, as regards the nonvanishing (at V → ∞) terms related to Σ(q, ζ) with q = 0. This holds because solid lines make closed loops and maximally each second line of a loop can have zero wave vector, provided that all waved and dashed lines, connected to this loop, have nonzero wave vectors. It is suitable to represent the amplitude b in (50) as b = b ′ ·a 2 /M 2 . Then, by normalizing all wave vectors to the current value of q, we find that the selfconsistent solution of (13) has the scaled form
which is proven by the method described in detail in [5] , taking into account all diagrams of (11) and only the main terms of the asymptotic expansion at k → 0. These are the partial contributions discussed in the paragraph above. It is supposed also that term "1" in (12) , providing a small corection at λ > 0, is neglected. In the same manner, by normalizing all wave vectors to the current value of k, we arrive to the scaled form
where the term with Kronecker's symbol appears due to the extraordinary contributions discussed in Sec. 7. By virtue of (54), (55), and (8), (36) we obtain also
The fact that R ⊥ (0) is constant means that there exists the limit lim k→0 R ⊥ (k) = R ⊥ (0), which, according to (56), implies that aΛ −λ ⊥ R ⊥ (0) does not depend on a and Λ and thus the scaling functionφ can be represented as
with another scaling function φ ⊥ instead ofφ ⊥ . Analogous equation forφ reads
Note that we always consider λ ⊥ , but not λ , as an independent argument, therefore some asymmetry appears in formulae. By substituting Eqs. (56) to (59) and (50) into (52), and neglecting the correction term ck 2 , we obtain
Although, some approximation has been utilised in our analysis (cf. Sec. 6), we believe it is qualitatively correct, which means that the scaled forms (60) and (61) hold also in an exact analysis. As discussed in Sec. 5, the limit u → 0 with simultaneous tending of k to zero like k ∼ u r k crit (u) (where r > 0) has to be considered to ensure correct critical exponents. The existence of the solution for (60) and (61), with scaling functions extracted from an exact analysis, implies the existence of the corresponding limits for φ ⊥ and φ . Thus, Eqs. (60) and (61) yield
Eqs. (62) and (63) can be, in principle, solved with respect to λ ⊥ and b ′ . It follows herefrom that not only the exponent λ ⊥ , but also the quantity b ′ = bM 2 /a 2 is universal, i. e., dependent only on the spatial dimensionality d and dimensionality of the order parameter n. In general, no universality of amplitudes is expected, so that the latter rather surprising conclusion refers only to the actual limit u → 0. Nevertheless, the universality of bM 2 /a 2 coincides with some general non-perturbative renormalization group arguments discussed in Sec. 8.5, which show that the restriction to small u values is purely formal.
Corrections to scaling
In Sec. 8.2 we have considered only the dominant terms in the asymptotic solution at k → 0. Now we shall discuss corrections to scaling. There are following sources of corrections.
(i) Since R ⊥ (k) − R ⊥ (0) ∝ a −1 k λ ⊥ and λ ⊥ < 2 hold, the term ck 2 in Eq. (52) for the transversal components i = 1 produces a correction which is by factor ε 1 (k) ∝ a k 2−λ ⊥ smaller than the main term at k → 0. In analogy, a correction ε ′ 1 (k) ∝ b k 2−λ is generated in the same equation for i = 1.
(ii) According to (53) and (51), at any given Λ/q, the term "1" in Eq. (12) represents a small correction ∝ a −2 q λ to the amplitude of the main term. Finally, it generates an amplitude correction ε 2 (k) ∝ a −2 k λ in the asymptotic expansion of G(k).
(iii) Consider partial contributions to Σ(q, ζ), coming from all diagrams in (11) , where less than one half of the solid lines which belong to loops with i = 1 have zero wave vector. As compared to the dominant contributions discussed in Sec. 8.2, they generate small corrections represented by an expansion in terms of ε 3 (k), where ε 3 (k) ∝ (b/a) k λ ⊥ −λ corresponds to a replacement of G ⊥ (k) with G (k) for one solid line with nonzero wave vector.
Note that the corrections ε ℓ (k) are small at k → 0 only for d/2 < λ ⊥ < 2, so that our analysis cannot be formally extended outside of this interval. We have included an explicit dependence of ε ℓ (k) on the amplitudes a and b, since their singular behavior is relevant for joining of the asymptotic solutions at T → T c . Since ε ′ 1 (k) ∝ ε 1 (k) ε 3 (k) holds, we have no more than three independent correction sources.
The expansion in powers of ε ℓ (k) is acompanied by scaling functions depending on Λ/k. Like in (62) and (63), these scaling functions can be replaced by amplitudes which are independent on k, when considering the limit u → 0 and k ∼ u r k crit (u). This replacement is analogous to that at T = T c and has the same motivation [5] . It results in the asymptotic expansion for the Greens function
A term with ℓ ≥ 1 represents a correction of order ε
with the exponent
where n j (ℓ) ≥ 0 are integer numbers such that j n j (ℓ) ≥ 1. Note that we always allow a possibility that some of the expansion coefficients, in this case some of b i (ℓ), are zero.
Joining of asymptotic solutions
Consider now how our expansion (64) coincides with (28) and (47) when approaching the critical point. Retaining only the leading terms, the consistency is ensured if the scaling functions of the dominant terms behave as g ⊥ (z) ∝ z −λ ⊥ (for i = 1) and g (z) ∝ z −λ (for i = 1) at z → 0, and a ∝ξ λ−λ ⊥ , b ∝ξ λ−λ hold for the amplitudes in (50) at ∆ → 0, where λ = γ/ν = 2 − η. Hereξ = ∆ −ν is an analog of the correlation length. This is a property of the solution exceptionally at d/2 < λ ⊥ < 2 that the consideration of the long-wave limit does not provide any constraint for the amplitude a in (60), whereas the other amplitude b is related to a via b = b ′ · a 2 /M 2 . Taking into account the scaling law (45), the relations a ∝ξ λ−λ ⊥ and b ∝ξ λ−λ mean that bM 2 /a 2 is constant at ∆ → 0. It is consistent with the statement in Sec. 8.2 that b ′ = const at u → 0 for any T < T c . The expansion (47) with the exponents γ ℓ (48) completely agree with (64) and (65) provided that the scaling functions have an asymptotic expansion
at z → 0. In this case the amplitudes b i (ℓ) ∼ ∆ −γ+γ ℓ +νλ i (ℓ) have corrections to scaling where the main term is multiplied by ∝ ∆ γm .
Non-perturbative renormalization group arguments
The relation λ = 2λ ⊥ − d as well as the universality of the ratio bM 2 /a 2 have a simple interpretation in view of some renormalization group (RG) analysis. Our ϕ 4 model can be formulated on a discrete lattice, representing the gradient term by finite differences. At h = +0, we consider the transformation consisting of (i) Kadanoff transformation replacing single lattice spins by block-spins, where each block-spin is an average over s d spins;
(ii) shrinkage of the new lattice s times to return to the initial lattice constant. In distinction to the standard renormalization, we do not rescale the field ϕ.
The distribution over block-spins is described by new Hamiltonian T s H, where the notation T s is used to distinguish from the standard RG transformation R s . The Kadanoff transformation does not change neither the magnetization nor the long-distance behavior of the real-space Greens functions 
The modulus conservation principle is true at large renormalization scales s, since the variation of average modulus for large blocks of spins is related to a much greater increase in the systems energy as compared to a gradual long-wave perturbation of spin orientation. Thus, the renormalized Hamiltonian can be written as
at s → ∞, where the first term represents the modulus conservation principle allowing only those configurations with non-diverging Hamiltonian where | ϕ(x) |= ϕ 0 , and Q is some functional of the configuration of the transversal order parameter (n−1 component vector) field ϕ ⊥ (x). In this case only the infinitely small (at s → ∞) transversal components ϕ i (x) with i = 1 are independent variables, since
holds according to | ϕ(x) |= ϕ 0 . Not loosing the generality, we have considered the spatial configuration of the normalized transversal componentsâ −1/2 (s) ϕ ⊥ (x) as an argument of the functional Q. According to the definition of G ⊥ (x), the function f
Since this average is composed of arguments of Q, the sufficient condition for its universal asymptotic behavior is the universality of the functional Q{z(x)}. The latter is consistent with the idea that the transformation of Q (assuming that at any s the transformed Hamiltonian can be approximated by (67) according to some a priori defined criterion) has a fixed point
which, however, may be different for each universality class. In the conventional RG transformation R s the field would be rescaled as ϕ ⊥ (x)s (d−λ ⊥ )/2 ⇒ ϕ ⊥ (x), so that Q in (67) would contain no explicit scaling factor s. Nevertheless, we prefer our notation, since it is suited to express the modulus conservation principle. Accepting (69), any statistical average composed of argumentsâ −1/2 (s) ϕ ⊥ (x) is universal at s → ∞.
In particular,
with i = 1 is a universal function.
According to (68), we have G (x) =b(s)
x → ∞ and s → ∞. The universality of f (x) then implies thatb(s)M 2 /â 2 (s) must be universal at s → ∞. According to the scaling rulesâ(s) =â(1) · s λ ⊥ −d andb(s) =b(1) · s λ −d , the latter is possible only if λ = 2λ ⊥ − d holds, whence it follows also thatb(1)M 2 /â 2 (1) and b(1)M 2 /a 2 (1) ≡ bM 2 /a 2 are universal, i.e., dependent merely on n and d. Thus we recover one of relations (51), as well as the universality of the ratio bM 2 /a 2 discussed in Sec. 8.2. Contrary to the previous discussion, in this case our conclusions are not restricted to small u.
Magnetization in a small external field
Here we discuss the qualitative behavior of magnetization M in a small external field. The modulus conservation principle holds far below the critical point (at large negative r 0 ) where the fluctuations of modulus | ϕ(x) | are reduced to a small vicinity of ϕ 0 (h) ≃ −r 0 /(2u) − h/(4r 0 ), as consistent with the minimum of Hamiltonian (1) . In this case we have
where θ(x) is the angular deviation of ϕ(x) from the direction of the external field h. The variation of ϕ 0 (h) with h is analytical, whereas the singular behavior of M (h) at h → 0 is due to the term
For a qualitative estimation, we have assumed that G ⊥ (k) increases like a k −λ ⊥ when k is decreased below k crit , where k crit may be any small constant if h → 0, until it saturates at the known value M/h valid for k = 0. From this we find
Since the exponent ρ = (d/λ ⊥ ) − 1 is universal, Eq. (72) is valid for any T < T c including vicinity of the critical point. According to (51), we have (d/2) − 1 < ρ < 1, which yields 1/2 < ρ < 1 in three dimensions. The lower value ρ = 0.5 corresponds to the conventional statement [18, 19] that λ ⊥ = 2. According to our theory, the behavior of M (h) could be, in principle, quite linear, consistent with, e. g., ρ ≈ 0.9. The latter agree with experimentally measured M (h) dependence (at T = T c − 0.44 K for fields H ∈ [100A/m; 600A/m]) in polycrystalline Ni (universality class of n = 3) exposed in Fig. 3 of [23] . This provides a reasonable explanation of the experimental results in [23] , where a rather well defined nonzero value 3.4(4) of the ratio of amplitudes G + /G − for the susceptibility χ = ∂M (h)/∂h above and below the critical point has been measured instead of the theoretically predicted asymptotic value G + /G − = 0 at h → 0. The slope of M (h) plot at T < T c , i. e. the susceptibility χ ∝ h ρ−1 , is almost constant in a wide range of h values if 1 − ρ is as small as 0.1. In this case a remarkable convergence of the measured ratio G + /G − to zero could be observed only at extremely small fields where no correct measurements are possible.
Conclusions
In the present work we have extended our diagrammatic method introduced in [5] to study the ϕ 4 model in the ordered phase below the critical point, i. e., at T < T c . In summary, we conclude the following.
1. The diagrammatic equations derived in [5] have been generalized to include the symmetry breaking term fixing the axis of ordering at T < T c (Sec. 2).
2. The solution for the two-point correlation (Greens) function depending on temperature T has been analyzed qualitatively based on a suitable approximation. It includes the low-temperature solution at r 0 → −∞ in the case of scalar orderparameter field (Sec. 6), as well as the general solution of n-component vector model at T → T c (Sec. 7). The results agree with the general scaling hypothesis developed in Sec. 4 and show that the same critical exponents (15) and (16), obtained previously [5] at T > T c , are true also at T < T c .
3. The critical analysis provided in Sec. 8.1 shows that the conventional statement that the transversal Greens function G ⊥ (k) diverges like k −2 at k → 0 is erroneous, since it leads to a contradiction with rigorous results.
4. Based on our diagrammatic equations, the asymptotic long-wave (k → 0) behavior of the transversal and longitudinal Greens functions below T c has been analyzed in Secs. 8.2 to 8.4. The current approximation shows that G ⊥ (k) ≃ a k −λ ⊥ and G (k) ≃ b k −λ with exponents d/2 < λ ⊥ < 2 and λ = 2λ ⊥ − d, and with universal ratio bM 2 /a 2 is the physical solution of our equations at the spatial dimensionality 2 < d < 4, which coincides with the asymptotic solution at T → T c as well as with non-pertubative renormalization group arguments provided in Sec. 8.5.
5.
The comparison between theoretically predicted h (d/λ ⊥ )−1 and experimentally observed in Ni almost linear variation of the magnetization M with the external field h slightly below the critical point suggests that the value of λ ⊥ in the actual case of d = n = 3 could be close to the lower marginal value 3/2 (Sec. 8.6).
