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1CHAPTER 1. GENERAL INTRODUCTION
This thesis describes my research work in past years in the Statistic Department of Iowa
State University. There are several key statistical features common to the whole thesis. In the
first place, all the statistical methods are developed taking a Bayesian perspective to conduct
the statistical inference. A second common feature of the two main parts is that both correspond
to high-dimensional problems. In the first case because large amount of information for a few
individuals is available, and in the second part due to model space is really large which brings
computational intractability issues. Finally, the response variable in all data used here is a
positive count, in the first part it is associated with the gene expression while in the second
part it represents a number of automobile crashes. Nevertheless, this thesis can be organized
in two main parts dealing with different applications.
1.1 Hierarchical Bayesian analysis of allele-specific gene expression data
In recent years, next generation sequencing (NGS) technology has evolved enough to offer
a more accurate and cost effective means of studying a variety of genomic signals with a wide
range of applications (Datta and Nettleton, 2014). We define the gene’s expression level as the
amount of messenger RNA (transcript abundance) produced. For each gene, RNA-sequencing
(RNA-seq) is a count positively correlated with the transcript abundance.
Diploid organisms have two copies of each genes (alleles) that can be separately transcribed.
The RNA abundance of any particular allele is known as allele-specific expression (ASE).
When an mRNA read can be identified to particular allele, ASE can be studied with RNA-seq
read count data. Reads counts that can be unambiguously attributed to a specific allele are
correlated with allele’s expression. (Sun and Hu, 2014).
2In plant breeding, it is common that hybrid lines show improvements in several phenotype
traits compared with its parent lines. The effect that a heterozygous hybrid is better com-
pared with the average of its homozygous parents is called hybrid vigor or heterosis (Schnable
and Springer, 2013). A relationship between heterosis and some gene ASE patterns has been
suggested, for instance, Paschold et al. (2012) found the differential allele-specific expression
relates to non-additive patterns in total RNAseq expression.
One of the main goals of this research is to build statistical methodologies to identify genes
with preferential mRNA expression from one of the two alleles. In order to do this, statistical
models for ASE counts from hybrid cross lines are developed. The most important characteris-
tics specific to ASE compared to total RNA-seq counts are addressed by the statistical models
proposed in this work.
Additionally, this thesis proposes measures for assessing the statistical association of ASE
patterns and gene heterotic patterns. These types of measures might help in improve the
connections among gene expression patterns at the allele-specific level with patterns indicating
hybrid vigor. To achieve this goal, ASE counts and total RNA-seq for inbred lines and it hybryd
cross are used.
Chapter 2 presents a modeling strategy for ASE information, in the case of having data
from one single hybrid genotype. A hierarchical Poisson-lognormal mixture model is proposed
addressing the main characteristics of ASE data. In Chapter 3 jointly heterotic patterns and
allelic imbalance are modeled jointly, expanding the model from Chapter 2 to more genotypes
and total RNA-seq as well as ASE gene expression data. Some association measures between
them heterotic patterns and allelic imbalance are proposed.
A key aspect of the proposed models is its hierarchical nature. A hierarchical model make
use of latent information between the groups that only can be seen when the estimation problem
consider all groups together (Efron, 1992). Within a context of high dimensional problems,
where there are a large number of groups but only a few observations in each group, sharing
information among groups. In particular, in the analysis of gene expression data the information
sharing approach has been extremely successful. Most traditional hierarchical models promote
the information sharing among one set of parameters. However the models proposed to deal
3ASE counts have more than one set of parameters, and the borrowing of information process
occurs in each set of parameters simultaneously. Another piece contained in this work consist
in an exploration of the interactions between the learning of several sets of group specific
parameters distributions.
Chapter 4 deal with hierarchical models for both mean and variances simultaneously in
sparse high dimensional context, which is an important aspect of the model used in Chapter
2. Using log-transformed ASE counts, we focus on the effects of variance hierarchical modeling
on the mean vector inference.
1.2 Approximate Bayesian computation for crash frequency models
Approximate Bayesian computation (ABC) is a field of Bayesian research that has gained
much popularity in recent years (Marin et al., 2012). This constitutes a powerful estimation
technique based on simulations, these methods are designed for complex problems where the
likelihood is computationally or analytically intractable.
The methods presented in Chapter 5 can potentially work with areal-referenced count data.
The response variable is a discrete variable which is available in a set of locations, while the
covariates are continuous variables also available at location level. Spatial dependence is intro-
duced through the neighborhood structure, locations might be connected or not, according the
neighbor structure.
The modeling of crash frequency data is a field of extensive research. At the national level,
motor vehicle fatalities account for approximately 30% of all injury deaths in the United States
every year. In Iowa, about 400 lives are lost annually in traffic accidents and crashes represent
a total cost of 1 billion dollars per year (McDonald, 2012). Therefore, preventing crashes or at
least minimizing the loss of life and major injuries due to crashes is critically important.
Chapter 5 proposes a model crash frequency at the intersection level while introducing
spatial correlation among intersections. A Winsorized Poisson Markov random fields (PMRF)
is used (Kaiser and Cressie, 1997) for this purpose. However, the model is not computationally
tractable, an ABC approach is used in order to obtain Bayesian inference.
4CHAPTER 2. FULLY BAYESIAN ANALYSIS OF ALLELE-SPECIFIC
RNA-SEQ DATA USING A COUNT REGRESSION MODEL
Abstract
Diploid organisms have two copies of each gene (alleles) that can be separately transcribed.
The RNA abundance of any particular allele is known as allele-specific expression (ASE). When
two alleles have sequences of polymorphisms in transcribed regions, ASE can be studied with
RNA-seq read count data. Reads counts that can be unambiguously attributed to a specific
allele are correlated with allele’s expression.
In plant breeding, hybrids are developed to take advantage of the genetic phenomenon
known as heterosis or hybrid vigor. Heterosis occurs when hybrid offspring possess superior
levels of one or more traits relative to their inbred parents. ASE is relevant for the study of
this phenomenon at the molecular level. One possible reason for the occurrence of heterosis
are genes where two distinct alleles at a heterozygous locus are differentially expressed.
ASE has some characteristics different from the regular RNA-seq expression: ASE cannot
be assessed for every gene, measures of ASE can be biased towards one of the alleles (ref-
erence allele), and presents subsampling. We present statistical methods for modeling ASE
and detecting genes with differential allele expression. We propose a hierarchical overdispersed
Poisson model to deal with ASE counts. The model accommodates gene-specific overdisper-
sion, it has an internal measure of the reference allele bias, and use random effects to model the
gene-specific regression parameters. Fully Bayesian inference is obtained using fbseq package
that implements a parallel strategy to make the computational times reasonable.
52.1 Introduction
Over the past decade, RNA-sequencing (RNA-seq) has been replacing the microarray tech-
nology as the method used to measure gene expression (Datta and Nettleton, 2014). In a
biological sample, the amount of messenger RNA (transcript abundance) produced by a gene
is known as the gene’s expression level. For each gene, RNA-seq is a count positively correlated
with the transcript abundance. A diploid genome has two sets of chromosomes, one from each
parent, so every gene has two copies. One of the advantages of next generation sequencing is
that makes possible to measure the expression of each gene copy, we call allele-specific expres-
sion (ASE) to refer this measure. ASE can be obtained using single nucleotide polymorphism
(SNP) that makes it possible to distinguish the expression of the two alleles (Sun and Hu,
2014).
The study of ASE may provide some explanation for the so-called heterosis effects. In
plant breeding, phenotypic heterosis occurs when hybrid lines show improvements in several
phenotype traits compared with its inbred parent lines(Schnable and Springer, 2013). Het-
erozygous hybrid varieties might take advantage of having two alleles with different genotypes
in order to adapt to environmental conditions by promoting the selection of the superior al-
lele. The uneven expression of alleles might be related to the superior adaptation of hybrids,
so it might be related to the occurrence of gene heterosis (Paschold et al., 2012; Bell et al.,
2013). Other biological questions where ASE is relevant may include identifying imprinting or
parent-of-origin effects, which occurs in genes where only one parental allele is expressed, the
distinction between cis-acting and trans-acting regulation DNA relies on ASE since cis-acting
is associated with differentially expressed alleles while trans-acting has effects both alleles (Sun
and Hu, 2014).
Given the total ASE, i.e., the sum of counts in both alleles, the reference allele count can
be modeled as binomially distributed. Differentially expressed genes can be obtained applying
a binomial test for each gene and adjusting p-values to control false discovery rate (FDR) (Bell
et al., 2013). Binomial distribution can be combined with a beta distribution for the probability
parameter to create a hierarchical model. Pirinen et al. (2014) use a mixture of betas as the
6probability parameter prior, with 3 components corresponding to a degree of allelic difference
(none, moderate, and strong).
Beta-binomial distribution has also been proposed for modeling the reference allele count
(Sun and Hu, 2013), this model includes gene-specific overdispersion. Both, total RNA-seq
expression and ASE can be combined to distinguish factors that affect the gene expression in
an allele-specific manner (cis-QTL) from factors that affect the gene expression of the two alleles
at the same time (trans-QTL). A likelihood ratio test distinguishes cis and trans regulation by
combining ASE beta-binomial model with a model for the total RNA-seq counts (Sun and Hu,
2014). The model is extended in Hu et al. (2015) to incorporate isoform-specific information and
haplotype modeling. However, the beta-binomial proposed model uses haplotype information
(or models it), so it is hard to apply in plant experiments where hybrids varieties are created
from inbred lines.
Instead of modeling ASE counts based on a binomial distribution, it is possible to adapt
models originally designed for dealing with total RNA-seq transcript abundance counts using
Poisson or negative binomial distributions. Lorenz et al. (2014) provide an extensive review of
the methods to detect differential expression for total RNA-seq data. A Poisson generalized
linear model per gene can be fit, including random terms for experimental unit and overdisper-
sion effect, and controlling FDR to determine genes with differential allele expression (Paschold
et al., 2012). Generalized Poisson distribution (Srivastava and Chen, 2010) has been adapted
to analyze ASE (Wei and Wang, 2013)
In this paper, a hierarchical overdispersed count regression model is proposed to study
allele-specific expression, in the case where data from a single hybrid genotype are available. A
Poisson data model for ASE appropriately treat both allele counts as random variables, while
models based on binomial implicitly treat the non-reference allele count as given. At the same
time, the Poisson data model is flexible enough to include more alleles, genotypes or even the
total RNA-seq count. We describe how the proposed model is able to capture the key features
of ASE data and show this is done with a simulation study. In addition, a fully Bayesian
analysis of this model is possible using fbseq package (Landau and Niemi, 2016).
7The next Section describe the main characteristic ASE data different from the total RNA-
seq expression, using a maize experiment ASE data set. Section 2.3 describes the hierarchical
overdispersed count regression model we propose to analyze ASE data. Sections 2.4 and 2.5
presents results from a simulation study and a real ASE data set analysis, respectively. Finally,
2.6 presents a summary of the main findings and comments on the next steps in this line of
research.
2.2 Allele-specific expression
RNA-seq counts are obtained mapping short reads to an annotated genome. In the case
of ASE counts, a distinction between two genomes is needed, a small difference in the genome
sequence called single nucleotide polymorphism (SNP) provides a way to make that distinction.
An important issue of ASE data is that when no SNP is discovered for a gene therefore there is
no ASE information for that gene. The proportion of genes having ASE information available
depends on how similar the two genomes are and with the read length (Sun and Hu, 2014).
Let assume the ASE counts for a single hybrid variety are available, we refer to the hybrid
variety with ASE data as BM , and its parents as the varieties B and M . The dataset is then
formed by two transcript abundance counts per gene in the hybrid BM , each count positively
correlated with the gene expression of allele B and allele M respectively. In plant breeding
experiments, is common that the parental varieties, B and M , are inbred lines. Because of this,
haplotypes are known and identical to the genotype, in other words there is no information in
the haplotype. Then we cannot use models like proposed in Sun and Hu (2013) to analyze this
data set.
Let mga be the average gene-expression level of gene g ∈ {1, . . . , G} and allele a ∈ {B,M},
averaged over all available replicates. Consider two summary measures per gene, a measure of
the average ASE abundance (Ag) and a measure of the ASE ratio among the two alleles (Mg).
These summary measures per gene are computed in log-scale and can be written as follows:






8Figure 2.1 illustrates some characteristics usually present in ASE gene transcript abundance
data using the summary measures Ag and Mg. Some basic details of the specific dataset used
to produce Figure 2.1 are described in Section 2.5.
Left panel in Figure 2.1 presents a histogram of the gene-specific allele expression ratio,
Mg, the blue line is a Gaussian density with the sample mean and sample variance. The plot
suggests most of the genes present very small differences in the ASE counts within the same
gene. The empirical distribution of Mg is more concentrated around 0 and heavier tails than a
normal distribution with the observed mean and variance. This characteristic is not exclusive
of ASE counts, differential expression measures in total RNA-seq counts and microarrays are
usually sparse effects.
Right panel in Figure 2.1 shows a two-dimensional histogram of the pairs (Ag,Mg), where
the color intensity of the cells indicate how frequent is that region in the data. The most
frequent cells are close to zero allele difference (Mg = 0) for any level of average ASE (Ag),
suggesting that most of the genes present very small differences in the ASE counts. In addition,
right panel in Figure 2.1 shows all frequent cells seems to be in Mg > 0 region, and the average
of the difference among all genes (red line) is also positive. This suggests that allele B present
larger ASE counts than allele M , on average across all genes.
While it could be some biological reason to observe one of the alleles consistently more
expressed than the other one in every gene, it is known the ASE measurement process results
in towards the reference allele. In practice, there is only one genome to compare with the short
reads, this is called the reference allele. Reads matching the reference genome are assigned
to the reference allele while reads having a mismatch with the reference genome are assigned
to the non-reference allele. It is known this procedure implies a bias that favors the reference
allele (Panousis et al., 2014). Reference genome is (almost) totally known, and many times
is not possible to distinguish mismatches due to errors from genuine mismatches due to the
read corresponding to a non-reference genome. Then a read that truly matches the reference
genome is more likely to be counted than a read matching the non-reference genome, creating
a bias towards reference allele counts. The bias toward reference allele might be alleviated
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Sparsity in allele ratio Bias in allele ratio
Figure 2.1 (Left panel) Histogram of the ratio of allele means per gene in logs. Blue line is a
normal density curve with mean and variance equal to mean and variance of the
ratio across all genes. (Right Panel) Hexagon binning plot of means per gene and
allele. Vertical axis is the ratio of allele means per gene in logs while horizontal is
the allele-specific mean expression in logs. The red line indicates the overall mean
difference expression among the two alleles means.
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2013). But it is not clear how to deal with the bias effect at the modeling stage. A conservative
strategy consists in only consider genes with significant allele imbalance against the reference
allele (Paschold et al., 2012).
2.3 Hierarchical overdispersed count regression model
We model the RNA-seq count of each allele with an overdispersed hierarchical overdispersed
count regression model. The ASE observed count for each allele should be connected with a
random variable since there is uncertainty in the expression measurement of both alleles counts.
Furthermore, modeling allele counts will it make easier to enlarge the model to include more
genotype types, tissue types, to deal with cases with more than two alleles, or to include the
total RNA-seq count. Larger models for ASE will allow researchers to approach more com-
plex biological questions. The count regression model is composed of two main blocks: a data
model setting up a count regression model based on a Poisson-lognormal mixture distribution,
and a hierarchical distribution block for gene-specific regression coefficients and overdispersion
variance. The hierarchical distributions allow sharing information across all genes, improving
the posterior distribution inference of the gene-specific relevant quantities (defined later). As
the hierarchical distribution is learned, the amount of shrinkage or shared information is de-
termined by the data. The rest of this Section is dedicated to describing in more detail each
block of the model.
2.3.1 Data model
Let Ygn be the allele-specific RNA-seq count of gene g, in observation n, there are two ob-
servational sub-samples within each biological sample in the data presented in previous Section.
Equation (2.1) describes the Poisson lognormal mixture we use as data model.
Ygn




The factor hn represents the log of the library size for sample n, including both alleles counts
in the library size since came from the same experimental unit.
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Model matrix X is the same for all genes, formed by x>n on its rows. It is a N × p
dimensional matrix, where N represent the numbers of allele-specific subsamples and p the
number of covariates or effects included in the model. The columns of the model matrix X
determines the interpretation of the βg parameters. There might be many columns in the
model matrix X specific to particular applications, for instance to represent blocking factors
or relevant covariate effects. However, there are 2 columns that should be present in models
dealing with ASE counts. We assume the first column corresponds to an intercept term and
denote its associated coefficient as βg1. Moreover, we assume the second model matrix column
take value 1 for observed counts from the reference allele and the value -1 for observed counts
of the non-reference allele. Then, the regression coefficient associated with the second column,
βg2, represents the half difference of gene ASE, genes with βg2 = 0 shows evidence of equally
expressed alleles. Lastly, if there are more than one biological replicate (which is usually the
case), a third column should be included to represent the grouping effect of the allele-specific
sub-sampling. We assume this effect it corresponds to the last column in X, its associated
coefficient is βgp.
The third piece, are the overdispersion effects, gn, are normally distributed with a gene-
specific variance, γg. This effect implies quadratic mean-variance relationship that could differ
across genes, and admits the partition of the total gene variability into technical and biological
components similar to the Poisson-gamma mixture (Chen et al., 2014).
2.3.2 Gene-specific layer
A second layer in the model hierarchy is composed of distributions for the gene-specific
parameters βg and γg.
One feature common to RNA-seq and ASE counts is that in many cases, the effects of
interest are only present for a small group of genes, which usually translate in that the gene-
specific regression coefficients are concentrated around its mean, we refer this as a sparsity
pattern in regression coefficients. For instance, the difference among alleles within each gene
presented in left panel of Figure 2.1, follows this pattern.
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Sparsity pattern can be addressed using shrinkage distributions, i.e., a distribution placing
a great mass around its mean together with heavy tails. Equation (2.2) presents alternative
shrinkage prior we consider as possible hierarchical distribution of the gene-specific regression
parameters, i.e., the components of βg vector, βgk. All these hierarchical distribution are formed
as normal scale mixture.
Cauchy βgk
ind∼ N(θk, σ2kξgk) ξgk ∼ IG(1/2, 1/2)
Student-t βgk
ind∼ N(θk, σ2kξgk) ξgk ∼ IG(3, 2)
Laplace βgk
ind∼ N(θk, σ2kξgk) ξgk ∼ Exp(1)
horseshoe βgk
ind∼ N(θk, σ2kξgk) ξgk ∼ Ca+(0, 1)
(2.2)
A scaled t distribution is defined as If Z ∼ td(m, v) then for z and m on the real line and
















the rest of hierarchical distributions from (2.2) correspond to Laplace distribution (Park and
Casella, 2008), horseshoe distribution (Carvalho et al., 2009), and Cauchy distribution i.e. a
special case of t with 1 degrees of freedom.
Shrinkage distributions have receive a lot of attention in recent years to use as prior distri-
butions, in that context horseshoe distribution is proposed as a default prior to use in sparse
scenarios (Hahn and Carvalho, 2015). Usually, these shrinkage distribution contains only a
scale parameter, that regulate the global amount of shrinkage in a particular application. How-
ever, in the model we propose here, both parameters (scale and mean) of the hierarchical
distribution of the gene-specific regression coefficients are learned from data. Then, is not clear
which shrinkage distribution might work better in this context. We include the hierarchical
distribution as a relevant factor in a simulation study to determine which one to use in the
data analysis.
A second set of gene-specific parameters are the overdispersion variances, γg. We model
these variances as independent inverse gamma distributions conditional on ν and τ , and inde-
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pendent from the regression coefficients βg.
γg
ind∼ IG(ν2 , ντ2 ) (2.3)
Overdispersion is controlled by (ν, τ) the two hyperparameters of the distribution of γg.












so the parameter ν controls the amount of shrinkage around the mean. Parameter τ is related to
the location of the distribution, there is no close form for the quantiles of IG distribution but is
possible to compute them numerically. Figure 2.2 show the relationship between τ and selected
quantiles, for different values of ν. The plots shows that median value is mostly affected by τ ,







































Figure 2.2 Quantiles of IG(ν2 ,
ντ
2 ) against τ . Facets correspond to quantiles, color and type
of lines corresponds to ν value. Black line is the y = x line.
controls the central location of the overdispersion across all genes, while ν controls the amount
of shrinkage around τ and the right tail probability. For instance, if all genes would present the
same overdispersion level, τ should be close to that value and ν → ∞ (or at least be large) ,
14
when most gene show no overdispersion but there are few genes with high overdispersion, both
ν and τ should be small.
2.3.3 Allele effect (∆g)
Another important characteristic present in ASE experimental data is common to observe
a higher transcription for one of the alleles on average across all genes, due to the positive
bias towards the reference allele mentioned in Section 2.2 (see Figure 2.1). These systematic
difference among alleles are not of interest as the goal is to identify genes showing differences
among allele larger than what is explained by systematic factors.
We define the allele effect to be the difference between alleles that is not due to bias, i.e.,
∆g = βg2 − θ2. (2.4)
We consider the overall mean across all genes, θ2, as a measure of the systematic difference
among alleles commonly due to bias towards the reference allele.
In order to obtain inference about the gene-specific regression parameters, the posterior
mean and variance from the MCMC samples can be used to create a normal approximation
of its posterior distribution (Landau et al., 2016). A similar strategy could be used to obtain
credible intervals for the allele effect, ∆g, in this case the posterior mean and variance of ∆g
are
E(∆g|y) = E(βg2|y)− E(θ2|y)
V ar(∆g|y) = V ar(βg2|y) + V ar(θ2|y)− 2Cov(βg2, θ2|y)
A problem with this approach is that fbseq package provides posterior means and stan-
dard deviations for gene-specific parameters and full MCMC samples for all hyperparameters
and only a few gene-specific parameters, so there is no information to compute Cov(βg2, θ2|y).
However, the variability of the hyperparameters is negligible compared to gene-specific param-
eters, since the amount of information directly relevant for θ2 is really large. This implies that
V ar(θ2|y) ≈ 0 and Cov(βg2, θ2|y) ≈ 0.
Therefore, is possible to approximate V ar(∆g|y) ≈ V ar(βg2|y), to obtain a normal approx-
imation of the posterior of the allele effect and then compute credible intervals for ∆g. We
show this approximation is reasonable later in Section 2.4
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2.3.4 Differentially expressed alleles detection
The main goal of the proposed model is to identify genes with differentially expressed alleles
(DEA). We approach this goal by using the posterior probability of DEA for each gene. A gene
is DEA when one allele show an increase in the expression level, |∆g| ≥ c, where c represents a
threshold that must be adapted to specific applications or experiments. Here we follow Lithio
and Nettleton (2015) in setting as the DEA threshold a 25% increase in the expression level,
i.e., c = log(1.25)/2.
We want to detect genes with high posterior probability of presenting DEA. However, if the
posterior distribution for ∆g is too diffuse, for instance because is gene with very overdispersed
counts, then P (|∆g| ≥ c|y) is going be very large even when is no clear that gene is DEA. To
avoid this problem, we first denote as H0g the event that the gene g does not present DEA,
which acts as null hypothesis. Then, we compute the null hypothesis posterior probability as
follows
P ∗(H0g|y) = min {P (∆g < c), P (∆g > −c)}
where the subscript distinguish for the regular probability and stands for corrected, this cor-
rection is proposed by Van De Wiel et al. (2013) and use it in Lithio and Nettleton (2015).
Next, a decision rule based on the posterior probability of DEA is needed to finally de-
termine which genes present are flagged as DEA. One alternative is to use a Bayesian FDR,
computed as the average of smallest P ∗(H0|y) (Ventrucci et al., 2011; Van De Wiel et al.,
2013). However, since we use a fully hierarchical Bayesian model and the null hypothesis has
a positive probability multiplicity corrections are not needed (Muller et al., 2006; Bar et al.,
2014).
Here we follow a more traditional Bayesian approach to derive a decision rule, i.e., choose
an optimal rule in the sense that minimizes an expected loss function. Let dg be an indicator
that gene g has DEA feature, hg = P
∗(H0g|y), and consider the following expected loss






(1− dg)hg = qFD + FN
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where FD and FN are the posterior expected false discoveries total and false negative total
respectively, and q is the relative cost associated to FD. Mu¨ller et al. (2004) shows the optimal







Setting q = 19 we would declare as DEA every gene with posterior probability of H0g lower
than 5%.
2.3.5 Bayesian inference
Posterior distribution for gene-specific parameters is learned by borrowing information
across all genes trough its hyperparameters, since hyperparameters posterior distribution uses
complete data set. This fact helps to deal with the small sample size inherent in RNA-seq
experiments.
Equation (2.5) shows the prior distributions for the hyperparameters in the model, we
use normal distribution for regression means and uniform distribution for regression variances.
Parameters controlling overdispersion effect have uniform prior, ν, and gamma prior, τ . The
values of the parameters of these priors are set to obtain diffuse distributions. As number of
genes is very large, there is lot of information about the hyperparameters in the data and the






ν ∼ Unif(0, d)
τ ∼ Ga(a, b)
(2.5)
Uniform priors for variance parameters, as σ2k, in hierarchical models have been propose
as a good non-informative alternative (Gelman, 2006), a similar argument also applies for a
variance related parameter like ν. Normal prior for location parameters θk is widely used
choice (Gelman et al., 2013), it can be weakly informative maintaining conditional conjugacy.
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Similarly the gamma prior for a location-related parameter τ represents a good balance between
computation convenience and being weakly informative.
Models where gene-specific parameters have fully specified distributions, i.e. non-hierarchical
models, can be estimated using MCMC methods (Leo´n-Novelo et al., 2014). However, fully
Bayesian inference of the hierarchical models is computationally demanding, since the number
of groups (or genes) is big. Usually, approximations like empirical Bayes (Niemi et al., 2015) or
integrated nested Laplace approximation (Van De Wiel et al., 2013) are used to obtain inference
results.
Parallel computing is a way to tackle down the computational intractability of this models,
Landau and Niemi (2016) propose to use graphics processing units (GPU) to take advantage
of the embarrassingly parallel nature of the MCMC algorithms in conditionally independent
hierarchical models. We use fbseq package (Landau and Niemi, 2016) to obtain fully Bayesian
inference of the proposed model.
2.4 Simulation Study
A simulation study is performed to explore how the model captures several characteristics
of interest in the data. In this Section, we describe the data sets simulation scenarios, the
analysis of each simulated data, and finally simulation study results are presented.
2.4.1 Model to simulate data
In order to obtain simulated data sets close to the specific data we have, we fit an initial
model to use it as base for simulate new data, here we describe this initial model.
The specific dataset we use later in Section 4.6 as application example, has 8 allele-specific
observations per gene, corresponding to 4 biological replicates of a single hybrid genotype
distributed in two blocks. As an initial step we use a negative binomial model,
Ygn
ind∼ NB(eh∗gn+x>n βg , φg),
where h∗gn are normalization factors and φg control the overdispersion. Model matrix X is
formed by x>n on its rows, it has 8 rows and is the same for all genes. In order to ensure
18
independence among regression coefficients, we use a zero-sum parametrization for X, the














1 1 1 1 0
1 −1 1 1 0
1 1 1 −1 0
1 −1 1 −1 0
1 1 −1 0 1
1 −1 −1 0 1
1 1 −1 0 −1
1 −1 −1 0 −1

(2.6)
This particular model matrix X implies βg1 corresponds to the intercept and βg2 to the half
allele difference, as in the general model presented previously. Here we include a column to
capture the difference between the two blocks, associated with coefficient βg3. Also, two columns
for block and replicate interaction, (β4g, β5g) are included, which represent the half difference
between replicates within each block, they capture the effect of the common biological sample
of each pair of measures. Note that usually the set of effects related with grouping factors as
biological samples, share a common variance, while the model proposed here allows σ4 6= σ5
which encompasses the common variance case.
We obtain point estimates of the gene-specific regression coefficients and gene-specific
overdispersion parameters using edgeR (Robinson et al., 2010), the program also provide val-
ues of normalization factors h∗gn based on the method proposed by Anders and Huber (2010).
These point estimates and normalization values are used to obtain the simulated data sets.
2.4.2 Simulation scenarios
A simulation scenario is defined by four simulation design parameters: (w, s, p, T ), latin
letters are used for these design parameters to differentiate them from the unknown model
parameters. We investigate the impact of sparsity (w) and strength (s) of the allele effect, bias
toward reference allele (p), and overdispersion effects (T ). Table 2.1 shows together all values
for the design parameters, in total there are 24 scenarios as a full factorial combination of the
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design parameters values. Each scenario represents ASE count for G = 5000 total genes with
8 observations per gene, and is replicated 2 times.
Table 2.1 Simulation study design parameter values
Description Sparsity Strength Bias Overdispersion
Parameter w s p T
Values (.5, .95) (1, 1.8) (1, .5) (0.25, 1, 4)
The input for each scenario is formed by the estimates (h∗gn, βˆg1, βˆg2, φˆg), kept from NB
model described above.
The first step to create a simulated dataset constitute a random selection of genes. All
genes are split in two groups
S1 : |βˆg2| ≤ c S2 : |βˆg2| > c
and a stratified random sample with replacement of model coefficients, with w proportion from
S1 and (1−w) proportion from S2. Then, design parameter w controls the amount of sparsity
in the allele effects, two sparsity scenarios are considered w = (0.5, 0.95).
The second step is to compute the gene-specific effects. Allele effects are computed as
sxaβˆg2, where xa takes value 1 for the reference allele and -1 in the non-reference allele. The
design parameter s controls the signal strength, we set s = (1, 1.8) as weak and strong signal
cases respectively. Meanwhile, overdispersion effects are computed as T φˆg, we use 3 scenarios
determined by the value of T = (.25, 1, 4). Then, for the selected genes and the computed gene
specific effects we simulate 8 counts per gene as
Y ∗gn
ind∼ NB(eh¯+βˆg1+sxaβˆg2 , T φˆg)
where h¯ is the mean of the computed normalization factors.
Reference allele bias. Finally we induce some bias toward reference allele by setting
Ygn = Y
∗
gn if xa = 1
Ygn ∼ Bin(Y ∗gn, p) if xa = −1
this implies that for allele-specific counts from reference allele (xa = 1) we maintain the first
negative binomial simulated value, but in the non-reference allele-specific counts the initial
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simulation serve as the size parameter in a binomial distribution. Design parameter p is the
probability of actually assigning one short read to the non-reference allele, so on average (1−p)
non-reference reads are lost. We set two values for the design parameter that control reference
allele bias, p = (1, .5), corresponding to the case with no bias and a case where 50% of the
non-reference reads are lost on average, respectively. This last step implies the counts from
non-reference allele will be smaller on average than reference allele counts, to see this more
clearly we can integrate the two final steps together as
Ygn
ind∼ NB(eh¯+βˆg1+sβˆg2 , T φˆg) if xa = 1
Ygn
ind∼ NB(eh¯+βˆg1−sβˆg2+log(p), T φˆg) if xa = −1
this implies that the mean of βg2 coefficients, θ2, should be close to − log(p)/2 since βg2 captures
the gene-specific half difference among the two alleles and log(p) represent the allele between
alleles averaging all genes.
We perform 10 analyses on each simulated dataset. First, every data is analyzed using data
model 2.1 with each of the four shrinkage distributions from equation (2.2) for βg2, and also a
normal distribution for both regression parameters. The main reason for this is to assess the
impact of the hierarchical distribution of the regression coefficients on the posterior inference.
Additionally, for each hierarchical model we also fit its non-hierarchical version, i.e., fixing
hyperparameters at θk = 0, σ
2
k = 3
2, τ = .1, ν = 1.
We run 3 MCMC chains with 40000 iterations for hierarchical models, and set thinning value
of 5 in Cauchy and horseshoe cases. Still, horseshoe distribution shows lack of convergence in
many scenarios for θk parameters, therefore we do not present horseshoe distribution simulation
results nor consider it for the real data analysis. Hahn and He (2016) have recently pointed out
that horseshoe distribution may have poor mixing in high-dimensional problems, and propose
to use an elliptical slice sampler to improve it. Non-hierarchical models inference is obtained
with 3 MCMC chains with 20000 and no thinning.
All computations are done in R. MCMC results are obtained using fbseq Landau () package,
convergence is assessed using potential scale reduction factor statistic. Other data management
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and plots we use dplyr Wickham and Francois (2016), ggplot Wickham (2009), plotROC Sachs
(2016), tidyr Wickham (2017).
2.4.3 Simulation results
We construct receiver operating characteristic (ROC) curves for each simulation scenario,
in order to describe model performance to detect genes with differential allele expression. The
posterior probability of having an allele effect outside the null region, P ∗(∆g ≥ c|y), where
c = log(1.25)/2, is used as a continuous score to compute the ROC curves.
Figure 2.3 presents the ROC curves for simulation scenarios in which reference allele bias
is present (p = 0.5). Each panel corresponds to a particular scenario combining the other 3
simulation design parameters, overdispersion (T ) is represented in row faces while strength (s)
and sparsity (w) of the allele effects determine the column facets. The dashed lines represent
the non-hierarchical models and continuous lines represent the hierarchical models. Finally the
ROC curve color indicates the hierarchical distribution for the regression coefficients.
There are two effects that applied to every model. As we might expect, increasing the
signal strength and decreasing the overdispersion level produce better detection rates. An-
other overall effect is the fact that non-hierarchical models fail into correct the bias towards
reference allele, and they present worse detection rates in every scenario compared with the
hierarchical counterparts. An initial simulation study, included in appendix A, shows similar
results, comparing Figures A.3 and A.5 is clear that non-hierarchical models are more affected
by overdispersion, sparsity and bias. Then, we describe the remaining effects results only for
hierarchical models.
Among hierarchical models, Figure 2.3 suggests hierarchical distribution for the regression
parameters have some effects on model performance in many scenarios. Cauchy distributions
shows larger true positive fraction (TPR) than the rest when overdispersion level is high and
in the highly sparse scenarios when 95% of the genes does not have DEA. On the other hand,
using a normal distribution have the worst results in terms of ROC curves, in this case the
more clear negative effect for the normal model is the sparsity level. Performance of Laplace



























































Figure 2.3 ROC curves for scenarios with reference allele bias present (p = 0.5). Row
facets corresponds to overdispersion level (T ), while column facets combine sig-
nal strength and sparsity (s,w). Line color indicates the hierarchical distribution.
Hierarchical models are plotted with continuous lines and dashed lines correspond
to non-hierarchical models.
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ROC curves can be summarize computing the area under the ROC curve (AUC), a perfect
detection rate would have AUC value of 1. Typically, only the region with small false positive
fraction (FPR) is of interest, we compute a partial AUC as the area under the ROC curve but
only over the region where FPR is less than 10%. Partial AUC results are presented in two sep-
arate plots, Figure 2.4 shows the effect of simulation design parameter within each hierarchical
distribution, meanwhile Figure 2.5 compares partial AUC among hierarchical distribution for
the regression model parameters.








































Figure 2.4 Partial area under ROC curve (AUC), over region with false positive rate lower
than 10%. Facets represent the hierarchical distribution used in the model, and
row facets represent sparsity level. Each line corresponds to a scenario, color and
type of the line indicate the overdispersion level (T )
Figure 2.4 shows partial AUC measure results against signal strength. Column facets cor-
responds to hierarchical distributions, row facets corresponds to sparsity level, and the color
and type of the lines corresponds to overdispersion level.
As it was comment in Figure 2.3 overdispersion level and signal strength have the largest
impact on the signal detection performance. Reference allele bias does not seem to have an
impact in signal detection within hierarchical models, even when half of the non-reference allele
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reads are lost we still be able to identify genes with allele effects correctly. There might be
some interaction effects among the simulation design factors, for instance, signal strength gain
in performance is larger when overdispersion is low or moderate, also in the normal case, signal
strength does not show a big change when sparsity is high in any overdispersion level.
Figure 2.5 shows the partial AUC measure results against hierarchical distributions. The
facets combine the signal strength level (columns) and sparsity level (rows), the color and type
of the lines indicate the overdispersion level. Each line corresponds to one simulation scenario,
we want to compare the βg2 hierarchical distribution effect on the model performance.
In every case, Cauchy present better results than the rest while normal distribution has
the poorest results. This is the same result than in Figure 2.3, it is not surprising Cauchy
distribution having better performance in this case, Cauchy accommodates a lot of probability
mass close to zero and its heavy tails can capture the genes with real effects. Normal distribution
has light tails which produce a shrinkage effect on all parameters including the ones that are
further apart from 0. Perhaps, the comparison among Cauchy and t distributions is not so
common, after all, Cauchy distribution a special case of t, the results suggest the degrees of
freedom parameter have an impact on how the model borrows information across genes.
Another relevant aspect of the model performance is the ability to discover the genes that
are truly differentially expressed. We declare a gene as having allele differentially expressed
when P (|∆g| ≥ c|y) < 0.05 which correspond to minimize the expected loss 19FD + FN .
Figure 2.6 shows the proportion of false discoveries (FDR) against the proportion of dis-
coveries Dp, i.e., the ratio of total discoveries over the total number of differentially expressed
genes. Ideally, we would like to discover all differentially expressed genes with no false discov-
eries. We only plot scenarios with the same overdispersion level that observed data (T = 1).
Only looking at the right panel, with strong signals, the proportion of discoveries drops from
somewhat higher than 40% when no sparsity is present to be close to zero when w = 0.95 for
normal, t and Laplace distributions. Meanwhile, Cauchy maintains the proportion of discoveries
around 30% in all cases, and showing small false discovery rates. In the left panel, weak signals,
a similar effect of the sparsity is observed, but there are some cases with large FDR when using
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Figure 2.5 Partial area under ROC curve (AUC), over region with false positive rate lower
than 10%. Facets represent the overdispersion level (T ). Each line corresponds
to a scenario, color indicates the signal strength and the line type represent the
sparsity.
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Cauchy distribution. It should be kept in mind that in this case the proportion could be
































s = 1 s = 1.8



























Figure 2.6 Scatter plot of false discovery rate against proportion of discoveries. Color of
points indicates the hierarchical distribution for regression parameters and shape
indicates sparsity level.
We finish this Section showing how the proposed model captures the bias towards reference
allele, and how well the posterior variance of the allele effect, ∆g, is approximated by the
variance of the regression coefficient βg2.
Above we mentioned that parameter θ2 should capture half of the bias in log scale, i.e., we
expect i.e. E(θ2|y) ≈ − log(p)/2. Figure 2.7 shows a scatter plot of E(θ2|Y ) against log(p).
The plot suggests posterior expectation of θ2 captures the bias towards the reference allele, is
possible to use it as an estimate of the bias and remove it when making inference about the
allele effect.
In Section 2.3 we stated that V ar(∆g|y) ≈ V ar(βg2|y), we can test the approximation
from a few genes having the complete MCMC samples. Figure 2.8 presents scatter plots of
the variance of the allele effect against the variance of the regression coefficient βg2, the facets
represents the hierarchical distribution used in the model and color of points represent the
overdispersion level. There is a close relationship among the two plotted variances, suggesting










































































Figure 2.7 Scatter plot of θ2 posterior mean against log(p) parameter. Row facets repre-
sents sparsity and column facets the overdispersion level. The line corresponds to
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Figure 2.8 Scatter plot of variance of allele effect against variance of regression coefficient.
Facets correspond to the hierarchical distribution and color indicates the overdiper-
sion level.
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2.5 ASE in maize experiment
In this Section we apply the methods described in Section 2.3 to a RNA-seq data set
with allele-specific counts from maize that constitute a portion of the experimental data ob-
tained by Paschold et al. (2012). Data set includes four replicate samples of a hybrid geno-
type (B73xMo17) distributed in 2 flow cell blocks and two allele count measures per sample.
RNA-seq transcript abundance count information for 39656 genes is obtained using IliumnaR©
technology. However, many of them have little or no ASE information. To avoid genes with
extremely low observed expression, only use genes were the average of allele-specific counts is
bigger than 1. The resulting data set corresponds to the ASE counts of 16380 genes, which is
41% of the total. For those genes there is a count measuring the expression of the B73 allele
and another for the Mo17 allele. Genome B73 is the reference allele since is the genotype that
has been sequenced (Schnable et al., 2009).
An initial exploration of this data was presented in Section 2.2 to illustrate the main features
of an ASE data set. The specific model matrix we use is the same presented in (2.6) used to
create a model to simulate data. Gene-specific intercept is normally distributed while the rest
of regression parameters are Cauchy distributed. The choice of βgk ∼ Ca(θk, σk) is based on
the results from simulation study, the models using Cauchy hierarchical distribution results in
better partial AUC measures in particular in sparse cases or cases with large overdispersion
levels. A more practical approach could be to use a normal distribution as initial step, and
then based on histograms of βkg posterior means determine if more shrinkage is needed.
In this Section we present the main results from the analysis, we start with some remarks
about the posterior inference relative to the hyperparameters of the model, and after that we
focus on the results relative to gene-specific allele effects. We present credible intervals for ∆g
and identify genes differentially expressed between alleles.
Table 2.2 present posterior summaries for all hyperparameter in the model. Posterior
means and credible interval for (ν, τ) suggest most genes show very little or none overdispersion
present, but there are a few genes with large overdispersion effects.
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Table 2.2 Hyperparameter posterior summaries for ASE counts of B73xMo17 data
param mean Credible.Interval.95
ν 3.6 ( 3 , 4.3 )
τ 0.0023 ( 0.0019 , 0.0028 )
θ1 2.4 ( 2.4 , 2.4 )
θ2 0.12 ( 0.12 , 0.13 )
θ3 -0.025 ( -0.029 , -0.021 )
θ4 -0.026 ( -0.029 , -0.024 )
θ5 0.002 ( 0.00015 , 0.0038 )
σ21 1.7 ( 1.7 , 1.8 )
σ22 0.012 ( 0.011 , 0.013 )
σ23 0.013 ( 0.013 , 0.014 )
σ24 0.0011 ( 0.00094 , 0.0012 )
σ25 0.000015 ( 0.0000095 , 0.000023 )
Posterior mean of θ2 is positive representing the bias towards reads from B73 allele. The
results suggest that expression from Mo17 allele is only 78% of the expression count from allele
B73 on average across all genes. In other words, 1 out of 5 reads from Mo17 is lost presumably
because is compared with a different genome.
A final comment from Table 2.2 is related to the variances of common biological sample
effects, i.e., σ4 and σ5. We mentioned in Section 2.4 that this type of effects, included due
to grouping factors, are usually amused to have equal variances. The results suggest in this
example those variances are different with σ24 > σ
2
5 by a factor of 100.
Left panel Figure 2.9 is a volcano plots, shows the probability of a gene is differentially
expressed against the allele effect posterior mean (∆g). As expected, when ∆g ∈ (−c, c) its
probability of being differentially expressed is less than 50% and genes with allele effects large
have a probability of begin differentially expressed close to 1. There also some genes with
relatively small allele effect but with large probability.
The right panel of Figure 2.9 presents 95% credible intervals of allele effects against gene
expression with color highlighting genes with differentially expressed alleles. The log-expression
is computed as βg1 + hn, i.e. the posterior mean of the gene-specific intercept plus the offset
value. Genes with large expression show smaller allele effects and shorter credible intervals
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than genes with low expression. There are some genes flagged as differentially expressed among
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Figure 2.9 Allele effects for ASE counts of B73×Mo17 hybrid data. Left: Scatter plot of
probability of differential expression against allele effect. Right: 95% credible
intervals of allele effect against overall gene expression. In both panels, color
indicates if the gene is declared as differentially expressed or not.
Results indicate that 17% of the genes shows allele differential expression. This might
seems a small proportion relative to previously reported for this data set (Paschold et al.,
2012), however we define a region of non-differential expression instead of a point value. The
expected number of false discoveries can be obtained simply as
∑
g P (|∆g| < c|y) among all
genes declare with differential expression. We expect 23 genes to be false discoveries.
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2.6 Discussion
Allele-specific expression refers to a transcript abundance count associated with each gene
copy (allele). We propose a hierarchical overdispersed count regression model to deal with ASE
data from a single hybrid variety.
The proposed method handles the main features of ASE data correctly. The model has
an internal measure of reference allele bias which can be used to obtain gene allele effects free
from that bias. Credible interval for the allele effects and a strategy to flag genes with large
allele effects are provided. Sparsity pattern in the allele effects are managed by using shrinkage
distributions in the gene-specific regression parameters hierarchical distribution.
Model inference is performed in a fully Bayesian fashion, this is not commonly used due to
computational restrictions. MCMC algorithm to sample from the proposed model is embar-
rassingly parallel when updating the gene-specific parameters. A parallel strategy computing
is then used for computational efficiency. We test the model’s performance in simulated and
experimental data.
Simulations suggested that overdispersion level and the signal strength level has a large
impact on the model performance. Among four shrinkage distributions, the better performance
results in terms of signals detection were showed by Cauchy distribution. Cauchy is informative
enough to produce information sharing across genes and at the same time is flexible enough (due
to the heavy tails) to accommodate large true signals. There are performance gains in learning
the hierarchical distributions of gene-specific parameter from data. Non-hierarchical models
performance is more heavily affected by to overdispersion and sparsity level, more importantly,
they cannot accommodate the reference bias that ASE data usually show.
In addition to work for modeling ASE data from a single hybrid variety, the method pro-
posed in the paper could serve as the base for a larger model including more varieties (other
genomes) and total RNA-seq expression. This will allow us to obtain more relevant contrast
other than differential expression among alleles. In particular, we could directly study the re-
lationship among hybrid vigor and allelic imbalance. Simulations suggested some interactions
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among overdispersion, signal strength and sparsity, another line of future work is to continue
exploring these interactions.
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CHAPTER 3. BAYESIAN HIERARCHICAL MODEL TO ANALYZE
HETEROSIS AND ALLELIC IMBALANCE RELATIONSHIP
Abstract
Heterosis, also known as hybrid vigor, has been exploited in agricultural production for over
100 years. Interestingly, the reasons for the occurrence of hybrid vigor are still considered an
open problem. The uneven expression of alleles might be related with the increased ability of
adaptation of hybrids, so it might be related to the occurrence of heterosis. The main focus of
this paper is to jointly model heterotic patterns and allelic imbalance, and develop association
measures between them.
A Poisson-lognormal mixture model is proposed to analyze RNA-seq transcript abundance
counts, including total RNA-seq and ASE counts in the same model. There are five gene expres-
sion patterns of interest, three of those patterns corresponds to mid-parent and extreme-parent
heterosis and the other two are related to the differential expression of the alleles in hybrids
plants. Two gene-specific measures relating heterotic gene expression patterns and allelic dif-
ferential expression patterns are proposed: linear correlation coefficient and the conditional
probability of heterosis given allelic imbalance are the.
Results from a case of study using RNA-seq data set suggest that genes with allelic-specific
expression available present low probability of showing extreme-parent heterosis, and genes
with large differential expression between alleles display gene expression patterns consistent
with mid-parent heterosis explained by the dominance hypothesis.
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3.1 Introduction
In plant breeding, it is common that hybrid lines show improvements in several phenotype
traits compared with its parent lines. The effect that a heterozygous hybrid is better compared
with the average of its homozygous parents is called heterosis. (Schnable and Springer, 2013)
Heterosis, also known as hybrid vigor, has been exploited in agricultural production for over
100 years, there are studies documenting heterosis as early as Darwin (1876) and Shull (1908).
Interestingly, the reasons for the occurrence of hybrid vigor are still considered an open problem
(Hallauer et al., 2010). Several genetic models had been proposed as explanations for heterosis,
the two more used are the dominance and overdominance hypothesis (Swanson-Wagner et al.,
2006).
The dominance model is based on complementation of deleterious alleles, the hybrid display
heterotic pattern when a deleterious allele in one inbred parental line is complemented with
a superior allele from the other inbred parent. It has been hard to explain the cumulative
empirical evidence of heterotic patterns only based on the dominance model. Overdominance
model suggests the heterosis occurs due to allele interactions in the hybrid that create non-
additive patterns when the hybrid progeny is compared with its parental lines. More recently a
third family of reasons has been proposed, where heterosis can arise from epistatic interactions
among alleles from different loci (Ryder et al., 2014).
One way to approach the analysis of hybrid vigor occurrence is to look for gene expression
heterosis, i.e. identify individual genes presenting heterotic pattern expression. Ji et al. (2014)
proposed an approach to identify genes showing mid, low or high parent heterosis using mi-
croarray data. Later Niemi et al. (2015) extend this approach to deal with RNA-seq data. In
this paper, we continue this line of research but incorporating allele-specific expression into the
models.
Allele-specific expression (ASE) refer to the gene expression of each copy of the gene. When
applied to heterozygous individuals, Next generation sequencing technology makes possible, in
some cases, to distinguish reads from different alleles. Allele-specific effects concern the additive
and dominant nature of regulatory interactions between parental alleles (Bell et al., 2013).
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Differential allele-specific expression has been related to non-additive patterns in total RNA-
seq expression (Paschold et al., 2012). A possible reason is that the uneven expression of alleles
might be related with the increased ability of adaptation of hybrids, so it might be related to
the occurrence of heterosis. The main focus of this paper is to model jointly heterotic patterns
and allelic imbalance, and develop association measures between them.
In the next section, a description of the main heterotic and allelic gene expression patterns
is presented. Along with a maize experimental data set, which is used as motivation example
in the rest of the paper. In Section 3.3, a hierarchical Poisson-lognormal mixture model for
studying the relationship among gene expression heterosis and ASE is proposed. Results from
the data analysis are presented in Section 3.4, and a discussion in Section 3.5.
3.2 Gene patterns and RNA-seq data
Before describe the model we describe the main characteristic of the data for which the
model is relevant. As a motivating example we use gene expression data obtained in a maize
experiment whose details are described later (Paschold et al., 2012). In addition, we illustrate
the main gene expression patterns of interest.
3.2.1 Maize experimental data
We assume RNA-seq counts and ASE counts for three varieties are available, the three
varieties are composed by an hybrid variety, BM , and the inbred parental lines, B and M ,
with a few biological samples per variety. Furthermore, we assume there are 3 types of RNA
abundance obtained for each gene in every biological sample: the total abundance and the
abundance for the two alleles. Total gene expression abundance is measure with the total
RNA-seq count and the allele-specific abundance is measure with ASE counts for each allele.
Using upper case letters, B, BM , and M we refer to the genotypes or varieties for one
parental line, the hybrid and the second parental line respectively. Meanwhile, lower case
letters, b and m are use to indicate the expression count type as the ASE matching the varieties
B and M respectively, while t indicates the total RNA-seq count.
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Figure 3.1 presents boxplots of each count (in logs 2), row facets represent the sample
variety, column facets represent the expression type, and the color represents the replicate.
Several characteristics of the data can be described based on this Figure.
Firstly, within each variety, each row facet in the plot, the total expression shows larger
counts than the sum of both ASE. This happens since to be able to distinguish which allele
correspond a particular read, a single nucleotide polyformisms (SNP) need to be present in the
in transcribed region. Therefore, for many of the reads is possible to assign it to a particular
gene, but t is no possible to determine from which gene copy (allele) corresponds because there
is no SNP. This can happen to all reads corresponding a gene, in that case, no ASE information
is present for that gene. For instance, in the data from Paschold et al. (2012), genes with some
ASE information represents only 40% of the genes with total RNA-seq abundance counts.
A second feature from Figure 3.1 can be observed by focusing in the hybrid variety (mid-row
facets) and the allelic expression types (the first two columns). The overall abundance from
allele b is larger than allele m, which is an expression of what is called reference allele bias. The
hierarchical models for ASE in the hybrid proposed in chapter 2, use hyperparameter posterior
expectations to remove this bias.
A third remark is that in some combinations of variety and allele the counts are really
low. For instance, the second column panel from first row correspond to ASE counts of allele
m from the B variety. Actually, all of those ASE counts should be equal to 0, since the B
variety is an inbred, there should be no reads matching the genotype from variety M . It could
be possible to use these counts as they provide information about false positives counts, and
use it to correct in some way the other relevant counts. A similar pattern occur in the first
column panel from the last row, this corresponds to ASE counts from variety M matching the
genotype from variety B. However in this case, 50% of the genes show positive counts. This is
presumably another consequence of the reference bias which constitute a first note of caution
on how to use the false positive correction
Finally, there are 3 boxplots with the same color within each variety (facet row) corre-


























































































































Figure 3.1 Boxplots of observed counts (in log2) in genes with ASE information available.
Row facets represent the biological sample variety (B, BM , M), column facets
represent the expression type (b,m,t), and the color represents the replicate.
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involving ASE and total RNA-seq counts contains some sort of subsampling, multiple observa-
tions from the same biological sample are measured.
3.2.2 Gene expression patterns
A non-heterotic gene expression is characterized by an additive pattern in the comparison of
the hybrid with parental lines, i.e. genes where the transcript abundance in the hybrid is equal
to the average abundance in the inbred. Non-additive gene expression patterns are related to
heterosis. When the hybrid expression is similar to the high (low) parent expression is called
high (low) dominance, and if the hybrid expression is above the high (below the low) parent it
is called overdominance (underdominance) (Swanson-Wagner et al., 2006).
There are 3 gene expression patterns used to characterize gene heterosis. Mid-parent hetero-
sis, MH, corresponds to the expression in the hybrid is different from the average expression
of the parental lines. Low-parent (high-parent) heterosis, LH (HH), occurs when the gene
expression in the hybrid is lower (higher) than the minimum (maximum) of the two parental
lines. The last two patterns can be referred jointly as extreme-parent heterosis (EH).
Usually, models for detect gene heterosis use total expression only (Niemi et al., 2015). In
this paper, we complement this analyses including ASE information and studying its relation
with heterotic patterns, in distinguishing dominance from overdominance heterotic patterns.
There are two allelic patterns consider in this paper, the differential expression between
allele expression in hybrids plants and the so-called allelic imbalance. Allelic difference, AD,
refers to the ratio between the two alleles abundances (in log scale) in hybrid plants, while
allelic imbalance, AI, compares AD ratio with the corresponding ratio of total expression in
parental lines.
Figure 3.2 is a parallel coordinate plot of the total RNA-seq counts of the three varieties,
for genes presenting extreme values in ADg measure. We compute ADg for every gene and
its quantiles 1% and 99%, the plots show only genes with ADg lower than the first percentile
or higher than the 99 percentile. The plot suggests that most genes with very large allelic
differences are associated with non-additive dominance expression patterns. In these genes,
































Figure 3.2 Total RNA-seq parallel coordinate plot in genes with large observed allelic differ-
ence (AD). The facet and color of the line distinguish genes with allele difference
above 99th quantile (left panel, blue lines) or below 1th quantile (right panel, red
lines).
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abundance is close to the high expressed parent. Then, by having both types of alleles, the




























Figure 3.3 Total RNA-seq parallel coordinate plot in genes with large observed allelic imbal-
ance (AI). The facet and color of the line distinguish genes with allele imbalance
above 99th quantile (left panel, blue lines) or below 1th quantile (right panel, red
lines).
Figure 3.3 is another parallel coordinate plot of total RNA-seq counts, but showing only
genes with extreme AIg instead. The plot suggests two main expression patterns in genes with
large allelic imbalance. Genes where both parents having similar total abundance but the alleles
in the hybrid show a big difference, and genes where one parent is more expressed than the
other but this relation is inverted in the hybrid (for instance, blue increasing lines). However,
many genes plotted in figure 3.3 present additive expression comparing hybrids to parental
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lines. The total expression for the hybrids plants, in genes with very large allelic imbalance, is
close to the average abundance of the inbred parents.
3.3 Poisson-lognormal hierarchical model
In this section we describe the statistical model proposed to analyze the relationship between
gene expression profile of interest. The model presented here is built over the model presented
in previous Chapters to deal with ASE from a single hybrid variety, here we enlarge this model
to incorporate more varieties and the total RNA-seq count.
The rest of this Section presents several aspects of the proposed method. First, the hi-
erarchical Poison-lognormal mixture model is described. Then we focus in how to design a
parametrization that ensures independence among the regression coefficients, a data-driven
approach to this end is described. Then, a short description of the method for computing
normalization factors is presented. The two final subsections corresponds to present the main
contrasts of interest and the association measures among those contrasts.
3.3.1 Data model and hierarchical distributions
Let Ygn the gene expression count of gene g in sample n, corresponding to a total RNA-seq
count or an ASE count. Equation (3.1) present the data model, the abundance RNA-seq (total







Overdispersion effects are represented by gn that allows to accommodate gene-specific
mean-variance relationship, hn corresponds to normalization factors and x
>
n βg contains effects
of genotype, allele, and blocking effects. We divide the x>n βg in two main parts,
x>n βg = µgve + rgn
where µgve are 9 cell means of potential interest, combining variety and expression type. Variety
index v = {B,BM,M} indicates BB, BM, MM genotypes respectively, and e = {b,m, t}
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indicates allele B, allele M and total RNA expression, respectively. The term rgn contains all
the experiment-specific effects (blocking factors, covariates, subsampling effects, etc).
Equation (3.2) presents the gene-specific layer of the model consisting of a hierarchical
distribution for regression coefficients and overdispersion variance. Gene-specific regression
coefficients are independent across genes (given hyperparameters) and the component of βg
vector are independent within each gene, similarly overdispersion variances are conditionally




ind∼ IG(ν2 , ντ2 )
(3.2)
A Cauchy distribution is used since it showed good results in detecting differentially ex-
pressed alleles in sparse context (see chapter 2) and is an easy way to avoid possible confounding
of mean signals (see chapter 4). Depending on the parametrization of the model matrix (dis-
cussed blow) it might be preferable a normal distribution for the intercept term, since this type
of effects does not present the same level of sparsity.
Gene-specific overdispersion variances are modeled as independent across genes with an
inverse-gamma distribution. Parameter τ affects the central location of the distribution (the
median) while ν is related with the right tail weight and the shrinkage around τ .
3.3.2 Model matrix parametrization
Vectors x>n are the rows of the model matrix X. Is convenient to divide X two subma-
trices corresponding to separate effects that might be relevant in general from effects that are
experiment specific. We consider
X = [M |R]
such that the matrix M has the 9 columns that corresponds to the cell means, µgve, involved
in the relevant contrasts, and R contains all blocking factors and other effects specific to a par-
ticular experiment. The hierarchical model needs a parametrization that ensures independence
among the components for the gene-specific regression coefficient vector in the model. In this
subsection, we focus in the method to obtain a convenient parametrization for matrix M
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We first show that some basic parametrization for M produce correlated coefficient point
estimates, and then we propose an empirical strategy to obtain the matrix X. Initially we
consider parametrizations correspond to contrast matrices commonly used in linear models
for two-factorial designs, with the two factors being variety and expression type. Cell mean
parametrization consist in simply an identity matrix where each column indicates one of the
combination of variety and expression type. The so-called SAS parametrization includes an
intercept column and eliminates some of the columns of variety and expression type in order
to get a full rank matrix. Similarly, a zero-sum parametrization includes and intercept and the
rest of the columns are set to add up to zero.
In addition to these parametrizations, a so-called Fisher parametrization is considered.
Fisher parametrization it is used in Ji et al. (2014); Niemi et al. (2015) to model total expression
type counts, having one coefficient for the half difference among the hybrid and the average
of parental lines and two coefficients for the half difference of the hybrid expression and each
parent. Here we applied the same approach to each expression type separately.
To study the correlation structure among regression coefficients βg under different parametriza-
tions, we estimate model (3.1) on the data set described later. The model is estimated with
edgeR library using every different parametrizations described above and then the sample cor-
relation matrix among point estimates of regression coefficients is computed.
Figure 3.4 shows the sample correlation for the different parametrizations. Using a cell
means parametrization result in the worst scenario since most of the coefficients pairs present
high correlations. It is possible to identify groups of highly correlated cells, for instance, the
three variety means with total RNA expression, or the two allele-specific expression means in
the hybrid variety. Zero-sum and SAS contrast matrices show improvement respect to the cell
means but there are still some pairs of coefficients highly correlated. Fisher parametrization
seems to work best in this data with the highest correlation equal to 0.6.
Therefore based on the estimated correlations we could choose to use a Fisher parametriza-
tion. However, this result might depend on the particular data set, we prefer to have a method
to design a model matrix that could work in any experimental data set.
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Figure 3.4 Tile plot of correlation matrices. Correlation among regression coefficient point
estimates, from edgeR, for different parametrizations. Color indicates the direction
in the correlation coefficient and color intensity indicates its absolute value.
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We follow an approach suggested by Lithio and Nettleton (2015), who addressed this prob-
lem by using a data-driven approach based on computing a singular value decomposition. The
model matrix is obtained through the following steps:
1. set M = I9 ⊗ 1n
2. Use edgeR to obtain µˆg, with [M |R] as model matrix
3. Compute var(µˆg) = Vˆµ
4. Compute Vˆµ SVD decomposition Vˆµ = Q D Q
>
5. Use X = [M |R] Q as model matrix in model 3.1
The first two steps corresponds to obtaining cell means estimates, µˆg, using edgeR package.
To this end the matrix [M |R] is set as model matrix (or design matrix in terms of edgeR func-
tions), where M = I9⊗ 1n is the cell mean matrix and R has experiment-specific effects. Then
we compute the sample covariance matrix of the point estimates, Vˆµ, and its SVD decompo-
sition, Vˆµ = Q D Q
>. The Q matrix is orthogonal and then a reparametrization βg = Q>µg
produce nearly uncorrelated components in the regression coefficient vector. The final model
matrix is then computed as X = [M |R] Q
3.3.3 Normalization factors
The data model described in (3.1) contains normalization factors hn, these are supposed
to remove systematic difference among samples related to measurement technical details. In
total RNA abundance data, each sample corresponds to a column in the data set, then models
to analyze this data usually compute one normalization factor per sample. Some methods
compute normalizations factors separately for each sample Bullard et al. (2009) and others use
some column as a reference (Robinson and Oshlack, 2010).
Potential problems arise when dealing with ASE information and total RNA abundance
together. Each sample produces more than one type of measures which break the correspon-
dence between samples and data columns. Recently, Hodgkinson et al. (2016) suggest that
specific methods for computing normalization factors are needed when ASE is present. Their
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normalization method is based on a set of genes for which is known the allele expression is
equal among the two alleles.
In this paper, normalization factors hn are computed using total RNA-seq abundance counts
only. Then the same value is used for all 3 counts coming from the same sample. This approach
is biologically analogous to what is common practice in models dealing with no ASE. However,
we need to keep in mind that some systematic differences might not be capture by this and
then some other correction method is needed. For instance, in computing the AD value for
each gene, we need to correct the reference allele bias. The hyperparameters in regression
coefficients hierarchical distribution are use for this correction.
3.3.4 Contrasts
The gene expression patterns described earlier can be written as a function of the µgev
parameters in model (3.1). Using total RNA-seq expression from hybrid and inbred parents is
possible to identify gene heterosis. Instead, only ASE information in the hybrid is needed to de-
tect genes with alleles differentially expressed. Allelic imbalance uses both types of expressions
(ASE and total) from all three varieties.
MHg = µgBMt − (µgBt + µgMt)/2
LHg = µgBMt −min(µgBt, µgMt)
HHg = µgBMt −max(µgBt, µgMt)
(3.3)
Equation (3.3) shows the three gene patterns associated with some form of heterosis in
term of model parameters. Some form of heterosis occurs where MHg = µgBMt − (µgBt +
µgMt)/2 is different from zero, if no extreme heterosis occur then that particular gene present
some evidence to a dominance explanation for heterosis. When low parent (or high parent)
heterosis is present there is evidence in favor to underdominance (overdominance) explanations
for heterosis.
Equation 3.4 show two interesting gene expression patterns involving ASE information. The
first one corresponds to genes where the alleles are differentially expressed within the hybrid
variety. The mean value of allele difference across all genes is expected to be positive due to
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systematic bias towards allele B73. We use the hyperparameters θ of model (3.1) to remove
this systematic effect (see chapter 2). Let cad the vector of coefficients to obtain the difference
among alleles in the hybrid variety, the systematic bias is approximated by c>adE(θ|y).
ADg = µgBMb − µgBMm − c>adE(θ|y)
AIg = ADg − (µgBt − µgMt)
(3.4)
Allelic imbalance compares the allele difference in the hybrid with the differential expression
of that gene among inbred parents. Allelic difference and allelic imbalance are important
contrasts to discover allelic-specific expression patterns. A gene with AIg different from zero
represents the hybrid variety was able to adapt in some way by modifying how much of that
gene is used in parental lines. It has been proposed as one explanation for the occurrence of
hybrid vigor.
Note that neither AIg nor any of the heterosis contrast need to be corrected for systematic
difference (like bias), this is because the normalization factors used in the model are computed
using total RNA-seq expression and capture these effects. But a pattern that compares ASE
with total RNA-seq directly would need such type of correction. For instance, this would
happen in using false positive corrections obtained from ASE expression in inbred lines to
correct total RNA-seq expression. Such corrections are not be used in this paper.
3.3.5 Relationship among contrasts
We propose two gene-specific measures to study the relationship among the gene expres-
sion pattern described above: a correlation coefficient for linear association, and conditional
probability for statistical dependence. Let Cµ is a matrix of contrast over cell mean, i.e., a
matrix with three rows to compute the linear combinations corresponding to MHg, ADg and
AIg from equations (3.3) and (3.4) (for heterosis patterns the only linear combination is Hg).
Contrasts can be expressed as linear combination of the regression parameters, βg, as
λg = (Hg, ADg, AIg) = Cµ Q β
Posterior distribution for the gene-specific regression coefficients, βg, can be approximated
by βg ∼ N(E(β|y), Σˆg) where Σˆg = diag(V ar(βg|y)). This ignores correlation among regression
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coefficient in the posterior, however, because of the parametrization is designed to produce
independent βgs so these correlations effects should be small.
Based on the covariance matrix approximation of βg coefficients, Σˆg, is easy to obtain the
correlation among relevant contrasts. Since λg are linear combinations of βg we can compute
the corresponding covariance and correlations matrices as follows:
V ar(λg|y) = Λg = Cµ QΣˆQ>C>µ
Cor(λg|y) = diag(Λg)−1/2 Λg diag(Λg)−1/2
A second way to study the relationship among gene patterns is based on conditional prob-
abilities. Two main conditional probabilities of observing a gene heterosis pattern are of
interest. First the heterosis probability given that allele differential expression is present,
P (|MHg| > c1||ADg| > c2), and second the heterosis probability given that allelic imbalance
is present P (|MHg| > c1||AIg| > c3). Also, joint and marginal probabilities of the occurrence
of each gene pattern can be of interest.
Samples from a MCMC algorithm are typically used to obtain posterior probabilities, but
MCMC samples for the gene-specific parameters are not available. Library fbseq allows com-
puting this type of probabilities at each iteration of the chain. The only issue for this application
is that c1, c2, c3 need to be fixed and specified. Probabilities need to be expressed in linear com-
bination pieces, so in order to consider absolute values, we need to decompose it into mutually
exclusive parts. For instance,
P (|Hg| > c1, |AIg| > c2) = P (Hg > c1, AIg > c2)
+P (Hg > c1,−AIg > c2)
+P (−Hg > c1, AIg > c2)
+P (−Hg > c1,−AIg > c2)
Linear correlations are can be computed (easily) among linear contrasts only. Instead, the
conditional probabilities measures can be extended in the same way to include extreme heterosis
and are computed directly from MCMC samples.
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3.4 Data analysis
The methods described in previous sections are applied to a specific gene expression data
of maize plants. The data comes from (Paschold et al., 2012) experiment, it consist in 4
replicates biological samples from 3 maize varieties: inbred B73, inbred Mo17 and its hybrid
cross B73×Mo17. The 4 replicates are analyzed in 2 flow cell blocks with Illumina technology
to obtain RNA abundance data. There are 3 types of RNA abundance obtained for each gene
in every replicate sample: the total abundance and the abundance for the two alleles.
There are n = 36 samples per gene corresponding to three genotypes or varieties (v), two
flow cell blocks (f), two replicates plants (r) and three transcript counts relative to expression
types (e) for the total RNA-seq and the two alleles.
3.4.1 Bayesian inference
The model matrix is computed with the data-driven procedure described before, which
starts with the matrix [M |R] where M corresponds to the cell means matrix for variety and
expression type and R corresponds to the experiment specific effects. In Paschold et al. (2012)
data, matrix R is formed by two sets of factors, φf and (φδγ)fvr, which can be set up as 7
columns with zero-sum restriction, as follows
φf =

1 f = 1
−1 f = 2
(φδγ)fvr =

1 r = 1
−1 r = 2
for each(f, v)
The value of φf represents the half difference among the two flow cell blocks, while (φδγ)fvr
represent the half different among two replicate plants within each variety and flow cell combi-
nation.
Fully Bayesian inference is obtained with fbseq package, running 4 MCMC chains with
15000 iterations after burning and keeping only 1 every 5 simulated values. The potential scale
reduction factor statistic for each individual parameter is used to identify lack of convergence
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ν ∼ Unif(0, d)
τ ∼ Ga(a, b)
These priors are set to be weakly informative so in the high-dimensional context this is
being applied the priors effects are dominated by the likelihood.
3.4.2 Data analysis results
Genes showing evidence of mid parent heterosis (MH) consists in genes where the hybrid
total RNA-seq abundance is different from the parental average total RNA-seq abundance, high
parent heterosis (HH) are genes where the hybrid is total RNA-seq is larger than the maximum
among parental lines and low parent heterosis (LH) is the opposites, i.e., genes where the hybrid
expression is less than the minimum among parental lines.
In all three patterns a threshold is needed for consider the hybrid expression different, larger
or lower, here we use a 25% fold change as the threshold, in terms of the contrasts presented
earlier this means that c = log(1.25).
Results indicate there are 1420 (9%) genes where probability of mid-parent heterosis is larger
than 0.5, while there are very few genes with LH heterosis pattern (48) or HH heterosis pattern
(102) with probability larger than 0.5. Having very few genes with some kind of heterosis differs
from previous analysis of this experimental data (Paschold et al., 2012; Niemi et al., 2015).
However, in this paper we only use genes with ASE information available which represent 40%
of the total genes with total RNA-seq information. This could suggest that genes with extreme-
gene heterosis patterns do not contain information about ASE. Additionally, previous analysis
do not use a threshold value to define the null region, which might explain these results to be
more conservative.
The relationship between heterosis and contrasts involving ASE is studied only using MH
pattern. This is because mid-parent heterosis contains the other forms and also due to the
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very low proportion of genes with ASE information available that present high probability of
extreme heterosis.
The first type of measure to study MH-AD and MH-AI relationship presented above was the
gene-specific correlation coefficient. A bivariate histogram of estimated (ρ(MH,AD), ρ(MH,AI))
is presented in left panel of Figure 3.5. Most of the genes show a correlation close to zero in both











































Figure 3.5 Gene-specific correlations between mid-parent heterosis and allele diffence pat-
terns, ρ(MH,AD), against correlation between mid-parent heterosis and allelic
imbalance, ρ(MH,AI). The left panel is a bivariate histogram, where darker
points representing higher counts. Right panel is an hexagonal heatmap where
color represents the mid-parent heterosis contrast (MD).
Left panel of Figure 3.5 does not include information about the MHg contrast value. Het-
erosis information is included in the right panel, here the color represents the average value of
MHg in the hexagon cell. The plot suggests a weak pattern, genes where heterosis contrast is
positively large (red cells) show high correlation with the allelic difference (in both signs) and
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Figure 3.6 Bivariate histograms of gene-specific correlations and mid-parent heterosis contrast
(MHg). Left panel shows correlations between mid-parent heterosis and allele diff-
ence patterns, (ρ(MH,AD), and right panel shows correlation between mid-parent
heterosis and allelic imbalance, ρ(MH,AI)).
low correlation with allelic imbalance. Also, genes where the MHg value is most negative (blue
points), are mostly located in a region with both negative correlation.
The same pattern is present in Figure 3.6. The left panel shows how genes with large
absolute value in MHg also shows the largest correlations with ADg in the data and low
correlation with AIg. On the other hand, genes where the correlation between MHg and AIg
is large there is no gene heterotic pattern present.
In section 3.2.1 where the maize data characteristics were described, Figures 3.2 and 3.3 in-
dicate a similar history. Genes with extreme values in ADg have expression patterns consistent
with dominance heterosis, but genes with extreme values in AIg show additive expression in the
hybrid compared with the inbred parents. Using probabilities of observing each gene expression
pattern are shown in Figure 3.7, the color of each cell indicates the average probability of MHg
in that cell. Genes where the probability of showing heterosis is high, are usually associated

















Figure 3.7 Hexagonal heatmap of probability of allelic difference and probability of allelic
imbalance, color represents the average probability of mid-parent heterosis in the
hexagon cell (P (MHg > log(1.25))
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3.5 Discussion
This paper used total RNA-seq and ASE data to characterize the relationship between
heterosis and allelic differential expression.
A Poisson-lognormal mixture model is proposed to analyze RNA-seq transcript abundance
counts, including total RNA-seq and ASE counts in the same model. A data driven procedure
that is used to obtain the model matrix of the regression model. This procedure makes suitable
to model the regression coefficients independently.
There are five gene expression patterns of interest, three of those patterns corresponds to
mid-parent and extreme-parent heterosis (low or high) and the other two are related to the
differential expression of the alleles in hybrids plants. The relationship among these contrasts is
explored using parallel coordinate plots, and with association measures. The two gene-specific
measures relating heterotic gene expression patterns and allelic differential expression patterns
are the linear correlation coefficient and the conditional probability of heterosis given allelic
imbalance.
Allelic difference is related with mid-parent heterosis. Genes with large MHg are associated
with large correlation values among MHg and ADg, additionally, genes with a large allelic dif-
ference can be associated with mid-parent heterosis showing gene expression patterns consistent
with dominance explanation of heterosis. The relation between heterosis and allelic imbalance
is weaker. Genes with large values in MHg usually present correlation with AIg close to zero,
and the genes with largest values in AIg shows additive expression patterns. There are only a
few genes with large probability of extreme heterosis among the genes with ASE information
available, suggesting the relationship between extreme heterosis and ASE patterns.
There is further work needed in two aspect of this paper. Firstly, the biological relevance
of the statistical measures of dependence among heterosis and allelic imbalance are need to
be explored deeper. Secondly, it might be worth to study the relation between normalization
factors and false positive corrections, in order to include false positive information in the model.
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CHAPTER 4. CONFOUNDING EFFECTS IN DOUBLE SHRINKAGE
HIERARCHICAL MODELS
Abstract
Double shrinkage models are used when there are two set of parameters with hierarchical
distributions. For instance, cases in which is needed to model group means and group variances.
In this paper, we deal with hierarchical models for both mean and variances simultaneously
in sparse high dimensional context. Specially we focus on the effects of variance hierarchical
modeling on the mean vector inference. The inference about group means and variances can
be confounded. Resulting in some surprisingly poor estimates of the means when signals are
”too” strong.
This confounding effect occurs in both, simple simulated scenarios and in real data set from
RNA-seq expression in maize plants. The main reason for the confounding effect is related to
the light tails of the normal distribution. When a normal distribution is used as hierarchical
distribution for the group means, the few groups with strong signals are mistakenly shrunk
towards zero. Changing the hierarchical distribution to Cauchy seems to solve this issue.
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4.1 Introduction
An important traditional problem in statistics is to make inference about large dimensional
vector of means. Suppose we are interested in a simple normal model ygi ∼ N(µg, σ2), where
i = 1, . . . , n and g = 1, . . . , G and the variance σ2 is known. Initial papers like James and Stein
(1961) and Lindley (1962) point out that hierarchical approach is beneficial when the main goal
is to obtain inference about the group means µg. James and Stein (1961) propose a shrinkage
estimator for µg and show it has lower risk than maximum likelihood estimator when G ≥ 3,
which implies the inadmissibility of a maximum likelihood solution. Lindley (1962) described
how the proposed shrinkage estimator arises naturally by taking a Bayesian approach to the
estimation problem.
The power of a hierarchical approach, is that it make use of latent information between the
groups that only can be seen when the estimation problem consider all groups together (Efron,
1992). Within a context of high dimensional problems, where G n, the share of information
among components of the mean vector is crucial. The importance of this type of problems
have increased in recent years, in particular, in the analysis of gene expression data where the
information sharing approach has been extremely successful.
Several hierarchical distributions for the means µg has been proposed, Lindley (1962) initial
model uses a normal distribution, µg ∼ N(0, A). In sparse scenarios, i.e., most of the means
close to zero, we could use spike and slab prior that consist in a mixture of two components: a
point mass at µg = 0 and a normal distribution (Berger and Strawderman, 1996). Also, there
are continuous approximations to this mixture, using of so-called shrinkage priors that pose a
great proportion of the probability mass around 0 while having heavy tails to capture groups
with larger means. Popular options for this are Laplace prior (Park and Casella, 2008), the
horseshoe prior (Carvalho et al., 2010), and Cauchy distribution.
4.1.1 Hierarchical models for variances
One limitation of the previous approach is the assumption of equal variances. In practice,
we are more interested in cases like (4.1) where each group has its own variance parameter.
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In applied context, it is common to allow each group to have a different but known variance
parameter replacing σ2g with group sample variances (see references in Jing et al. (2016)),
although the main inferential interest is still the group means.
ygi
ind∼ N(µg, σ2g) (4.1)
In order to build hierarchical models for base on the data model (4.1), we need to set
hierarchical distributions for group means and group variances. The modeling of the mean
vector had been extensively studied for several decades, some of the main options were described
above. On the other hand, the hierarchical modeling of the variances has not receive that much
attention.
The inverse gamma distribution is widely use to model variances, mainly because it can
be used to set a conjugate prior in the normal model (see Gelman et al. (2013) Section 3.3).
Further, inverse gamma distribution can accommodate skewed patterns (few groups with much
more variability than the rest) and at same time, it can shrink around a central value. Equiva-
lently is possible to use a gamma as hierarchical distribution of group precision (see Kruschke
(2014) Section 15.2).
Gelman (2006) describes some problems with inverse gamma distribution when it is used for
latent variables in hierarchical models, and propose to use half-Cauchy distributions peaked at
0. However, inverse-gamma problems appear when it is used to approximate a non-informative
distribution, so it is still possible to use it for the purposes of sharing information about
variability within groups. Additionally, using Cauchy peaked at 0 it won’t shrink towards a
central value. Other options to model variances are distributions with support in the positive
part of the real line, as lognormal, gamma or Weibull distributions.
Recently some models with shrinkage in means and variances at the same time within
an empirical Bayesian framework has been proposed, so-called double-shrinkage estimators.
In modeling gene expression data, Cui et al. (2005) uses a James-Stein estimator for log-
transformed variances and then transformed back to obtain an exponential shrinkage estimator
of the variances components. They use the exponential estimator to develop a test to detect
differentially expressed genes. “A more realistic model is that both means and variances of ex-
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pression values can be modeled with some distributions and these distributions can be estimated
by borrowing information across genes” (Hwang and Liu, 2010).
Hwang and Liu (2010) use a normal distribution for means and log-normal for variances
to construct a double-shrinkage test to detect differentially expressed genes. The same model,
called log-normal model, is used to construct empirical Bayesian confidence intervals (Gene
Hwang et al., 2009) and to obtain empirical Bayesian point estimates (Zhao, 2010) for the gene
mean expression level. Alternatively, empirical Bayesian estimates using double-shrinkage ap-
proach but with inverse-gamma as hierarchical distribution for variances was recently proposed
(Jing et al., 2016).
In this paper, we deal with hierarchical models for both mean and variances simultaneously
in sparse high dimensional context. Specially we focus on the effects of variance hierarchical
modeling on the mean vector inference. The issues we describe are relevant any situation where
there is a grouping structure, with few observations per group and many groups, and the effect
of interest is known to be sparse. Gene expression data is one interesting scenario with the
mentioned characteristics.
Next Section presents the results of a hierarchical normal model on a gene expression data
set. Specific details of the data set and the inference method are presented later, but we start
showing some of the model results since they motivate the rest of the paper. In Section 4.3, a
simple simulation study is presented to illustrate the so-called confounding effect. Section 4.4
presents summary statistics proposed as diagnostic for the confounding problem, and Section 4.5
show modeling options that avoid the problem. Details on the real data set and an appropriate
model to analyze the data, i.e. without confounding effect, is presented in Section 4.6.
4.2 An initial model for gene expression data
This Section presents an RNA-seq expression data used as motivating example, and the
initial hierarchical Bayesian model to analyze that data set.
A diploid genome has two sets of chromosomes, one from each parent, so every gene has two
copies. One of the advantages of next generation sequencing is that makes possible to measure
the expression of each gene copy, we call allele-specific expression (ASE) to refer this measure.
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ASE can be obtained using single nucleotide polymorphism (SNP) that makes it possible to
distinguish the expression of the two alleles (Sun and Hu, 2014). We assume the ASE counts
for a single hybrid variety are available, the main interest is to detect genes that present alleles
differentially expressed.
Let Bgi and Mgi the transcript abundance count for gene g in sample i for the reference
and non-reference alleles respectively. In this paper we do not model directly the observed
transcript abundance for each allele, instead a logarithmic transformation and then normal
data model is used.










where the addition of 1 read to each count in the ratio dgi ensure the transformation is well
defined.
The response variable is defined as the centered allele expression ratio in logs, ygi. Is
important to center the allele ratio to remove any systematic difference affecting all genes,
these effects are not relevant to detect interesting genes and are usually contaminated with
bias.
It could be argued is better to model directly the ASE counts instead of the log-transformed
version. However, the main interest here is to illustrate confounding effects and explore its rea-
sons. Normal hierarchical models are better for this goals since they are more analytically
tractable. In addition, it has been suggested that transformation-based methods show com-
petitive performance in detecting differentially expressed genes (Soneson and Delorenzi, 2013).
Nevertheless, in Section 4.6 we also perform a data analysis of the ASE counts with a Poison-
lognormal mixture model that shows similar results in terms of confounding effects.
As an initial model, we assume response variable is normally distributed, group means also
are normal while group variances distributed as inverse gamma, this model is presented in
(4.2). As we mentioned in previous Section, the normal data model with both group-specific
means and variances has receive attention in recent years to analyze microarray data (Gene
Hwang et al., 2009; Hwang and Liu, 2010; Zhao, 2010). Using hierarchical distributions for
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group means and group variance parameters, we can borrow information across groups, which
is specially appealing when there are few observations per group and thousands of groups.
ygi






In terms of the log transformed ASE counts described above, the main interest is to identify
groups (or genes) where µg 6= 0 since it means that gene show different expression level among
alleles. Figure 4.1 shows results of full Bayesian inference for model (4.2) (details on how
inference is performed are described later), each panel is a bivariate histogram plot of posterior
expectations and observed group means. Top row facets show the posterior expectation of the
group means and bottom row facets show the square root posterior expectation of the group
variances. Genes are declared as differentially expressed (DE) if a 95% credible interval does
not contain zero, and declared as non-DE otherwise.
Figure 4.1 suggests that groups (genes) with observed sample mean close to zero are non-
differentially expressed while genes with larger observed sample means results in credible in-
tervals that not contains zero value. However, there are a few genes with large sample means
which are not flagged as differentially expressed, the reason for this can be found in the bottom
row panels, those genes have the largest estimated variances in the data set. This might con-
stitutes a reasonable explanation of the signals present in the data. Genes with weak signals
or large signals but too much noise are founded to be non-differentially expressed, while genes
with strong signals and low levels of noise are flagged as DE.
However, it seems suspicions that all genes with the largest observed means result in small
posterior expectation and large posterior variances. A similar effect is pointed out by Cook
et al. (2007), the most interesting genes detected using plots had very large adjusted p-values.
In the rest of this paper, we make a case against the explanation of data provided by model
(4.2), and suggest that sometimes strong signals are confounded with noise when we use a

































Figure 4.1 Bivariate histograms of model results for ASE counts of Paschold et al. (2012) hy-
brid data, model with normal and inverse gamma hierarchical distributions. Pos-
terior expectation of group mean and group sample mean (top facets), and square
root of posterior expectation of group variance and group sample mean (bottom
facets). Column facets indicates genes has its alleles differentially expressed (DE)
or not (non-DE).
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4.3 The confounding problem
This Section presents a simulation study designed to illustrate the mean-variance inference
confounding that can occur if we use the initial model presented in equation (4.2). The goal is
to design a particularly simple scenario, where we would expect to get perfect results from the
initial normal model, but instead the model performance is poor.
This Section describes the simulated data scenarios, the method to make inference for model
(4.2), and the model performance results on the simulated data sets.
4.3.1 Simulated data scenarios
Data are simulated from a normal data model, ygi ∼ N(mg, s2g), setting values for mg and
s2g. We use G = 1000 groups and i = 1 . . . , 4 observations per group. Group specific parameters,
(mg, s
2
g), are set as
mg =

−m g ∈ (1, 50)
m g ∈ (51, 100)
0 g > 100
s2g = T ∀ g
The group means, mg, can take one of 3 values (−m, 0,m) and 95% of them are set equals to
zero. The design parameter m controls true signal strength, when m is large it should be easier
to detect the groups with mg = m. Meanwhile, all group variances are equal, s
2
g = T , then
design parameter T controls the level of noise in the simulated data. In terms of the double
shrinkage procedures commented earlier, this scenario in variances is particularly simple, the
models should gain a lot by modeling variances hierarchically in this case.
Table 4.1 presents the values for each design parameter. We combine 3 values signal strength
and two values for noise level, to obtain six simulation scenarios for which we simulate one two
replicate datasets.
Table 4.1 Simulation scenarios
Parameter Values
Signal Strength m 1, 2, 4











































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































mg ≠ 0 l lFALSE TRUE
Figure 4.2 Scatter plot of simulated datasets for selected groups. The color indicates if the true
mean group is different from zero (red) or not (black). Column facets correspond
to signal strength level (m) and row facets correspond to noise level (T )
Figure 4.2 shows a scatter plot for selected groups in every simulated data set, color indicates
if the group mean is zero or not. Rows facets correspond to the noise level and column facets
correspond to signal strength level. The overall structure of the simulated data seem to be
clear, which is expected since the simulation model we use is relatively simple.
The goal is to identify the groups with no zero mean, mg 6= 0, i.e. the groups with red
points in from Figure 4.2. Better detection is expected when signals are larger and noise is
lower. However, as we show below, it might be the case that m = 4 produce group where the
signal is ”too big” and confounded with noise.
4.3.2 Initial model results
Each data set is analyzed with the initial model (4.2), to perform a fully Bayesian analysis
of this model priors for the hyperparameters are needed, equation (4.3) shows these priors.
The two hyperparameters related to dispersion, σ0 and ν have uniform priors, the mean
across all group means, µ0, is normally distributed while the group variances location related
parameter τ is gamma distributed. All these priors are set to be weakly informative and have
little influence the posterior inference. The hierarchical model uses directly all data to estimate
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the hyperparameter posterior distribution, therefore in high-dimensional problems is expected
that the prior is dominated by the data model.
µ0 ∼ N(0, 100) σ0 ∼ Unif(0, 100) τ ∼ G(1, 1) ν ∼ Unif(0, 100) (4.3)
We obtain inference for each data set using STAN software (Carpenter et al., 2017), we run
4 MCMC chains with 5000 iterations after burning and monitor convergence with potential
scale reduction factor statistic.
Weak Medium Strong
























Figure 4.3 ROC curves for Normal-IG model. Column facets represent signal strength and
color indicates the noise level.
When diagnostics show no signs of lack-of-convergence we construct receiver operating
characteristic (ROC) using the ratio of posterior expectation of the mean (in absolute value)
over the posterior standard deviation of the mean, as a continuous measure.
Figure 4.3 presents ROC curves for each simulated data using model (4.2), facets corre-
sponds to signal strength and line color represents the noise level. Weak signals (m = 1) have
low detection rates, and show even lower detection rates when the noise level is large. When
signal strength increase to m = 2, ROC curves show clear improvements, in the scenarios with
65
low noise level, σ2g = T = 1, the true mean for groups with mg = 2 is two standard deviations
from the zero group, so it is easily detected. Once again, adding noise makes ROC curves
decrease. The counter-intuitive results occur when signals get stronger. In the scenario with
m = 4 the model has opposite results to what is expected. In the low level noise case, ROC
curve is flat out at zero detection rate, but with more noise is just fine. It seems that adding
noise in the data improves model performance.
ROC curves describe the ordering of group means. Looking at group-specific parameter
inference is possible to describe more explicitly the problems with model (4.2) when signals
are too strong. Figure 4.4 shows posterior expectation for the group-specific parameters. The
top panel shows the posterior expected values of each group mean, E(µg|y), against the group
sample means. The bottom panel shows the posterior expectation of group each group variances
E(σ2g |y) against the group sample means in square value. In both panels, facets represent the
signal strength, color represents the noise level, and shape indicates the replicate.
Overall, posterior expectations of µg shows more shrinkage towards 0 when the signal is
weaker or the variability is larger. Shrinkage towards zero is a well-known and expected effect,
particularly using a normal as a hierarchical distribution. However, this shrinkage should
decrease when the true signal gets stronger or noise level gets smaller. Top panel in the figure
4.4 shows the opposite result, posterior means are really close to zero if the variability in the
data is low.
The σ2g posterior expectations in the bottom panel of Figure 4.4 bring some light on what
might be happened with the mean inference. Scenarios with m ≤ 2 show no relation among
posterior expectation of variance parameter and group sample mean. However, in the para-
doxically pathological case (strong signals with low variability), there is a clear overestimation
of σ2g in non-noisy context, moreover, groups variance are capturing the observed group mean
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l rep1 rep2 Noise l lLow noise High noise
Figure 4.4 Results for Normal-IG model in simulated data. Scatter plot of µg posterior ex-
pectation against sample group mean (top panel) and scatter plot of γg posterior
expectation against the group sample mean squared (bottom panel). Column
facets represent signal strength and color indicates the noise level.
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4.4 Phase shift boundary
This Section explores, through simulations, the existence of a signal strength boundary
where this sort of phase shift take place. This boundary is expressed in terms of some statistic,
i.e. a function of the data, that correlates with the model performance.
First, we describe how the statistic to predict if model (4.2) going to fail in a particular
data set is constructed, based on the notion of the mean-variance confounded issue described
above. Next we simulate more data set using the same design than Section 4.3 but focused on
signal strength with m ∈ (2, 4), the proposed statistic is computed for each data set.
4.4.1 Alternative explanation for signals
A hierarchical model can be thought as a compromise between having a unique model for all
groups (complete shrinkage) and having an independent model for each group (no shrinkage).
In the case of model (4.2) there is a hierarchical layer in both means and variances.
Table 4.2 presents the possible results in terms of shrinkage level for each set of parameters.
For instance, with respect to the group means, no shrinkage situation is characterized for
each group having its own µg unrelated to the rest. While total shrinkage is the opposite,
mug = µ0, all groups have the same group mean value. The partial shrinkage is between these
two scenarios, the group means are different among groups but all share the same probability
distribution. A similar construction can be made with the variances because the IG distribution
can shrink towards a common value.





Partial µg ∼ N(µ0, σ20) σ2g ∼ IG(ν/2, ντ/2)
Total µg = µ0 σ
2
g = τ
Combine shrinkage for means and variances may result then in one of nine combinations.
However, datasets simulated in the previous Section are really simple, all group variances are
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equals and the means has only three possible values. Because of the simplicity in the data
scenarios, it is suitable to think the resulting shrinkage its only one of two possible options.
When the model correctly identify there are some groups with large means, then all variances
will be pulled towards its common value. This corresponds then to a case with partial shrinkage
in means and total shrinkage in variances. On the other hand, when the model confounds the
strong signal with variability, all means will be pulled towards µg ≈ 0, then corresponding to
partial shrinkage in variances and total shrinkage in means.
Then, there are two possibilities results for shrinkage level in the simulated cases. As the
data model is normal, is possible to integrate out the group-specific parameters under each of
the possible shrinkage levels. When the model completely shrinks the variance to one value, the
mug parameter can be integrate out to obtain ygi ∼ N(µ0, σ20 + τ), the marginal distribution of
the response variable only depends of the hyperparameters in the model. A similar argument
can be made for the alternative model in which all means are shrunk to 0, here the marginal
likelihood becomes ygi ∼ tν(0, τ).
Table 4.3 Alternative shrinkage effects on simulated data
Means Variances Observed data
Mµ Signal as µg µg ∼ N(µ0, σ20) σ2g = τ ygi ∼ N(µ0, σ20 + τ)
Mσ Signal as σ
2
g µg = 0 σ
2
g ∼ IG(ν/2, ντ/2 ygi ∼ tν(0, τ)
Table 4.3 presents the two alternative models resulting from different levels of shrinkage,
and the implied marginal distribution of the data in each case. The fact that in both alter-
native models is possible to marginalize out the hierarchical parameters to get the marginal
distribution of the data, is key to developed a useful statistic. We refer as Mµ to the model
that treats the signals as means, and Mσ to the model that treats the signals as variances.
We can obtain the maximum likelihood estimates for the parameters in each model options,
then with point estimates for the hyperparameters we can compute the observed likelihood
function under each model. Finally, we use the ratio of the observed likelihood between the
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log tνˆ(ygi ; 0,
√
τˆ)− logN(ygi ; µˆ0, γˆ) (4.4)
where xˆ represents the MLE of x and γ = σ20 + τ .
Clearly lr is not a likelihood ratio test statistic, since there is no comparison of an unre-
stricted estimation with estimates under a null hypothesis. Neither a Bayes factor, since we do
not integrate with respect the hyperparameter priors. However, the interpretation might work
in similar way, when lr is large this means the model that treat the signals as variances and
completely shrink the group means have more likelihood than the alternative.
4.4.2 Identify performance boundary
An extension of the previous simulation study is performed, with more scenarios for signal
strength around the values where the model performance seems to drop dramatically. We define
33 combinations of values for m, w and T . The signal strength is control by m taking values
between 2 and 4, the sparsity by w taking values between .9 and .99, finally the noise by T
taking values 1, 4, and 9. We use almost the same data generation scheme than in Section 4.3,
with a small change in the way we set the signals mean value. Here we use mg = m
√
T , so m
can be interpreted as the signal strength measured in terms of standard deviation.
Figure 4.5 presents ROC curves when the sparsity level is set as 95%, facets represent noise
level and line color the signal strength level. In the previous simulations only have m = 2 and
m = 4 scenarios, now this plot suggest a more clear relationship among the signal strength (line
color) and the model performance. It seems to be a phase change around m = 3, when signal
strength get bigger than that level the model performance decay very quickly. This effects
occurs for any noise level.
We want to determine if the lr measure from equation (4.4) is informative to detect the
confounding problem described in section 4.3. High values of lr implies the likelihood of Mσ
is bigger than Mµ, i.e. treating the true signals as variances is more likely than treating the
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T = 1 T = 4 T = 9

























Figure 4.5 Results for Normal-IG model in simulations close to the phase shift boundary.
ROC curves when 5% have true mean different from zero. w = 0.95, color is signal
strength and facets are noise level (T )
signals as means. As a measure of model performance, we summarize each ROC curve with
the true positive rate (TPF) fixing the false negative rate at 0.1, this gives us an index from 0
to 1 on how good the model performs.
In addition to lr, two other statistics are computed in each scenario. The proportion of
groups with small value of the sample mean, and the ratio between standard deviation in group

















g ) are the group sample mean and variance, and Zg = Y¯g/
√
S2g .
The pr statistic is related to the sparsity in the data set, the normal model should perform
worse when this statistic is large.
The rt corresponds to the ratio of between group variance over within group variance
in square root. It indicates how variable the group means are, with respect to the internal
variability within each group. When rt is large a normal distribution might have problems to
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0.00 0.25 0.50 0.75 1.00
TPF
Figure 4.6 Scatter plots of lr statistic (left panel) and mean-variance ratio statistic, rt, (right
panel) against proportion of scaled sample means lower than 1 (pr). Color indicates
the true positive rate (TPF) when the false positive fraction is 10%.
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Figure 4.6 shows scatter plots of lr value and rt value against pr for each scenario, color
represents the model performance. The left panel suggests an association between lr and model
performance, when lr > 0.03 model (4.2) results in very poor detection rates in every scenario
(lower to 25%), except for 3 points close to this border. On the other hand, it seems that very
small values of lr are associated with good detection rates.
The boundary seems to be relatively sharp, suggesting a phase shift at some cut point.
There are some darker points that correspond to scenarios with really high sparsity. Those
scenarios imply very few groups with means truly different from zero making the problem more
variable. For instance, a 99% sparsity level imply that only 10 groups have mg = m, each with
4 observations.
Right panel presents a similar picture, there is a boundary between high and low perfor-
mance scenarios. However, there is no horizontal level of rt, the boundary corresponds to a
line with negative slope. For lower sparsity values, the between group variability increase since
more groups would have sample means apart from zero, but within group variability does not
change since the noise level in the data is the same.
4.5 Heavy tails to avoid confounding
This Section explores alternative models to understand when strong mean signals are con-
founded with variability. In every case the data model is ygi ∼ N(µg, σ2g), what distinguish the
different options are the hierarchical distributions for µg and σ
2
g .
Cauchy distribution for the group means is used because its heavy tails. In scenarios where
there are only few groups with means different from 0, but those group means are large in
standard deviation units, the normal distribution would be dominated for groups with zero
mean and its light tails cannot accommodate the non-zero groups, therefore the signal for the
non-zero groups might be interpreted as a variance signal instead. If this explanation is right,
then using a hierarchical distribution with heavier tails should avoid the confounding issue.
We also include an alternative hierarchical distribution for variances, to test the possibility
that the confounding is drive by the inverse-gamma choice. Log-normal distribution is another
popular distribution for variances.
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Table 4.4 Combinations of hierarchical distributions for (µg, σ
2
g)


















Ca-IG Ca(µ0, σ0) LN(τ, ν)
Table 4.4 shows the alternative models used for simulated datasets. There are four com-
binations for the hierarchical mean and variance distribution, combining normal or Cauchy
distribution for mean signals, with inverse-gamma or log-normal for variances. Additionally,





σ2g ∼ IG(ντ/2, τ/2).
Prior distributions for the hyperparameters µ0, σ0, and ν are the same in all models and
equals to model (4.2), similarly τ prior is the same when variances are modeled with an IG
hierarchical distribution and τ ∼ N(0, 10) for lognormal models. This is due to the different
role that τ plays in each distribution, related to the overall mean of the group-specific variances
in IG and related with the log of that mean in LN distribution. The rest of the method to
obtain inference from all four models are the same as the described earlier, except that models
using Cauchy as hierarchical distribution need a thinning value of 5 in order to keep all potential
reduction factor statistic below 1.1 threshold.
Figure 4.7 shows ROC curves for the two additional models using normal hierarchical dis-
tribution for the mean signal. Column facets represent the signal strength, the top rows shows
results for the conjugate normal model, cjNr-IG, and bottom row shows results for normal -
lognormal combination, Nr-LN. This complements the normal-inverse gamma results already
presented in Figure 4.3. The results suggest that confounding effect of strong signals is present
in the log-normal case. Using a conjugate normal - inverse gamma model does not present
very good results in any case, but it seem the confounding is somewhat mitigated. In this
option, the hierarchical model for means is conditioned to its group variance, so it could be
possible this makes harder to accommodate mean signals as variances. Figure 4.8 shows ROC










































Figure 4.7 ROC curves for normal-lognormal, Nr-LN, and conjugate normal-inverse gamma
(cjNr-IG) models in simulated data. Column facets represent signal strength (m)
and row facets correspond to the hierarchical model, line color represents noise
level.
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no confounding effects among mean signals as variability, the tails of the Cauchy distribution
are heavy enough to accommodate very strong means in sparsity context. None of the panels









































Figure 4.8 ROC curves for Cauchy-lognormal, Ca-LN, and Cauchy-inverse gamma (Ca-IG)
models in simulated data. Column facets represent signal strength (m) and row
facets correspond to the hierarchical model, line color represents noise level. ROC
curves for models using Cauchy distribution for means
4.6 An appropriate analysis of maize experimental data
This Section presents some specific details of the data set used as motivational example,
and repeat the data analysis presented in Section 4.2 but using a statistical model without the
confounding problem.
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The RNA-seq data set with allele-specific counts used in this paper constitute a portion
of the experimental data obtained by Paschold et al. (2012). Data set includes four replicate
plants of a hybrid genotype (B73xMo17) distributed in 2 flow cell blocks and two allele count
measures per plant. With IliumnaR© technology the ASE information for approximately 16
thousand genes is obtained.
Recall figure 4.1 describing model (4.2) results and maize data set to detect genes with
differentially expressed alleles. Those results have some indication of confounding effects that
later were illustrated using simulated data. The genes with the largest allele differences (in
absolute value) present also the largest shrinkage of its means towards 0 and also the largest
posterior variance.
The two statistics proposed above to diagnostic when a particular data set is susceptible of
mean-variance confounding are lr and rt statistics. Computed using observed allele differential
data, we obtain lr = .06 and rt = 1.42, both values in regions where using normal hierarchical
distribution result in mean-variance confounding and poor detection rates (see Figure 4.6).
This seems to confirm that we should not use a normal as µg hierarchical distribution. It need
to be taken carefully though, since observed data are not similar to the simple simulated data
set.
Previous Section suggested that use a Cauchy as hierarchical distribution for mean would
alleviate the confounding effects. Therefore, a new hierarchical model with shrinkage in means
and variances is used solely changing the µgs hierarchical distribution from normal to Cauchy.
Figure 4.9 shows the results of using Ca-IG model on allele differences data. Top row
panels show posterior expectation against observed means while bottom row facets show the
posterior standard deviation in vertical axis instead. Column facets split genes in non-DE and
DE groups corresponding to a 95% credible interval does contain zero value or not. As in
simulations, using Cauchy seems to remove confounding or unexpected shrinkage effects, all
genes classified as non-DE corresponds to observed sample means close to zero.
There are around 500 genes flagged as DE by Cauchy model and non-DE by the normal
model. Figure 4.10 shows a parallel coordinate plot ASE patterns of those genes. Each line in































Figure 4.9 Cauchy - inverse gamma model results for ASE counts of Paschold et al. (2012)
hybrid data. Bivariate histograms of posterior expectation of group mean against
group sample mean (top facets), and square root of posterior expectation of group
variance against group sample mean (bottom facets). Column facets indicates





















Figure 4.10 Parallel coordinate plot of ASE count profile for genes identified as DE using
Cauchy hierarchical distribution but non-DE with normal. Color represents the
sample mean difference between alleles.
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these genes, which is also visible in the plotted count patterns. Most of the genes flagged only
by the Cauchy distribution present a really low ASE count in the less expressed allele, having
at least some replicates with zero read count. One advantage of RNA-seq technology is the
detection of genes with low expression levels that could be biologically relevant (Paschold et al.,
2012). Is then important ensure the statistical model does not miss comparisons involving these
low expressed genes.
As it was mentioned in Section 4.2 it might be better to directly model the observed counts
for each allele, instead of the log transformed allele ratio. In chapter 2 a Poisson-lognormal
mixture model is proposed to model this data set. This model can be described as a generalized
linear model with Poisson data model, log link function and a normally distributed linear
predictor term. The response variable is the observed allele abundance and linear predictor
expectation contains blocks and replicate effects. Applying the model described in chapter 2,
is possible to compute an allele difference for each gene and detect genes with differentially
expressed alleles.
Inference for the Poisson-lognormal mixture model is obtain with fbseq package, the priors
are the same described in the previous Chapter. The model is run two different times, using
normal and Cauchy as alternatives hierarchical distribution for the gene specific regression
coefficients
Figure 4.11 the results from Poisson-lognormal mixture model with Paschold et al. (2012)
data. Each panel in the Figure shows a bivariate histogram of the posterior expectation for
the gene-specific regression coefficient associated with the allele difference and the sample gene-
specific mean difference between alleles. The facets combines the hierarchical distribution of the
regression parameters and if the genes are flagged as DE or not (based on a credible interval).
Figure 4.11 suggests that again with this model, confounding effects seems to be present
when a normal distribution is used. A similar patterns than observed in figures 4.1 and 4.9, the
normal distribution shrink towards zero the genes with largest sample mean difference, it can
be checked the overdispersion effects in these genes are really large (not shown). The extreme






























Figure 4.11 Bivariate histograms of posterior expectation of allele difference and sample al-
lele difference using Poison-lognormal mixture model for Paschold et al. (2012)
data. Facets represent a combination of the hierarchical distribution of regression
coefficients (normal or Cauchy) and genes consider DE or not-DE.
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4.7 Discussion
Double shrinkage models are used when there are two set of parameters with hierarchical
distributions. For instance, cases in which is needed to model group means and group variances,
or group specific regression coefficients with group specific overdispersion levels. Typically, only
one set of parameters is relevant while the rest are nuisance parameters.
Hierarchical modeling of nuisance parameters, like group variances, can affect the inference
about the parameters of interest, the group means. In sparse scenarios, with a large number of
groups but only a few of those with true non-zero means, the double shrinkage Bayesian model
might perform poorly. The bad performance is due because the mean signal might be treated
as variability, groups with true large means present posterior means are shrunk towards zero
and large posterior group variances.
This confounding effect occurs not only in the simulated data set with a very simple struc-
ture of means and variances vectors. It seems to be present in a much more complex real
RNA-seq data set, and also when a more sophisticated model is used.
The main reason for the confounding effect is related to the light tails of the normal distribu-
tion. When a normal distribution is used as hierarchical distribution for the group means, the
few groups with strong signals are mistakenly shrunk towards zero. Changing the hierarchical
distribution to Cauchy seems to solve this issue.
Further work is needed to analytically obtain the form of the model performance boundary
at which the mean signal strength starts being treated as variance, also a simulation studies
in more complex scenarios such as more groups or simulations closer to the RNA-seq data
example, might help to characterize these confounding effect.
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CHAPTER 5. AN APPROXIMATE BAYESIAN ESTIMATION OF A
POISSON MARKOV RANDOM FIELD MODEL FOR CRASH DATA
Abstract
In this paper we propose Winsorized Poisson Markov random field (WPMRF) approach
to model crash frequencies. WPMRF model is used to introduce spatial dependence at ob-
servations level, instead of using latent spatial random effects. The neighborhood structure
in our approach is anisotropic, to allow for the spatial dependence parameters to change for
different directions. We propose a measure of crash risk for each individual intersection, based
on the posterior predictive distribution. Departments of Transportation may use this measure
to identify intersections with high risk, as complementary to more commonly used indicators
as traffic volume or crash history.
WPMRF model introduces computational challenges since the associated posterior distri-
bution is doubly intractable. We use approximate Bayesian computation (ABC) to perform
parameter estimation in a WPMRF model. We calibrate the ABC algorithm via a simulation
study and apply it to make inference of the WPMRF model using crash frequency data in three
cities of Iowa (Ankeny, Marshalltown, and Tipton).
In Marshalltown, we find the spatial dependency of the number of crashes is significative in
both directions, North-South and East-West, even after conditioning by covariates. In all three
cities we found high risk intersections with low traffic volume or crash history. These intersec-
tions would not be consider for intervention using information from traditional indicators.
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5.1 Introduction
The modeling of crash frequency data is a field of extensive research. At the national
level, motor vehicle fatalities account for approximately 30% of all injury deaths in the United
States every year. As a consequence, the cost to society due to years of life lost are enormous,
estimated to be approximately $150 billion per year by the National Highway Traffic Safety
Administration (NHTSA). Only cancer and heart disease are comparable in being responsible
for loses of similar magnitude. In Iowa, about 400 lives are lost annually in traffic accidents
and crashes represent a total cost of 1 billion dollars per year (McDonald, 2012). Therefore,
preventing crashes or at least minimizing the loss of life and major injuries due to crashes is
critically important.
Due to budgetary constraints in Departments of Transportation nationwide, one of the main
tasks of traffic engineers is the identification of hot spots, i.e., the sites with potential risk.
In some cases, sites are ordered according to the mean crash frequencies observed over a
few years. This can lead to candidate lists that are highly dependent on traffic volume and do
not account for the uncertainty inherent in sites’ expected crash numbers (Zegeer, 1986).
The main subject of this paper is to model crash frequency at the intersection level while in-
troducing spatial correlation among intersections. Poisson Markov random fields (PMRF) have
been used to model spatially correlated data and Winsorized PMRF for count data. (Kaiser,
2002; Kaiser and Cressie, 1997) The winsorization is introduced in order to allow positive cor-
relation among the observed counts. There is a tractability issue with the Winsorized PMRF
model since the joint probability function is only known up to a normalizing constant that
depends on the parameter set to estimate.
Approximate Bayesian computation (ABC ) is a field of Bayesian research that has gained
much popularity in recent years. This constitutes a powerful estimation technique based on
simulations, these methods are designed for complex problems where the likelihood is compu-
tationally or analytically intractable.
The use of ABC in crash frequency models is attractive in at least two aspects. Firstly,
it allows to fit a Poisson MRF, which makes possible to model crashes at each intersections.
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Commonly used methods, as Song et al. (2006) use a CAR (conditionally autoregressive) model
with spatially correlated random effects. However this approach does not allow for zero counts
so it could not be directly applied to intersection level data. Secondly, it extends the fields
where ABC inference is applied. Despite the active work in ABC in recent years, so far its
application is still focused in a few topics as genetics, biology or epidemiology.
Next section presents the real spatial data we are using, section 5.3 presents the Poisson
model using the Winsorization approach, and section 5.4 describes the approximate Bayesian
computation methodology used for inference. Results from simulation study and real data
example are shown in sections 5.5 and 5.6 respectively. Finally, some discussion is presented
in section 5.7.
5.2 Spatial data
We present methods to work areal-referenced count data. The response variable is a discrete
variable which is available in a set of locations, while the covariates are continuous variables
also available at location level. Spatial dependence is introduced through the neighborhood
structure, locations might be connected or not, according the neighbor structure.
We applied the proposed model to real data examples, Iowa Department of Transportation
provide crash and traffic data for Tipton, Marshalltown and Ankeny on a ten years period
(2004 - 2013). The response variable represents the number of crashes in cities intersections,
and the continuous covariate represents the total traffic volume at that intersection. Figure 5.1
shows the intersections layout in each city, the color pattern represent the traffic volume. The
main roads in Tipton and Marshalltown runs in North-South direction while Ankeny shows
roads with large traffic volume in both directions.
Connectivity information was also provided by Iowa DOT. Two intersections are considered
as neighbors if there is a direct link between them, this corresponds with a rook structure in a
regular lattice. Neighbors are classify in two directions according to its orientation. Any pair
of neighbors intersections, if the distance in latitude is smaller than distance in longitude then
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Figure 5.1 Traffic volume at each intersections in Ankeny, Marshalltown and Tipton









j=1wij(zi − z¯)(zj − z¯)∑n
i=1(zi − z¯)2
where Z is the variable of interest and wij = 1 if zi and zj are neighbors and 0 otherwise. We
modify slightly this definition to obtain a statistic sensitive to neighbors direction. We obtain
INS(Z) by setting wij = 1 when zi and zj are neighbors in the NS direction and 0 otherwise,
similarly with IEW (Z).
Table 5.1 Summary statistics of Iowa crash data
Town Crashes Total traffic
Mean Q90 IEW INS IEW INS
AK 3.54 20 0.19 0.28 0.42 0.57
MR 3.27 12 0.18 0.46 0.16 0.78
TN 0.7 3 0.09 0.53 0.09 0.79
Table 5.1 shows some descriptive statistics, the mean number of crashes, the 90% quantile
of the number of crashes among intersection with crashes, and the modified Moran statistic in
each direction of the number of crashes and traffic volume. As was suggested by Figure 5.1 the
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traffic volume dependence is larger in the North-South direction in Tipton and Marshalltown,
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Figure 5.2 Number of crashes at each intersections in Ankeny, Marshalltown and Tipton
Figure 5.2 shows the observed crashes at each intersection. Spatial dependence in number
of crashes seem to be moderate and positive in all cases except for Tipton in EW direction, in
all cases dependence in the North-South direction is larger than East-West. This is consistent
with the Moran statistic presented in Table 5.1. The mean number of crashes is relatively low,
also comparing the maximum in Figure 5.2 with Q90 we see there are a few intersection with
much larger number of crashes than the rest, and this happens in the three cities.
5.3 The (Winsorized) Poisson Markov random field model
We propose a Markov random fields (MRF) approach to model the spatial data presented
earlier. MRF are the basis for several statistical models that include spatial (or spatiotemporal)
dependence. This section present MRF for Poisson random variables and the Winsorization
approach to allow positive spatial correlations. The section ends with a description of the
specific model we use for Iowa DOT crashes data.
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5.3.1 Markov random fields
Let y(si) the response variable for location si, Ni the set of neighbors of si, and y(Ni) ≡
{y(sj) : j ∈ Ni}, i.e., the set of response values in the neighbors of si. The Markov property
consist in that the distribution of the response at one location only depends of its neighbors,
i.e., p(y(si)|θ, y) = p(y(si)|θ, y(Ni)).
The joint distribution is constructed based on the neg-potential function Q(y|θ) (Besag,






, for y0 being any arbitrary (fixed) value and y, y0 ∈ Ω. The joint density
is obtained as p(y|θ) = exp[Q(y|θ)]∫
Ω exp[Q(t|θ)]dt
= exp[Q(y|θ)]k(θ) , and then the posterior distribution for θ can
be written as





where pi(θ), θ ∈ Θ is the prior distribution of θ and p(y) = ∫Θ [exp [Q(t)]pi(θ)/k(θ)] dθ. Standard




Q(t|θ)dt, makes these models to be known as doubly intractable (Murray
et al., 2006).
There are several approaches to deal with the intractability within the likelihood function
like the pseudo-likelihood approach (Besag, 1974) or auxiliary variable methods (Møller et al.,
2006; Murray et al., 2006) and more recently approximate Bayesian computation (Grelaud
et al., 2009; Everitt, 2012). We use an approximate Bayesian computation which is described
in the next section.
5.3.2 Poisson Markov random fields
For single parameter exponential families, Besag (1974) proposed the so-called auto-models
where the natural parameter is expressed as a function of the response values in the neighbor-
hood of a location and thus introduce (spatial) dependence.
p (y(si)|y(Ni)) = exp {
∑s
k=1Ai,k[z(Ni)]Tk (y(si))−Bi[z(Ni)] + Ci[z(si)]}






where Ai [y (Ni)] is the natural function that depends on the neighbors and this dependence
is captured in the ηi,j parameters. Based on the conditionals distribution is possible to construct
the neg-potential function and then have a valid MRF model.
Kaiser and Cressie (1997) presents the Poisson auto-model i.e. when all conditionals
are Poisson distributed, obtained by setting T [y(si)] = y(si), Bi [y(Ni)] = exp {Ai [y(Ni)]},
Ci [y(si)] = −log [y(si)], and log(λi) = Ai [y (Ni)]. An explicit construction of Q(y|θ) functions
shows there are two restrictions for the dependence parameter: symmetry (ηi,j = ηj,i) and
non-positivity (ηi,j ≤ 0, ∀i, j) (Kaiser and Cressie, 2000). This means that the model, as it is,
does not allow for positive spatial dependence.
5.3.3 Winsorization approach
One approach to overcome the non-positivity restriction just mentioned is to use Winsoriza-
tion (Kaiser and Cressie, 1997).
Starting with a random variable with Poisson distribution, Y˜ ∼ Poi(λ) , a Winsorized
version of Y˜ is defined by combining all the mass beyond a Winsorization point R into a point
mass at that particular point: Y ≡ Y˜ ·I(Y˜ ≤ R)+R ·I(Y˜ > R), with R <∞ and I(.) denoting
the indicator function.
The probability mass function of the Winsorized variable Y can be written as the sum of
the regular Poisson variable Y˜ limited to Y < R and has the point mass in the Winsorization
point R:















· Iy=R, y ∈ {0, 1, ..., R} . (5.3)
Kaiser and Cressie (1997) derive two significant results. First, the expected value E (Y |λ,R)
is strictly increasing in λ, and (more importantly) E(Y ) ≈ E(Y˜ ) when R is large (R ≥ 3λ).
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Putting all of this into the context of this paper and using log(λi) = Ai [y (Ni)], we can
write a spatial formulation as presented in (5.4)
p(y(si)|y(Ni)) = exp {log(λi)y(si)−Di(y(Ni))− log(y(si))}
D(y(Ni)) =
 λi if y(Ni) ≤ R− 1λie−ψi if y(Ni) = R
(5.4)
We will refer to model (5.4) by writing Yi|Ni ∼ WP ((λi, R), i.e., response at each location is
conditionally distributed as Winsorized Poisson given the response on its neighbors locations.
The upper bound R is supposed to be known.
5.3.4 Modelling crashes data
We describe the specific model used for intersection crash data. Each location represents
one intersection, and y(si) represents the number of crashes occurred at intersection si, we use
the model (5.4), Yi|Ni ∼ WP ((λi, R), with the natural parameter as function of the traffic
covariate and the response in the neighbors locations. The covariate Xi represents the total
traffic in the intersection si. We assume anisotropic dependence among intersections, allowing
different effects of East-West (EW) and North-South (EW) type of neighbors.
Equation (5.5) shows the model used for analyzing crash data. Conditionally on neigh-
bors, the total intersection crashes are modeled with a Winsorized Poisson distribution and its
expected value with an identity link parametrization.
y(si)|Ni ∼WP (λi, R)




j∈Ni,k ηk [y(sj)− β0 − β1Xj ]
(5.5)
Log-link and centered parametrization have been proposed (Besag, 1974; Kaiser et al., 2012).
These options are unstable; they only work when ηk are restricted to a small neighborhood
around zero and even then, they can only account for small positive dependence in the data
(see section 4.3.1 of Griffith and Paelinck (2011)).
The ultimate goal is to obtain a risk measure for each individual intersection, such measure
should be based in the posterior predictive distribution p(y(si)|yobs) where yobs represent the
observed crash data.
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A natural measure could be the posterior predictive expectation. However, the effect of the
traffic covariate could be very influential in a measure like the posterior expectation (at least
in this model with only one covariate). In addition the scale of this measure would be relative
to each city, it would be nice to have a measure with the same scale for all cities. Due to
dependence among the intersections, an intersection might show high posterior expected value
because is located in a neighborhood with high level of crashes.
Complementary to the posterior expectation, we propose to use the right tail posterior
predictive probability of the observed count as a risk measure, i.e.,
Ri = P (y(si) > yobs(si)|yobs) (5.6)
Intersections where this probability is high can be considered of high risk and then signaled for
intervention. Risk measure Ri scale is not city dependent, might be uncorrelated with traffic
volume since is relative to the observed count, and flag individual intersections that present
larger number of crashes than expected.
5.4 Approximate Bayesian Computation (ABC)
Approximate Bayesian Computation is a family of techniques to obtain samples from a
posterior distribution in complex models, where the likelihood function is not analytically or
computationally tractable. As we mention in the previous section, the posterior distribution
in (5.1) is double intractable due to the presence of the computationally intractable integrals
k(θ) and p(y). This creates serious challenges to make Bayesian inference in dealing with
a Winsorized Poisson MRF model. We take an ABC approach to tackle down the double
intractability.
One of the first ABC method was proposed by Pritchard et al. (2000) adapting a Rubin
ideas into a rejection algorithm. The heuristic of this rejection algorithm consist in to obtain
simulated data from the likelihood and to keep the parameter values that produce simulated
data close to the observed data. Marin et al. (2012) presents a review of several variants and
improvements that has being proposed in the last 15 years.
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The discrepancy between observed and simulated data is typically measured trough a sum-
mary statistic S() and a distance function ρ(). We can write the rejection algorithm for ABC
in a nearest neighbor fashion, as in 1.
Algorithm 1 ABC-Rejection sampler
1. Compute s0 = S(yobs)
2. For (i ∈ 1 : N)
• generate θi ∼ pi(θ), and y∗i ∼ f(y|θi)
• compute si = S(y∗i ) and di = ρ(si, s0)
3. Return
{
θi : di < d(kN )
}
, the kN -nearest neighbors of s0
Where yobs represents the observed data set, N is the total of simulated parameter values,
kN represents the samples to approximate the posterior distribution. Usually, kN is defined
relative to N , for instance kN = 0.01N keep the 1% simulations closest to the observed data.
The output of algorithm 1 is {(θi, si)}kNi=1 a random sample from the joint density of (θ, S(y))
restricted to a neighborhood of s0 (Biau et al., 2015). Based on this sample, we might estimate
the posterior p(θ|s0) using kernel smoothing tools.
5.4.1 Introductory ABC examples
This section presents some simple examples of how a posterior distribution can be obtained
without evaluating the likelihood function. There are two basic ABC issues treated in this
Section that might help to understand how ABC works. First, a rejection ABC example shows
the relevance of using a summary statistic instead of the observed data to decide witch simu-
lations are rejected. Secondly we illustrate how modelling the relationship between simulated
parameters and summary statistic improve the posterior approximation.
Let suppose we observe only one data point, y0 = 7 from a binomial data model, y ∼
Bin(20, θ). Bayesian inference for this model could be obtained using the conjugate prior,
92
θ ∼ Beta(1, 1), in this case the posterior is simply
θ|y0 ∼ Beta(7 + 1, 20− 7 + 1).
A rejection algorithm to obtain samples from p(θ|y0) can be written as
1. generate θk ∼ Beta(1, 1) and yk ∼ Bin(20, θk for k = 1, . . . ,K


























































































































































































































































































































































































































































































































































































































































































































































































Figure 5.3 Left panel: Scatter plot of the simulated parameter θk against the simulated ob-
servation, yk. The highlighted points corresponds to simulations equal to observed
data point, y0. Right panel: histogram of θk values that result in simulated data
yk = y0 = 7. The red curve is the true posterior distribution and the dashed line
is a kernel estimate.
Figure 5.3 presents the results of apply the rejection strategy with K = 10000. The left
panel shows the simulated parameters and simulated observations, there are 501 values of θk
for which yk = 7. These 501 points are samples from θ posterior distribution. The right panel
show an histogram of the selected values of θk and the true posterior is being approximated.
Certainly the algorithm works properly, although more than 501 points are needed.
The previous example does not correspond to an example of ABC, the θk values come from
the actual posterior distribution. However this approach is unpractical even in a slightly harder
problem, as is illustrated with the next example. Lets continue with the same data model and
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prior as before, but observing 15 data points,





where pˆ represent the observed proportion in the observed data (the data were simulated
independently from Bin(20, 0.2) distribution). Again in this simple problem the posterior
distribution can be easily obtained
θ|y ∼ Beta(61 + 1, 239 + 1)
Simulating 100000 values from Beta(1, 1) and its corresponding simulated vector of length
15, there is no simulations matching exactly the observed data vector. Then the approximate
solution is to accept simulated vectors yk similar to the observed data. The following algorithm
corresponds to an ABC rejection algorithm, we include two variants for computing the distance:
between simulated and observed data, and between simulated and observed summary statistic.
1. For k = 1 . . . ,K:: Generate θk ∼ Beta(1, 1), and yki ∼ Bin(20, θk), for 1, . . . , 15
2. Compute distance:
(a) d1k =
∑ |yki − yi|/15
(b) d2k = |pˆk − pˆ|
3. Keep θk corresponding to the smallest K values of dk
The tolerance  represent the proportion of simulated values we keep to use as an approx-
imate posterior sample. Figure 5.4 shows the results from the rejection ABC algorithm for
different levels of tolerance and for the two ways of computing the distance among simulated
and observed values.
There are two clear patterns illustrated by Figure 5.4. Reducing the tolerance level improves
the approximation,for instance, keeping the 50% closest observations result in a poor estimate
of the true posterior,  value need to get as low as 1% in order to obtain a reasonable result.
The second pattern is the effect is that better results are obtained when the summary statistic
is used to compute the distance among simulated and observed values.
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Figure 5.4 Results from rejection ABC algorithm in a binomial sample of 15 observations.
In each facet panel, the red curve represents the true posterior distribution, and
the grey area is the estimated density. Row facets indicate if distance dk is com-
puted between data or between summary statistic, the column facets represent the
tolerance level.
The final step in this list of introductory examples consists in how is possible to use a
statistical model to improve the ABC result. The target of the approximation is the conditional
distribution of the parameter θ given the observe statistic pˆ, then a model relating the simulated
parameter with simulated statistic in each iteration is a way to correct for the discrepancy
between simulated and observed statistic.
Figure 5.5 present a scatter plot of the simulated parameters, θk against the simulated
summary statistic, pˆ. Left panel show all simulations, the red points correspond to accepted
simulations with rejection ABC method using  = .1 as tolerance, and the vertical line indicates
the observed pˆ = 0.203 value. There is a strong linear relationship between θk and pk in this
example, we can correct the difference |pk − pˆ| by projecting the points along the regression
line.
Assume a regression model θk = β0 + β1pk + ek, so the empirical residuals from this model
are



















































































































































Figure 5.5 Left panel: relationship between simulated parameter and simulated proportion,
red points corresponds to the acceptation region with  = 0.1. Right panel: some
selected points from the left panel. Vertical line is the observed statistic, vertical
dashed line is the rejection region, blue line is the regression line.
and based on this empirical residuals is possible to construct an corrected simulated value as
conditional expectation (given pˆ ) plus the residual from the model.
θ˜k = E(θk|pˆ) + eˆk
= (βˆ0 + βˆ1pˆ) + eˆk
= (βˆ0 + βˆ1pˆ) + (θk − βˆ0 − βˆ1pk)
= θk + βˆ1(pˆ− pk)
(5.7)
Last expression in equation (5.7) show the correction came from the difference between the
observed summary statistic and each simulated statistic, and uses the relationship between
simulated parameter and statistic trough βˆ1. In this simple example a simple regression model
works fine, but more flexible models are needed for other than toy examples.
Right panel of Figure 5.5 show a few selected points to illustrate the projection. The two
red points are projected using the model. The main advantage of using the model is shown in
Figure 5.6, this is analogous to Figure 5.4 but using the results from the regression model.
The sensitivity to the tolerance level is greatly reduced by using a model, even for  = .9
the approximation to the true posterior is not bad. The practical consequences are that it is
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possible to reduce the number of initial simulations and that the choice of the tolerance level
is not so critical.
tol: 0.9 tol: 0.5 tol: 0.1 tol: 0.01










Figure 5.6 Results from rejection ABC algorithm plus a linear model correction, in a binomial
sample of 15 observations. In each facet panel, the red curve represents the true
posterior distribution, and the grey area is the estimated density. Column facets
represent the tolerance level
5.4.2 Kernel density estimation and ABC
The ABC approach we use in this paper rely in the kernel density estimation (KDE),
therefore we comment the basics of KDE and its relation with ABC. Here we describe two
approaches, first using a univariate KDE and secondly using a conditional KDE. In the next
subsection we describe the specific ABC methods we use in this paper to obtain the results.






where h is a pre-specified bandwidth parameter andK() is a 2nd order, non-negative, symmetric
kernel function (This means that K(u) ≥ 0, ∫ K(u)du = 1, ∫ uK(u)du = 0, ∫ u2K(u)du =
k2 <∞ and K(u) = −K(−u). Popular choices for K() are Gaussian or Epanechnikov kernels).
Applying this method to the output of algorithm 1, {(θi, si)}kNi=1, Biau et al. (2015) propose











The approximation 5.8 does not take into account the distance between si and s0 after the
kN nearest neighbors are selected. Then is important that all kN samples are close to s0, in
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other words kN/N needs to be small enough for the method to work. This restriction can be
relaxed using KDE for the conditional density instead.
Let (Xi, Yi) ∼ f(x, y) with i, . . . , n and we want to estimate f(y|x). Hyndman et al. (1996)
shows the classic KDE estimator might be improved using a regression model
First, we assume the model y = m(x) + e, where m(x) = E(y|Xi = x) and ei ind∼ g() with
E(e|X) = 0. Next, using the fact f(y|x) = g(y −m(x)|x) and an estimate for the conditional
mean, say mˆ(x), we can compute ei = Yi − mˆ(Xi) to obtain a kernel estimate of g(e|x) based





Kh2(|ei− e|), then replacing the
residuals by we obtain













might be viewed as the kernel estimator using the definition but using the ’adjusted’ values Y˜i
instead of the Yi, different ways for estimating the expectation function determines different
adjustments.
Once again, let {(θi, si)}kNi=1 to be the output of algorithm (1) and we want to approximate
the posterior p(θ|s0). Beaumont et al. (2002) propose a local-linear model
θ(d) = α+ dβ(d) + ζ
where d = ρ(s, s0). Applying the procedure described earlier, a sample from this conditional
distribution is obtained by computing θ˜i = θi − αˆ− diβˆ(di) + αˆ+ 0βˆ(0) = θi − diβˆ(di), where
(αˆ, βˆ) are obtained minimizing
∑
i(θi − α− diβ(di))2Kδ(di). Finally, based on the sample of θ˜
the posterior distribution is estimated by
pˆδ1,δ2(θ|s0)(θ|s0) =
∑
Kδ2(θ˜ − θ)Kδ1(si − s0)∑
Kδ1(si − s0)
(5.9)
With this approach simulated θi are weighted according to ρ(si, s0) and the local-linear
regression corrects for the difference due to E[θ|si] 6= E[θ|s0]. This corrections reduce the
sensitivity of the choice of kN . For instance, Marin et al. (2012) perform an exercise in a
MA(2) model and obtain that a rejection sampler with 20% tolerance (kN = 0.2N) plus the
98
local-linear density estimation recovers the results of the rejection sampler at 0.1% tolerance
(kN = 0.001N).
5.4.3 Specific ABC approach
Here we describe the specific ABC method we use to obtain inference from the WP-MRF
model.
The first step is to apply a nearest neighbor approach with the algorithm (1) using a
relative tolerance of 20% (kN = 0.2N). Is important to note that is not possible directly
simulate from the model (5.4). We use a 500 iteration Gibbs sampler to obtain this simulations.
Convergence was previously studied using Gibbs sampler with 4 chains of 100 iterations after
burn-in, convergence is monitored with scale reduction factor (Gelman et al., 2013).
A similar approach appears in Grelaud et al. (2009); Everitt (2012) where a MCMC run
is used to obtain a simulations from the likelihood needed to set an ABC-MCMC algorithm
(Marjoram et al., 2003). In that case, Everitt (2012) show that after substituting the simulation
step by a MCMC run, the ABC-MCMC algorithm maintain its convergence properties.
We run an initial set of 20000 simulations with the rejection ABC algorithm (1) and keep
20% of the simulations with closest summary statistics to the observed in the data, distance is
measured with euclidean norm.
The second step is to apply the neural network approach, proposed by Blum and Franc¸ois
(2010), to obtain the posterior distribution. The local-linear approximation described in 5.4.2
suffer from the course of dimensionality and it hard to use this method when many parameters
or summary statistics are included. Blum and Franc¸ois (2010) generalize this method by
allowing the conditional expectation to have any form and also adding a variance function in
the model, as follows
θ(s) = m(s) + σ(s)ζ
log(θ(s)− mˆ(s))2 = log σ2(s) + ξ
(5.10)
then a sample from the posterior is obtained by θ˜i = θi − mˆ(s0) − σˆ(s0)( θi−mˆ(si)σ(si) ) and
the posterior density is estimated as in (5.9). The functions m() and σ() are estimated using
Neural Networks, since it accommodates non-linear relationships and still works when the
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number of summary statistics is large. This approach is implemented by the abc function from
the abc package in R (Csillery et al., 2012). In order to apply the two step procedure described
above we need a summary statistic to compare simulated and observed data. We use a four
dimensions summary statistic in the ABC algorithm. Table 5.2 shows the summary statistic for
all four parameters, NSi and EWi represent the set of neighbors in North-South and East-West
respectively. Letting y∗ to be the simulated values we define Sk(y∗) as the summary statistic
designed to capture the kth parameter. The intercept is captured with the overall mean, and
the slope with the correlation between response and covariate (fisher transformed). The last
two statistics use residuals from a linear fit of the simulated response over the covariate to
compute Moran statistic in NS and EW directions.
































IEW (e), ei = y
∗
i − yˆ∗i
Intercept β0 represents the expected number of crashes in an intersection with average
traffic volume and with all its neighbors in the mean value. It should be a positive small value,
we use β0 ∼ t+3 (1, 1) as prior distribution. The prior distribution for the slope is β1 ∼ N(0, 22).
Finally, both dependency parameters has uniform prior in [−1, 1], since they acts as spatial
correlations within the model.
5.5 Simulation Study
Simulation scenarios are set to match the real data set characteristics. We set the intercept
β0 ∈ (1, 5), and keeping the slope and the Winsorization bound constant, β1 = 0.3 and R = 300.
The total traffic covariate is computed in two ways. First we use the actual traffic data from each
of the three cities. Secondly we simulate the total traffic from a negative binomial distribution
100





















































































































































































































































































Figure 5.7 Boxplots of the observed Moran statistic for simulated data. Each panel represent
a direction, EW on the right and NS on the left.
We use several dependency patterns; combining medium dependence in NS with medium
and no dependence in EW, large dependence in NS with small and no dependence in EW,
and an independence scenario. There are 156 simulated scenarios provided by 13 (ηNS , ηEW )
combinations, two values for β0 and six traffic covariate. One data set is generated for each
scenario.
Figure 5.7 shows the Moran statistic used to measure the NS and EW dependence against
the true value of the correspondent dependency parameter used in the simulation. There is a
positive relation among the true parameter and the Moran statistic in both directions. The
range of the Moran statistic is about a half of the correspondent true parameters, this may be
due the numerator only takes into account neighbors in one direction while the denominator
compute variance considering all data points.
Figure 5.8 shows 95% credible intervals for the intercept β1 in the 52 simulated scenarios








































Traffic l actual simηEW l l l l l−0.4 −0.1 0 0.1 0.4
Figure 5.8 Credible intervals for β0. Facets represent the true values for (β0, ηNS), the color
represents ηEW value, and the shape indicates if the total traffic is simulated from
a negative binomial or is the actual traffic data.
by the credible interval while the zero value is never included. It seems the credible intervals
corresponding to positive dependence are somewhat wider.
Figure 5.9 shows 95% credible intervals for β1 in the 52 simulated scenarios that use Mr-
shalltown traffic information. Credible intervals cover the true value of the slope in all but
two cases, corresponding (β0, ηNS , ηEW ) = (1,−0.8, 0.1) with simulated traffic covariate and
(β0, ηNS , ηEW ) = (1, 0, 0) with actual traffic covariate. The only parameter in common is that
both cases happen to be scenarios with small intercept. The length of the intervals tend to be
larger in the scenarios with larger intercept. Specially when ηNS = 0.8 many credible interval
include the zero value.
Figure 5.10 shows 95% credible intervals for ηNS in the 52 simulated scenarios that use
Mrshalltown traffic information. Again, credible intervals cover its true value most of the
times, the combination of (ηNS , ηEW ) = (0.4,−0.4) with simulated traffic covariate are the
two scenarios which true values is not covered by the interval. Figure 5.11 presents credible
























Traffic l actual simηEW l l l l l−0.4 −0.1 0 0.1 0.4β0 1
Figure 5.9 Credible intervals for β1. Facets correspond to ηNS value, color corresponds to
ηEW value, the shape indicates if the total traffic is simulated from a negative




















Traffic l actual simηEW l l l l l−0.4 −0.1 0 0.1 0.4β0 1
Figure 5.10 Credible intervals for ηNS .Facets corresponds to ηNS value, color corresponds to
ηEW value, the shape indicates if the total traffic is simulated from a negative
binomial or is the actual traffic data, and the line type represents β0 value.
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included in the credible intervals most of the time, and some cases of moderate dependency























Traffic l actual simηNS l l l l l−0.8 −0.4 0 0.4 0.8β0 1
Figure 5.11 Credible intervals for ηEW . Facets correspond to ηEW value, color corresponds
to ηNS value, the shape indicates if the total traffic is simulated from a negative
binomial or is the actual traffic data, and the line type represents β0 value.
Overall the figures 5.8,5.9,5.10, and 5.11 suggest the ABC approach is doing a good work
in capturing the true values of the parameters. In the appendix Section B we presents similar
figures but including the scenarios produced with all three cities traffic information. In all
cases the parameters of the model are recover by the ABC approach, also the parameters are
correctly distinguish from zero except for small values of dependence parameters.
5.6 Analysis of Iowa crash data
The Iowa DOT provided information of crashes per intersection in Tipton, Marshalltown
and Ankeny for a ten years period (2004 - 2013). We fit the WPMRF model to each data set
using ABC methodology described in 5.4.3. We presents inference results for all parameters in
the model, and two measures that can be used to asses the danger of each individual intersection:
posterior predictive mean, and the risk measure described in 5.3.4.
Model (5.5) has two regression parameters: an intercept, β0 that represents the expected
number of crashes in an intersection with the average traffic and all its neighbors at the mean
level, and the traffic slope, β1 that represents the effects of the traffic covariate over the expected
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number of crashes. In addition there are two dependence parameters, (ηNS , ηEW ), that control
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Figure 5.12 Parameter posterior median and posterior credible intervals. Each facet corre-
sponds to one of the four parameters in the model, the color represent the city.
Figure 5.12 shows credible interval for every parameter in the model. The two regression
coefficients are smaller for Tipton than the other two cities, which is consistent with the fact
that Tipton is the smallest city out of the three with less crash accidents and smaller traffic
volume. The effect of the covariate is positive in all 3 cities, as expected a large traffic volume
increase the number of crashes at one particular intersection. In terms of neighbor dependence,
only in Marshalltown there is evidence of positive dependence among intersections.
Figure 5.13 shows the posterior expected number of crashes at each intersection for all the
three cities. This represents a smoothed version of the data presented in Figure 5.2. All the
intersection with no observed crashes appears having a small but positive expectation, on the
other extreme intersections with number of crashes larger than the Q90 statistic, present a
posterior predictive mean much smaller than its observed value.
Figure 5.14 shows the intersections location for all three cities, red points indicates that
the intersection’s risk is high and the size of the dots is related with the total traffic in that
intersection. Intersections with highest risk appears align on the main road. However, there are
some intersections outside the main road showing risk between 50-75% range. This pattern is
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specially clear in Tipton, but also is present in Ankeny and Marshalltown. This may suggest the
risk measurement is not dominated by the total traffic and has the potential to flag intersections
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Figure 5.13 Posterior predictive expectation
5.7 Discussion
In this paper, we have presented a strategy to model areal spatial data with covariate infor-
mation and spatial correlation at the observation level. We propose to use an ABC approach
to deal with intractability challenge the proposed model presents. A simulation study was
conducted to determine the calibration of the ABC algorithm and, in the previous section, an
analysis of the number of crashes at intersections in three cities of Iowa was presented.
In the literature, many methods of modeling crash frequency data can be found. While
most methods include different covariate information, relatively few models make use of spatial
dependencies (with the exception of papers such as Song et al. (2006)). We argue that infor-
mation about the location of intersections can be valuable in modeling some of the otherwise
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Figure 5.14 Intersections of Ankeny, Marshalltown and Tipton. Intersection’s risk is repre-
sented by color of the points while intersection total traffic is represented by size
of the point.
is not completely independent from those of its neighbors, even after conditioning on other
covariates.
We use a Markov random field model that puts the dependence structure directly on the
crash numbers, which is a crucial difference from Song et al. (2006), who introduce spatial
correlation via latent random effects. Another option would be data augmentation, a method
that has been used by Wolpert and Ickstadt (1998). However, Markov random field models are
a very promising option, especially since they allow for directly modeling of intersection level
counts and then develop some model based measure of intersection’s risk. This feature can be
used to construct an index that help to decide which intersections should be closely monitored
or reformed.
We make use of approximate Bayesian computation as a solution for the problem WP-MRF
pose through the intractable nature of the joint posterior distribution. ABC makes possible to
consider WP-MRF models as an alternative to others type of models (like latent hierarchical
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random effects models) and, at the same time, the crash frequencies modeling expand the
horizon where ABC techniques has been applied in recent years.
Further research is warranted with respect to defining the neighborhoods used in the MRF
model – while an anisotropic model as the one we propose allows for potentially different
effects of North/South neighbors than of East/West neighbors, one can think about introducing
distance-based weights or defining more sophisticated neighborhood structures that includes
edge effects. Other model choices that might be tested might be the mean parametrization
choice and zero-inflated models. All these options might be thought as part of a Bayesian
model choice which within ABC methods is an active field of research at this moment.
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CHAPTER 6. SUMMARY AND DISCUSSION
This dissertation presents severals methods for conducting Bayesian analysis of count data
in high-dimensional cotexts. This Section presents a summary of the main finding from each
Chapter and some suggestions for future work.
6.1 Summary
Chapter 2 presents a modeling strategy for ASE information, in the case of having data
from one single hybrid genotype. The proposed hierarchical Poisson-lognormal mixture model
address the main characteristics of ASE data. A measure of allele effect corrected for reference
allele bias and a method to obtain credible intervals for this measure are proposed. The sparsity
in the allele effects is handle with a Cauchy distribution, which showed better results than other
shrinkage distribution in simulation studies.
The model proposed in Chapter 2 for a single hybrid is extended in Chapter 3 to include in-
bred genotypes and total RNA-seq. Gene-specific association measures between them heterotic
patterns and allelic imbalance are proposed. The connection between gene heterosis patterns
and ASE is explored using parallel coordinate plots, a gene-specific correlation coefficient, and
conditional probability of heterosis given ASE observed patern.
Hierarchical models for both mean and variances simultaneously in sparse high dimensional
context are studied in Chapter 4. The main focus of this Chapter are the effects of variance
hierarchical modeling on the mean vector inference. We show the hierarchical Bayesian in-
ference of the mean vector can be extremely biased in some cases, where the shrinkage level
is learned for two sets of group-specific parameters. Measures to diagnostic this issue and
modeling options that overcome this problem are presented.
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In Chapter 5, models for areal spatial data with covariate information and spatial corre-
lation at the observation level are presented. In particular, Chapter 5 proposes a Winsorized
Markov random field (WP-MRF) model that puts the dependence structure directly on the
crash numbers, and an approximate Bayesian computation (ABC) approach to deal with in-
tractability challenge the proposed model presents. ABC makes possible to consider WP-MRF
models as an alternative to others type of models and, at the same time, the crash frequencies
modeling expand the horizon where ABC techniques has been applied in recent years. A mea-
sure of intersection’s risk is proposed, which can be used as an index that help to decide which
intersections should be closely monitored or reformed.
6.2 Future work
The horseshoe distribution was included among the hierarchical distributions considered
in Chapter 2, since it has been suggested as a good default shrinkage distribution to use in
high-dimensional contexts (Hahn and Carvalho, 2015). However, horseshoe results showed lack-
of-convergence problems so it was excluded from the proposed models. Recently, Hahn and
He (2016) point out the poor mixing of a horseshoe implementation based on a scale mixture
of normals (which is the one used in this work) and propose to use an elliptical slice sampler
instead. We would like to continue working analyzing the effect of the elliptical sample for the
horseshoe distribution in the proposed models. Moreover, it could be interesting to study the
horseshoe properties in different scenarios from what are usually considered, e.g. non-sparse
situations, or non-centered set of parameters.
In the context of gene expression models with ASE counts, it is possible to continue working
to compare the methods to analyze ASE proposed in this work with other methods to obtain
inference for gene-specific allele effects. Additionally, it is desirable to include the false positive
counts in the computation of the relevant contrasts. A gene-specific correction measure can
potentially be developed in this way. To this end, deeper study of the connection among model
parametrization and normalization factors is needed. Additionally, new measures relating het-
erosis and ASE information can be proposed, based on new biological basis for heterosis other
than the dominance and overdominance hypothesis.
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Relative to the confounding effects in hierarchical models, more work is needed to obtain an
analytical form of the model performance boundary at which the mean signal strength starts
being treated as variance, also simulations in more complex scenarios such as more groups or
with similar structure to the used RNA-seq data example, might help to characterize these
confounding effect.
With respect to methods presented in Chapter 5. Bayesian model choice in ABC context
is an active field of research at this moment. Incorporating different aspects of the WP-MRF
model (neighborhoods structure, edge effects, mean parametrization, etc) as part of a model
choice strategy could be a line of research to continue exploring.
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APPENDIX A. SIMULATION STUDY FOR SINGLE HYBRID MODEL
A.1 Simulation study
We perform a simulation study to explore how the model capture several characteristics of
interest in the data. We use data model (2.1) as the base for simulations, and specify different
scenarios. First we describe the datasets simulation scenarios, then we describe the analyses
we perform on each simulated data. Finally, we present the simulation study results.
We investigate four topics: overdispersion effects, sparsity in allele effect, distribution of
the true signals (allele effects truly different from zero), and bias toward reference allele. We
designed three scenarios for each topic but the sparsity (2 scenarios) and combine them in a full
factorial way, having 54 scenarios in total. Each scenario is replicated 2 times. In all scenarios
we simulate the ASE count for 8 observations per gene, with G = 5000 total genes, we do not
include block effects, βg3 = βg4 = βg5 = 0, and simulate intercept effects as β1g ∼ N(3, 1).
There are eight analyses performed on each simulated dataset. First every data is analyzed
using model 2.1 with each of the three shrinkage distributions, from equation (2.2), for βg2 and
also a normal distribution. The main reason for this is to asses the impact of the hierarchical
distribution of the regression coefficients on the posterior inference. Secondly we fit a non-
hierarchical version of each model, this is, fixing θ = 0, σ2 = 3, τ = .1, ν = 8.
We run 4 MCMC chains with 50 × 103 iterations, using fbseq package, convergence is
assessed using potential scale reduction factor statistic.
A.1.1 Data scenarios
Overdispersion effects Overdispersion effects allows for mean-variance quadratic rela-
tionship, the analysis of maize data in section 2.5 suggests there is little or none overdispersion
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present, then we would like to explore how the model adjust different levels of overdispersion.
Overdispersion is controlled by (ν, τ) the two hyperparameters of the distribution of γg.
We set the τ = (.01, .1, 1) and ν = (4, 8, 12) in order to produce scenarios with little,
medium and high overdispersion effects but controlling the right tail of the γg distribution.
Table A.1 Quantiles of Inverse Gamma
nu tau Q1 Q50 Q90 Q99
4.0 0.01 0.003 0.01 0.04 0.13
8.0 0.10 0.040 0.11 0.23 0.49
12.0 1.00 0.458 1.06 1.90 3.36
Table A.1 shows quantile values of an IG(ν/2, ντ/2) distribution for selected pairs of (ν, τ).
We can see as τ is increase by a factor of 10, 1% and 50% quantiles increase in the same
amount, τ controls the overall scale of the overdispersion effects. However, the large quantiles
does not increment that much due to the effect of an increasing ν. The chosen scenarios consist
in: none overdispersion for almost all genes, a moderate overdispersion effect for most genes
and some with high levels of over dispersion, and a third scenario with high overdispersion in
many genes.
Reference allele bias
As we explained in section 2.2, genes reads truly corresponding to the non-reference allele
(Mo17) are less likely to be assigned, since they are compare again the reference genome table
from B73 maize. Importantly, this effect is the same across all genes, which make difficult to
deal with if the statistical strategy fit individual models per gene.
We simulate data sets with different amount of reference allele bias by first simulating Y ∗gM
according to model (2.1) and then simulate YgM |Y ∗gM ∼ Binomial(Y ∗gM , p). Parameter p con-
trols the proportion of true reads that are actually mapped, we set three scenarios corresponding
to large, medium and none bias as p = (.5, .75, 1).
Sparsity and True signal distribution
Another important feature of genetic data is the sparsity of the true signal effects. Allele
differences per gene, βg2, are expected to be sparse effects with many genes showing no difference
among the two alleles.
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Carvalho et al. (2010) uses a t distribution with a point mass at zero mixture, controlling
the sparsity by fixing the mixing proportion. This makes hard to control the true signals since
simulations from the t distribution might be too close to zero. Instead, Van De Wiel et al.
(2013) use symmetric mixture of two normals and a point mass.
We simulate values for βg2 using a mixture of a point mass at zero and a true signal distri-
bution. We use three different distributions to simulate the allele effects different from zero: a
mixture of normals (MixNr), a mixture of point masses (MixPm) and a normal distribution.
We can write the densities we use to obtain simulated values for βg2 as follows:
MixNr βg2
ind∼ wδ0 + (1− w)N(X, s2) where X ∼ 2Ber(0.5)− 1
MixPm βg2
ind∼ wδ0 + (1− w)δX where X ∼ 2Ber(0.5)− 1
Nr βg2
ind∼ wδ0 + (1− w)N(0, s2)





















Figure A.1 Hexagon binning plot of means per gene and allele, for simulated data sets with
no overdispersion nor bias toward reference allele (τ = .01, p = 1)
Figure A.1 shows hexagon binning plots for one replicate data set for each value of the
sparsity parameter. We set w = (.95, .5) and s = 1/3, the scenarios cover highly and medium
sparse signals and assure the coefficients different zero are not too small with no expected bias
for any of the two alleles.
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A.1.2 Simulation results
In order to describe model performance to detect genes with differential allele expression,
we construct receiver operating characteristic (ROC) curves for each simulation scenario. We
use zg =
|E(∆g |y)|
sd(∆g |y) as a continuous score to compute the ROC curves.
Figure A.2 presents ROC curves of model 2.1 in most of the scenarios, within each facet
there are 18 ROC curves. Overall, the model does a good job in capturing the genes with true
allele effects.
Overdispersion level affect the model performance only when is really large. Small and
moderate levels of overdispersion for most genes with a few overdispersed genes is nicely handle
by the model. Reference allele bias does not seem to have impact in signal detection, even when
half of the non-reference allele reads are lost we still be able to identify genes with allele effects
correctly. The distribution of true signal indicates a normal distribution (NR) makes detection
slightly harder while the mixture of point masses (MxPm) makes it slightly easier. Figure A.2
suggest all three hierarchical distribution from equation (2.2) have the same performance when
50% of the genes has zero allele effect.
Figure A.3 is analogous to the previous figure but reporting ROC curves when 95% of the
genes has zero allele effect. As in the scenarios with medium level of sparsity we commented
above, model (2.1) shows an overall good performance in detecting true signals for the shrinkage
distribution. The major issue appears to be when the overdispersion level is very large and to
a lesser extent when there are many weak true signals. When a normal distribution is used as
hierarchical distribution of βg2 the performance is really bad, indicating normal distribution
cannot handle high sparse signals. In addition, the effect of the overdispersion in the normal
distribution case is counterintuitive. It seems that when the overdispersion level increase, signal
detection rates for the normal distribution increase.
ROC curves for non-hierarchical model are shown in Figure A.4 for cases with 50% of
non-zero effects and figure A.5 for datasets with only 5% of non-zero effects. Overall, the non-
hierarchical models perform worse than the fully Bayesian model, having lower true positive
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Figure A.2 ROC curves for false positive rates lower than 0.25 in scenarios with 50% of genes
with no allele effect. Facets combine the true signal distribution and the overdis-
















































p 0.5 0.75 1 hs la nr tt
Figure A.3 ROC curves for false positive rates lower than 0.25 in scenarios with 95% of genes
with no allele effect. Facets combine the true signal distribution and the overdis-
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Figure A.4 Non-hierarchical model ROC curves for false positive rates lower than 0.25 in
scenarios with 50% of genes with no allele effect. Facets combine the true signal
distribution and the overdispersion level, color represent the prior distribution and
line type the reference allele bias
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Non-hierarchical model results are much more sensitive to the data patterns we include in
simulated datasets. When the true signals are weak, i.e., simulated from a normal distribution,
the true signal detection rates are very low for all cases. When true signals are stronger but
there is a large overdispersion level or there is a large bias towards reference allele, we see bad
detection rates again. The sparsity level and the prior distribution for regression coefficients
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Figure A.5 Non-hierarchical model ROC curves for false positive rates lower than 0.25 in
scenarios with 95% of genes with no allele effect. Facets combine the true signal
distribution and the overdispersion level, color represent the prior distribution and
line type the reference allele bias
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APPENDIX B. SUPPLEMENTARY FIGURES FROM METHODS IN
CHAPTER 5
This appendix includes some supplementary Figures from the simulation study described in
Section 5.5, and alternative Figures to present the model results over the intersection crashes
in Tipton, Marshalltown and Ankeny cities.
B.1 Figures from simulation study
Credible intervals for each of the 4 parameters in the model are presented in Figures B.1,
























Figure B.1 Credible intervals of β0. Column facets correspond to traffic covariate information
city, row facets represent the true value of β0 to simulate data, color indicates if

























Figure B.2 Credible intervals of β1. Column facets correspond to traffic covariate information
city, row facets represent the true value of β0 to simulate data, color indicates if
the traffic covariate is simulated or not.
B.2 Figures from restuls of Iowa crash data model
Here we present alternative visualizations to the Figures included in Section 5.6. Figure
B.5 shows the intersection’s risk measure as a binary variable, we flag intersection with risk
index larger than 0.8. Figures B.6, B.7 and B.8 show the posterior prediced expected value of
number of crashes for each intersection side by side with the actual observed data, each Figure
corresponds to one of the 3 cities analyzed.
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ηNS −0.8 −0.4 0 0.4 0.8
Figure B.3 Credible intervals for ηNS . Columns facets corresponds to the true value of ηEW ,
row facets correspond to traffic covariate town, color indicates the true value of
ηNS .
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ηEW −0.4 −0.1 0 0.1 0.4
Figure B.4 Credible intervals for ηEW Columns facets corresponds to the true value of ηNS ,
row facets correspond to traffic covariate town, color indicates the true value of
ηEW .
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Figure B.8 Ankeny: Posterior predictive expectation and actual crashes
