This paper studies the scaling of the expected total queue size in an n × n input-queued switch, as a function of both the load ρ and the system scale n. We provide a new class of scheduling policies under which the expected total queue size scales as O n(1 − ρ) −4/3 log max{ 1 1−ρ , n} , over all n and ρ < 1, when the arrival rates are uniform. This improves over the previously bestknown scalings in two regimes: O n 1.
INTRODUCTION
An n × n input-queued switch is a discrete-time queueing network that consists of n 2 queues, which are arranged in the form of an n×n matrix. Packets arrive to these n 2 queues exogenously according to independent Bernoulli processes. In each time slot, packets are processed according to schedules, subject to the following constraints: at most one queue can be served from each row and each column, and when a queue is chosen to be served, at most one packet can be processed. After the packets are processed, they immediately depart the system. The main goal is to design a scheduling policy that decides which queues to serve in each time slot, in order to optimize certain performance measures.
The input-queued switch plays a pivotal role in the study of data packets scheduling in an internet router [9] and more recently in a data center network [2, 4] , It also serves as a prominent example of "stochastic processing networks" (SPN) [5, 6] , which is a canonical 1 Extended abstract. The full paper can be found at [18] .
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Even though basic performance measures such as throughput and stability, are relatively well understood for switches (and for general SPNs), there is a wide gap in our understanding of more refined performance measures, such as moments of queue sizes. In this paper, we reduce this gap by designing new scheduling policies that achieve tighter bounds on the expected total queue size in switches. Our study is motivated by [13] , which stated the conjecture that the expected total queue size scales as Θ n 1−ρ in an n × n switch, where ρ ∈ (0, 1) is the load factor and equals the largest total arrival rate to each row/column of the switch.
It can be easily seen that Ω n 1−ρ is a lower bound on the expected total queue size, over all n and ρ (see e.g., [13] ). However, matching upper bounds have been only established for restricted parameter regimes. [10] proposed a batching policy under which the expected total queue size is upper bounded by O n log n (1−ρ ) 2 , so that when ρ ∈ (0, 1) is treated as a constant, this upper bound matches the lower bound up to a logarithmic factor in n. [15] proposed a policy under which the switch emulates a product-form queueing network, and established an upper bound of O n 1−ρ + n 3 , which matches the lower bound up to a constant factor when 1 − ρ = O n −2 . More recently, a significant work [8] shows that the celebrated Max-Weight policy achieves an upper bound of O n 1−ρ + n 5−1/r (1−ρ ) 1/r for any integer-valued r ≥ 2, for systems with uniform arrival rates, which matches the lower bound up to a constant factor when 1 − ρ = O n −a for any a > 4. Let us also note that using a simple Lyapunov function argument, it can be shown that the Max-Weight policy achieves an upper bound of O n 2 1−ρ (see e.g., [9, 12, 13, 17] ).
Observe that when 1 − ρ = Θ n −1 , the conjectured scaling is Θ n 2 , whereas all of the aforementioned upper bounds are at least a multiplicative factor O (n) away. Motivated by this observation, [14] considered the regime where 1 − ρ ≤ O n −1 , and proposed a scheduling policy that gives an upper bound of O n 1.5 (1 − ρ) −1 log 1 1−ρ , for systems with uniform arrival rates. When 1 − ρ = Θ n −1 , this upper bound becomes O n 2.5 log n , a multiplicative factor of O n 0.5 log n away from the conjectured scaling. While this was a significant improvement, whether this gap can be further reduced remains elusive.
The main contribution of this paper is a new class of policies that achieves an upper bound of O n(1 − ρ) −4/3 log (max{n, 1/(1 − ρ)}) uniformly over all n and ρ < 1, when the arrival rates are equal.
When Ω(n −1.5 ) ≤ 1 − ρ ≤ O (n −1 ), this upper bound improves over the previously best-known scaling O n 1.5 (1 − ρ) −1 log 1 1−ρ [14] . In particular, when 1 − ρ = Θ n −1 , our upper bound reduces to O n 7/3 log n , an improvement over the previously best-known scaling O n 2.5 log n . When 1 − ρ ≥ Ω(n −1 ), our upper bound improves over the previously best-known scaling O n log n (1−ρ ) 2 [10] . Finally, we would also like to point out that besides the upper bound O n log n (1−ρ ) 2 in [10] , ours is the only other upper bound that scales almost linearly in n, the system scale, for any fixed value of ρ ∈ (0, 1).
At the heart of our new policy is an efficient scheduling mechanism which depletes the packets in the n 2 queues as much as possible without any waste of service opportunities. Mathematically, this can be formulated as an integer linear optimization problem: call a matrix q = (q i j ) n i, j=1 with non-negative integer entries a queue matrix; given q, find the maximum integer k and a queue matrix д = (д i j ) n i, j=1 such that i д i j = j д i j = k and 0 ≤ д i j ≤ q i j . Such д can then be written as the sum of k maximal schedules, which can be used to deplete the n 2 queue sizes of q. By representing the rows as left vertices of a bipartite (multi)graph, and the columns as right vertices, the queue size q i j can be viewed as the number of edges between left vertex i and right vertex j. In this vein, this optimization problem is equivalent to finding the largest k-factor (spanning k-regular subgraph) in a bipartite (multi)graph G. Under the Bernoulli arrival assumption, the queue sizes q i j are independently and binomially distributed for some common parameters m and p. We show that if pmn ≥ 152 log n, then G has a k-factor with k = ⌊pmn − 304pmn log n⌋ with probability 1 − n −16 . This result is new, and essentially tight: for example, when G is an Erdős-Rényi bipartite simple graph, i.e., when m = 1, then the condition np = ω (log n) implies that G has a k-factor with k = np − Θ( np log n), which is asymptotically the best possible, because the minimum degree of G is asymptotically equal to np − Θ( np log n) with high probability.
We point out that there is a vast literature on graph factors and factorization (see the survey [11] and the book [1] and the references therein). Most previous work focuses on deriving sufficient conditions for the existence of a k-factor for worst-case possible graphs G. For instance, Csaba [3] showed that for any bipartite simple graph G with n left and n right vertices, if the minimum degree δn ≥ n/2, then G has a k-factor with k = ⌊n δ + √ 2δ −1 2 ⌋. Applying this result to an Erdős-Rényi bipartite simple graph, we can only conclude with high probability the existence of k-factor with k ∼ n
, which is suboptimal, when compared to our result. Random graph factorization was studied earlier in Shamir and Upfal [16] . It was shown that for an Erdős-Rényi random graph G, if the average degree np satisfies np − log n − (k − 1) log log n → +∞ for a fixed k ≥ 1, then G has a k-factor with probability converging to 1. However, this result only holds for a fixed k and does not provide the largest possible value of k in the dense graph regime where np = ω (log n). A related random capacitated transportation problem was studied in [7] , where we observe a n×n capacity matrix C = (c i j ) with random c i j and aim to find a matrix X = (x i j ) with the row sums and column sums as large as possible under the constraint that 0 ≤ x i j ≤ c i j . Their general result allows for c i j to be not independent and not identically distributed. In the special case where c i j is Bernoulli with the success probability p, their result implies that with high probability an Erdős-Rényi random bipartite graph G has k-factor with k ∼ n 1/3 , which is much smaller than np for large n and hence highly suboptimal.
Finally, let us make two remarks regarding the proposed policy and its performance scaling. First, our policy and current analysis rely crucially on the assumption of uniform arrival rates, while some existing policies and results such as the standard batching policy [10] and the Max-Weight policy [9] apply to heterogeneous arrival rates. Second, our policy is required to know the arrival rates a priori. In contrast, some existing policies, such as Max-Weight policy, are based solely on the observed queue sizes.
