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Abstract
The spatial dependence of meteorological variables is crucial for many impacts, e.g. droughts, floods, river flows, energy demand, and crop yield. There is thus a need to understand how well it is represented in downscaling products. Within the COST Action VALUE we have conducted a comprehensive analysis of spatial variability in the output of over 40 different downscaling methods in a perfect predictor setup. The downscaling output is evaluated against daily precipitation and temperature observations for the period 1979-2008 at 86 sites across Europe and 53 sites across Germany. We have analysed the dependency of correlations of daily temperature and precipitation series at station pairs on the distance between the stations. For the European dataset we have also investigated the complexity of the downscaled data by calculating the number of independent spatial degrees of freedom. For daily precipitation at the German network we have additionally evaluated the dependency of the joint exceedance of the wet day threshold and of the local 90th percentile on the distance between the stations. Finally we have investigated regional patterns of European monthly precipitation obtained from rotated principal component analysis.
We analysed Perfect Prog methods, which are based on statistical relationships derived from observations, as well as Model Output Statistics approaches, which attempt to correct simulated variables. In summary we found that most Perfect Prog downscaling methods, with the exception of multi-site analog methods and a method that explicitly models spatial dependence yield unrealistic spatial characteristics. RCM-based Model Output Statistics methods showed good performance with respect to correlation lengths and the joint occurrence of wet days, but a substantial overestimation of the joint occurrence of heavy precipitation events. These findings apply to the spatial scales that are resolved by our observation network, and similar studies with higher resolutions, which are relevant for small hydrological catchment, are desirable.
Introduction
been used that rearrange the simulated data in time so they have the same rank structure as the observations in a training period (known as Schaake Shuffle), 151 which leads to a reproduction of the spatial and intervariable dependence struc-152 ture of the training data (Clark et al., 2004) . The method has been employed to 153 provide input for hydrological forecasts (Voisin et al., 2011) and to postprocess 154 atmospheric reanalyses (Vrac and Friederichs, 2015) . A drawback that makes its 155 application in a climate change context problematic is that it is constrained to 156 reproduce the temporal rank structure of the training dataset. Vrac (2018) has 157 suggested a rank-based resampling method that relaxes this condition and also 
165
Our analysis extends these studies by considering a large number of down- et al. (2018) , and on www.value-cost.eu/validation#Experiment_1a.
218
We distinguish between PP and MOS methods (see e.g. Maraun 
352
An alternative way to define the complexity of a space-and time-dependent 
with n being the number of locations. For independent variables E(t) has a χ 2 - calculated from the eigenvalue spectrum by:
where λ i is the i-th eigenvalue and the summation is over all the eigenvalues.
367
In this paper we follow the computationally easier eigenvalue approach and 368 calculate the independent spatial degrees of freedom according to equation 2.
369
The normality assumption has been checked in the reference observation dataset to be indistinguishable from a normal distribution at the 5% significance level.
375
The singular value decomposition implementation used in the (function svd in Table 5 : Degrees of freedom (DOF) for daily precipitation, minimum and maximum temperature from the VALUE-ECA-86-v2 observation dataset.
Joint threshold exceedances
388
The correlation-based analyses discussed above investigate the strength of lin- The most direct way to analyse the dependence between the data X i , X j at a pair of stations {i, j} for exceeding a threshold x 0i at location i and x 0j at 401 location j, is subtracting the product of marginals P (
from the joint probability P (x i ≥ x 0i , x j ≥ x 0j ). Their difference is zero only in 403 case that P (x i ≥ x 0i ) and P (x j ≥ x 0j ) are totally independent and the larger 404 the value, the more dependent they are. However, this difference would not is defined as:
M I is zero if the two events are independent, i.
.
415
In our analysis we consider the binary variables Ψ i at the locations i which 416 state whether the precipitation x i is above or below the threshold x 0i , i.e.
. Following the definition above we then 418 calculate for each pair of locations i, j the MI for these binary variables
We calculate M I for the dry-wet threshold x 0i = 1mm/d as well as for a 420 high precipitation threshold defined as the 90th percentile (P 90 i ) of the observed 421 daily precipitation (including dry days) at each station, i.e. x 0i = P 90 i .
422
Following the methodology for correlograms (see section 2.2.1), we plot each 
Regionalisation
435
Note that in this study, we apply the term regionalisation in the sense of spatial it has the highest PC loading.
449
The number of PCs is determined from observations. Then the same num-450 ber of PCs is used for the PCAs of the output from the downscaling methods. With these definitions, and n being the number of objects, the ARI can be 466 expressed as
Its value increases with the agreement of the two classifications; 0 indicates no 468 agreement and the maximum is 1 for identical classifications.
469
As already mentioned in Sec. 
532
In general, all methods are able to reproduce to some extent the correlation 533 structure of both temperature and precipitation, with the exception of WT-WG.
534
The WT-WG correlations shown are the average of the correlations for individ- 
548
We now investigate the dependency of correlations on distance more system- Table 3 ) for all distances. In contrast precipitation has a higher degree 562 of spatial heterogeneity and CLs are obtained in all cases.
563
For the European data (Fig. 4) ERA-Interim tends to slightly overestimate dependence (based on probabilistic networks).
587
We now look at the full set of methods with respect to the precipitation CL 588 bias for the European (Fig. 6 ) and German datasets (Fig. 7) . In by the predictands.
601
The PP methods in Fig. 6 show a wide range of positive and negative bi- 
615
When the CL biases on shorter distances are considered (Fig. 7) (Table 4) . For the stochastic methods, the results of both the member-averaged (asterisks) and individual (circles) approaches are shown. The box in the lower part of the figure shows the seasons/approaches for which the CL cannot be calculated due to very low correlations. 
Figure 10: Bias of the spatial degrees of freedom (DOF) for daily precipitation from the methods included in the European experiments (exp1a and exp1a-RCM).
Spatial degrees of freedom
663
The DOF biases for precipitation, which express differences in the dimensional- 
Joint threshold exceedances
The methodology for the joint threshold exceedances analysis is very similar (Table 7) .
702
The high-density German dataset is better suited than the European dataset GLM-P strongly underestimate it.
720
The different downscaling methods perform similarly with respect to the 721 MIL biases for the wet day threshold and to the CL biases (Fig. 7) . Both show Table 7 ). Values in the boxes in the upper and lower part of the figure indicate methods for which the MI Length value cannot be calculated due to the MI values being to high or too low (as for correlations in Fig. 7 ). 
PRECIP90 -Mutual
29
Accepted Table 9 : Number of principal components retained for rotation and cumulative variance (in parentheses, %) for precipitation, minimum and maximum temperature at the 86 stations of the ECA-VALUE-86-v2 observation dataset.
744
For temperature 5-6 PCs are retained and thus 5-6 regions are identified.
745
The regions for maximum temperature in the different seasons are shown in principal component analysis.
796
The results for correlation lengths and degrees of freedom based on the Eu- 
839
The biases in correlation length and in the degrees of freedom are for minimum 840 temperature in general slightly higher than those for maximum temperature. is best suited for a given application therefore needs careful consideration. disciplinary Reviews: Climate Change 3(3), 267-278.
