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Abstract
Distant management of medical Java applicati-
ons
This bachelor thesis focuses on management and monitoring of the medial
applications developed in Java.
The introduction of the theoretical part provides a basic outline of the
possibility of application monitoring. This is followed by a summary descri-
bing the specic software product - medical software Medical Process As-
sistant. At the end of the theoretical part there is a synopsis of Java manage-
ment extensions technology.
The practical part of this thesis deals with the description of the soft-
ware solution, which was designed, implemented and nowadays it is used for
monitoring as well as management of the product Medical Process Assistant.
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1 Uvod
V dnesn dobe uz neplat, ze chce-li clovek napsat nejaky program, mus
si nejdrve spajet programovatelnou desku, navrhnout programovac jazyk,
napsat prekladac a pote se muze pustit do programovan. Typicka uloha
modernho programatora je zalozena na znalosti rozhran dvou vrstev, mezi
ktere pse svuj program. Programator obvykle nema detailn znalost celeho
systemu.
System jedne ci vce komunikujcch aplikac je slozen z nekolika stovek
takto naprogramovanych useku. To ovsem znamena velka rizika v prpade
programatorovy chyby. Bohuzel bezchybny program je utopicka myslenka a
kazdy program nejake chyby obsahuje. Tyto chyby se pak vlivem neznalosti
nizsch vrstev aplikace mohou zvetsovat do katastrockych rozmeru.
Proto je v dnesn dobe nezbytnou soucast vyvoje softwaru testovan.
Testovan je narocny a zdlouhavy proces, ktery dokaze odhalit vetsinu chyb,
ale nikdy nedokaze podchytit vsechny mozne problemy. Dals uskal testovan
je simulace podmnek, ve kterych budou aplikace bezet v ostrem provozu.
To take nen jednoduche, ba je to prakticky nemozne (nelze vytvorit presnou
kopii produkcnho prostred pro testovac ucely).
Aplikace se stredne kritickou dulezitost, jakou bezesporu nemocnicn in-
formacn system je, mus podporovat jeste dals uroven zabezpecen proti
programovym chybam a tou je moznost sledovan a spravy bezcch aplikac.
Prkladem muze byt sledovan obsahu vyrovnavac pameti, nebo nastaven
promenych behoveho prostred.
Clem teto prace je navrhnout nastroj pro sledovan a spravu aplikac
v ramci balku lekarskych aplikac Medical Process Assistant. Medical Process
Assistant je distribuovany nemocnicn software, ktery je prevazne napsany
v programovacm jazyku Java. Je zalozen na interakci sluzeb bezcch na ser-
verovych poctacch a klientskych aplikacch bezcch na osobnch poctacch
v ramci nemocnicn ste.
System aplikac zalozeny na aplikacch bezcch ve virtualnm stroji Javy
poskytuje mnoho vestavenych moznost, jak lze aplikaci sledovat. Naprklad
nen problem vytvorit otisk aktualne alokovane pameti procesu - takzvany
MemoryDump. MemoryDump lze pouzt k analyze stavu aplikace. Avsak
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analyza stavu procesu tmto zpusobem nen trivialn a je znacne zdlouhava.
Navrzene resen by tedy melo byt co nejjednoduss na pouzit. Melo by
poskytovat aktualn informace o stavu procesu. A melo by dovolit s tmto
stavem do jiste mry manipulovat, aby bylo mozne prpadne problemy resit.
V idealnm prpade by se melo problemum predchazet.
Pozadavek na system spravy aplikac je, aby byl zalozen na technologii
Java management extensions. Technologie Java management extensions je
standardn zpusob, kterym lze zskavat informace o bezcm virtualnm stroji
Javy a na pozadan z vnejsku virtualnho stroje v nem spoustet libovolny,
predem denovany kod.
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2 Teoreticka cast
Prvn cast teto prace je rozdelena do tr celku:
 Strucny prehled moznost sledovan aplikac
 Popis softwaroveho resen Medical Process Assistant
 Prehled technologie Java management extensions
Java aplikace lze, jako kazde jine aplikace, sledovat standardnmi nastroji
operacnho systemu. Avsak Java aplikace poskytuj pokrocile moznosti sledo-
van a nasledneho spravovan aplikace a virtualnho stroje, na kterem aplikace
bez.
Medical Process Assistant je softwarove resen realizovane prevazne v pro-
gramovacm jazyku Java. Tento software je zalozen na interakci mezi klient-
skou aplikac a serverovou sluzbou. Serverove sluzby odstranuj nutnost ko-
munikace klientske aplikace prmo s databaz a poskytuj jednotne rozhran
dat bez ohledu na konkretn typ databaze.
Klientske aplikace systemu Medical Process Assistant jsou plnohodnotne
Java aplikace. Dky tomu, ze se nejedna o webove aplikace, ktere by byly
spousteny prevazne na strane serveru, ale o aplikace bezc prevazne na strane
klienta, je mozne cast vypocetnho vykonu vyuzt na klientske strane.
Vlastn sledovan a nasledne spravovan bylo realizovano dle specikace
Java technologie Java management extensions. Tato technologie je standardn
zpusob sledovan a spravy Java aplikac a jej podstatna cast je integrovana
do standardnch knihovnen Javy.
Technologie Java management extensions je rozdelena do tr vrstev, coz
umoznuje znacnou modularitu a jednoduss implementaci konkretnho resen.
Hlavn stavebn kameny technologie Java management extensions jsou
takzvane MBeany, kterych existuje nekolik druhu. Nejjednoduss implemen-
tace MBeanu je java trda implementujc specicke rozhran.
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2.1 Moznosti sledovan Java aplikac
Java aplikace lze, jako kazde normaln aplikace bezc v operacnm systemu,
sledovat nastroji tohoto operacnho systemu. V ramci operacnho systemu
Windows je standardne dodavan nastroj Windows Task Manager, ktery lze
spustit stiskem klaves Ctrl+Shift+Esc. Spusteny Windows Task Manager ma
prehledne prostred - viz obrazek 2.1.
Obrazek 2.1: Windows Task Manager
Informace, ktere muze poskytnout Windows Task Manager:
 Identikace procesu - proces id (PID)
 Velikost alokovane pameti
 Pocet vlaken procesu
 Informace o IO operacch
 Pocet pridelenych referenc na soubory
 Parametry, se kterymi byl proces spusten
 Identikace jadra procesoru, na kterem proces bez
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Systemov spravci nabz pouze zakladn obecne informace o spustenych
procesech z pohledu operacnho systemu. O spustene Java aplikaci lze vsak
zskat daleko vce informac. Pokrocile moznosti sledovan nabz specializo-
vany nastroj JConsole dodavany standardne spolu s Java vyvojarskym bal-
kem JDK.
Obrazek 2.2: JConsole
Na obrazku 2.2 je zobrazen spusteny program JConsole pripojeny k Java
aplikaci. JConsole prave zobrazuje informace o bezcm virtualnm stroji Javy.
Zobrazene informace v JConsoly jsou obsahlejs nez informace systemoveho
spravce. Navc obsahuj informace specicke pro Java aplikace. Mezi dals
informace patr naprklad:
 Verze virtualnho stroje
 Lokace class souboru = Class path
 Pocet vlaken dle jejich typu
5
Teoreticka cast Moznosti sledovan Java aplikac
 Pocet nahranych trd
 Velikost alokovane pameti a jej rozdelen do jednotlivych oblast
 Prehled volanych metod pro jednotliva vlakna - Stack trace vlaken
 Detekce uvznut vlaken - Deadlock
Nastroj JConsole dovoluje aplikaci nejen monitorovat, ale take castecne
spravovat prostrednictvm technologie Java management extensions. JCon-
sole slouz jako standardn Java management extensions klient, a tak dovoluje
naprklad pozadat bezc virtualn stroj o spusten garbage collectoru.
Podobnym nastrojem pro sledovan Java aplikac je VisualVM, ktery je
taktez dodavan v Java vyvojarskem balku JDK. Z hlediska sledovan vir-
tualnho stroje nabz podobne moznosti jako JConsole. Navc pridava moz-
nost vytvorit otisk alokovane pameti programu - Heap dump. A umoznuje
prakticky plnohodnotne prolovan aplikace. Prostred VisualVM je videt na
obrazku 2.3 .
Obrazek 2.3: VisualVM
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2.2 Medical Process Assistant
Medical Process Assistant (zkracene MPA) je softwarove resen vyvjene ra-
kouskou rmou Systema Human Information Systems GmbH [Sys(2011)].
Jedna se o nemocnicn informacn software mapujc medicnske procesy s dura-
zem na modularitu systemu a snadne prizpusoben jakemukoliv procesu,
ktery lze v nemocnicnm prostred mapovat. Mezi procesy, ktere lze pro-
strednictvm MPA mapovat a planovat, patr naprklad:
 Management nemocnicnch luzek
 Planovan operac
 Sprava databaze pacientu
 Mapovan navstev pacientu v ordinacch
 Seznam ukolu na nemocnicnm oddelen
Vyvoj MPA zacal pred deseti lety v Rakousku. Zahy byl software nasazen
a dodnes je instalovan a pouzvan v nekolika stovkach nemocnic v nekolika
zemch. Na vyvoji se nyn podl mezinarodn distribuovany tym, jehoz cast
je i v Ceske republice. Stale jsou vydavany nove verze, a to jak zaplaty chyb,
tak verze s novymi funkcemi.
Obrazek 2.4: Model Rich client application, zdroj: [TRONICEK(2011)]
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MPA je distribuovanou aplikac zalozenou na architekture klient server.
Dle knihy [Ajay D. Kshemkalyani(2011)] lze MPA zaradit mezi tipickou apli-
kace Rich client application neboli aplikace s plnohodnotnym klientem. Struk-
turu archetypu popisuje obrazek 2.4 .
Hlavn vyhody a nevyhody tohoto typu aplikac uvedene v prednasce shr-
nuje tabulka 2.1. Na rozdl od aplikace, ktera by byla zalozena na modelu
Web application (respektive Rich Internet application), je velka cast vypo-
cetnho vykonu potrebneho k behu aplikace konzumovana na strane klienta,
a tak je vyrazne ulehceno serverovemu hardwaru.
Vyhody Nevyhody
rich UI upgrade
interactive UI management
oine support*
Tabulka 2.1: Vyhody a nevyhody modelu Rich client application
Z vyhod uvedenych v tabulce 2.1 neplat pro MPA oine support, cili
moznost pracovat s aplikac i bez komunikace se serverem. Tato moznost
nen v MPA plnohodnotne uplatnena. Komunikace se serverovymi sluzbami
je zapotreb po celou dobu behu klientskych aplikac. Pokud je komunikace se
serverovou sluzbou prerusena naprklad z duvodu st'ovych problemu, nebo
restartovan serverove sluzby, prechaz klientska aplikace do stavu cekan na
obnoven spojen se serverovou sluzbou. Po opetovnem navazan spojen apli-
kace prejde zpet do normalnho pracovnho rezimu. Klientskou aplikaci nen
zapotreb restartovat.
2.2.1 Serverove aplikace
Serverove aplikace jsou sluzby poskytujc informace klientskym aplikacm.
Slouz zejmena k ukladan a sdlen informac prichazejcch od klientu. Dale
serverove sluzby odstinuj klienty od konkretnho uloziste dat. V prpade, ze
se zmen databazovy program, klientsky program by tuto zmenu nemel poc-
tit; sluzba poskytujc informace z databazoveho systemu vrac klientovi data
ve stejne podobe bez ohledu na druh databaze. Sluzby dale slouz k zachovan
informac a tm ulehcuj provoz databazi. Pokud si nekolik klientu pozada o
stejna data, nen zapotreb opakovat dotaz do databaze. Vysledek prvnho
dotazu je uchovan a je vracen dalsm klientum. Nen zapotreb zatezovat
databazi stejnymi dotazy. Spustene sluzby je videt na obrazku 2.5.
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Obrazek 2.5: Sluzby
O spusten, monitorovan behu a zastaven sluzeb na serveru se stara
sluzba JLaunch. Tato sluzba ma denovany zavislosti mezi sluzbami a pomoc
jednoducheho konguracnho souboru um spustit sluzby v korektnm porad.
Po spusten posledn sluzby je dale ve sluzbe JLaunch spusteno vlakno
ServiceChecker, ktere kontroluje, zdali jsou vsechny sluzby spustene. Toto
vlakno nekontroluje jejich stav, pouze zdali dana sluzba bez. V prpade, ze
nektera sluzba z listu sluzeb nebez, je ihned spustena znovu.
Dals vlakno, ktere se spoust po startu vsech aplikac je DBChecker. Toto
vlakno kontroluje, zdali je mozne spojit se s databaz. Vlakno posla jedno-
duchy sql dotaz a ocekava odpoved'. V prpade, ze se tato zkouska nekolikrat
nepovede, prechaz vlakno do stavu ztraty kontaktu s databaz. Ve stavu
ztrata kontaktu s databaz vlakno postupne pozada vsechny sluzby o ukon-
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cen. Po obnoven spojen s databaz vlakno opet spust vsechny sluzby. Tento
postup zamezuje zahlcen databaze po jejm restartu a predchaz problemum
s poskozenymi sluzbami vlivem absence spojen s databaz.
Obe vlakna - ServiceChecker a DBChecker, funguj na bazi periodic-
kych dotazu. Periodu dotazu lze nastavit parametry prkazove radky sluzby
JLaunch. Standardn nastaven je v radu destek dotazu za hodinu. Jako
jedina sluzba ma JLaunch pro tyto vlakna jednoduche gui v podobe oken
s vypisem udalost (prakticky velice podobne prkazovemu radku). Ostatn
sluzby nemaj gracke uzivatelske rozhran.
Prvn sluzbou, kterou mus sluzba JLaunch spustit, je sluzba RMIRegi-
stry. Tato sluzba zprostredkovava navazan komunikace mezi aplikacemi a
je tedy nezbytna pro spravny beh vsech sluzeb a klientu. Kazdy spusteny
program, tedy vsechny sluzby i klienti, maj povinnost registrovat se v teto
sluzbe. Zaroven kazdy spusteny program v, kde ma hledat sluzbu RMIRegi-
stry. Sluzba RMIRegistry ma tedy prehled o adresach vsech bezcch sluzeb
a klientu. Potrebuje-li klient navazat komunikaci se sluzbou pozada sluzbu
RMIRegistry, aby poskytla adresu dane sluzby. Klient tedy mus znat pouze
adresu sluzby RMIRegistry a identikaci sluzby, se kterou chce navazat spo-
jen. Toto ma jiste nesporne vyhody, mimo jine to umoznuje exibiln rozlo-
zen sluzeb a klientu v ramci ste.
Sluzba RMIRegistry periodicky kontroluje reference na aplikace a odstra-
nuje neplatne reference na nebezc aplikace. Tento proces je spousten typicky
nekolikrat za minutu. Ve skutecnosti vlakno ServiceChecker sluzby JLaunch
kontroluje pouze, zdali jsou ve sluzbe RMIRegistry reference na vsechny sle-
dovane sluzby. Sluzba JLaunch je vyjimkou v registraci do sluzby RMIRe-
gistry. Sluzba JLaunch se neregistruje pri spusten, ale az po startu sluzby
RMIRegistry.
Obvykle druhou spoustenou sluzbou je sluzba RepoServer. Tato sluzba
poskytuje ostatnm sluzbam a klientum cele Java objekty, ktere dokaze per-
zistentne ukladat do uloziste zvaneho Repository.
Z hlediska klientu sluzby RepoServer je nezbytne zazadat managera mana-
gera repository objektu o poskytnut, respektive vytvoren managera reposi-
tory objektu a tohoto managera pote pozadat o dany Java objekt. Z hlediska
sluzby RepoServer sluzba vrac na dotaz klienta serializovanou instanci Java
trdy, ktera je ulozena perzistentne v databazi. V Repository jsou ulozeny ob-
jekty reprezentujc databazovou strukturu tabulek, denice reportu, nektere
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vlastnosti (properties) aplikac, denice grackeho uzivatelskeho rozhran kli-
entskych aplikac a mnoho dalsch.
2.2.2 Klientske aplikace
Klientske aplikace zprostredkovavaj komunikaci mezi serverovymi sluzbami
a uzivateli. Obecne lze rozdelit klientke aplikace na Working centra a ostatn
aplikace. Ostatn klientske aplikace jsou obvykle specicke jednoucelove pro-
gramy, jako naprklad prohlzec Repository RepoBrowser, inicializator repo-
sitory, nastroj pro spravu internacionalizace a jine. Mezi ostatn klientske
aplikace lze zaradit i automaticke testy, ktere jsou inicializovany jako klient-
ske aplikace.
Obrazek 2.6: DefaultWorkBench s nemeckym prostredm
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Working centra jsou klientske aplikace, pro jejichz pouzvan je zapotreb
se prihlasit vyplnenm uzivatelskeho hesla a jmena. Po prihlasen se uzivateli
nacte prostred programu dle denice ktera je ulozena v Repository.
Mezi zakladn Working centra patr DefaultWorkBench (na obrazku 2.6).
To je zakladn Working centrum pro prihlasovan sester a doktoru. Nachaz
se zde typicky pracovn prostred stanicnch sester.
Druhe nejpouzvanejs Working centrum (na obrazku 2.7) je OperatorWor-
kingCentrum, ktere slouz zejmena ke sprave celeho systemu, vytvaren de-
nic procesu, spravovan repository a vytvaren jinych technickych denic.
Obrazek 2.7: OperatorWorkingCentrum s nemeckym prostredm
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2.3 Java management extensions
Java management extensions (zkratka JMX) je java technologie, ktera pri-
dava moznost sdlet informace o bezcm virtualnm stroji java platformy a
poskytuje velike moznosti tento virtualn stroj sledovat a zaroven i spravovat.
Poskytovan nekterych informac je jiz implementovano ve standardn java
knihovne. Poskytovan dalsch specickych informac si lze doimplemento-
vat. Rovnez nektere zakladn prostredky pro ovladan cinnosti aplikace jsou
jiz implementovany ( naprklad pozadan o spusten garbage collector sledo-
vaneho virtualnho stroje ). Lze si doimplementovat libovolne dals ovladac
prvky. Specikace technologie urcuje pouze rozhran pro tvorbu ovladacch
prvku a zalez na implementaci, co bude delat.
2.3.1 Historie technologie JMX
Technologie Java management extensions, byla jako vetsina Java technolo-
gi, vyvjena prostrednictvm komunitnho procesu Java specikation request
(JSR). Prvn verze, 1.0 , 1.1 a 1.2, byly vyvjeny pod oznacenm JSR 3
[Sun(2002)] (naln verze vydana 7. zar 2000). Verze 2.0 byla vyvjena jako
JSR 255. Dle [Sun(2009)] v soucasne dobe vsak nen JSR 255 aktivn a
nen ani zahrnuto do Javy verze 7 (respektive do openJDK 1.7). Speci-
kace vzdaleneho prstupu k virtualnmu stroji Javy byla vyvjena jako JSR
160 [Sun(2003)] a naln verze byla vydana 23. rjna 2003.
Od Javy verze 5 je JMX soucast standardn knihovny Javy. Coz znamena
velke usnadnen pri nasazen aplikace do provozu. Nen zapotreb instalovat
dals knihovny, ale postac standardn instalace Javy.
2.3.2 Architektura technologie JMX
Technologie JMX je zalozena na trvrstve architekture. Tato architektura
dovoluje jednoduss prace s jednotlivymi vrstvami. Zamena implementace
v ramci jedne vrstvy ovlivn pouze minimalne implementaci v sousedn vrstve
a prakticky se nedotkne vzdalene vrstvy.
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Technologie Java management extensions se del na vrstvy:
Instrumentation vrstva Vlastn vykonny kod, ktery lze spoustet uvnitr
virtualnho stroje. Na teto urovni se nachaz spravovatelne zdroje. Vce
o techto zdrojch je v kapitolach Druhy MBeanu a Notikace.
Agent vrstva Vrstva zprostredkovavajc komunikaci mezi Instrumentation
- vnitrn vrstvou a vnejsm svetem. Vce v kapitole Agent Service a
MBean server.
Distributed management vrstva Klientska vrstva, ktera sleduje virtu-
aln stroj zvnejsku.
Rozmsten a spojen vrstev ukazuje obrazek 2.5 .
Obrazek 2.8: Architektura technologie JMX, zdroj: [Sun(2002)]
2.3.3 MBean server
MBean server je registrator MBeanu ve virtualnm stroji. Nachaz se na urovni
Agent vrstvy. Poskytuje informace o registrovanych MBeanech Distributed
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management vrstve. MBean server poskytuje vzdy pouze informace o JMX
rozhran MBeanu, nikdy jejich implementaci. MBeany jsou registrovany s uni-
katnm jmenem objektu (object name). Toto jmeno pote pouzva klient k pr-
stupu k jednotlivym JMX rozhranm MBeanu.
2.3.4 Agent services
Agent services jsou objekty, ktere prmo operuj s MBeany. Nachaz se v Agent
vrstve technologie JMX. Staraj se o spousten operac (metod MBeanu) a
o podobne technicke veci kolem MBeanu. Specikace JMX denuje nasledu-
jc Agent services:
Dynamic class loading Dovoluje dynamicke nactan trd i ze vzdalenych
zdroju.
Monitors Sleduje hodnoty atributu MBeanu a dovoluje informovat objekty
o jejich zmenach.
Timers Poskytuje planovac sluzby. Muze pracovat na bazi jednorazoveho
spusten, ci opakovaneho - periodickeho spousten.
The relation service Dovoluje vytvaret asociace mezi MBeany.
2.3.5 Druhy MBeanu
Managed Bean, neboli MBean je java objekt, ktery implementuje specicke
rozhran a slouz jako zakladn kamen technologie JMX. MBean muze sou-
casne plnit nekolik funkc:
 Poskytovatel hodnot atributu
 Poskytovatel hodnot atributu s moznost tyto hodnoty menit
 Spoustec operac
 Vydavatel notikac
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Kazdy takto implementovany a registrovany MBean muze pak poskytovat
informace (sluzby) klientum mimo virtualn stroj. Cili MBeany dokaz posky-
tovat a nastavovat hodnoty svych atributu a spoustet operace vne virtualnho
stroje na pozadan z vnejsku virtualnho stroje.
Dle knihy [Sullins(2002)] existuje nekolik druhu MBeanu, ktere se lis tm,
jak jsou vytvarena jejich JMX rozhran.
Standard MBean Nejjednoduss druh MBeanu, jehoz JMX rozhran tvor
jeho verejne metody uvedene v rozhran, ktere implementuje.
Dynamic MBean Tento druh MBeanu implementuje specicke rozhran.
Avsak jeho JMX rozhran lze za behu programu menit.
Open MBean Dynamic MBean, ktery ma jednoduss samodokumentova-
telnou implementaci.
Model MBean Rovnez druh Dynamic MBeanu, ktery ma za ukol vytvorit
generickeho predka skupine MBeanu.
2.3.6 Notikace
Oblast Notikace v technologii JMX je implementac Java udalostnho mo-
delu. To znamena, ze klient implementujc specicke rozhran se muze zare-
gistrovat jako posluchac zprav (notikac) z MBeanu (MBean serveru), ktere
registraci umoznuje. Po uspesne registraci klient dostava zpravy vydavane
MBeany.
Pri prvnch pokusech s notikacemi a planovanym rozsrenm podporova-
nych sluzeb na aplikacn server JBoss bylo zjisteno, ze aktualne pouzvana
verze serveru JBoss notikace nepodporuje. Proto bylo od pouzit notikac
v resen sledovan a spravovan upusteno.
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Druha cast teto prace je rozdelena do dvou celku:
 Popis implementace na strane serverovych sluzeb
 Popis vytvoreneho nastroje pro spravovan a sledovan sluzeb
Pro realizaci sledovan a spravovan sluzeb v ramci softwaroveho resen
MPA bylo zapotreb upravit stavajc implementaci sluzeb a navrhnout na-
stroj, ktery bude poskytovat uzivatelske rozhran pro spravovan a sledovan.
Standardn nastroj JConsole se ukazal jako nevyhovujc. Z hlediska techno-
logie JMX je sluzba JMX serverem a nastroj na spravovan a sledovan JMX
klientem.
V prvn casti teto kapitoly jsou zmneny zmeny provedene ve stavajc im-
plementaci sluzeb. Sluzby bylo zapotreb upravit tak, aby mohly registrovat
nove vytvorene MBeany. Dky spolecne inicializaci sluzeb nebylo zapotreb
zasahovat vyrazne do implementac kazde sluzby zvlast', zmena byla prove-
dena na jedinem mste.
Konkretn MBeany, ktere se registruj, urcuje volanm statickych me-
tod pomocne trdy typicky jedna radka zdrojoveho textu. Zasah do zdro-
jovych kodu sluzeb je tedy minimaln. Slozitejs implementace je pouze u
sluzeb JLaunch a RMIServer (podrobnosti o teto implementaci jsou v kapi-
tole 3.1.1).
V druhe casti teto kapitoly je popsana implementace nove vytvoreneho
nastroje s grackym uzivatelskym rozhranm. Tento nastroj byl pojmenovan
ACTMnoitor. Jedna se o program napsany v jazyku Java. Tento nastroj
prehledne zobrazuje stav spustenych sluzeb.
Uzivatelske rozhran ACTMonitoru, ktere je videt na obrazku 3.1, je tvo-
reno standardnm aplikacnm oknem. Toto okno obsahuje strom spustenych
sluzeb s barevnym oznacenm stavu uzlu.
Po kliknut na uzel MBeanu je v prave casti okna zobrazen editor pro dany
uzel. Editor slouz k zobrazen informac o rozhran MBeanu a dovoluje spous-
tet metody MBeanu. Pod cast okna urceneho pro editory se nachaz oblast
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pro vypisovan zprav. Za zpravy jsou povazovany vysledky volan MBeanu a
informace o behu aplikace ACTMonitor.
3.1 Implementace na strane JMX serveru
Sluzby, programy operacnho systemu, jsou napsany prevazne v programova-
cm jazyku Java. JMX server je cast virtualnho stroje a jako takovy je cast
implementace sluzeb. Zasahy do implementace sluzeb bylo mozno provadet
pouze v Java zdrojovych kodech. Dky dobremu, objektove orientovanemu
modelu je inicializace sluzeb provadena na spolecnem mste zdrojoveho kodu
inicializace sluzeb.
Zaroven s inicializac JMX serveru je verejne rozhran tohoto serveru re-
gistrovano do sluzby RMIServer. V RMIServeru ma sluzba obvykle dve refe-
rence. Jednu "normaln"referenci, kterou vyuzvaj ostatn aplikace k prstupu
ke zdrojum poskytovanym sluzbou. A druhou "jmx" referenci, ktera slouz
k prstupu k registrovanym MBeanum sluzby.
Prozatm nen implementovana v RMIServeru zadna vazba mezi temito
dvema referencemi. Toto je pomerne neprjemna vlastnost RMIServeru, ktera
muze vest k problemum, kdy je sluzba restartovana a jej "jmx" reference
zustane v RMIServeru, zatmco jej "normaln" reference je odstranena. Sou-
casne resen tohoto problemu spoleha na casovou prodlevu pri restartu sluzby.
Za tuto dobu by melo byt spusteno periodicke kontrolovan referenc v RMI-
Serveru, ktere neplatnou referenci vycist.
Druhym zasahem do implementace sluzeb bylo pridan registrace nove
napsanych MBeanu.
V neposledn rade bylo zapotreb implementovat nove MBaeny. Jedna se
o MBeany:
 control
 logFile watcher
 memory watcher
 runtime
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 service tester
 thread error handler
Tyto MBeany poskytuj funkcionalitu pro sledovan a spravovan aplikace,
ve ktere jsou registrovany.
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3.1.1 Vytvoren MBeanu
Bylo navrzeno a implementovano nekolik zakladnch MBeanu. Fyzicky byla
napsana pro kazdy MBean trda a jej rozhran se jmenem trdy a prponou
MBean. Mezi nove vytvorene MBeany jsou rozdeleny vsechny pozadavky
na sledovan a spravu bezc sluzby.
V tabulce 3.1 je prehled zakladnch MBeanu s jejich poli pusobnosti.
Nazev MBeanu Oblasti pusobnosti
control spousten prkazu
logFile watcher sprava logovan udalost
memory watcher sprava pameti
runtime informace o nastaven sluzby
service tester testovan, zdali je sluzba v korektnm stavu
thread error handler poskytovan informac o spustenych vlaknech
Tabulka 3.1: Prehled zakladnch MBeanu
Control MBean je dynamicky MBean a je tvoren na zaklade instance
trdy CommandServer. Tato trda registruje prkazy, ktere pak lze zadavat
do prkazoveho radku sluzby. MBean slouz k vyvolan techto prkazu bez
nutnosti zadavat prkaz do prkazoveho radku sluzby.
LogFile watcher je standardn MBean, ktery poskytuje informace o logo-
vanych udalostech. Tento MBean dovoluje nastavit logovan udalost. Uda-
losti jsou na ruznych mstech logovany ruznymi instancemi trdy Logger. U
instanc trdy Logger lze vzdalene nastavit mnozstv udalost, ktere budou
zaznamenavat dle jejich priority. MBean umoznuje take ulozit aktualn stav
vlaken do souboru.
Runtime MBean poskytuje informace o spustenem virtualn stroji a navc
umoznuje zobrazit nastaven MPA aplikace dane souborem .properties.
Service tester je MBean, pomoc nehoz sluzba testuje stav sveho jmx
rozhran. Neuspesny test se promta do stavu sluzby, ktery je zobrazovan
v ACTMonitoru.
Thread error handler je novejs MBean, ktery slouz k testovan, zda-li
nedoslo ke stavu znamemu jako deadlock. Zobrazuje i dals informace o vlak-
nech bezc sluzby.
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3.1.2 Zasahy do serverovych aplikac
Stavajc implementaci sluzeb bylo zapotreb upravit tak aby pri svem spus-
ten inicializovaly JMX a pote registrovaly MBeany do MBean serveru virtu-
alnho stroje.
Nastest prakticky kazda MPA aplikace pri spusten vola specialn iniciali-
zaci systemu. V ramci teto inicializace se deje naprklad:
 Nastaven logovan - zaznamenavan udalost do souboru.
 Vyzaduje se prihlasen pomoc jmena a hesla.
 Aplikace se registruje v RMIServeru.
 Spusten vlakna sledujc alokovanou pamet' programu.
 Spusten vlakna upozornujc na vznik Deadlocku.
 Inicializace narodnho prostred.
Do stavajc implementace inicializace aplikace byla pridana i inicializace
JMX.
Registrovan MBeanu se pak deje po inicializaci systemu, a to jednodu-
chym volanm statickych metod trdy, ktere pomaha s registrac MBeanu.
Zasahy do zdrojovych souboru sluzeb byly tedy minimaln. U beznych sluzeb
byly pridany jednotky radku kodu s registrac MBeanu. Trochu narocnejs
byla registrace control MBeanu, ktery je vytvaren z CommandServeru (viz
kapitola 3.1).
Slozitejs, atypickou implementaci vyzaduje registrace MBeanu u sluzeb
RMIServeru a JLaunch. U sluzby RMIServer lze zaregistrovat MBean server
(a tedy i MBeany) az po jejm plnem spusten.
Sluzba JLaunch je jedinecna tm, ze jako jedina sluzba, muze byt korektne
spustena i bez spojen se sluzbou RMIServer. Situace, kdy je sluzba JLaunch
spustena a presto nema spojen s RMIServem, nastava naprklad pri moz-
nosti ztraty spojen s databaz a nasledneho restartovan vsech sluzeb. Po
restartovan sluzby RMIServer je nutne zaregistrovat opet vsechny MBeany
v podobe MBean serveru sluzby JLaunch.
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3.2 ACTMonitor
Aplikace poskytujc prehled bezcch aplikac a moznost jejich spravy byla
pojmenovana ACTMonitor. ACT je zkratka technologie Advanced Compo-
nent Technology, coz je technologie spolecnosti Systema spolecna pro vsechny
produkty spolecnosti vyvjene spolu s MPA. Monitor pak znac ucel aplikace
- sledovat bezc sluzby.
Obrazek 3.1: ACTMonitor
Aplikace je implementovana v jazyku Java. Nektere konguracn soubory
jsou napsany v jazyce XML. V prubehu implementace byl pridan pozada-
vek na internacionalizovatelnost aplikace. Nyn aplikace podporuje nemecke,
ceske a anglicke jazykove prostred.
ACTMonitor jako jedna z mala aplikac v softwarovem resen MPA muze
byt spustena a bez vetsch omezen provozovana bez spojen s RMIServerem.
Je tomu tak proto, aby bylo mozne RMIServer z ACTMnonitoru spoustet a
nebylo zapotreb ACTMonitor restartovat pri restartovan RMIServeru.
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3.2.1 Nasazen aplikace
Aplikace ACTMonitor muze bezet na jakemkoliv stroji, ktery ma prstup
ke sluzbe RMIServer. Typicky je ACTMonitor spusten na stroji se sluzbami
a v poctaci administratora systemu.
Obrazek 3.2: ACTMonitor - model komunikace
Model komunikace ACTMonitoru se sluzbami je zobrazen na UML dia-
gramu 3.2. ACTMnonitor stejne jako vsechny ostatn aplikace v MPA nava-
zuje spojen se sluzbami pomoc RMIServeru. Nektere operace nad sluzbami
provad prmo. Jine operace provaz za pomoci sluzby JLaunch.
Naprklad spousten a ukoncovan sluzeb je provadeno z ACTMonitoru
pomoc metody control MBeanu sluzby JLaunch. Zatm co zskavan velikosti
aktualne alokovane pameti je provadeno prmo volanm metody MBEanu
sluzby.
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3.2.2 Prehled aplikace
ACTMonitor ma standardn gracke uzivatelske rozhran. Toto rozhran je
videt na obrazku 3.1 . Na nejvyss urovni je okno aplikace rozdeleno na dva
panely. V levem panelu je zobrazen strom spustenych sluzeb. Pravy panel je
rozdelen opet na dva panely. Pravy horn panel slouz k zobrazovan podrob-
nost dle volby ve stromu sluzeb. Pravy doln panel se nazyva vystupn oblast
a jsou sem barevne vypisovany vystupy volan MBeanu sluzeb a informace o
behu ACTMonitoru.
Menu aplikace ACTMonitor je rozdeleno do dvou oblast: Akce a Volby.
Obe polozky menu jsou zobrazeny na obrazku 3.3. Polozka menu Akce na-
bz moznost zobrazit soubor se zaznamenavanymi udalostmi, smazat zpravy
z praveho dolnho panelu a ukoncit aplikaci.
Obrazek 3.3: ACTMonitor - menu
Polozka menu Volby nabz moznost nastaven automatickeho obnovovan
aplikace a frekvenci tohoto obnovovan. Toto nastaven je dulezite, protoze
sledovane sluzby samovolne nesdeluj informace o svem behu, ale ACTMo-
nitor si mus zadat o jejich stav.
3.2.3 Strom sluzeb
Levy panel ACTMonitoru je tvoren stromem sluzeb. Tento strom je dyna-
micky vytvaren na zaklade kongurace sluzby JLaunch. Pokud sluzba JLaunch
nen spustena, je zobrazen pouze sedive korenovy uzel JLaunch.
Velkym prnosem teto aplikace je gracke znazornen uzlu sluzeb a MBe-
anu. Na obrazku 3.4 jsou zobrazeny ruzne stavy sluzeb ve stromu. Pokud
aplikace nen spustena, respektive jej reference nen v RMIRegistry, je uzel
zobrazen sedive. Pokud sluzba bez bez znatelnych problemu, je uzel sluzby
zobrazen zelene.
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Obrazek 3.4: ACTMonitor - stavy sluzeb
Existuje nekolik ukazatelu problemu ve spustene sluzbe. Nejcasteji se
jedna o logovanou udalost na urovni upozornen nebo chyba. Dalsm uka-
zatelem je naprklad velikost volne pameti. Pokud nektery z techto ukazatelu
ukazuje na problemy se sluzbou (dochaz volna pamet', nastala a byla lo-
govana necekana udalost), uzel teto sluzby zmen barvu na oranzovou nebo
cervenou. Barva vyssch uzlu je pak dana nejhors barvou podrzenych uzlu.
Dky tomu se zjisteny spatny stav sluzby propaguje az do korenoveho uzlu
stromu sluzeb ACTMonitoru.
3.2.4 Editory
Po kliknut na uzel MBeanu se v pravem hornm panelu zobraz genericky edi-
tor. Tento editor slouz k zobrazen informac o hodnotach atributu MBeanu,
k nastaven hodnot MBeanu a spousten metod.
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Obrazek 3.5: ACTMonitor - RepoServer control MBean
Tyto editory jsou vytvareny dynamicky na zaklade JMX rozhran daneho
MBeanu. Dynamicke vytvaren editoru, je dulezita vlastnost, ktera v prpade
zmeny JMX rozhran MBeanu predchaz potrebe menit implementaci editoru
pro tento MBean, ale stavajc mechanismus sam vytvor, pri kliknut na uzel,
editor jiny.
3.2.5 Editory obecnych MBeanu
Jak jiz bylo zmneno, vsechny bezne sluzby maj registrovany zakladn, spo-
lecne MBeany. Tato kapitola popisuje moznosti pouzit obecnych MBeanu
prostrednictvm ACTMonitoru. Jsou zde popsany moznosti editoru pro MBe-
any: control MBean, logFile watcher MBean, runtime MBean a skupinu stan-
dardnch MBeanu virtualnho stroje.
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Obrazek 3.6: ACTMonitor - JLaunch control MBean
Na obrazku 3.6 je zobrazen editor control MBeanu sluzby JLaunch. Tento
editor je tvoren dynamicky dle JMX rozhran MBeanu. Protoze control MBean
je dynamic MBean (viz kapitola 2.3.5), je teoreticky mozne, ze se jeho JMX
rozhran muze za behu programu menit. Prakticky je pouze vytvaren dyna-
micky pri spousten sluzby a pak uz se nemen. Prkladem takto promenneho
JMX rozhran je rozhran control MBeanu sluzby JLaunch. Prkazy Restart
a Shutdown jsou pridavany pro kazdou sluzbu, ktera je uvedena v konguraci
sluzby JLaunch.
Rozhran control MBeanu je specicke pro kazdou sluzbu, jak je patrne
z obrazku 3.5 a 3.6. I kdyz se jedna o stejnou trdu MBeanu, ale editory jsou
odlisne.
Operace, ktere lze nyn pohodlne spoustet kliknutm v editoru control
MBeanu ACTMonitoru, bylo drve nutne spoustet prkazy v prkazovem
radku sluzby.
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Serverove sluzby bez typicky v operacnm systemu Windows Server. Pri
testovan prechodu na novou verzi Windows Server 2008 bylo zjisteno, ze v tom-
to operacnm systemu je mala podpora klasickych "cernych"oken prkazoveho
radku. Vzhledem k tomu, ze doposud administratory Serverovych sluzeb nic
nenutilo pouzvat ACTMonitor namsto prkazu v prkazovem radku, bylo
implementovano nastaven, ktere znemozn zadavan prkazu v prkazovem
radku sluzby a donut uzivatele pouzt control MBean v ACTMonitoru.
Obrazek 3.7: ACTMonitor - JLaunch logle MBean
Dalsm dulezitym editorem je editor pro logFile watcher MBean. Lo-
gFile watcher je MBean poskytujc informace o zakladnm stavu sluzby
na zaklade zaznamenavanych (logovanych) udalost.
MBean sledujc alokovanou operacn pamet' sluzby se nazyva memory wat-
cher. Tento MBean umoznuje nastavit hranici, pri ktere je povazovan pomer
vyuzite pameti oproti alokovane pameti za kriticky.
Tento MBean byl casto vyuzvan pri testovan indikace stavu sluzeb. Do-
voluje za behu aplikace menit kriteria, pri kterych je pomer vyuzite pameti
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proti alokovane pameti povazovan za kriticky. Je-li zapotreb nastavit stav
sluzby za kriticky, a to tak, aby sluzba sama tento svuj stav indikovala a
nebyl ohrozen jej beh, stac nastavit hranici kritickeho pomeru na nzkou
hodnotu. Naprklad hodnota, kdy jiz desetinove vyuzit alokovane pameti je
kriticke, spolehlive zmen optiky stav sluzby.
Obrazek 3.8: ACTMonitor - runtime MBean
Na obrazku 3.8 je zobrazen stav ACTMonitoru po zavolan metody showBase-
RuntimeProperties. Ve vystupn oblasti je videt cerveny vystup volan teto
metody. Metoda showBaseRuntimeProperties je jedna z metod runtime MBe-
anu. Runtime MBean slouz zejmena k zskavan informac o bezcm virtual-
nm stroji, navc poskytuje i informace o vlastnostech - properties specickych
pro aplikace bezc v ramci softwaroveho resen MPA.
Ve stromu sluzeb je take uzel reprezentovany slozkou s nazvem jvm. Uzly
pod tmto uzlem jsou standardn MBeany virtualnho stroje. Tyto uzly nejsou
barevne oznaceny barevnym koleckem jako ostatn uzly, msto barevneho
kolecka maj pouze otaznk. Tyto uzly se opticky nepodl na stavu sluzby.
Na obrazku 3.9 je zobrazen editor pro jeden ze standardnch MBeanu virtual-
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Obrazek 3.9: ACTMonitor - jvm MBeany
nho stroje, a to Runtime MBeanu. Tento MBean prinas zakladn informace
o spustenem virtualnm stroji.
Kazdy uzel sluzby take obsahuje uzel LogFile. Po kliknut na tento uzel
se zobraz v novem okne soubor s ulozenymi zaznamenavanymi udalostmi.
Pro zobrazen obsahu tohoto souboru bylo pouzito existujc komponenty
MPA. Byl vytvoren potomek teto komponenty, ktery dovoluje nacst soubor
ze vzdaleneho umsten.
Ke cten souboru s udalostmi byl pouzit logFile watcher MBean, kteremu
bylo pridano nekolik metod.
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3.2.6 Implementace aplikace
Aplikace ACTMonitor je napsana v programovacm jazyku JavaSE 6. Vy-
voj postupne prochazel verzemi oprav vyvojarskeho balku JDK a soucasne
podporovana verze je Java SE 6 Update 23. K prekladu zdrojovych kodu byl
pouzit nastroj Maven konkretne verze 2. K psan zdrojovych kodu byl pouzit
nastroj Eclipse a to postupne od verze 3.3 az po verzi 3.6. K standardnmu
sestaven Eclipse byly instalovany nektere zasuvne moduly - pluginy.
Pluginy pouzite pri vyvoji ACTMonitoru:
FindBugs Potencialn defekty kodu na urovni prelozenych .class souboru
hlda FindBugs plugin. Tento plugin pomaha odhalit programatorske
chyby jiz pri psan zdrojoveho kodu v editoru se zapnutym automa-
tickym prekladem.
Checkstyle Kontrolu konvenc pri psan zdrojoveho kodu zabezpecuje Checkstyle
plugin. Ten take hlda nektere vlastnosti kodu, jako je naprklad ve-
rejne atributy trdy, velky pocet radku trdy a metody, velky pocet
argumentu metody a mnoho dalsch. Nut tedy programatora vyhnout
se temto nerestem, ktere cin zdrojovy kod neprehledny.
Maven Tento plugin podporuje preklad zdrojovych kodu pomoc nastroje
Maven. Pomaha zejmena pri prekladu projektu, ktery pouzva knihovny
tretch stran, ktere jsou svazany s projektem pomoc programoveho
objektoveho modelu Mavenu.
QuantumDB QuantumDB plugin je pouzvan k prstupu do databaze pro-
strednictvm jazyku SQL.
Team Team plugin prinas podporu verzovacho systemu PForce.
Aplikace ACTMonitor byla vyvjena v komercnm prostred. Proces vy-
voje se musel rdit pravidly spolecnosti, pro kterou byla aplikace vyvjena.
Psan programu bylo rozdeleno na ulohy s odhadem trvan obvykle do dvou
clovekodn.
Typicky proces psan kodu v ramci jedne teto ulohy byl rozdelen do ne-
kolika kroku. Prvn krok byla vzdy analyza zadan. Druhym krokem bylo
napsan vlastnho zdrojoveho kodu. Tento zdrojovy kod byl pote vlozen do
verzovacho systemu. Do pruvodnho dokumentu ulohy byla zmena popsana a
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byly pridany instrukce pro manualn otestovan. Dalsm krokem byla kontrola
zdrojoveho kodu pomoc takzvaneho code-review. Code-review je zjednodu-
sene receno zkontrolovan zdrojoveho kodu osobou, ktera kod nepsala.
Code-review bylo provadeno zkusenejsmi zamestnanci spolecnosti. Po-
kud byly nalezeny defekty kodu, byl zdrojovy kod vracen autorovi na opravu.
Po oprave byl proces code-review opakovan. Kdyz byl zdrojovy kod vyhovu-
jc, byl poskytnut zadavateli k softwarovemu testovan.
3.3 Overovan kvality implementace
Softwarovy produkt Medical Process Assistent je vyvjen s durazem na vy-
sokou kvalitu. Produkt je manualne i automaticky testovan. Testovan je
uzpusoben cely vyvojovy proces.
3.3.1 Manualn testovan
Programy dodavane v ramci softwaroveho resen Medical Process Assistent
jsou pravidelne manualne testovany zamestnanci oddelen QA (Quality as-
surance). Kazde sestaven produktu je pred instalac k zakaznkovi testovano
sadou zakladnch manualnch testu a vyberem rozsirujcch manualnch testu.
Manualn testy se provadej dle popisu v dokumentu QS Template.
Format dokumentu QS Template byl zmenen v prubehu implementace.
Puvodn dokument obsahoval seznam kroku, ktere tester musel provest, aby
overil chovan programu. Novy format dokumentu obsahuje tabulku o dvou
sloupcch. V prvnm sloupci je uveden popis akce, kterou mus tester provest.
V druhem sloupci je ocekavany vysledek akce (slovn popis ci obrazek). Oba
formaty dokumentu obsahuj pole pro vyplnen doplnkovych udaju o manu-
alnm testu. Do techto pol se zadava napr. verze softwaru, od ktere je mozne
tento test provest, motivace k tomuto testu, predpokladany cas proveden
testu. Dokumenty QS Template jsou sdleny mezi vyvojari a testeri, pricemz
pravo vytvaret je a editovat maj obe strany. K softwarovemu resen teto
prace byly napsany destky dokumentu QS Template.
Po proveden manualnho testu tester zapse vysledky testu do QS doku-
mentu. QS dokument je automaticky svazan s dokumentem QS Template.
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Pokud byl test neuspesny, tester navc vytvor dokument o chybe s odkazem
na QS dokument s neuspesnym manualnm testem.
Manualne byla take testovana kazda zmena uverejnena ve verzovacm sys-
temu. Toto testovan probhalo na zaklade overovan implementace daneho
ukolu. Kazdy ukol ma svuj pruvodn dokument. Tento dokument ma odkaz na
vsechny zmeny ve verzovacm system tykajc se daneho ukolu. Po dokoncen
ukolu a code review je dokument predan testerovi na otestovan s instruk-
cemi ohledne postupu. Instrukce pro manualn otestovan mohou obsahovat
jak popis postupu nebo odkaz na dokument QS Template, tak i zmnku, ze
se jedna o technicky ukol, ktery nemen ani nepridava funkcnost programu s
poznamkou, ktera oblast softwaru byla zmenou postizena. Tester pote pro-
vede manualn test resen ukolu. Pokud test uspeje, tester oznac dokument
ukolu a zmeny ve verzovacm systemu za otestovane.
3.3.2 Automaticke testovan
Soucast vyvoje resen vzdalene spravy aplikac v ramci nemocnicnho in-
formacnho systemu byl vyvoj, spousten a sprava automatickych testu. Pro
psan automatickych testu byla vyuzita existujc podpora. Z historickych
duvodu existuje podpora dvou frameworku pro psan automatickych testu.
Stars podpora, rozsirujc framework JUint, se nazyva MPAUnit a novejs
verze, vychazejc z frameworku TestNG, ACTUnit.
Podpora MPAUnit vychaz ze stars verze JUnit frameworku, kde je za-
potreb dedit od abstraktn testove trdy. MPAUnit ma vlastnho predka pro
testove trdy, ktery res inicializaci prostred a publikovan vysledku testu.
ACTUnit je novejs podpora pro psan automatickych testu zalozena na
frameworku TestNG. Testy se ps pomoc anotac. Podpora vznikla v dobe,
kdy psan testu pomoc anotac nebylo s frameworkem JUnit mozne. O tom,
ze psan testu pomoc anotac je oblbene, svedc fakt, ze podpora pro psan
testu pomoc anotac pribyla take do novejsch verz JUnit frameworku.
Vetsina testu byla napsana s podporou pro testy ACTUnit. Jedina vec,
kvuli ktere byl v nekterych testech pouzit MPAUnit frameworkem, je spous-
ten testu v separatnm procesu. Zakladn chovan automatickych testu je, ze
jsou vsechny testy spousteny v jedne instanci virtualnho stroje. MPAUnit
dovoluje spustit test v novem procesu, coz je zapotreb ve chvli, kdy nekolik
paralelnch testu vyuzva globaln zdroje. Nebo v prpade, kdy test potrebuje
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testovat selhaln globalnho zdroje, ktery po testu nedokaze obnovit. Pr-
padne test potrebuje nastavit specicke podmnky pro svuj beh a navracen
puvodnho stavu virtualnho stroje nen trivialn.
Automaticke testy jsou spousteny pravidelne kazdy den. Kvuli poctu pod-
porovanych verz produktu jsou testy pro danou verzi spousteny priblizne
jednou tydne. Pro kazdy beh testu je automaticky vytvoren dokument. V
prpade, ze test neuspel, je manualne vytvoren dokument o neuspesnem testu
s odkazem na dokument o behu testu. Dokument o neuspesnem testu je na-
planovan na opravu nebo prmo prirazen vyvojari na opravu.
Automaticke testy monitorovacho nastroje jsou rozdeleny do dvou sku-
pin: pomale a rychle. Rychle testy jsou urceny pro spusten na vyvojarskem
stroji pred kazdou publikac zmeny kodu. Jejich beh trva maximalne jednotky
minut. Beh pomalych testu zabra radove destky minut, a proto je spousten
pouze pred publikovanm rozsahlejs zmeny ve zdrojovem kodu.
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Prace vznikla na zaklade zadan rakouske rmy Systema Human Information
Systems GmbH. Prakticka cast, napsan programu, byla realizovana v pro-
stred rmy Querity s.r.o. v Plzni.
Prnos programu ACTMonitor je nesporny. Sprava systemu byla do vzniku
a realizace teto prace narocna a nepresna. Velice tezko se hledaly v systemu
prciny problemu a resen vetsinou vedla k restartovan sluzeb ci klientskych
programu. Administratori serverovych sluzeb zskali v podobe ACTMonitoru
mocny nastroj ke sledovan a sprovovan systemu MPA.
Program ACTMonitor je v dobe odevzdan prace nasazen v produkcnm
systemu. Faze vyvoje je jiz dokoncena a projekt je ve fazi oprav chyb a
udrzby. Prubezne jsou upravovany funkce vzhledem ke zmenam funkc mo-
nitorovanych programu.
Z hlediska bakalarske prace jakozto dokumentu, ktery muze slouzit jako
inspirace pro dals podobne prace, je treba alespon kratce zmnit nekolik vec,
ktere se pri vyvoji aplikace osvedcily.
JMX Pouzita technologie JMX je jednoznacne dobra volba a behem vyvoje
s n nebyly prakticky zadne problemy.
Uroven zdrojoveho kodu Naprosto nejdulezitejs pri vyvoji je psat ci-
telny, samodokumentovatelny kod. K jiz napsanemu kodu jsem se ne-
kolikrat vracel a zpocatku se mi stavalo, ze jsem se ve vlastnm kodu
nevyznal. Postupem casu jsem si navykl na konvence a zdrojovy kod
se stal citelnejs. Vzhledem k tomu, ze program byl vyvjen za pomoci
verzovacho systemu, kdokoliv si mohl me zdrojove kody precst a musel
se v nich take orientovat.
Nastroje pro zjist'ovan defektu zdrojoveho kodu Bylo zajmave zjis-
tit, kolik potencialnch problemu bylo nalezeno ve zdrojovem kodu
po zapnut nastroju pro zjist'ovan defektu. Kdyby tyto nastroje byly
aktivn uz od zacatku, jiste bych si usetril cas pri vyvoji.
Test-driven development Test-driven development je zpusob psan zdro-
joveho kodu na zaklade automatickych testu. Programator nejdrve na-
pse automaticky test a az pote vykonny kod. Zpocatku se zda psan
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testu zdlouhave a zbytecne, ale po case se automaticke testy ukazuj
jako neocenitelna pomucka pri refaktorovan a zasahu do stavajcho
kodu, ktery je temito testy pokryt.
Poctejte s problemy Jiste bych si usetril spoustu casu upravovanm sta-
vajc implementace, kdyby byla od zacatku navrzena tak, ze predpo-
klada, ze vse co se muze pokazit, tak se pokaz. Naprklad overovan,
zda-li je sluzba stale dostupna na sve adrese, protoze mohlo dojt k je-
jmu nasilnemu ukoncen. Pretzena st' a dals mozne problemy mus
byt od zacatku brany v potaz.
Na zaver bych rad podekoval vsem kolegum, kter se podl na vyvoji a
udrzbe MPA. A v prvn rade dekuji inzenyru Jirmu Kimlovi za bedlive bden
nad projektem ACTMonitor, za hodiny stravene nad code-review meho kodu
a za vse, co jsem se od tohoto vyborneho a zkuseneho programatora naucil.
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