In this paper, we consider the fourth-order Neumann boundary value problem u (4) 
Introduction
It is well known that Neumann boundary value problem for the ordinary differential equations and elliptic equations is an important kind of boundary value problems. By using fixed point theorems in cone, in [1, 10, 11] , the authors discussed the existence of positive solutions to ordinary differential equation Neumann boundary value problems. In [6] , the authors discussed 2mth order ordinary differential equation Neumann boundary value problems by using the critical point theory and the monotone operator principle, and obtained the existence of one nontrivial solution, infinitely many solutions and a unique solution under certain conditions, respectively. There are also papers which study nonlinear elliptic equation Neumann boundary value problems, see [5, 12] . However, there are few papers which study fourth-order Neumann boundary value problems by Morse theory. In this paper, motivated by Liu and Sun [8, 9] , using the fixed point index and the critical group, we discuss the existence of sign-changing solutions and positive solutions to the following nonlinear fourth-order Neumann boundary value problem (BVP):
u (4) The following theorem is the main result of this paper. 
(t) − 2u (t) + u(t) = f t, u(t)
,
Proof of main result
It is well known that the solution of BVP (1.1) in C 4 [0, 1] is equivalent to the solution of integral equation
where
Let C[0, 1] be the usual real Banach space with norm u 0 = max t∈ [0, 1] 
We now define operators K on L 2 [0, 1] and f on C[0, 1] as follows:
Then the solution of integral equation (2.1) in C[0, 1] is equivalent to the solution of operator equation
For the linear operator K, it is easy to see that Lemma 2.1. 
R). Then the existence, uniqueness and multiplicity of solution on both equations
Then the existence of positive solution, negative solution and sign-changing solution is also equivalent for these two equations, respectively.
Proof. The proof of (i) refers to [7, Lemma 3.1] . Now we only prove the equivalence for the sign-changing solution.
The proofs for the positive and negative solution are similar. Let u be a sign-changing solution of the equation
. This is a contradiction. Therefore, v = Kfu is also a signchanging solution of the equation v = KfKv. On the other hand, let v be a sign-changing solution of
. This is a contradiction. Therefore, u = Kv is also a sign-changing solution of the equation u = K 2 fu. The proof is completed. 2
In what follows, we always assume that conditions (f 1 )-(f 4 ) hold.
Proof. By the condition (f 3 ), there exist δ ∈ (0, 1) and C > 0 such that
We now prove that u = tKfKu for all t ∈ [0, 1] and u ∈ P with
This implies that
. This is a contradiction. Thus, the fixed point index i(T , P R , P ) = 1, where P R = {u ∈ P : u 0 < R}.
By the condition (f 2 ), there exist δ 1 ∈ (0, 1) and r 0 ∈ (0, R 0 ) such that
We now prove that u = KfKu + te 0 for all t 0 and u ∈ P with u 0 = r < r 0 . In fact, if there exist t 1 0 and u 1 ∈ P with u 1 0 = r such that u 1 = KfKu 1 + t 1 e 0 , then we have from (2.3) that
This implies that (u 1 , e 0 ) 0. This is a contradiction. Thus, the fixed point index i(T , P r , P ) = 0. Therefore, i(T , P R \P r , P ) = 1, and then T has at least a fixed point u * ∈ P R \P r , whereP r = {u ∈ P : u r}. Obviously, Lemma 2.1 implies that u * = T u * ∈ P • . The proof is completed. 
where t 0 is a parameter. 
Suppose that u ∈ X is a solution of Eq. (2.4) with some t 0, then u w, so Lemma 2.1 and the increasing property of f imply that
Taking the inner product to Eq. (2.4) with e 0 , we have from (2.5) that
The proof is completed. 
) must be sign-changing solutions. We may assume that there is only a finite number of solutions in 
t, Ku n (t) Kv
+ n (t) dt = v + n 2 − 1 0 f t, (Ku n ) + (t) + (Ku n ) − (t) (Ku n ) + (t) dt = v + n 2 − 1 0 f t, (Ku n ) + (t) (Ku n ) + (t) dt = v + n 2 − 1 0 f t, Kv + n (t) Kv + n (t) dt v + n 2 − λ 0 (1 − δ) Kv + n 2 − C 1 0 Kv + n (t) dt v + n 2 − λ 0 (1 − δ) λ 0 v + n 2 − C μ 0 v + n = δ v + n 2 − C v + n , n∈ N. It follows that o(1) v + n δ v + n 2 − C v + n , n∈ N. Therefore, {v + n } is bounded. Then {J (v + n )} is bounded. Since J (u n ) = 1 2 u n 2 − 1 0
F t, Ku n (t) dt
In order to find a bound for {v − n }, we use a contradiction and assume that v − n → ∞ as n → ∞. Defining w n = v − n / v − n , n ∈ N, and selecting a subsequence if necessary, we have w n → w 0 weakly in L 2 [0, 1], and so Kw n → Kw 0 strongly in
. By conditions (f 2 ) and (f 4 ), there exists C 2 > 0 such that F (t, x) C 2 |x| 2 for all t ∈ [0, 1] and x 0. Since {J (v − n )} is bounded, we have
Let n → ∞, by (2.7), we have that 1/2 C 2 Kw 0 2 , and then
On the other hand, since {v + n } is bounded, it follows from (Ku n ) + = Kv + n that {f(Ku n ) + } is also bounded. Taking the inner product of J (u n )/ v − n with e 0 , we see from (2.5) that
This implies that (w 0 , e 0 ) 0, i.e., (Kw 0 , e 0 ) 0, which is a contradiction with Kw 0 0 and Kw 0 = 0. Conse-
It follows from the fact u n − T u n → 0 and T is completely continuous that {u n } has a convergent subsequence. Therefore, J satisfies P.S. condition. The proof is completed. 2
For definition and properties of critical groups of a functional at an isolated point, we refer to [3] . Similar to [3 
Proof. We consider the initial value problem (2. (i) For each u ∈ X, the solution of (2.8)
Proof. We only prove (i), proofs of (ii) and (iii) are similar. Let u ∈ X. Since X is a closed convex subset of C [0, 1] and T (X) ⊂ X, it follows that
We now consider (i). If there exists t 2 ∈ (0, τ (u)) such that φ(t 2 , u) ∈ X c , then there exists t 1 ∈ (0, t 2 ) such that φ(t 1 , u) ∈ ∂X, and φ(t, u) ∈ X c for all t ∈ (t 1 , t 2 ]. Consider the following initial value problem:
It follows from (2.10) and Lemma 2.8 that there exists δ > 0 such that φ(t, u) ∈ X for all t ∈ [t 1 , t 1 + δ), which is a contradiction. Therefore, for each u ∈ X, we have φ(t, u) ∈ X for all t ∈ [0, τ (u)). The proof is completed. 2 Therefore,
Since the limit lim t→+∞ J (φ(t, u)) exists, and t n → +∞, t n → +∞, then δ 0, which is a contradiction. Therefore,
It follows from Lemma 2.10 that there exists ε 1 > 0 such that
Since lim n→∞ φ(t n , u) −ũ = 0, we can choose two sequences {t n }, {t n }, and a subsequence of {t n }, without loss of generality, we can assume that this subsequence is {t n } itself, such that t n < t n < t n , and
Thus, 
where Since C q (J, 0) ∼ = δ qk 0 R by Theorem 2.6 and k 0 2, u 2 = 0 is a sign-changing solution. The proof is completed. 2
We are ready to prove the theorem. which is impossible. Therefore, T has a fixed point in U \ (U 1 ∪ U 2 ∪ {0, u 2 }), which is a second sign-changing solution of u = T u. 2
