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CRITICAL BASES FOR TERNARY ALPHABETS
VILMOS KOMORNIK AND MARCO PEDICINI
Abstract. Glendinning and Sidorov discovered an important fea-
ture of the Komornik–Loreti constant q′ ≈ 1.78723 in non-integer
base expansions on two-letter alphabets: in bases 1 < q < q′ only
countably numbers have unique expansions, while for q ≥ q′ there
is a continuum of such numbers. We investigate the analogous
question for ternary alphabets.
1. Introduction
Given a real base q > 1 and a finite alphabet A ⊂ R (having at least
two elements), by an expansion of a real number x we mean a sequence
c = (ci) ⊂ A satisfying the equality
piq(c) = piq(ci) :=
∞∑
i=1
ci
qi
= x.
We denote by A∞ the set of all sequences c = (ci) ⊂ A, by UA,q the set
of numbers x having a unique expansion, and by U ′A,q ⊂ A∞ the set of
the corresponding expansions.
The structure of the univoque set UA,q is well known for the regular
alphabets A = {0, 1, . . . ,m}, m = 1, 2, . . . ; see, e.g., the reviews [10],
[16] and their references. For the general case a number of basic results
have been given in [25].
Writing a := minA and b := maxA, it is clear that the lexicograph-
ically smallest and greatest sequences a∞ and b∞ belong to U ′A,q for all
q > 1.
Here and in the sequel we emply the notation of symbolic dynamics.
For example, we denote by a∞ the constant sequence a, a, . . . , by (ab)∞
the periodic sequence a, b, a, b, . . . , by {ab, abb}∞ the set of sequences
formed by the blocks A1, A2, . . . , where each block is equal to one of
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the words ab or abb, and by d∗ {ab, abb}∞ the union of the sequences of
the form c, dc, ddc. . . with some sequence c ∈ {ab, abb}∞.
For the regular alphabets A = {0, 1, . . . ,m} the univoque sets U ′A,q
are increasing with q. In the general case the following holds:
Proposition 1.1. Fix an alphabet A.
(i) If q > 1 is sufficiently close to one, then U ′A,q = {a∞, b∞}.
(ii) If
q > 1 +
aJ − a1
minj>1 {aj − aj−1} ,
then U ′A,q = A∞.
(iii) If
(1.1) 1 < q ≤ RA := 1 + aJ − a1
maxj>1 {aj − aj−1} ,
and p > q, then U ′A,q ⊂ U ′A,p.
It follows from the proposition that there exist two critical bases pA
and rA such that 1 < pA ≤ rA, and
q ∈ (1, pA) =⇒ U ′A,q is finite;
q ∈ (pA, rA) =⇒ U ′A,q is countably infinite;
q ∈ (rA,∞) =⇒ U ′A,q is uncountable.
It was observed without proof by Erdős [12] that either U ′A,q is count-
able, or it has the power of continuum: this property holds without
assuming the continuum hypothesis. A proof was given by Baker [3];
see also [10, Theorem 2.3.1, p. 22].
Example. For A = {0, 1} we have pA = ϕ ≈ 1.61803 (the Golden Ratio)
and rA = q′ ≈ 1.78723 (the Komornik–Loreti constant, see [18]). The
first result was proved by Daróczy et al. [5], [6] (see also [14] and
[27]), while the second was established by Glendinning and Sidorov
[15]. More precisely,
q ∈ (1, ϕ] =⇒ U ′A,q = {0∞, 1∞} ;
q ∈ (ϕ, q′) =⇒ U ′A,q is countably infinite;
q ∈ [q′,∞) =⇒ U ′A,q has the power of continuum;
q ∈ (2,∞)⇐⇒ U ′A,q = {0, 1}∞ .
For example, {0∗(10)∞, 1∗(01)∞} ⊂ U ′A,q for all q > ϕ.
See also de Vries [8] for stronger set-theoretical results.
Since the critical bases are invariant for non-constant affine trans-
formations of the alphabet, these results remain valid for all two-letter
alphabets.
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Example. For more general regular alphabets Am = {0, 1, . . . ,m}, m =
2, 3, . . . , the critical bases pAm have been determined by Baker [2]: they
are integer if m is even, and quadratic irrational numbers if m is odd.
The bases rAm have been determined in [9, p. 425] for m = 2 and
by Kong, Li and Dekking [22] for m ≥ 3. Generalizing the just men-
tioned theorem of Glendinning and Sidorov, they have proved that the
bases rAm coincide with the generalized Komornik–Loreti constants in-
troduced in [19], and hence they are transcendental numbers. For ex-
ample, we have rA2 ≈ 2.53595.
As an example we recall some results concerning the generalized
golden ratios pA for all three-letter alphabets. By an affine transfor-
mation it suffices to consider the alphabets {0, 1,m} with m ∈ [2,∞).
Properties (i)-(viii) below have been obtained in [17] (see Theorem 1.1,
the proof of Lemma 5.3 and Remark 5.12); (ix) is due to Lai [23].
Theorem 1.2 (KLP). We consider the alphabets {0, 1,m} with m ∈
[2,∞), and we write pm instead of p{0,1,m} for brevity.
(i) The function m 7→ pm is continuous.
(ii) We have 2 ≤ pm ≤ Pm := 1 +
√
m/(m− 1) for all m.
(iii) pm = 2⇐⇒ m ∈ {2, 4, 8, . . .}.
(iv) C :=
{
m : pm = 1 +
√
m/(m− 1)
}
is a Cantor set.
(v) In each connected component1 (md,Md) of (2,∞) \C there exists
a point µd such that pm is decreasing in [md, µd] and increasing
in [µd,Md]. Moreover, pm is given by two explicit formulas in
(md, µd] and [µd,Md), respectively.
(vi) If q ∈ (1, pm), then U ′A,q = {0∞,m∞}. Furthermore, U ′A,pm =
{0∞,m∞} if and only if m ∈ [md,Md] where (md,Md) is a con-
nected component of (2,∞) \ C.
(vii) If q > pm, then {m∗δ′} ⊂ U ′A,q with some sequence δ′ 6= m∞
depending on m, to be described later.
(viii) If q ∈ (1, Pm), then each element of U ′m,q \ {0∞} has the form 0∗c
with some c ∈ {1,m}∞.
(ix) If q ∈ (1, Pm), then U ′m,q is countable.
It follows from these results that
(1.2) 2 ≤ pm ≤ Pm ≤ rm
for all m ≥ 2.
An interesting open problem is the determination of the critical bases
rA for all three-letter alphabets. The fact that rA is transcendental
for the simplest such alphabet {0, 1, 2} indicates the difficulty of this
problem.
1The indices d run over a set of sequences closely related to the Sturmian se-
quences in symbolic dynamics.
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A more tractable problem is suggested by property (viii) in Theorem
1.2 above: this implies that for q > pm not only U ′m,q, but already
U ′m,q ∩ {1,m}∞ is infinite.
Motivated by this example we may investigate the size of U ′A,q ∩B∞
instead of U ′A,q, with any given subset B of the alphabet A. We have
always U ′A,q ∩B∞ ⊂ U ′B,q, but the converse inclusion may fail.
To prove the first assertion we observe that if a sequence (ci) ∈ B∞
does not belong to U ′B,q, then there is another sequence (di) ∈ B∞
satisfying piq(di) = piq(ci). Since B ⊂ A, this shows that (ci) does not
belong to U ′A,q either. The second assertion follows from the following
counterexample:
Example. Let A = {0, 1, 2}, B = {0, 1} and q = 2. Then the constant
sequence 1∞ belongs to B∞ = {0, 1}∞, but it does not belong to U ′A,q
because
pi2(1
∞) = pi2(20∞).
Proposition 1.1 also implies the existence of pA,B, rA,B ∈ (1,∞] sat-
isfying pA,B ≤ rA,B and such that
q ∈ (1, pA,B) =⇒ U ′A,q ∩B∞ is finite;
q ∈ (pA,B, rA,B) =⇒ U ′A,q ∩B∞ is countably infinite;
q ∈ (rA,B,∞) =⇒ U ′A,q ∩B∞ is uncountable.
If B is empty or has a unique element, then the set U ′A,q ∩ B∞ has at
most one element, so that pA,B = rA,B =∞. Otherwise the problem is
non-trivial.
For ternary alphabets the above mentioned property may be ex-
pressed by the equality
p{0,1,m},{1,m} = p{0,1,m}(= pm).
Motivated by this we focus on the determination of
rm := r{0,1,m},{1,m},
i.e., we investigate only unique expansions not containing the zero digit.
For brevity we write henceforth
V ′m,q := U
′
{0,1,m},q ∩ {1,m}∞ .
We have thus
q ∈ (1, pm) =⇒ V ′m,q = {m∞} is finite;
q ∈ (pm, rm) =⇒ V ′m,q is countably infinite;
q ∈ (rm,∞) =⇒ V ′m,q is uncountable.
Now we are ready to state our results on ternary alphabets.
First we will complete the inequalities (1.2):
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Rm
rm
Pm
pm
Figure 1.1. Proposition 1.4: pm, Pm, rm and Rm in [2, 2.32472]
Proposition 1.3. We have
(1.3) rm ≤ Rm := 1 + m
m− 1
for all m ∈ [2,∞).
Observe that Rm is equal to the right side expression of (1.1) for the
alphabet {0, 1,m}.
Then we will determine the critical base rm for m belonging to some
special intervals.
We start with the first connected component (see property (v) in
Theorem 1.2)
[µd,Md) = [2, 1 + α)
of [2,∞) \ C, where α = 1.32472 . . . denotes the first Pisot number.
This corresponds to the smallest “admissible sequence” d = 0∞, as
explained below, in Subsection 9.1 of the Appendix. We recall (see
(9.2) below) that pm = m for all m ∈ [2, 1 + α].
Proposition 1.4. If m ∈ [2, 1 + α] = [2, 2.32472 . . .], then rm is the
unique positive solution q of the equation
piq(m1
∞) = m− 1.
Moreover, V ′m,rm is still countable.
See Figure 1.1.
Remark. A direct computation (see (9.4) below) shows that
rm =
2m− 1 +√4m− 3
2m− 2
in the component [2, 1 + α]. In particular, r2 = 1 + ϕ ≈ 2.61803.
Next we consider the connected component
(md,Md) = (2.80194 . . . , 4.54646 . . .)
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3.0 3.5 4.0 4.5
2.0
2.1
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2.3
2.4
2.5
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Rm
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pm'
pm''
Figure 1.2. Proposition 1.5: p′′m, p′m, Pm and Rm in [2.80194, 4.54646]
of (2,∞) \ C; see Figure 1.2. This corresponds to the smallest “ad-
missible sequence” d = (10)∞, as explained in Subsection 9.3 of the
Appendix, where the formula of pm = max {p′m, p′′m} is also given.
We will determine rm for m belonging to three subintervals
[md,m1], [m2,m3], [m4,Md]
of [md,Md], with
m1 ≈ 2.91286, m2 ≈ 2.992, m3 ≈ 3.10204, m4 ≈ 3.30278.
The precise definitions of these numbers will be given during the proof
of the following proposition.
Proposition 1.5.
(i) If m ∈ [md,m1] ≈ [2.80194, 2.91286], then rm is the unique posi-
tive solution of the equation
piq(m
∞ − (1m)∞) = 1.
(ii) If m ∈ [m2,m3] ≈ [2.992, 3.10204], then rm is the unique positive
solution of the equation
piq (mm1(m11m)
∞) = m− 1.
(iii) If m ∈ [m4,Md] ≈ [3.30278, 4.54646], then rm is the unique posi-
tive solution of the equation
piq(m(m1)
∞) = m− 1.
See Figures 1.3, 1.4, 1.5 for the three separate cases and Figure 1.6 for
a global picture. Part of Figure 1.6 is shown in greater detail in Figure
1.7 to understand the situation concerning the curves rm of the middle
and right intervals.
Remarks.
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Figure 1.3. Proposition 1.5 (i): pm, Pm, rm, Rm and
an auxiliary curve in [2.80194, 2.91286]
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rmπq(m∞-(1mm1)∞)=1
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pm'
Figure 1.4. Proposition 1.5 (ii): pm, Pm, rm, Rm and
an auxiliary curve in [2.992, 3.10214]
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Figure 1.5. Proposition 1.5 (iii): p′′m, p′m, Pm, rm, Rm
and an auxiliary curve in [3.30278, 4.54646]
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rm-middleπq(m∞-(1mm1)∞)=1
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pm'
pm''
Figure 1.6. Proposition 1.5: global picture in [3.30278, 4.54646]
3.06 3.08 3.10 3.12 3.14
2.340
2.345
2.350
2.355
2.360
rm-middleπq(m∞-(1mm1)∞)=1
rm-right
Figure 1.7. Proposition 1.5: the mutual positions of
the curves defining rm in the middle and right zones
(i) A straightforward computation shows that rm is the unique solu-
tion q > 2 of the polynomial equations
(m− 1)q = q2 − 1,
(m− 1)(q6 − 2q5 + q4 − q3 − q2 + 2q − 1) = q5 + q3,
(m− 1)(q3 − q2 − 2q + 1) = q2 + q
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in the three cases, respectively. In particular,
rm =
m− 1 +√(m− 1)2 + 4
2
in the first case (see (9.7)).
(ii) While pm is given by two formulas in [md,Md] (see property (v) in
Theorem 1.2), rm is given by three different formulas in different
subintervals of [md,Md]. This indicates that the determination of
rm might be more difficult than that of pm.
In the following sections we prove Propositions 1.1–1.5. All proofs
are mathematically complete, except that of Propositions 1.5 (ii). For
the latter we admit some intermediate results obtained by symbolic
computations and computer simulations; otherwise the proof would
become too long. In order to facilitate the reading, many technical
computations are collected in an Appendix at the end of the paper.
2. Proof of Proposition 1.1
Let us write A = {a1 < · · · < aJ}, J ≥ 2. We recall2 the following
description of U ′A,q:
Proposition 2.1. Let (ci) ∈ A∞ and q > 1.
(i) If (ci) ∈ A∞ satisfies for some q > 1 the conditions
∞∑
i=1
cn+i − a1
qi
< aj+1 − aj whenever cn = aj < aJ(2.1)
and
∞∑
i=1
aJ − cn+i
qi
< aj − aj−1 whenever cn = aj > a1,(2.2)
then (ci) ∈ U ′A,q.
(ii) Conversely, if
(2.3) 1 < q ≤ 1 + aJ − a1
maxj>1 {aj − aj−1}(≤ J)
and (ci) ∈ U ′A,q, then the inequalities (2.1) and (2.2) are satisfied.
Proof of Proposition 1.1.
(i) This is proved in [17, Corollary 2.7].
(ii) If
q > 1 +
aJ − a1
minj>1 {aj − aj−1} ,
then every sequence (ci) ∈ A∞ satisfies (2.1) and (2.2), so that
U ′A,q = A
∞.
2See, e.g., the proof of [17, Theorem 2.2].
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(iii) We apply Proposition 2.1. Since q satisfies (2.3) by our assump-
tion, U ′A,q is characterized by the conditions (2.1) and (2.2). Since
p > q, both conditions remain valid by changing q to p, and there-
fore U ′A,q ⊂ U ′A,p.

Example. We illustrate the usefulness of Proposition 2.1 by reproving
some assertions on the alphabet A = {0, 1}, mentioned above.
It follows from this proposition that in a base q ∈ (1, 2] a sequence
(ci) ∈ {0, 1}∞ belongs to U ′A,q if and only if
∞∑
i=1
cn+i
qi
< 1 whenever cn = 0(2.4)
and
∞∑
i=1
1− cn+i
qi
< 1 whenever cn = 1.(2.5)
If q ∈ (1, ϕ], then q−1+ q−2 ≥ 1, so that both words 011 and 100 are
forbidden in every sequence (ci) ∈ U ′A,q. This leaves only the possibili-
ties: 0∞, 1∞, 0∗(10)∞ and 1∗(01)∞. Since
q−1 + q−3 + q−5 + · · · ≥ 1,
none of the sequences 0∗(10)∞, 1∗(01)∞ satisfies (2.4) and (2.5) either,
so that U ′A,q = {0∞, 1∞}.
If q ∈ (ϕ,∞), then all sequences 0∗(10)∞, 1∗(01)∞ satisfy (2.4) and
(2.5) and hence belong to U ′A,q. Therefore pA = ϕ.
On the other hand, if q > 2, then
q−1 + q−3 + q−5 + · · · < 1,
so that (2.4) and (2.5) are satisfied for all sequences (ci) of zeros and
ones. Therefore U ′A,q = A∞.
3. Proof of Proposition 1.3
We will show that if q ≥ 1 +m/(m− 1) and k is a sufficiently large
integer, then {
m`1 : ` ≥ k}∞ ⊂ V ′m,q,
and hence V ′m,q has the power of continuum.
Applying Proposition 2.1 (i) for this special case, it suffices to show
that each sequence
(ci) ∈
{
m`1 : ` ≥ k}∞
CRITICAL BASES FOR TERNARY ALPHABETS 11
satifies the following four conditions:
∞∑
i=1
cn+i
qi
< 1 whenever cn = 0;
∞∑
i=1
cn+i
qi
< m− 1 whenever cn = 1;
∞∑
i=1
m− cn+i
qi
< 1 whenever cn = 1;
∞∑
i=1
m− cn+i
qi
< m− 1 whenever cn = m.
The first condition is trivially satisfied because there is no zero digit.
The second condition follows by using our assumption on q:
∞∑
i=1
cn+i
qi
<
∞∑
i=1
m
qi
=
m
q − 1 ≤ m− 1.
For the proof of the fourth condition first we observe that
∞∑
i=1
m− cn+i
qi
≤ piq
(
((m− 1)0k)∞) = (m− 1) qk
qk+1 − 1
if cn = m. We conclude by observing that our assumption q ≥ 1 +
m/(m−1) implies that q > 2, and then qk/(qk+1−1) < 1 for all k ≥ 0.
Finally, we have
∞∑
i=1
m− cn+i
qi
≤ piq
(
(0k(m− 1))∞) = m− 1
qk+1 − 1
if cn = 1. Since q > 1, the third condition follows by choosing a
sufficiently large integer k satisfying qk+1 > m.
4. Preliminary lemmas on ternary alphabets
We establish three elementary lemmas on ternary alphabets that will
be frequently used in the sequel.
Lemma 4.1. Let q > 2 and (ai), (bi) ∈ {1,m}∞. If (ai) < (bi), then
piq(ai) < piq(bi).
Proof. If n is the first index such that an < bn, then
piq(bi)− piq(ai) ≥ m− 1
qn
−
∞∑
i=n+1
m− 1
qi
=
m− 1
qn
(
1− 1
q − 1
)
> 0. 
Lemma 4.2.
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(i) If (ci) ∈ {1,m}∞ satisfies for some q > 2 the conditions
(4.1) piq(cn+i) < m− 1 and piq(m− cn+i) < 1
whenever cn = 1, then (ci) ∈ V ′m,q.
(ii) Conversely, if q ∈ (2, Rm] and (ci) ∈ V ′m,q, then the inequalities
(4.1) are satisfied.
Proof.
(i) Proposition 2.1 (i) contains two other conditions: piq(cn+i) < 1
whenever cn = 0, and piq(m−cn+i) < m−1 whenever cn = m. The
first condition may be omitted because there are no zero digits.
Since q > 2, the second condition is automatically satisfied, even
if cn 6= m:
piq(m− cn+i) ≤ piq((m− 1)∞) = m− 1
q − 1 < m− 1
for all n.
(ii) This is a special case of Proposition 2.1 (ii).

Henceforth a finite block a0 · · · ak of digits is called forbidden if it
cannot occur in any sequence (ci) ∈ V ′m,q.
Lemma 4.3. Let q ∈ (2, Rm] and a1 · · · ak ∈ {1,m}k. If
piq(a1 · · · ak1∞) ≥ m− 1 or of piq(a1 · · · akm∞) ≤ m
q − 1 − 1,
then the block 1a1 · · · ak is forbidden.
Proof. If (ci) ∈ V ′m,q and cmcm+1 · · · cm+k = 1a1 · · · ak for some m, then
applying the preceding two lemmas we obtain
piq(a1 · · · ak1∞) = piq(cm+1 · · · cm+k1∞)
≤ piq(cm+1 · · · cm+kcm+k+1 · · · ) < m− 1
and
piq(a1 · · · akm∞) = piq(cm+1 · · · cm+km∞)
≥ piq(cm+1 · · · cm+kcm+k+1 · · · ) > m
q − 1 − 1. 
5. Proof of Proposition 1.4
We recall that in this section we have d = 0∞, µd = 2 and Md ≈
2.32472.
Henceforth we will write f ∼ g if f and g have the same sign.
We need a lemma:
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Lemma 5.1. For each m ∈ [2,Md] there exists a number r(m) > 1
such that
(5.1) piq(m1∞)− (m− 1) ∼ r(m)− q.
Furthermore,
Pm ≤ r(m) < Rm,
and the equality r(m) = Pm holds only if m =Md.
Proof. The first assertion follows by observing that piq(m1∞) is a con-
tinuous decreasing function of q ∈ (0,∞), and
lim
q→1
piq(m1
∞) =∞, lim
q→∞
piq(m1
∞) = 0.
The second assertion follows from (9.4) and the formulas (9.5), (9.6)
of the Appendix. 
Proof of Proposition 1.4.
First step. If 1 < q ≤ r(m), then
piq(m1
∞) ≥ m− 1.
Since 2 < Pm ≤ r(m) < Rm by (5.1), by Proposition 1.1 (iii) it is
sufficient to consider the case 2 < q ≤ r(m).
Then we may apply Lemma 4.3 to infer that 1m is a forbidden block.
Hence V ′m,q ⊂ {m∞,m∗1∞}, and thus V ′m,q is countable.
Second step. If q > r(m), then V ′m,q has the power of continuum.
Indeed, our assumption on q implies that piq(m1∞) < m− 1. There
exists therefore a positive integer k satisfying
(5.2) piq((m1k)∞) < m− 1.
We complete the proof by showing that each sequence
(ci) ∈
{
m1` : ` = k, k + 1, . . .
}∞
belongs to V ′m,q.
Since q > Pm ≥ 2, it is sufficient to check the conditions of Lemma
4.2. In fact, the conditions (4.1) are satisfied for all n: we have
piq(cn+i) ≤ piq((m1k)∞) < m− 1
by the lexicographic inequality (cn+i) ≤ (m1k)∞, Lemma 4.1 and (5.2),
and
piq(m− cn+i) ≤ piq((m− 1)∞) = m− 1
q − 1 < 1
because cn+i ≥ 1 for all n, and q > m.
It follows from the preceding steps that rm = r(m). 
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6. Proof of Proposition 1.5 (i)
We recall that in this section d = (10)∞ and md ≈ 2.80194. First we
define m1:
Lemma 6.1.
(i) The system of equations
piq(m
∞ − (1m)∞) = 1 and piq(mm1∞) = m− 1
has a unique solution (m1, q1) with q1 > 2. We have
m1 ≈ 2.91286 and q1 ≈ 2.34018.
(ii) For each m ∈ [md,m1] there exists a number r(m) > 1 such that
1 < q < r(m) =⇒ piq(m∞ − (1m)∞) > 1 and piq(mm1∞) > m− 1,
q > r(m) =⇒ piq(m∞ − (1m)∞) < 1.
(iii) We have
(6.1) Pm ≤ r(m) < Rm,
and the equality r(m) = Pm holds only if m = md.
See Figure 1.3.
Proof.
(i) Since
piq(m
∞ − (1m)∞) = piq (((m− 1)0)∞) = (m− 1)q
q2 − 1
and
piq(mm1
∞) =
m− 1
q
+
m− 1
q2
+
1
q − 1 ,
the system of equations is equivalent to
m− 1 = q
2 − 1
q
and m− 1 = q
2
(q − 1)(q2 − q − 1) .
Eliminating m we obtain the equation
q2(q − 1)(q2 − q − 3) = 1.
The left hand side is increasing in [2,∞) and changes sign in (2, 3),
hence it has a unique solution q1 > 2, satisfying q1 ∈ (2, 3).
Then
m1 = 1 +
q21 − 1
q1
= 1 + q1 − 1
q1
∈
(
1 + 2− 1
2
, 1 + 3− 1
3
)
because the function q 7→ 1 + q − 1/q is increasing for q > 0.
The numerical values are obtained by evaluating the root q1 of
the above polynomial equation.
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(ii) The function
q 7→ piq(m∞ − (1m)∞) = (m− 1)piq ((10)∞)
is continuous and decreasing in (1,∞), and
lim
q→1
piq(m
∞ − (1m)∞) =∞, lim
q→∞
piq(m
∞ − (1m)∞) = 0.
Therefore there exists a unique number r(m) ∈ (1,∞) satisfying
piq(m
∞ − (1m)∞)− 1 ∼ r(m)− q.
Since the function q 7→ piq(mm1∞) is also decreasing in q, it re-
mains to show that
pir(m)(mm1
∞) ≥ m− 1.
Denoting by q = f(m) and q = g(m) the solutions of the equa-
tions
piq(m
∞ − (1m)∞) = 1 and piq(mm1∞) = m− 1,
respectively, it suffices to show by monotonicity that f ≤ g in
[md,m1]. Since f(m1) = g(m1) by (i), it suffices to prove that f
is increasing and g is decreasing in [md,m1].
The increasingness of f follows from the explicit formula
f(m) =
m− 1 +√(m− 1)2 + 4
2
(see (9.12)).
Furthermore, since
piq(mm1
∞) = m− 1⇐⇒ 1
m− 1 = q − 2 + q
−2
(see (9.15)) and since the right hand side has a positive derivative
(q − 2 + q−2)′ = 1− 2q−3 > 0
for all q > 2, m is a decreasing function of g(m), and hence its
inverse function g is also decreasing.
(iii) This follows from (9.12), (9.13) and (9.14) in the Appendix.

Proof of Proposition 1.5 (i).
First step. If 1 < q ≤ r(m), then V ′m,q is countable.
Indeed, it follows from our assumptions that
piq(mm1
∞) ≥ m− 1 and piq (m∞ − (1m)∞) ≥ 1.
We claim that the blocks 1mm and 11 are forbidden.
As in the proof of Proposition 1.4, we may assume that 2 < q ≤ r(m).
If (ci) ∈ {1,m}∞ contains a block cncn+1cn+2 = 1mm, then
piq(cn+i) ≥ piq(mm1∞) ≥ m− 1
by our assumption, and hence (ci) /∈ V ′m,q by (6.1) and Lemma 4.2.
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Next assume that (ci) ∈ {1,m}∞ does not contain any block 1mm,
but it contains a block cncn+1 = 11. Then using also the preceding
observation,
piq(m− cn+i) ≥ piq (m∞ − (1m)∞) ≥ 1
by hypothesis, and therefore (ci) /∈ V ′m,q again.
It follows that V ′m,q ⊂ {m∞,m∗(1m)∞}, and hence it is countable.
Second step. If q > r(m), then V ′m,q has the power of continuum.
Indeed, it follows from our assumption that piq(m∞ − (1m)∞) < 1.
There exists therefore a (sufficiently large) positive integer k satisfying
piq
(
m∞ − ((1m)k1)∞) < 1.
We complete the proof by showing the inclusion{
(1m)`1 : ` ≥ k}∞ ⊂ V ′m,q.
We have to check that each sequence (ci) in the left hand side set
satisfies the conditions of Lemma 4.2. For this we use the sequence
δ′ = (m1)∞, introduced at the beginning of Section 4 in [17]; see also
[17, Lemma 3.9].
If cn = 1, then [17, Lemma 5.11] and the relation q > pm imply
δ′ ∈ V ′m,q and hence
piq(cn+i) < piq ((m1)
∞) = piq(δ′) < m− 1,
while
piq(m− cn+i) ≤ piq
(
m− ((1m)k1)∞) < 1
by the choice of k.
It follows from the preceding steps that rm = r(m). 
7. Proof of Proposition 1.5 (ii)
In this section we still have d = (10)∞, md ≈ 2.80194 and Md ≈
4.54646]. We consider the subinterval [m2,m3] := [2.992, 3.10214] of
(md,Md).
Lemma 7.1. For each m ∈ [m2,m3] there exists a number r(m) > 1
such that
1 < q ≤ r(m) =⇒ piq (mm1(m11m)∞) ≥ m− 1,
q > r(m) =⇒ piq (mm1(m11m)∞) < m− 1 and
piq(m
∞ − (1mm1)∞) < 1.
Furthermore, Pm < r(m) < Rm.
See Figure 1.4.
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Proof. The existence of r(m) > 1 satisfying
=⇒ piq (mm1(m11m)∞) > m− 1 if 1 < q < r(m),
=⇒ piq (mm1(m11m)∞) < m− 1 if q > r(m)
follows by monotonicity as in the proof of Lemma 5.1. The inequality
piq(m
∞ − (1mm1)∞) < 1 if q > r(m)
follows from the choice of m3, see Figure 1.4. The same figure also
shows the inequalities Pm < r(m) < Rm. 
Proof of Proposition 1.5 (ii). Fix m ∈ [m2,m3] arbitrarily. A numer-
ical computation suggests that for each fixed m ∈ [m2,m3], if q is
sufficiently small, then all elements of V ′m,q belong to the set{
1m(11mm)k : k = 1, 2, . . .
}∞
.
In this set the words 111, 1mmm, 11m11 do not occur, and we may find
similarly forbidden words of length 5, 6, . . . . As we show below, a careful
study of the forbidden words of length ≤ 7 allows us to determine the
critical base rm.
First step. If 2 < q ≤ r(m), then the application of Lemma 4.3
shows that the following seven words are forbidden:
111,
1mmm,
11m11,
11m1m1,
1mm1mm,
11m1mm1,
1mm1m1m.
Using the theory of finite automata (see Figure 7.1) we infer from this
that each sequence of V ′q,m appears in the following list:
m∞,
m∗(1m)∞,
m∗(1m)∗11mm1 {1mm1,m11mm1}∞ ,
m∗(1m)∗1mm1 {1mm1,m11mm1}∞ .
We claim that the block (1mm1)(m11mm1) is also forbidden.
Assume on the contrary that a sequence (ci) ∈ V ′q,m contains such a
block. Then we infer from the above list that
(cn−1+i) ∈ (1mm1)(m11mm1) {1mm1,m11mm1}∞
for some n ≥ 1. Therefore cn = 1 and
(cn+i) ≥ (mm1)(m11mm1)(1mm1)∞ = (mm1)(m11m)∞.
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m
1 1
m
1
m 1
1
m
m
m
11
Figure 7.1. Automaton for the seven forbidden words
m
1 1
m
1
m 1
1
m
m
Figure 7.2. Automaton for the eight forbidden words
Applying Lemma 4.1 and the hypothesis q ≤ r(m) we get
piq(cn+i) = piq (mm1(m11m)
∞) ≥ pirm (mm1(m11m)∞) = m− 1,
contradicting the first condition of Lemma 4.2. This contradiction
proves our claim.
Since (1mm1)(m11mm1) is forbidden, the above list corresponding
to seven forbidden words may be further reduced: for q ∈ (1, r(m)]
each sequence (ci) ∈ V ′q,m belongs to the following list:
m∞,
m∗(1m)∞,
m∗(1m)∗1(1mm1)∞,
m∗(1m)∗(1mm1)∞.
(See also the corresponding automaton in Figure 7.2.) Hence V ′q,m is
countable.
As in the previous proofs, the conclusion remains valid for all 1 <
q ≤ r(m).
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Second step. We show that V ′q,m has the power of continuum if q >
r(m). By Lemma 7.1 there exists a sufficiently large integer k such
that
piq
(
mm(1m(11mm)k)∞
)
< m− 1.
We complete the proof by showing that{
1m(11mm)k, 1m(11mm)k+1
}∞ ⊂ V ′q,m.
It suffices to check that if (ci) is a sequence in the left hand side
set and cn = 1, then the conditions of Lemma 4.2 are satisfied. Since
cn = 1, we have
(1mm1)∞ < (cn+i) ≤ mm(1m(11mm)k)∞.
Applying Lemma 4.1 the conditions of Lemma 4.2 follow:
piq(cn+i) ≤ piq
(
mm(1m(11mm)k)∞
)
< m− 1
and
piq(cn+i) > piq ((1mm1)
∞) >
m
q − 1 − 1.
We conclude from the preceding steps that rm = r(m). 
8. Proof of Proposition 1.5 (iii)
As in the preceding two sections, we have d = (10)∞, md ≈ 2.80194
and Md ≈ 4.54646. We start by defining m4:
Lemma 8.1.
(i) The system of equations
piq(m(m1)
∞) = m− 1 and q = m− 1
has a unique solution (m4, q4) with q4 > 1. We have explicitly
m4 =
3 +
√
13
2
≈ 3.30278 and q4 = 1 +
√
13
2
≈ 2.30278.
(ii) For each m ∈ [m4,Md] there exists a number r(m) > 1 such that
1 < q < r(m) =⇒ piq(m(m1)∞) ≥ m− 1 and q ≤ m− 1,
q > r(m) =⇒ piq(m(m1)∞) < m− 1.
(iii) We have
(8.1) Pm ≤ r(m) < Rm,
and the equality r(m) = Pm holds only if m =Md.
See Figure 1.5.
Proof.
(i) See (9.16) below.
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(ii) The function q 7→ piq(m(m1)∞) is continuous and decreasing in
q ∈ (1,∞). Since
lim
q→1
piq(m(m1)
∞) =∞ and lim
q→∞
piq(m(m1)
∞) = 0,
there exists a number r(m) > 1 satisfying the relation
piq(m(m1)
∞)− (m− 1) ∼ r(m)− q.
It remains to show that r(m) ≤ m − 1. For m = m4 we have
equality by (i). For m > m4 we have (see (9.16))
pim−1(m(m1)∞) < m− 1 and pir(m)(m(m1)∞) = m− 1,
so that r(m) < m− 1 by the decreasingness of the function q 7→
piq(m(m1)
∞).
(iii) This follows from the definition of r(m), (9.17) and (9.18).

Proof of Proposition 1.5 (iii).
First step. If 1 < q ≤ r(m), then V ′m,q is countable.
Indeed, it follows from our assumptions that
piq(m(m1)
∞) ≥ m− 1 and q ≤ m− 1.
We claim that the blocks 1mm and 11 are forbidden. As usual, we may
assume that 2 < q ≤ r(m).
If (ci) ∈ {1,m}∞ contains a block cncn+1 = 11, then
piq(m− (cn+i)) ≥ m− 1
q
≥ 1
and hence (ci) /∈ V ′q by Lemma 4.2.
If (ci) ∈ {1,m}∞ does not contain any block 11, but contains a block
cncn+1cn+2 = 1mm,
then
piq(cn+i) ≥ piq (m(m1)∞) ≥ m− 1
by our assumptions, and hence (ci) /∈ V ′q again by Lemma 4.2.
It follows that V ′m,q ⊂ {m∞,m∗(1m)∞}, and hence it is countable.
Second step. If q > r(m), then V ′m,q has the power of continuum.
Indeed, since piq(m(m1)∞) < m − 1 by our assumption, we may fix
a large integer k satisfying
piq
((
m(m1)k
)∞)
< m− 1.
We claim that {
m(m1)` : ` ≥ k}∞ ⊂ V ′m,q.
For the proof we take an arbitrary sequence (ci) from the left hand
side set. We have to check the conditions of Lemma 4.2. If cn = 1,
then
piq(cn+i) ≤ piq
((
m(m1)k
)∞)
< m− 1
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by the choice of k, and
piq(m− (cn+i)) < piq (m− (m1)∞) = piq(m− δ′) < 1
because q > pm and therefore δ′ ∈ V ′m,q by property (vii) in Theorem
1.2.
It follows from the preceding steps that rm = r(m). 
9. Appendix
We assume throughout this section thatm ≥ 2 and q > 1. As before,
we will write f ∼ g if f and g have the same sign.
An elementary computation shows that the definitions
Pm := 1 +
√
m
m− 1 and Rm := 1 +
m
m− 1
are equivalent to the relations
(9.1) (m− 1)Pm(Pm − 2) = 1 and (m− 1)(Rm − 2) = 1.
They will be often used below without explicit reference.
The first two subsections are related to the proof of Proposition 1.4,
the following four subsections to that of Proposition 1.5. Accordingly,
the notations md, Md refer to the corresponding admissible sequences
0∞ or (10)∞.
9.1. The sequence 1∞. We recall from [17] that the first connected
component of [2,∞) \ C is the interval [2,Md), associated with the
smallest admissible sequence d = 0∞, where Md = 2.32472 . . . is the
unique positive solution of the equation
piPm(m
∞ − 1∞) = 1,
and that pm = p′′m for each m ∈ [2,md], where p′′m is the unique positive
solution of the equation
pip′′m(m
∞ − 1∞) = 1.
It follows from the identity
piq(m
∞ − 1∞)− 1 = m− 1
q − 1 − 1 =
m− q
q − 1
that
(9.2) pm = m for all m ∈ [2,md] = [2, 2.32472 . . .],
and that
(9.3) piPm(m
∞ − 1∞)− 1 ∼ m− Pm,
whence Md = 2.32472 . . . is the unique solution of the equation Pm =
m.
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Since
m = Pm ⇐⇒ m− 1 =
√
m
m− 1
⇐⇒ (m− 1)3 = m
⇐⇒ (m− 1)3 − (m− 1)− 1 = 0,
we conclude thatMd = 1+α where α = 1.32472 . . . denotes the unique
positive root of the polynomial x3−x−1 (this is the first Pisot number).
9.2. The sequence m1∞. We have
piq(m1
∞)− (m− 1) = m− 1
q
+
1
q − 1 − (m− 1)
=
q − (m− 1)(q − 1)2
q(q − 1) .
Hence
(9.4) piq(m1∞) = (m− 1)⇐⇒ q = r(m) := 2m− 1 +
√
4m− 3
2m− 2 .
Furthermore, using (9.1) we obtain
piRm(m1
∞)− (m− 1) ∼ Rm − (m− 1)(Rm − 1)2
∼ Rm(Rm − 2)− (Rm − 1)2
= −1
and
piPm(m1
∞)− (m− 1) ∼ Pm − (m− 1)(Pm − 1)2
∼ P 2m(Pm − 2)− (Pm − 1)2
= P 3m − 3P 2m + 2Pm − 1
= (Pm − 1)3 − (Pm − 1)− 1.
Recalling that x3−x−1 = 0 for x = α and observing that x3−x−1 < 0
for x ∈ (0, α), we conclude from the last two relations that
(9.5) piRm(m1
∞) < (m− 1) for all m ∈ [2,∞)
and (since the function m 7→ Pm is decreasing)
(9.6) piPm(m1
∞)− (m− 1) ∼ 1 + α−m =Md −m.
9.3. The sequence (m1)∞. We recall from [17] that the connected
component (md,Md) = (2.80194 . . . , 4.54646 . . .) of [2,∞) \ C, asso-
ciated with the admissible sequence d = {(10)∞}, is defined by the
equations
piPmd ((md1)
∞) = m− 1 and piPMd (M∞d − (Md1)∞) = 1,
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and that pm = max {p′m, p′′m} for all m ∈ [md,Md], where p′m and p′′m
are uniquely defined by the equations
pip′m((m1)
∞) = m− 1 and pip′′m(m∞ − (m1)∞) = 1.
We have
piq((m1)
∞)− (m− 1) = 1
q − 1 + (m− 1)piq((10)
∞)− (m− 1)
=
1
q − 1 +
(m− 1)q
q2 − 1 − (m− 1)
=
(q + 1)− (m− 1)(q2 − q − 1)
q2 − 1 .
Hence
(9.7) piq((m1)∞) = (m− 1)⇐⇒
q = r(m) :=
m− 1 +√(m− 1)2 + 4
2
.
Furthermore, using (9.1) we obtain
piPm((m1)
∞)− (m− 1) ∼ (Pm + 1)− (m− 1)(P 2m − Pm − 1)
∼ (Pm + 1)Pm(Pm − 2)− (P 2m − Pm − 1).
Hence
(9.8) piPm((m1)
∞)− (m− 1) ∼ P 3m − 2P 2m − Pm + 1
after simplification, and, using the decreasingness of m 7→ Pm,
(9.9) P 3m − 2P 2m − Pm + 1 ∼ md −m.
Finally, it follows from the identity
piq(m
∞ − (m1)∞)− 1 = (m− 1)piq((01)∞)− 1
=
m− 1
q2 − 1 − 1
that
piPm(m
∞ − (m1)∞)− 1 = m− 1
P 2m − 1
− 1
=
1
Pm(Pm − 2)(P 2m − 1)
− 1
∼ 1− Pm(Pm − 2)(P 2m − 1).
Hence
(9.10) piPm(m
∞ − (m1)∞)− 1 ∼ −P 4m + 2P 3m + P 2m − 2Pm + 1
after simplification, and, since the right hand side tends to the positive
limit 1 as m→∞ and Pm → 2,
(9.11) − P 4m + 2P 3m + P 2m − 2Pm + 1 ∼ m−Md.
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9.4. The sequence (1m)∞. We have
piq(m
∞ − (1m)∞)− 1 = (m− 1)piq((10)∞)− 1
=
(m− 1)q
q2 − 1 − 1
=
(m− 1)q + (1− q2)
q2 − 1 .
Hence
(9.12) piq(m∞ − (1m)∞) = 1⇐⇒
q = r(m) :=
m− 1 +√(m− 1)2 + 4
2
.
Furthermore, using (9.1),
piRm(m
∞ − (1m)∞)− 1 ∼ (m− 1)Rm + (1−R2m)
∼ Rm + (Rm − 2)(1−R2m)
= −R3m + 2R2m + 2Rm − 2
and
piPm(m
∞ − (1m)∞)− 1 ∼ (m− 1)Pm + (1− P 2m)
∼ 1 + (Pm − 2)(1− P 2m)
= −P 3m + 2P 2m + Pm − 1.
If m ∈ [2.80194 . . . , 2.91286 . . .], then Rm ∈ [2.5, 3), and therefore
−R3m + 2R2m + 2Rm − 2 = (Rm + 1)
(
1.25− (Rm − 1.5)2
)− 1
≤ Rm + 1
4
− 1 < 0.
We conclude that
(9.13) piRm(m
∞ − (1m)∞) < 1 for all
m ∈ [2.80194 . . . , 2.91286 . . .].
Furthermore, using (9.9) we obtain that
(9.14) piPm(m
∞ − (1m)∞) ≥ 1 for all m ≥ 2.80194 . . . ,
with equality only if m = md = 2.80194 . . . .
9.5. The sequence mm1∞. We have
piq(mm1
∞)− (m− 1) = m− 1
q
+
m− 1
q2
+
1
q − 1 − (m− 1)
=
q2 − (m− 1)(q − 1)(q2 − q − 1)
q2(q − 1)
=
q2 − (m− 1)(q3 − 2q2 + 1)
q2(q − 1) ,
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implying
(9.15) piq(mm1∞)− (m− 1) ∼ 1− (m− 1)(q − 2 + q−2).
9.6. The sequence m(m1)∞. We have
piq(m(m1)
∞)− (m− 1) = m− 1
q
+
1
q − 1 +
m− 1
q2 − 1 − (m− 1)
=
q(q + 1)− (m− 1)(q3 − q2 − 2q + 1)
q(q2 − 1) .
We evaluate this expression for q = m− 1, Rm and Pm.
For q = m− 1 we get
pim−1(m(m1)∞)− (m− 1) = q(q + 1)− q(q
3 − q2 − 2q + 1)
q(q2 − 1)
=
−q(q2 − q − 3)
q2 − 1 .
Denoting by q4 := (1+
√
13)/2 the unique positive root of the numerator
and setting m4 := 1 + q4, it follows that
(9.16) pim−1(m(m1)∞)− (m− 1) ∼ m4 −m.
Next we remark that
piRm(m(m1)
∞)− (m− 1)
∼ Rm(Rm + 1)− (m− 1)(R3m −R2m − 2Rm + 1)
∼ Rm(Rm + 1)(Rm − 2)− (R3m −R2m − 2Rm + 1)
= −1,
so that
(9.17) piRm(m(m1)
∞) < m− 1.
Finally,
piPm(m(m1)
∞)− (m− 1)
∼ Pm(Pm + 1)− (m− 1)(P 3m − P 2m − 2Pm + 1)
∼ P 2m(Pm + 1)(Pm − 2)− (P 3m − P 2m − 2Pm + 1),
yielding
piPm(m(m1)
∞)− (m− 1) ∼ P 4m − 2P 3m − P 2m + 2Pm − 1.
Using (9.11) we conclude that
(9.18) piPm(m(m1)
∞)− (m− 1) ≥ 0 if m ∈ [2,Md],
with equality only if m =Md.
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