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Решение уравнения
A x = Q  (1)
с заданным, нелинейным вообще, конечным оператором А, нулевым 
0 = ( 0 1, О2, ..., O^ ) и искомым z =  (z1, z2, ..., х п) векторами выполняется 
на ЦВМ обычно способами ломаного спуска [1], алгоритмы которых 
довольно сложны и не всегда обладают достаточно хорошей сходимо­
стью. Между тем, подобного рода задачи давно уже решаются прибли­
женно на ABM путем приведения их к обыкновенным дифференциаль­
ным уравнениям с независимым временем t [2]. Поэтому в настоящей 
статье для решения того же конечного уравнения (1) будет рассмот­
рен более простой и более надежный способ не ломаного, а непре­
рывного кратчайшего спуска. Предлагаемый способ кратчайшего спуска, 
выполняемый на ЦВМ, несколько напоминает известные способы ре­
шения уравнения (1) на АВМ, но отличается от них более высокой точ- ' 
ностью и требует вблизи корня z перехода на способ Ньютона. Сущ­
ность способа непрерывного кратчайшего спуска заключается в сле­
дующем.
Подставим в уравнение (1) вместо искомого х =  (х{, z2, ..., х п) про­
извольный вектор I =  I2, Нл). Тогда уравнение (1) примет вид
А | = г ,  (2)
где / = ( / ' 1, / 2, г п) — вектор невязки. Образуем затем положительно­
определенный функционал Ф(1)
Ф (|)  =  (Л|, Al) =  (r, г ) > 0 , (3)
\
который обращается в 0 при | = х .  Если в этом соотношении произволь­
ный вектор I = ( I 1) I 2, I" )  заменить заданным вектором I o =  ( I 01
«о2,...До ), то равенство
Ф =  Ф ( | ) = Ф ( | 0) = Ф 0= ( г 0, го), (4)
* 1 2  LIгде / =  (го , Го,...,Го)> даст уравнение уровенной поверхности, проходя­
щей через точку M0= M  (g0) геометрического пространства D {n\
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Проведем теперь через произвольную точку Af =  Af(I) уровенной 
поверхности Ф — Ф0 касательную плоскость и поверхностную нормаль. 
Пусть Clr=Clli e t есть произвольное конечно малое смещение из указан­
ной точки Af, лежащее в касательной плоскости. Тогда справедливо 
условие
N O d r = Q ,  (5)
выражающее взаимопоперечность поверхностной нормали N и касатель­
ного смещения dr. Если поверхностную нормаль N зададим разложением 
N =  N x ek, то условие (5) примет вид
N O d i =  N xd 'Q d V J i^ N xd \1(ёхО~?)=N f i l 19 (5*)
где мы учли основоположное в тензорном анализе соотношение
Л ~  , +  I, если X=f,ехОе1=Ьх =  { . (6)
О, если гфі.
С другой стороны, так как левая часть равенства (4) Ф (I) = Ф  (Iо) 
не меняется при подстановке в правую часть различных чисел Ф(|о), 
то от обеих частей этого равенства можно взять полный дифференциал 
d и мы получим
d ( p = — d\s=d<I>о =  0. (7)
д Ѵ
Сравнение (5*) и (7) показывает, что
дФ
N s = — - (8)
Отсюда вытекает следующая уточненная задись условия (5):
N Q d T - — d¥=0.(5**)
д Ѵ
Составим далее векторное дифференциальное уравнение нормали 
N к уровенной поверхности Ф (I) = Ф  (I0) в произвольной точке А4(|) 
этой поверхности. Если через dr мы обозначим теперь конечно малое
смещение из указанной точки Л1(|), направленное вдоль нормали N,
то получим следующее векторное уравнение этой нормали
N =  Ns es =  ^ - e s= t i d r = i i d ÿ e i , (9)
d l s
где p — произвольный числовой множитель. Чтобы перейти отсюда к со­
ответствующим дифференциальным уравнениям в составляющих N  s 
d l 1 и получить наиболее простой вид таких уравнений, предположим, 
что вектор I  задан в декартовых прямоугольных координатах. Тогда
\fei=%=ii= d } 2 )  d r ^ d ^ e ^ d l 'e 1 у 3 ) ' ( If l )
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Отсюда с учетом соотношения N s=d<t> d£s найдем следующее 
представление векторного уравнения (9) в составляющих N s, d l 1.
д  Is
Фі(6) _ Фг($) 
d V  d ? d t n
(И )
В цепи из п звеньев (10.2) примем I 1 в качестве независимого пере­
менного, а остальные п— 1 переменных I s будем считать зависимыми. 
Тогда мы придем к следующему своду из п— 1 дифференциальных урав­
нений первого порядка:
определяющих направление нормали N в произвольной точке M (g) 
уровенной поверхности Ф ( £ ) = Ф ( |0).
Предположим теперь, что в геометрическом пространстве мы 
построили непрерывное множество вложенных друг в друга уровен- 
ных поверхностей Ф ;(1) =  Ф ( і і  ), ( і= 0 ,  I, 2, ...), проходящих через вы­
бранные точки M i = M ( I i) пространства D {n) и удовлетворяющих ус­
ловию Ф | ( І ) > Ф / - г i (£)• В таком случае задача Коши
через выбранную начальную точку M0= M  (I0) пространства и про­
низывает п о п е р е ч н о  каждую поверхность Ф;(1) = Ф (1 /  ) из указан­
ной выше непрерывной их совокупности, подчиненной условию Фі (I) <  
< Ф { + 1 (£)• Удовлетворяющую таким условиям непрерывную нить Н {п) 
в D п) назовем нитью кратчайшего непрерывного спуска. Мы можем 
даже принять, что точки M i =  M (I  i ) вложенных уровенных поверхнос-
чайшего непрерывного спуска. Этим замечанием мы воспользуемся да­
лее.
Из приведенной нами цепи рассуждений теперь уже становится 
как будто ясным, что отыскание корней z уравнения (1)
может быть сведено к решению более простой (при выполнении на 
ЦВМ) задачи Коши для различных начальных точек Af0= A f ( I 0). Вы- 
брав одну такую начальную точку M0, мы строим по точкам сечения M t 
выходящую из Af0 нить H о° кратчайшего непрерывного спуска, подсчи­
тывая каждый раз соответствующее значение Ф (1і) .  Ta точка 
. M = M k = M ( I k) , для которой Ф ( I k) ж  0, будет одним из корней z 
уравнения (I).  ,
В том же случае, когда вместо точки M ( I k ) с отметкой Ф ( I k) ^  0 
мы попадаем в яму с отметкой дна Ф ( І к) > 0 ,  нужно выбрать в качестве
d t s __ Ф,(6). 
d V Cp1(E) 1
=<М6). (* =  2 ,3 , . . .,/г), (12)
тей Ф І ( 1 ) = Ф ( 1 І) расположены как раз на искомой нити о0 кРат_
A x = Q
начальной M0=A f (g0) некоторую другую точку, с которой начинаем но­
вый непрерывный спуск по кратчайшему пути.
Решение задачи Коши (13) мы производим, конечно, численным 
способом с некоторым шагом Zi =  Gfg1. Однако мы не получим таким пу­
тем точных значений g ^  для корней х уравнения (1) за к о н е ч н о е  
число шагов. Вызвано это тем, что для корня х = £ Л функционал 
ф ( + ) і=х = 0 ,  и потому в (13)
іч дФ (Ік)
ц  — *0, 2)
Ф і(У
(14)
Следовательно, вблизи корня I k =  X правые части Ib  (Zlk) уравнении 
(13.2) становятся неопределенными. Поэтому, как только для некоторого 
I i функционал Ф(Ѣі) становится достаточно малым, например Ф(1і ) =  
=  0.5—0.7, нужно переходить на способ Ньютона. Отсюда вытекает, что, 
численное решение задачи Коши (13) можно выполнять с крупным ша­
гом h =  dg1, применяя способ Эйлера или упрощенный способ Рунге- 
Кутта второго порядка точности.
Что касается частного вида решаемого уравнения Ах =  Ѳ, то это 
может быть или одно уравнение f ( z ) =  0, или свод таких уравнений
/ / ( Z b Z2, . . . , 2 0 = 0 ,  ( / = 1 , 2 , . . . ,  /г).
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