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Abstract
We propose a mathematical model that governs endothelial cell pattern formation on a biogel surface. The model accounts for
diffusion and chemotactic motion of the cells, diffusion of the growth factor and effective biochemical reactions. The model admits
a basic steady state that corresponds to a spatially uniform distribution of both the cells and the growth factor. We perform a weakly
nonlinear stability analysis of the basic state in order to determine whether spatially nonuniform steady patterns can appear in the
system when the basic state becomes unstable. The main results can be summarized as follows. No steady patterns can bifurcate
from the basic state if the rate of decay of the growth factor is small. Increasing the rate of decay of the growth factor allows one
to observe steady patterns, provided that diffusion of the growth factor is sufficiently slow. Specifically, the work focuses on the
occurrence of hexagons and stripes. Most often hexagons are observed. In order for stripes to occur, the chemotactic sensitivity of
the endothelial cells and/or their biochemical activity have to be reduced.
c© 2006 Elsevier Ltd. All rights reserved.
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1. Introduction
Angiogenesis, the formation of new blood vessels from a pre-existing vasculature, is a process whereby capillary
sprouts are formed in response to chemical stimuli that can either be supplied externally or produced locally.
Angiogenesis occurs during embryogenesis, wound healing, and in the course of many pathological processes such
as rheumatoid arthritis [1], cardiovascular diseases [2], growth of solid tumors [3]. Angiogenesis studies can provide
new therapeutic strategies for combating these disorders [4,5]. In addition, angiogenesis plays an important role in
tissue engineering where a successful outcome often depends on proper vascularization after implantation [6].
Since the walls of blood vessels are made of endothelial cells (ECs), in vitro work with EC cultures provides a
valuable tool for understanding the angiogenesis process. The behavior of endothelial cells cultured on a biogel can
mimic some of the key stages of the process, such as association in tube-like structures and subsequent capillary
network formation. It is observed in experiments [7] that ECs move towards areas with higher growth factor
concentrations, suggesting that chemotaxis plays an important role in the process. In several hours the cells form
a continuous multicellular network, which is interpreted as the beginning of vascularization. The patterns determine
the structure of ensuing capillary network and therefore are of interest. Typically, the patterns are not steady but rather
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slowly evolve in time. The form of the patterns depends on experimental conditions such as properties of the gel, initial
cell and growth factor concentrations as well as other parameters of the system. Typically formation of polygon-like
structures is observed. Some more recent experiments show that stripe-like patterns can also occur [8].
The goal of this work is to propose and study a mathematical model that governs EC dynamics and exhibits pattern
formation. It should be noted that the experimentally observed patterns are not necessarily spatially regular. However,
as a first step we focus on spatially regular patterns, namely, hexagons and stripes, which can be perceived as regular
counterparts of the experimental observations. These regular patterns can result from Turing instabilities, which is
the subject of this work. We anticipate that these regular patterns may in turn become unstable leading to irregular
polygonal structures similar to those observed in [7], as seen in other problems (see, e.g., [9]). Our study of the
Turing patterns is useful as it indicates the parameter regime where the irregular structures can occur as a secondary
bifurcation. These structures can be sought numerically. Direct numerical simulations of the model will be addressed
elsewhere.
There are different kinds of mathematical models that focus on various aspects of angiogenesis in order to better
understand the mechanisms governing vascular network formation. One can distinguish between reaction–diffusion
models [10–17] and mechano-chemical models [7,18–20]. We develop a reaction–diffusion model that governs EC
pattern formation on a biogel surface. The ECs are initially plated on a gel along with the growth factor. The growth
factor plays multiple roles in the angiogenesis process. It stimulates EC motility, triggers EC mitosis, induces the
expression of gel-degrading proteases by ECs, and is an important survival factor for the cells. The growth factor can
be produced by ECs, and it decays over a relatively short time. All these facts are reflected in our model.
Next, both the cells and the growth factor can diffuse. Diffusion of the growth factor is a relatively simple process,
which we model by Fickian diffusion with a constant diffusion coefficient. Diffusion of ECs is rather complex. First,
there is a preferred direction of EC motion, which is the direction along the growth factor gradient (chemotaxis). In
addition, diffusion of ECs involves cell–matrix adhesion, which requires the presence of (i) cell adhesion molecules
(CAMs, an important constituent of focal adhesion sites) and (ii) adhesion sites in the gel.
The best characterized group of CAMs are integrins. The integrins have to cluster to generate strong enough
traction forces that pull the cell forward. Formation of the sites in the gel, to which integrin clusters can attach, occurs
through a localized degradation of the biogel components by various cell-expressed proteases. Both integrin clusters
and proteases are produced by the cells in response to the growth factor.
Thus, our mathematical model governs the spatio-temporal behavior of the following quantities: c — the
concentration of endothelial cells, f — the growth factor concentration, r — the concentration of integrin clusters,
p — the protease concentration, m — the concentration of the matrix sites available for cell adhesion. The model
differs from existing models by the dependent variables we employ and by the treatment of cell motility that yields a
diffusion–chemotaxis equation with a variable diffusion coefficient.
We first describe the model. Then we perform both linear and nonlinear stability analyses of a basic state which
corresponds to a spatially uniform distribution of the dependent variables. The nonlinear analysis results in a system
of amplitude equations that demonstrates the occurrence of both hexagonal patterns and stripes in the system. We also
discuss the parameter regimes for which these structures occur and are stable.
2. Mathematical model
The system of equations that we propose has the form
∂c
∂ t
= div
[
Dc grad
(
ln
Dc
τ
)]
+ λc( f − fc)c(c0 − c), (1a)
∂ f
∂ t
= D f ∇2 f − λ f f c + δc − β f, −∞ < x, y < ∞, t > 0 (1b)
∂p
∂ t
= λ f f c − k p p, ∂r
∂ t
= λ f f c − krr, ∂m
∂ t
= λm(M − m)p − kmmr. (1c)
Eq. (1a) is a reinforced random walk equation that governs chemotactic/diffusional behavior of the ECs. The
equation is a generalization of that in [21] (see also [11,12,15] and the references therein), by accounting for a
nonconstant diffusion coefficient D, which depends on the state of both the biogel and the cells. As discussed above,
in order for a cell to crawl, it has to attach itself to the biogel, which requires the presence of cell adhesion molecules
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and matrix sites available for cell attachment [22]. Thus it is natural to expect that the diffusion coefficient must be a
function of r and m. We take D in the form
D = D0c exp
(
−m∗
m
− r∗
r
)
which reflects the fact that diffusion (i) is negligibly small if either r or m is small, and (ii) saturates if both r and m
are large. The function τ governs the chemotactic behavior of the cells, and is taken in the form τ = exp(γ f ), where
γ is a constant that characterizes the chemotactic sensitivity of the cells (cf. [23]). The logistic term in (1a) describes
proliferation and apoptosis of the cells which depend on the concentration of the growth factor.
Eq. (1b) is a diffusion equation for the growth factor, which accounts for consumption and production of the factor
by the cells as well as the natural decay of the factor. The first two equations in (1c) are kinetic equations for the
protease and integrin clusters, respectively, which account for their production by the cells and their natural decay.
Finally, the last equation describes the cleavage of the biogel by the proteases and occupation of the available sites by
the cells.
In order to simplify the model we employ a steady-state approximation concerning the state variables p, r , and m,
so that (1c) can be replaced by the algebraic balances
λ f f c − k p p = 0, λ f f c − krr = 0, λm(M − m)p − kmmr = 0
after a short transient period. The steady-state approximation reflects the assumption that the biochemical processes
inside the cell occur on a faster timescale than diffusion of the cells and the processes of pattern formation. For
example, there is experimental evidence [24] that formation of focal adhesions in cells occurs upon a 20 min treatment
of the cells by VEGF. The pattern formation processes, on the other hand, may take up to 20 h. The steady-state
approximation reduces (1a) to
∂c
∂ t
= ∇2 Dc − γ div [Dc grad f ] + λc( f − fc) c (c0 − c) (2)
where
Dc = cD0 exp
(
− k∗
c f
)
, k∗ = r∗kr
λ f
.
Below we discuss the spatially uniform steady states of the problem (1b) and (2) and their linear stability. Then we
focus on nonlinear stability analysis of one of the basic states.
3. Analysis of the model
The system of Eqs. (1b) and (2) has three basic states
cs1 = 0, fs1 = 0, cs2 = c0, fs2 = δc0
β + λ f c0 , cs3 =
β fc
δ − λ f fc , fs3 = fc. (3)
The trivial steady state cs = 0, fs = 0 corresponds to the absence of cells/factor in the system, is always stable and is
not of interest.
The steady state numbered 3 corresponds to fs = fc. The quantity fc is a threshold concentration of the
factor, below which the cells undergo apoptosis and above which the cell can proliferate. At fs = fc the
apoptosis/proliferation term in the cell balance equation vanishes. This threshold concentration is much smaller than
characteristic concentrations of the growth factor observed in the system, and, therefore, this steady state is not of
interest either.
The steady state 2 corresponds to cs = c0, the logistic concentration of the cells. The steady-state concentration fs
is obtained from the balance between three terms — factor production by the cells, factor consumption by the cells
and natural decay of the factor. This steady state seems biologically relevant and is studied in the work.
We are particularly interested in the Turing instability, i.e., the instability that is caused by diffusion of the species.
Turing instability of the second basic state occurs if
γ >
k∗
c0 f 2s2
+ δk∗
β f 3s2
+ δc0
β f 2s2
.
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We nondimensionalize the system of equations by introducing
c˜ = c − cs2
cs2
, f˜ = f − fs2fs2 , x˜ =
x
l∗
, y˜ = y
l∗
, t˜ = t
t∗
,
t∗ = 1
λcc0 fs2 , l
2∗ = D0e−gt∗, g =
k∗
fs2cs2 ,
to obtain
∂ c˜
∂ t˜
= ∇2 D˜c − ω div [D˜c grad f˜ ] − (1 − qc + f˜ )(c˜ + c˜2), (4a)
∂ f˜
∂ t˜
= D˜ f ∇2 f˜ − (z + ζ ) f˜ + ζ c˜ − z f˜ c˜, (4b)
with the basic state becoming ( f˜ , c˜) = (0, 0) and
ω = γ fs2, qc = fc/ fs2, z = t∗λ f cs2, ζ = t∗β,
D˜ f = D fD0 e
g, D˜c = (1 + c˜) exp
[
g
c˜ + f˜ + c˜ f˜
(1 + c˜)(1 + f˜ )
]
.
We present the results of a linear stability analysis of the basic state. Linearizing (4) about the basic state we arrive
at the dispersion relation
σ 2 +
[
α2(D˜ f + g + 1) + z + ζ + 1 − qc
]
σ + D˜ f
[
α4(1 + g) + α2(1 − qc)
]
+ α2 [ζ(1 + 2g − ω) + z(g + 1)] + (ζ + z)(1 − qc) = 0,
where σ and α are the growth rate and the wavenumber of the perturbation, respectively. As discussed above, fc is
typically less than fs2. Thus, we consider qc < 1, in which case instability occurs as a real σ crosses into the right
half-plane. The stability boundary corresponds to σ = 0. The neutral stability curve, which can be written in the form
D˜ f = −α
2 [ζ(1 + 2g − ω) + z(g + 1)] + (ζ + z)(1 − qc)
α4(1 + g) + α2(1 − qc) ,
has a maximum (αcr , D˜ f cr ) where
D˜ f cr =
z + ζ
1 − qc (ξ − 1)
2(1 + g), ξ =
[
ζ(ω − g)
(1 + g)(z + ζ )
]1/2
, α2cr =
1 − qc
(ξ − 1)(1 + g) , (5)
provided that ξ > 1. The eigenvector (a, b) for σ = 0, α = αcr , and D˜ f = D˜ f cr is given by
a = α2cr D˜ f cr + z + ζ, b = ζ.
The steady state is stable for D˜ f > D˜ f cr and unstable otherwise. This result has a clear biological interpretation.
If there is a local increase in the concentration of the growth factor, it will result in factor gradients and, therefore,
in movement of cells and their aggregation at that location. These cells will release the growth factor thus providing
positive feedback leading to pattern formation. If on the other hand the diffusion coefficient of the factor is sufficiently
large, factor gradients will vanish and cell aggregation will not occur.
We next proceed to a weakly nonlinear analysis of the problem. We introduce the slow time T = ε2t˜ and expand
both c˜ and f˜ as well as the bifurcation parameter D˜ f as
c˜ = εc1 + ε2c2 + ε3c3 + · · · , f˜ = ε f1 + ε2 f2 + ε3 f3 + · · · , D˜ f = D˜ f cr − ε2μ.
Here c˜, c j , f˜ , f j ( j = 1, 2, 3) are functions of t˜ , T , x˜ , y˜. Substituting the expansions into (4) and collecting like
powers of ε we obtain a sequence of problems for the recursive determination of the expansion coefficients.
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At O(ε) we obtain the linearized system. We seek a solution in the form(
c1
f1
)
= (L1e1 + L2e2 + L3e3 + c.c.)
(
a
b
)
, e1 = exp(iαcr x˜), e2,3 = exp
[
iαcr
(
− x˜
2
±
√
3
2
y˜
)]
,
where c.c. denotes complex conjugate terms. Here the amplitudes L1, L2, L3 are functions of the slow time T . We
choose this form of the solution, with the three normal modes, because we want to describe the appearance of both
hexagons and stripes as well as their interaction.
Elimination of secular terms at O(ε3) results in the amplitude equations
dL1
dT
= μC1 L1 + C2 L∗2 L∗3 + C3 L1|L1|2 + C4 L1(|L2|2 + |L3|2), (6a)
dL2
dT
= μC1 L2 + C2 L∗1 L∗3 + C3 L2|L2|2 + C4 L2(|L1|2 + |L3|2), (6b)
dL3
dT
= μC1 L3 + C2 L∗1 L∗2 + C3 L3|L3|2 + C4 L3(|L1|2 + |L2|2), (6c)
where the asterisk denotes the complex conjugate. The quadratic terms in the equations come from the secular terms
in the O(ε2) problem. The coefficients Ck , k = 1, 2, 3, 4, are real and depend on the parameters of the problem. These
dependences are cumbersome and we do not present them here. They are illustrated in Fig. 1 for specific parameter
values.
Hexagonal patterns and stripes correspond to
L1 = L2 = L3 ≡ Lh , (C3 + 2C4)L2h + C2 Lh + μC1 = 0,
L1 = Ls, L2 = L3 = 0, Ls =
√
−μC1
C3
,
respectively [25]. A linear stability analysis of the stripes and hexagons results in the following values for the growth
rate σ of perturbations:
σ1 = −2μC1, σ2 = 0, σ3,4,5,6 = ±C2 Ls − (C3 − C4)L2s ,
σ1 = C2 Lh + 2(C3 + 2C4)L2h , σ2,3 = 2[−C2Lh + (C3 − C4)L2h ], σ4 = −3C2Lh , σ5,6 = 0,
respectively. These results allow us to say whether the hexagons and stripes are subcritical or supercritical as well as
to determine whether they are stable or unstable depending on the coefficients Ci in (6).
4. Results
We turn to a discussion of the patterns that occur in the angiogenesis problem depending on the parameters of the
system. The parameters that we vary are ζ , ω, and z. It is useful to recall the biological meaning of these parameters.
The parameter ζ can be interpreted as a nondimensional rate of decay of the growth factor. There are means to control
ζ , e.g., by introducing soluble growth factor receptors [26] that reduce the concentration of the active growth factor,
which can be treated as an increase in ζ . The parameter ω characterizes the chemotactic sensitivity of the endothelial
cells. It can also be controlled, e.g., by inhibiting the growth factor receptors. The parameter z is related to the rate of
intracellular activity, i.e., to the rate of production of proteases and formation of integrin clusters.
We estimate some parameter values based on the data known from the literature. For example, translating Eq. (29)
in [15] into our notation and using parameter values from the same paper, we determine that the chemotactic coefficient
γ is of the order of 109 M−1. Taking this together with the characteristic value of the growth factor concentration
f ∼ 5 × 10−9 M found in the same paper, we obtain for the nondimensional chemotactic coefficient ω ∼ 5. Next,
the nondimensional diffusion coefficient of the factor is estimated to be of the order of 10–100. These are the typical
values at which the steady state loses stability in our model and for which we perform the weakly nonlinear analysis.
The estimate is based on the widely used values of the cell diffusion coefficient (10−10–10−9 cm2/s) and the factor
diffusion coefficient (10−7–10−6 cm2/s). Other estimates have been made as well.
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(a) C2. (b) C3 − C4.
(c) C3 + 2C4.
Fig. 1. The quantities C2, C3 − C4 and C3 + 2C4 as a function of ζ for selected parameter values. Here q = 0.5, g = 1 for all the curves, and
ω = 6, z = 1 for curve (1), ω = 7, z = 1 for curve (2), ω = 7, z = 3 for curve (3) in each figure.
Fig. 1 shows the dependence of the quantities C2, C3 − C4 and C3 + 2C4 on ζ for selected values of z and ω. We
first observe that for small ζ , i.e., for a very slow decay of the growth factor, C3 −C4 < 0, C3 +2C4 > 0, and C2 > 0.
The signs of these quantities mean that hexagons are subcritical, unstable, and therefore cannot occur in this case. The
stripes appear supercritically, but they are also unstable. The resulting behavior of the original system is not described
by the amplitude equations, and can be quite complex, e.g., chaotic.
For intermediate values of ζ , C3 +2C4 > 0 and C2 > 0 while the sign of C3 −C4 depends on the other parameters.
For smaller ω and z, i.e., for reduced chemotactic sensitivity and lower biochemical activity of the cells C3 − C4 > 0,
which means that both stable hexagons and stripes exist for some values of the diffusion coefficient of the growth
factor, and moreover, for some values of the diffusion coefficient they coexist. For larger ω and z only stable hexagons
can be observed.
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For large values of ζ , C3 + 2C4 > 0 and C2 > 0, and the previous scenario repeats — both hexagons and stripes
can be observed unless z is increased, in which case only hexagons survive.
The above observations can be useful as they demonstrate the trends that may be expected as parameters of the
biological system are varied in experiments. These results can be summarized as follows. No steady patterns can be
observed if the rate of decay of the growth factor is small. Increasing the rate of decay of the growth factor allows
one to observe hexagons and stripes if the diffusion coefficient of the growth factor is sufficiently small. Most often
hexagons are observed. In order for stripes to occur the chemotactic sensitivity of the endothelial cells and/or their
biochemical activity has to be reduced.
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