In this paper the operator-theoretical method to investigate a new type boundary value problems consisting of a two-interval Sturm-Liouville equation together with boundary and transmission conditions dependent on eigenparameter is developed. By suggesting our own approach, we construct modified Hilbert spaces and a linear operator in them in such a way that the considered problem can be interpreted as a spectral problem for this operator. Then we introduce so-called left-and right-definite solutions and give a representation of solution of the corresponding nonhomogeneous problem in terms of these one-hand solutions. Finally, we construct Green's vector-function and investigate some important properties of the resolvent operator by using this Green's vector-function.
Introduction
Many important special equations which appear in physics, such as Airy's equation, Bessel's equation, wave equation, heat equation, Schrödinger's equation, Heun's equation, advection-dispersion equation, etc., are associated with Sturm-Liouville type operators. For instance, the one-dimensional form of the advection-dispersion equation for a nonreactive dissolved solute in a saturated, homogeneous, isotropic porous medium under steady, uniform flow is c t + νc x = Dc xx , <x < L, t > , where c(x, t) is the concentration of the solute, ν is the average linear groundwater velocity, D is the coefficient of hydrodynamic dispersion, and L is the length of the aquifer. Using the method of separation of variables, the problem can be written in the simplest SturmLiouville form
This example makes it clear that the Sturm-Liouville problems are of broad interest. There is a well-developed theory for classical Sturm-Liouville problems (see, e.g., [-] and the ©2014 Aydemir; licensee Springer. This is an Open Access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/2.0), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited. http://www.boundaryvalueproblems.com/content/2014/1/131 references therein). Details of the derivation of the theory and of related background results can be found in the cited references. Although the subject of Sturm-Liouville problems is over  years old, these problems are an intensely active field of research today. The main tool for solvability analysis of such problems is the concept of Green's function. Green's functions have played an important role as a theoretical tool in the field of physics, since the possibility of a transition from the problems in mathematical physics to integral equations is based on the fundamental concept of Green's function. Therefore, the powerful and unifying formalism of Green's functions finds applications not only in standard physics subjects such as perturbation and scattering theory, bound-state formation, etc., but also at the forefront of current and, most likely, future developments (see [] ). Green's function transforms the differential equation into the integral equation, which, at times, is more informative. In terms of Green's function, the BVP with arbitrary data can be solved in a form that shows clearly the dependence of the solution on the data. Namely, Green's function approach would allow us to have an integral representation of the solution instead of an infinite series. Determination of Green's functions is also possible using Sturm-Liouville theory. This leads to series representation of Green's functions (see, e.g., the monograph [] as well as the recent results in [] and the references therein). Sturm-Liouville type problems with transmission conditions have become an important area of research in recent years because of the needs of modern technology, engineering and physics. Many of the mathematical problems encountered in the study of boundaryvalue-transmission problem cannot be treated with the usual techniques within the standard framework of boundary value problem (see [-] ). In this study we shall consider a new type of Sturm-Liouville problems consisting of the two-interval Sturm-Liouville equation
together with eigenparameter-dependent boundary conditions of the form
and eigenparameter-dependent transmission conditions at one interaction point x = c of the form
where 
Hilbert space formulation of the problem
In certain cases the boundary value problem can be characterized by means of a uniquely determined unbounded self-adjoint operator. In these cases the eigenvalues and eigenfunctions of the boundary value problem are determined by the eigenvalues and eigenvectors of the corresponding operator; these will be called a self-adjoint case of the boundary value problem. In some cases such a characterization is not possible and these will be referred to as 'symmetric' cases in general. In classical point of view, our problem cannot be characterized as 'self-adjoint case' . For 'self-adjoint characterization' of the considered problem ()-(), we shall define a new Hilbert space as follows.
Denote the determinant of the ith and jth columns of the matrix
. Throughout the paper we shall assume that the conditions
equipped with the modified inner-product
It is easy to see that the relation () really defines a new inner product in the direct sum space (
Lemma  H is a Hilbert space.
Proof Let U n = (u n (x), u n , u n , u n ), n = , , . . . , be any Cauchy sequence in H. Then by () the sequences (u n (x)) and (u n , u n , u n ) will be Cauchy sequences in the Hilbert spaces L  ( -) ⊕ L  ( + ) and C  , respectively. Therefore they are convergent. Let u  (x) and (u  , u  , u  ) be limits of these sequences, respectively. Defining
we have that U  ∈ H and U n → U  in H. The proof is complete.
Let us now define the boundary and transmission functionals B a (u) :
with a finite left-and right-hand limits u(c ∓ ) and
and action low
Then problem ()-() can be written in the operator equation form as U = μ  U, U ∈ dom( ) in the Hilbert space H.
Theorem  The linear operator is symmetric in the Hilbert space H.
Proof By applying the method of [] it is not difficult to prove that the operator is densely defined in 
Further, taking in view the definition of and initial conditions ()-() we can derive that
Finally, substituting (), () and () in () we obtain that
The proof is complete.
Theorem  The linear operator is self-adjoint in H.
Proof Since is symmetric and densely defined on H, it is sufficient to show that if
On the other hand, by two partial integrations we get
Thus,
From this equality, by applying the technique of Theorem . in our previous work [] , it can be derived easily that
Theorem  The operator has only point spectrum, i.e., σ ( ) = σ p ( ).
Proof It suffices to prove that if μ  is not an eigenvalue of , then μ  is a regular point of , i.e., μ  ∈ σ ( ). Let μ  not be an eigenvalue of . The resolvent operator R(μ  , ) = (μ  I -) - exists and is defined on all of H. By Theorem  and the closed graph theorem,
Left-definite and right-definite solutions
In this section we shall define two basic solutions υ -(x, μ) and ω -(x, μ) on the left interval -(so-called left-definite solutions) and two basic solutions υ + (x, μ) and ω + (x, μ) on the right interval + (so-called right-definite solutions) by a special procedure as follows.
Let υ -(x, μ) and ω + (x, μ) be solutions of equation () on -and + satisfying the initial
and
respectively. By using these solutions we shall define the other solutions υ + (x, μ) and
respectively. The existence of these solutions follows from the well-known Cauchy-Picard theorem of ordinary differential equation theory. Moreover, by applying the method of [], we can prove that each of these solutions are entire functions of the parameter μ ∈ C for each fixed x.
Construction of Green's function
In this section we develop the idea of a resolvent operator to solve nonhomogeneous boundary-value transmission problems (BVTP) as follows. Consider the operator equation
This operator equation is equivalent to the following nonhomogeneous BVTP:
Let us define the Wronskians
x ∈ + and suppose that (γ
We shall search the resolvent function of this BVTP in the form
where the functions  (x, μ) and  (x, μ) are the solutions of the system of equations
and the functions  (x, μ),  (x, μ) are the solutions of the system of equations
for x ∈ -and x ∈ + , respectively. Since -(μ) =  and + (μ) = , from () and () we
where ij (μ) (i, j = , ) are unknown functions depending only on the parameter μ. Substituting into () gives
()
By differentiating we have
()
By using (), () and conditions () we can derive that
for x ∈ -, ω + (x,μ) p + + (μ) Proof Let F = (f (x), f  , f  , f  ) ∈ H. Denote U = R(μ  , )F. Since U = μ  U -F, taking into account that the operator is symmetric, we have
Using the well-known Cauchy-Schwarz inequality, we conclude that
Consequently,
Theorem  The resolvent operator R(μ  , ) is compact in the Hilbert space H.
Proof Let λ  ≤ λ  ≤ · · · be eigenvalues of and let E λ  , E λ  , . . . be orthogonal projections onto the corresponding eigenspace. Since is a self-adjoint operator with discrete spectrum, we can write the spectral resolution of the resolvent operator R(μ  , ) by
Similarly to [] we can easily show that λ n = O(n  ). Thus (λ n -μ  ) - = O(n - ) for n → ∞.
Consequently, the series () is strongly convergent. It is obvious that the orthogonal projections E λ n , n = , , . . . , are compact operators since each of them are of finite rank. Consequently, the sum of series () is also compact in H. The proof is complete.
