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INTRODUCTION 
To clarify the principles of making maximum genetic im­
provement by selection is a primary goal of research in animal 
•M and plant breeding. In the majority of breeding operations, 
several traits have economic importance. Even in cases where 
only one trait is economically important, other traits can be 
useful aids to selection due to their relationship with the 
economically important trait. To make maximum genetic change, 
a certain optimum emphasis must be placed upon each trait. 
Smith (1936) presented a method for determining an index 
for the selection of superior varieties. Hazel (1943) pre­
sented an equivalent method for developing an index for the 
selection of genetically superior individuals. The index, in 
both cases,, is a linear function of certain observed character 
istics of each individual or variety in the population within 
which selection is to be practiced. The coefficients for this 
index may be calculated from certain genetic and phenotypic 
parameters. 
In practice the genetic and phenotypic parameters neces­
sary to determine the coefficients for an index are not known 
exactly and estimates of these parameters must be used in 
making the calculations. Recent studies have indicated that, 
with the amount of data usually available in large animal 
species, estimates of genetic parameters have especially large 
2 
sampling errors. It seems clear that inaccuracies of estima­
tion would reduce genetic progress from index selection, as 
compared to what would be attainable if the true parameters 
were known, but the magnitude of this reduction has not been 
studied. 
The purpose of the present study was to consider the in­
accuracies in the estimation of parameters and to determine 
their influence upon the progress and upon the estimation of 
progress which results from selection by means of indexes 
calculated from estimates based upon varying amounts of data. 
Of primary interest was the situation where the estimates are 
derived from analyses of variance and covariance among and 
within sire progeny groups, although some of the formulae 
shall be applicable for other types of estimation procedures. 
Both mathematical and empirical techniques were used for this 
investigation. 
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THEORY OF SELECTION INDEXES 
The theory of simultaneous selection for several traits 
in an effort to make maximum genetic improvement was first 
developed by smith (1936). He used the concept of dis­
criminant functions as presented by Fisher (1936) to obtain 
a technique for selecting among varieties of wheat on the 
basis of yield data from plots of each of the varieties. This 
technique is actually a special application of multiple re­
gression techniques. The symbolism and terminology used below 
differ considerably from that used by Smith, but the theoreti­
cal aspects are the same. 
Conceptually, a genotypic value for net worth exists for 
each variety. Smith considered the genotypic net worth of a 
variety to be a linear function of the genotypic values for 
each economically important trait, each weighted by the value 
of one unit change in that trait. Thus, by definition, 
n 
H = a1G1 + a2G2 + ••• + anGn = 2 a^, 
i=l 
where H is the genotypic net worth of a variety, 
a-L is the relative value of one unit change in the 
ith character, 
Gj^  is the average genotypic value for the i1"*1 
character of individuals in the variety, 
n is the number of traits being considered, 
and 2 indicates the summation of terms having subscript 
i=l 
values of i from 1 up to and including n. 
The traits of interest are numbered from 1 up to and including 
n for the purpose of symbolism. The term "genotypic value" as 
used here represents the contribution to the phenotype or ob­
served characteristic due to all the genes possessed by an 
individual. Thus "average genotypic value" will be the mean 
value for all individuals in the variety, an average value 
being necessary since these values will vary except for the 
unusual case where genotypes of all the individuals in the 
variety are alike. 
The goal of a selection program among varieties should be 
directed toward producing maximum improvement in the geno­
typic net worth by eliminating from the population as many as 
possible of those varieties which have the lowest genotypic 
net worth. Since the genotypes of a variety will not be known 
exactly, neither will the genotypic net worth be known. Thus, 
direct selection for genotypic net worth cannot be practiced. 
However, selection may be based upon an index, I, determined 
from the observable characteristics of each variety. In 
Smith1 s study the observed characteristics were measurements 
of important characters of several plots of each variety. 
The average genotypic net worth of a group of varieties 
selected on the basis of their index values would have an 
expectation of 
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E(H) = + BHI(Is ' ^ 
where E(H) is the expectation of the average H in the 
selected group, 
\x is the population mean for H before selection 
H 
was practiced, 
B is the linear regression coefficient of H on I, 
HI 
Is is the average index value in the selected 
group, 
and p.^ is the population mean for I. 
This equation is based on the supposition that the regression 
of H on I is truly linear. The reasonableness of this assump­
tion will be examined later. 
The superiority in genotypic net worth of a selected 
group as compared with the original population before selec­
tion is Bjjj (ïg - jij) . This may be advantageously expressed 
as B Qj is where ig is the mean of the selected group when 
variable I is coded into standard measure as 
i-
and aT is the standard deviation of index values. Hence, i 
s 
*S "" H-j 
is equal to . When truncation selection is performed 
aI 
and I is normally distributed, is will equal z/p, where z is 
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the height of the ordinate of the theoretical unit normal 
distribution of i at the point of truncation with fraction p 
of the population above that point. This interesting rela­
tionship follows from the fact that the integral of the values 
under the unit normal curve above a specified point is equal 
to the height of the ordinate at that point. This may be 
proven using the usual calculus notation as follows: 
r œ  i -Hi 2  - -H k 2  
«4 ws? e  =  e  =  z- s a y-
where k is the point of truncation of i values. The mean 
value for individuals above the truncation point is the ratio 
of the integral of values above that point to the fraction of 
individuals having such values. Thus, 
- z r00 1 -h i^ 
is = p , where p « J e » di-
Numerical values of z and p for different k are given in con­
venient form by Anderson and Bancroft (1952) and in several 
other sets of tables. When k is the point of truncation for i 
values, the corresponding point for index (I) values will be 
Hj + 
A convenient form for the index is 
n 
I = bX XX + b2 x2 + ' • • + bn xn = Z bA X± 
where the X^1 s are the observed characters that give the best 
7 
indication of the G^'s of the variety. This linear form is 
usually used due to the resulting mathematical simplifications. 
The coefficients in the index, the b^-' s, must be chosen so 
that Bhi Gj. will be maximized, and thus BHI 0j ig, the ex­
pected genetic gain from selection, will be maximized, since 
Is will be a constant. 
The relationship between the 1 s and the G^'s is 
assumed to be 
X± = Gi + 
where the Gj[ and E^ are independent elements which go together 
additively to produce X^. With the previous definition of G^ 
as the average genotypic value for the i1"*1 trait of individ­
uals in the variety, E^ will be the deviation of the observed 
character (XjJ from the G^ due to environmental influences 
upon each particular plot plus a deviation, probably small, 
due to the difference in average genotypic value of the 
individuals in the plot under consideration from the average 
genotypic value in the entire variety. A further assumption 
that there is no covariance between the G^ value for one trait 
and the for that trait or for any other trait is necessary 
for the development of the theory to follow. Thus, the vari­
ance of Xi is equal to the variance of G^ plus the variance of 
B±. 
If the symbol Gjj is chosen to represent the covariance 
8 
between and Gj and the symbol is to represent the 
covariance between X^ and Xj, it is found that 
n n n 
V(I) = V ( 2 bi Xi) = S 2 b, b. P., 
i=l i=l j=l 
and 
Cov(HI) = Gov [( 2 a± G±), ( 2 bj X.)] 
n n 
2 2 ai b. Cov(Gi, X-: ) = 
1=1 j=l J J 
n n 
2 2 a • b j G^ .. 
i=l j=l 
The symbol V( ) represents the variance of the quantity in the 
parentheses, and similarly Cov( ) symbolizes the covariance of 
the two quantities in the parentheses. Of course, P^ = 
V (XjJ and G^ i = V (G^ ) . Therefore, 
2 a± bj G±j 
BHI aI " 1/2 * 
( 2 b± bj P±J. ) 
The b^ values which maximize B are those which 
satisfy the n simultaneous equations resulting from succes­
sively setting equal to zero the first partial derivative of 
BHI aI respect to each of the b^'s. The t1"*1 equation of 
the set of n equations with n unknowns is obtained as follows: 
9 
or 
ÔBJTJ CT 2 
—— - first partial derivative of BHI Oj with 
2 a± Git 
respect to b-j- = i 
1/2 ( iZb ib jP i j) /  
( s ajl b1 Gif) (2 b± P, > 
- ij J J i " = o 
( S bi b,- P±,) 3/2 
ij • 
f bi Pit f ai G±t 
2 bji bj Pij 2 aj_ bj G^ j 
Smith (1936) then took as his equations the following: 
2 b. PIT = 2 aj G.. for t = 1, 2, •••, n. 
i 1 BHI i 
However, these n equations are satisfied when the n equa­
tions 
2 bjL Pit = 2 a-L Git 
i i 
for t = 1, 2, •••, n are satisfied, for then 
2  a G j _ t  2  b ^  P ^ t  2  a G ^ ^ .  
2 a4 b-s G< 4 2 b^ b< P< < 2 b^ 2 a^ G; j 
IJ 1 1 ij J J j J i 1 1J 
| ai Git 
2 b- 2 a j G.- ^  
j i 
= 0. 
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Therefore, it seems unnecessary to have the 1 in the equa-
bHI 
tions. Later it will be shown that BHI is equal to unity when 
b^ values are obtained from these equations. 
Hazel (1943) developed an index similar to Smith's for 
use in swine selection. Their techniques of development dif­
fered in that Hazel maximized RjH, the correlation between the 
index values and genotypic net worth of individuals in the 
population, because superiority in the average genotypic net 
worth, 
E(H - HH) = Bhi az is = Rih aH Is , 
and (Jjj, the standard deviation of genotypic net worth values, 
is constant for a particular population. However, the two 
maximization procedures yield equivalent results because the 
above relationship between BHj aj and R^g exists. Hazel ex­
pressed the equations for determining the b^ values in terms 
of correlations rather than covariances, the t*-*1 of the set of 
n equations is 
? Bi rX.jXt = rXtH ' 
where B^ = bj_ , 
aH 
r
x^xt the correlation between and X^, 
and r is the correlation between Xt and H. X^H 
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The equivalence between these two forms of the t*"*1 equa­
tion may be seen by examining the equation, 
2 bj. Pit " 2 ai Git . 
Multiplying left and right hand members of tfcte- equation by 
and multiplying the i*"*1 term of" the left hand member 
Ptt* 
?ii% 
by — = 1 yields 
*x±h 
h G .  
2 bi —Ell fill = 2 a± _Ii£— 
i Pii35 Ptt3s aH 1 PttÎ5 aH 
or 
f B± rxixt = 3V = rxtB • 
The r occurring in these equations may be obtained by 
noting the following relations 
rXtH = 
Gov (Xt, H) ^ a± Cov(Xt, Gi) 
*ttH Ptt* °H G L ih 
2 d., r , where dH = as 
i 1 xtGi x 
Gii^ 
Thus, there are two forms of the simultaneous equations 
for obtaining the coefficients for an index. These forms are 
as follows: 
12 
2 b^ — ^ ai Git t — 1, 2, • • •, n, 
i i 
or 
i Bi rxixt = rXtH f°r t " X' 2' ' "• 
The second is the coded form of the first, each variable in 
the second being measured on a scale on which its own standard 
deviation is unity. Either form may be used, but the latter 
may be preferable if the data to be used for the calculations 
are in terms of correlations. The former may be more 
advantageous for computational purposes if the phenotypic and 
genotypic variances and covariances can be readily obtained 
from the data. If a solution exists, the set of equations 
may be solved to yield the b^ values in an index by any of the 
methods of solving simultaneous equations—by successive 
elimination, by the ratio of determinants technique (Cramer's 
rule), or by matrix inversion. 
Since the operations of matrix algebra [see, for example, 
Aitken, (1954) and Browne, (1958)] will be used in later 
portions of this paper, it should be pointed out that the 
first of the above forms for the equations may be written in 
matrix notation as follows: 
Pb = Ga 
where P is the n x n matrix (n rows and n columns) of P.. 
xj 
values, 
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b is the n x 1 matrix (column vector of n values) of 
bi values, 
G is the n x n matrix of Gij values, 
and a is the n x 1 matrix of ai values. 
Thus, b » P""1 Ga where P~"^ symbolizes the inverse matrix of 
the P matrix. This matrix form has been used in numerous 
papers; see for example, Kempthorne and Nordskog (1959). 
It should be pointed out that selection of individuals as 
studied by Hazel (1943) differs somewhat from variety selec­
tion although the algebraic treatment is equivalent, as is 
shown above. As discussed by Fisher (1918) and Wright (1921), 
the portion of the genotype for a particular trait that tends 
to be transmitted from parent to offspring is in effect the 
sum of the average effects (within that population) of the in-
V* 
dividual genes which influence that characteristic. The value 
for this portion is usually termed the additive genetic value, 
and the variance of such a value is known as the additive 
genetic variance. So for individual selection the symbolism 
used up to this point is redefined as follows: 
Gjl is the additive genetic value of a particular in­
dividual for the ith trait, 
is the deviation of the phenotype for the 1th trait 
from the additive genetic value due to allelic and 
nonallelic interactions and due to environmental 
influences, 
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G i ±  is the additive genetic variance for the ith 
trait, 
and Gjj is the covariance between the additive genetic 
values for the i"1-*1 and j*-*1 traits. 
This redefinition allows the use of the previously presented 
theory for individual selection as well as selection among 
varieties. 
Hazel (1943) also pointed out that for individual selec­
tion the Xi values could be one record on an individual's 
performance, the average of several records on the individu­
al's performance, or observations on parents, collateral 
relatives, or offspring of the individual. He went on to 
show what r„ v would be for each of several cases involving 
Gixj 
observations on relatives. Of course, the economic value, 
a^, for the traits of relatives would be zero if the additive 
genetic value for that trait were also included in the equa­
tion for H. 
Since 2 bA Pit = 2 a^ Git, 
Gov (I, H) — 2 2 bi Gj • — 2 2 bj b* Pj j — V (X) . 
i=l j=l J i=l j=l 
Therefore, 
i i 
n n n n 
_ Cov(I. H) 
rih - Oj. oH 
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Cov ( I. H) V(I) 
BHI " V(I) " V(I) = L> 
- _ Cov (I, H) V(I) _ _ 2 
and Bih = v(H) " V(H) * IH • 
The second of these relationships leads to an alteration of 
the formula for the superiority in H of a selected group. 
That is, 
BHI °I I. = AI is since B = 1. 
Therefore, the genetic improvement is (ïg - Hj), which is the 
selection differential of index values. 
Utilizing regression theory, Morley (1950) showed that 
the expected genetic improvement in the t character may be 
determined by obtaining the regression of Gt on I. Since 
Cov(Gt, I) = Cov(Gt, 2 bjL X^) - 2 Git, 
2 b± Git 
B=tl = ~^2 
So the change in Gt which may be expected to accompany a 
given change in I when selection is based upon I is 
Brx T CTI 5s = i; 
f bi Git 
GtI X S -S CTj 
The expected phenotypic selection differential may be similar­
ly obtained. 
Since Cov(Xt, I) = Cov(Xt, 2 b± X±) = 2 b± P±t, so that 
16 
2 b± Pit 
X1 = aT2 I 
the phenotypic selection differential for the ttïl trait is 
2 b± Pit 2 a± Git 
is = ï. 1 
'j ° UI 
Manning (1956) presented an alternative approach to the 
application of selection index theory. In his problem of 
selecting for yield improvement in cotton, the phenotype for 
economic net worth, Xw, was directly observable. With a 
relationship the same as that for phenotypic and additive 
genetic values for other traits, 
XW = H + EPY, 
the t^h of the set of n simultaneous equations would be 
| bi pit = GtW • 
Phenotypic net worth, might, but need not necessari­
ly, be included among the X^  values comprising the index. It 
would in most cases be desirable to include X^ in the index 
unless it was difficult to assess or unless all of its 
components were included in the other traits used. This ap­
proach bypasses the necessity of defining the economic weights, 
the aj[1s, assigned to each trait, although some function of 
the component traits may be necessary to obtain the X^ values. 
However, it is not necessary that this latter function be 
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linear. The covariance, Gtw* automatically determines the 
linear relationship between the additive genetic value for net 
worth, H, and the additive genetic value for the t**1 trait, 
G^.. In those cases in which the phenotypic net worth of 
individuals can be assessed, this alternative approach 
avoids the sometimes difficult task of specifying the a* 
values. 
Lindholm and Stonaker (1957) presented a technique for 
obtaining the a^ values which might not be reliable in certain 
circumstances. They used as a^ values the regression coef­
ficients from the multiple regression equation for on the 
for i=l, 2, , n. As used in index theory, the ai 
values are the multiple regression coefficients of H on the 
G^ values. In matrix notation the phenotypic multiple regres­
sion coefficients are obtained from the relations 
-1 Pa = Pw or a = P Pw 
where a is the n x 1 matrix of a^ values, 
P is the n x n matrix of P^ values, 
P„ is the n x 1 matrix of P values, 
w iW 
and P""l is the inverse matrix of the P matrix. 
Since Gtw = Z a^ Git when H = 2 aA G^ G^ = Ga or a = G"1 G^ 
is the relationship which defines the a^ values, 
where G^ is the n x 1 matrix of Giw values, 
G is the n x n matrix of G.. values, 
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and G~^ is the inverse matrix of the G matrix. 
So, b = P'1 Ga, the n x 1 matrix of b^ values, is equal to 
P-1 GG-1 = P-1 G*, 
when a = G-^ Gy and is equal to P"1 GP~^ P^ 
when a = P~^ Pw 
as in Lindholm and Stonaker•s paper. These two results seem 
to be different except when P~* P# = G~^ G^. This equality 
will result when 
= Z a^ and H = 2 a^ Gj_ 
i i 
are the true relationships. For then 
Piw = f aJ Fij and GiW = f aJ Gij' 
or in matrix notation, 
Pw = Pa and Gw = Ga 
are the true relationships and either set of equations should 
yield the same a^ values. When the true relationships are not 
linear, the approach used by Manning seems preferable. 
Manning's approach does not avoid the restrictions of linear 
relationships, but avoids the confusion usually associated 
with specifying the a^ values. However, with the limited 
amount of data available to Lindholm and Stonaker, estimates 
of the genetic covariances necessary for Manning's approach 
would probably not have been accurate. 
According to Tabler and Touchberry (1955), Henderson 
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(1951) presented an alternative approach to calculation of the 
coefficients for a selection index. This approach simplifies 
the calculation of several indexes involving different sets of 
a^ values. An index, 1^, which is of the form 
I± = Z bjj Xj 
where the bj j values are those which maximize B_ T aT may be ij G^Ii 
determined for each trait. The equations for obtaining the 
bjj values are 
Z b^j Pjt = Git for t = 1, 2, •••, n. 
Such an index, 1^, may be formed for each trait, that is, for 
i = 1, 2, •••, n. Then the over-all index will be 
1 = Z a. L = Z bj X; as before. 
i j 
From this it is seen that 
bj = f a± bij • 
This procedure makes possible the calculation of coefficients 
for different indexes with different sets of a^ values from 
the relation, I = Z I^, with much less effort than com­
pletely recalculating each set of coefficients. It is easily 
seen that this technique yields the same results as before. 
Since 
2 bii Pit = Git for t = 1, 2, •••, n 
j 
and for i = 1, 2, " , n in matrix notation, 
20 
PB = G, or B = P""1 G 
where B is the n x n matrix of bjj values. Also, in matrix 
notation the equation 
b. = X a^ bi• for j = 1, 2, », n becomes b=Ba. 
J j J 
Thus b = P-"*" Ga as before. 
Kempthorne and Nordskog (1959) developed theory for 
restricted selection indexes; that is, indexes upon which some 
constraint has been imposed. For example, an index was de­
veloped which would hold egg size constant while correlated 
traits were being improved. 
Cochran (1951) reviewed the theory of selection indexes 
and developed formulae for the optimum culling level at each 
stage when selection is carried out in two stages. He also 
considered the effect of discarding variates from an index 
when their importance seems small. 
Manning (1956) and Hanson and Johnson (1957) considered 
the effect of interactions of genotype and environment upon 
the development of a selection index. Under such circum­
stances each "environment" will be associated with a different 
set of parameters. Manning's procedure was to calculate a 
selection index from the yield data each year and use that 
index for that year's selection. Hanson and Johnson noted the 
desirability of pooling data from different experiments, i^ .e^ ., 
different locations and/or years, so as to minimize sampling 
21 
errors. They thereby developed theory which leads to an ~ 
iterative process of pooling the data from different sources. 
This process maximizes the average genetic advance for all 
sources of data. 
At this point a review of the assumptions involved in 
the preceding development seems to be in order. These 
assumptions were as ^follows : 
•i 
1) xi = + Ei for all i, 
2) Cov(Gi, Ej) =0 for all i and j, and 
3) the regression of H on any linear function of the 
Xjl is truly linear. 
These assumptions are common to much of statistical genetic 
theory and are used in most applications of this theory. The 
first one means that the phenotypic value of the i1"*1 character 
is the sum of the genotypic value or additive genetic value 
and the effects of environment upon that character; that is, 
the two types of effects are combined additively. When this 
is not true, it is sometimes possible to transform the data to 
obtain such a relationship and then to use the transformed 
variables in the calculations. For example, when the two fac­
tors are combined multiplicatively, i.e., 
= Gj^ x E 
a logarithmic transformation yields an additive relationship, 
log X^ = log + log E^. 
However, the true relationship is rarely known exactly and 
22 
may be complex; it is thereby difficult to obtain the proper 
transformation, and the most appropriate simple (usually 
linear) "model" is the expedient used in such cases. 
A 
The second assumption requires that there is no correla­
tion (or covariance) between the genotypic values for any 
particular trait and the deviations due to environmental in­
fluences for that trait or for any other trait. This assump­
tion will not be wholly valid when there is a tendency 
(probably human) for the environmental influences to be 
allotted according to genetic merit of the individuals or 
varieties. This tendency should be avoided in any breeding 
operation. 
When individual selection is being considered, Gj_ is the 
additive genetic value rather than the total genotypic value, 
and the dominance and epistatic deviations are included in the 
Ej[ value. Because of the definition of additive genetic 
value, these deviations will combine additively with it and 
will be uncorrelated with Gj_. 
The last assumption of linear regression of H on any 
linear function of the X^ will be satisfied if the two vari­
ables are distributed together in a bivariate normal distri­
bution. Since both of these are linear functions of biologi­
cal measures, and since many biological measures have been 
found to approach normality in their distribution, this 
assumption will be valid the majority of cases. Even if the 
23 
individual elements of the linear functions are not normally 
distributed, a linear function tends toward normality as the 
numBer of variables in the function increases. 
The assumptions involved in the theory of selection in­
dexes appear reasonable for most cases. However, these 
suppositions should be evaluated critically for each appli­
cation of the theory, to assure validity and reliability of 
the results for the particular application. 
24 
ESTIMATION Of GtiJNKTXC AiNJJ FtitiiNÛTX^-LC fAKAiyuc.rr.KS 
The theory presented in the previous section was based 
entirely upon the true parameters of the population which was 
to be selected. However, in the application of this theory, 
the true parameters will not be known and estimates of these 
parameters will have to be used in the equations.0 
Throughout this paper estimates of a parameter will be 
denoted by a circumflex (~) placed over the symbol for the 
parameter. For example, Pjj denotes an gstimate of the 
parameter P^ j . 
Because the parameters for the case of variety selection 
and for the case of individual selection are defined differ­
ently, estimation of the parameters for the two cases is 
discussed separately. For variety selection Smith (1936) 
proposed that the estimates be obtained from the mean squares 
calculated in analyzing the variance in a randomized block 
experiment as follows : 
Sources of Degrees Mean Square Expected Mean Square 
Variation of Freedom or Product or Product 
Varieties v-1 Vjj E(Vjj) = Ejj + bGjj 
Error (v-1) (b-1) 
Total 
(excluding blocks) 
b (v-1) E(t±j) - Ejj + G±j 
where v is the number of varieties in the experiment, 
b is the number of blocks, 
25 
Vj -j is the variety mean square (i=j) or mean product 
0 ' ' 
(i/j) for the i^ and j^1 characters, 
ejj is the error mean square or mean product, 
tjj is the total (excluding blocks) mean square or 
mean product, 
E() is the expectation or population mean value of the 
* U 
variable in the parentheses, 
> 
and Ejj is the error variance or covariance component on a 
plot basis. 
When selection is to be based upon k replications of each 
variety while the experiment was based on b replicates, the 
estimates are 
Gjj = €ij with E(Gjj) = Gjj 
and 
~ 
eij Vij 1 1 
Pi.(k) =Gij +  -i- _i+6ij (1-1) 
Eii 
with E[P±j(k)] = G±j + 
where P^j(k) indicates the phenotypic variance or covariance 
when each phenotype is the mean observation from k plots. 
This estimation procedure results from the fact that with 
uncorrelated environmental effects upon the plots in different 
blocks, the component of variance for varieties is the measure 
of the variation among the average genotypic values for the 
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varieties. Similarly the error meain square is a measure of 
the variation on a plot basis due to environmental influences 
plus a small portion due to genetic variation within a variety. 
Of course, when k • b, 
a vii a Eii 
Pij (b) = £ and E[P^j (b) ] • + . 
The individual plots are considered to be of the same size for 
the experiment and for selection. When this is not the case, 
the situation is complicated considerably. Of course, ex­
perimental designs other than a randomized block design could 
be used to obtain estimates of the parameters. 
When selection is to be among individuals, the estimation 
procedure is somewhat different. The phenotypic parameters 
may be estimated from the observed relationships in a sample 
from the population. For example, the sample covariance 
between the measurements of the i^ trait and those for the 
jth trait may be the estimate, P^j, of the population pheno­
typic covariance, Pjj . 
Estimation of the additive genetic variances and covari-
ances is more difficult since each individual has a unique 
genotype, confounded with environmental influences. Even 
when repeated observations can be made on an individual's 
phenotype, the effects of some of these environmental influ­
ences persist over some or all of the periods of observations 
and, hence, do not tend to be averaged out and cannot be 
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separated from the genotypic contributions. The usual pro­
cedure for avoiding this difficulty has been to estimate 
additive genetic variances and covariances from the covari-
ances between measurements on individuals which have some 
genes in common but which have, as much as is possible, in­
dependent environmental contributions. 
Extending earlier studies, Fisher (1918) and Wright 
(1921) determined the correlations between relatives in terms 
of the additive genetic variances and phenotypic variances as 
well as variances due to allelic and non-allelic interactions. 
These results have been extended in later studies by these 
and other workers. Lush (1940) presented techniques for 
estimating heritability values from certain regressions and 
correlations among traits measured in relatives, heritability 
values being defined as the ratio of additive genetic vari­
ance to total phenotypic variance. 
Hazel (1943) presented techniques for estimating genetic 
correlations, the correlations between additive genetic 
values for two traits. All of these techniques are based on 
the fact that for a genetically influenced trait, related 
animals tend to resemble each other more than unrelated 
animals. Kempthorne (1957) presented the general equation to 
represent the covariance between relatives for all types of 
relationships as follows: 
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Cov(^X±# zxi) " ^2rWZ^r (UWZ) S aArDs 
r=0, 2=0 
except 0, 0 
where W apd Z represent individuals related by a certain 
type of relationship, 
and are the measures of the 1th trait in in­
dividuals W and Z, respectively, 
r is the probability that a random gene at a 
WZ 
certain locus of W is identical by descent 
to a random gene of Z at this same locus 
(i^.e^., rwz is Malécot' s (1948) "coefficient 
I 
de parente" and 2rr,„ is the numerator of WZ 
Wright's (1921) "coefficient of relation­
ship" . ) , 
UyjZ is the probability that both genes at a 
particular locus of W are identical by 
descent to both genes at this locus for Z, 
2 
and aArDs Is the component of variance due to all in­
teractions of r additive effects and s 
dominance deviations. (This general term 
includes the additive genetic variance 
O 
when r-1 and s*0 and aD , the dominance 
variance when r=0 and s=l. All other values 
are due to non-allelic or epistatic inter­
actions.) 
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The summation goes up to all values of r and s such that r + s 
equals the total number of loci segregating. This formula is 
derived on the supposition of random mating in the population 
and ignores the effects of linkage and selection. Also, the 
assumption is made that there is no covariance.between the 
environmental influences upon W and those upon Z. Kempthorne 
also presented the values of 2rwz and for certain types 
of relationships which are as follows: 
Relationship 2rWZ ^WZ 
Identical twins 1 1 
Full sibs 1/2 1/4 
Parent-offspring 1/2 0 
Parent-k*"*1 generation 
descendant (1/2)k 0 
Uncle-nephew 1/4 0 
Cousins 1/8 0 
Double first cousins 1/4 1/16 
From these values it is seen that the covariance between 
a parent and its k*-*1 generation descendant is 
<V2)k 0A2 + (1/2)2k Oââ2 + (i/2)3k 05â52+ (1/2)4k 0555 
+ **• .  
It is difficult to evaluate the magnitude of the variance com­
ponents for epistatic interactions, but due to the smallness 
of the coefficients of these components, especially for those 
representing high order interactions, any effects of selection 
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upon future generations will be primarily through increases 
in the average additive genetic values of individuals in 
intervening generations. This conclusion is reached by noting 
that as k, the number of intervening generations, increases 
the coefficients of the interaction variance components 
become smaller at a faster rate than does the coefficient of 
0A2, the additive genetic variance component. This to a large 
extent justifies the use of the simplified model, 
= Gi + Ei* 
when considering the effects of selection among individuals 
as related to genetic improvement. This model denotes the 
situation as if allelic and non-allelic gene interactions were 
of the same nature as temporary environmental influences which 
do not affect individuals in future generations. This repre­
sentation is reasonably close for most situations, although 
not necessarily exactly correct for any particular situation. 
With this model the covariance between relatives for the i^*1 
trait becomes simply (2rwz)G£i, and the covariance between the 
i^ trait in an individual and the j^1 trait in its relative 
A 
becomes (2rwz)Gjj. Hence, an estimate, Gjj, of the additive 
genetic covariance may be obtained by multiplying the cal­
culated covariance between wXj and 7X{ by 0 1 . 
2rWZ 
When using this procedure for estimating additive genetic 
variances and covariances, one should be constantly aware of 
the assumptions involved in its use and of the possible 
31 
biases which could be introduced into the estimates by (1) the 
effects of selection, (2) the inclusion of some of the 
epistatic variation, and (3) environmental covariation between 
the relatives, other possible pitfalls include nonadditivity 
of Gi and Ei, covariation between G^ and E^, sex linked ef­
fects, hereditary maternal effects influencing the traits, and 
nonrandomness of mating. 
Lush (1940, 1948) discussed in some detail the possible 
influences of these inadequacies of the model upon estima­
tion of heritability values. For the purpose of index con­
struction, primary interest is upon the estimates of variances 
and covariances. In general, selection will decrease varia­
tion, and epistatic gene actions will bias estimates of addi­
tive genetic variance upward. Environmental covariation be­
tween relatives will also bias the the estimates of additive 
genetic variation upward if the covariation is positive. The 
writings of Lush give a more detailed discussion of these 
influences. Therefore, they will not be considered in further 
detail here. 
The covariances between relatives may be estimated from 
a sample of pairs of relatives in the population, such as 
daughter-dam pairs, or from the analysis of variance and co-
variance of groups of related individuals, such as paternal 
half sibs. The analysis of variance or covariance table for 
paternal-ha-Lf—sibs is as follows: 
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Sources of Degrees Mean Square Expected Mean 
Variation of Freedom or Product Square or Product 
Among sire groups s-1 Sjj E(Sjj)- Cjje 
+ mc ^ijS 
Within sire 2(m^-1)= M - s w.. E(w••)= 
groups k 1J xj ije 
Total 2 m%-l = M - 1 t^j E(tij)= ffjje 
m (s-1) 
+ "5PÏ 0ijs 
where s is the number of" sire-groups in the sample and the 
sires are numbered from 1 up to and including n, 
m% is"the number of offspring in the group for the 
k^1 sire, 
s 
M = 2 m% is the total number of offspring in the experi-
k-1 
ment, 
SjLj is the mean square (i=j ) or mean product (i/j) 
for variation among sire groups, 
Wjj is the mean square or mean product for variation 
within sire groups, 
tjj is the mean square or mean product for the total 
variation among groups and within groups, 
Qjje is the component of variance (i=j) or covariance 
(i^j) for the within group variation, 
a.. is the component of variance for the variation 
XJ S 
among sire groups, 
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and mQ is equal to 
s-1 
v ^ k 
k ^  ? ™k 
Z nh.2 
_ M VODfc) 
s m 
where 
V <V = 
J V - è ™k) 
k k 
2 
The usual assumptions for analyses of variance or covariance 
with a hierarchical classification are involved in this table. 
Based upon the general equation for the covariance be­
tween relatives as presented above, the genetic interpreta­
tions of the variance and covariance components as pointed out 
by Hazel and Terrill (1945) are 
aije = 3/4 Gjj + Ejj 
and aijs = 1/4 Gij 
where Ejj = Pj. - Gjj . 
- J\Sij " Wij Thus, GH ., the estimate of G_. i, would be 4 
, -jj, ij' | m0 
The assumptions involved here are that (1) the sires and dams 
were a random sample from the population, (2) the dams were 
allotted to the sires at random, and (3) there was no selec­
tion among the progeny. Each dam can have only one offspring. 
This analysis of variance or covariance table leads to 
two possible estimators of Pjj, the phenotypic variance or 
covariance. These are tjj, the total mean square, or the n 
of the estimates of the among and within sire groups 
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components, 
3iJe + Sijs - "ij + SlJm" "±j • ^  v±j + X ,±J. 
In terms of the additive genetic and environmental variances 
or covariances, 
m0(s-l) 
" PiJ ' 1/4 Gij + -4WW =ij 
mQ (s-1) — (M-l) 
= Pij - 4 (M-l) Gij 
2 ith.2 - M 
k 
4M (M-l) 
= - — — Gij ' 
since PH . = G.. + E, ., 
X J  X J  X J  
and E(aije +aijs> - Gij + Eij 
From these expectations it is seen that the sum of the esti­
mates of the components is an unbiased estimator, while the 
total mean square or product is negatively biased by the 
amount 
2 m^2 — M 2 m^2 — M 
4M (M-l) Gij " M (M-l) °ijs 
The second moment of an estimator about the true value is 
usually considered to be an effective measure of the accuracy 
of this estimator. For the case of unbiased estimators, the 
second moment about the true value is the variance, while for 
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biased estimators the second moment is the variance plus the 
square of the bias. Evaluation of the second moments around 
the true value for these two estimators of*will be de­
ferred to a later section where the necessary formulae are 
developed. 
ê 
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CALCULATED INDEXES 
The theory of selection indexes, using various estimation 
procedures, has been used to develop several indexes for the 
selection of genetically superior individuals, varieties, or 
lines. Besides Hazel (1943), Warren and Dickerson (1952) and 
Sutherland (1958) calculated indexes for selecting swine. For 
sheep, selection indexes were developed by Hazel and Terrill 
(1946), Winters et al. (1946), Morley (1950), Rae (1950), 
Ercanbrack (1952), Karam, et al. (1953), Sidwell (1954), 
Felts (1958), Karam (1959), and Givens, et al. (1960). 
Selection indexes for dairy cattle were presented by 
Legates and Lush (1950), Harvey and Lush (1952), Tabler and 
Touchberry (1955, 1959), and Young, et al. (1960). Evans 
(1956) and Lindholm and Stonaker (1957) calculated indexes for 
selection of beef cattle. 
Indexes for poultry selection have been developed by 
Panse (1946), Lerner, et al. (1947), Krueger, el: a_l. (1952), 
Wyatt (1954), Ghostley (1955), Farnsworth (1956), Merritt 
(1956), Hogsett and Nordskog (1958), Nordskog and Hill (1958), 
Yamada (1958), and Crittenden (1958). 
Other indexes have been presented by Smith (1936) for 
wheat, Manning (1956) for cotton, and Nagai, et aJL. (1955) for 
mice. 
The techniques of estimation and the volume of data used 
vary considerably among these indexes. For example, Harvey 
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and Lush (1952) used daughter-dam analysis on data involving 
8,464 cows, while Sutherland (1958) used variance component 
analysis on measurements from only 937 individuals. 
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PROGRESS FROM INDEX SELECTION 
When estimates of genetic and phenotypic parameters are 
substituted for the true values in the equations to compute 
the b,- values which are intended to maximize genetic improve-
•< 
A 
A 
ment, estimates of these b^ values, symbolized by b^, will be 
obtained. Ths accuracy of the b^ values will depend upon the 
accuracy of the estimates of the parameters which are used in 
A 
the equations. Since these b^ values are not likely to be 
exactly the true b^ values, the expected genetic improvement 
for an index with coefficients calculated in this manner will 
be somewhat less than the improvement from an index based upon 
the true parameters, if these were known. Also, the estimated 
genetic progress as calculated from the estimates will differ 
from the true expected genetic progress for a particular 
calculated index. 
When estimates of the genetic and phenotypic parameters 
are substituted in the equations for obtaining the coeffi­
cients for an index, the equations may be represented by 
A A /S 
2 b± Pit = Gtw for t = 1, 2, ... n, 
or in matrix notation 
A A /S 
P b = ®W 
A /s 
where P is the n x n matrix of P^j values, 
/\ A 
b is the n x 1 matrix of bi values which are estimates 
of the optimum coefficients, the bj/s, 
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and Gy is the n x 1 matrix of GjW values. 
The expected progress in improving H was previously pre­
sented as ïs(2 ^  Giw)which* is equal to Is ( 2 a^ bj Gjj)35 
when H.• 2 a^ G^, and is equal to L(2 b± b. P 
i ij 3 iJ 
in either 
" " ~ * J
case. 
When errors of estimation of parameters are considered, 
' a > 
the expected progress for a particular calculated index is 
A 
/S bi Giw 
is BHÎ OJ = Is (2 £ £ P ,V 
ij 
/V a 
where 1=2 bj_ Xj_ 
represents the values for a particular calculated index. This 
expression for expected progress is derived by noting that the 
calculated index values have a variance, 
Vc(2 X±) = 2 b± bj ?ij, 
and a covariance with H, 
Covc(2 b± X±, H) = 2 b± G±w. 
When H = 2 a^ G^, 
Covc(I, H) = 2 a± b± G±j, 
Z aA bj Gi;j 
and Is Bh$ - is „ „ 
(2 b, b, P.j)^ 
In matrix notation, 
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VC(I) = b' Pb, 
A A 
where b1 is the 1 x n matrix which is the transpose of the b 
matrix and 
Covc (I, H) = G'w b. 
T G'w b 
Thus ig Br2 a- = xs _î!— . 
(bl Pb) h 
When H = Z a± G±, G% = Ga and ïs B^ = ïs ^ • 
It should be noted that Vc(I) and Covc(I, H) as presented 
here are the conditional variances and covariances for a 
A 
particular set of b^ values. Thus the subscript c as used 
here and later denotes that the subscripted function is a 
conditional function? that is, the particular function is 
evaluated with the b^ values being considered as constants. 
Thus the is BHJ cr^ term represents the genetic improve-
A 
ment expected when a particular calculated index, I, is used 
as the basis for selection. 
Bartlett (1939) discussed the theory of selection indexes 
or discriminant functions and the standard errors of the 
discriminant function coefficients. Nanda (1949a) extended 
the work of Bartlett and developed equations for the standard 
errors of the discriminant function coefficients when the 
estimation procedure results from a randomized block experi­
ment as used by Smith. Nanda also presented equations for the 
standard errors of genetic advance when this type of estima­
tion procedure is used. However, examination of the method of 
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derivation shows that the standard errors of genetic advance 
as presented by Nanda are actually the standard errors of 
estimates of genetic advance and not a measure of the varia­
tion in progress expected from different calculated indexes as 
the terminology used seems to imply. As will be shown later 
in this paper, the standard errors of estimates of genetic 
progress are not. closely related to the standard deviations 
of expected progress values for calculated indexes. This work 
does point out the importance of including many varieties in 
the experiment. 
In a later paper, Nanda (1949b) attempted to compare 
progress from index selection to selection where the pheno-
types are weighted by their economic values. However, due to 
an error in the derivation of the formula used, the results 
are invalidated although the general conclusions reached seem 
plausible. 
Hazel and Lush (1942) compared progress from index 
selection with the progress from two alternate selection 
procedures—tandem selection, selecting only one trait each 
generation and independent culling levels, the truncation 
culling of individuals having low merit in one of the traits 
of interest regardless of the individual1 s merit in the other 
traits. They studied the special case where all traits of 
interest were independent and the products of economic value, 
heritability, and phenotypic standard deviation are the same 
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for all traits; i.e., a^ is constant for all i. Re­
cently, Young (1959) extended this work to include correlated 
traits with differing economic values, phenotypic variances, 
and heritability values. These studies lead to the conclusion 
that index selection will always result in as much improvement 
and in most cases greater improvement than the other two 
selection procedures. Young expresses concern that in some 
cases the difficulties and costs of index selection may offset 
its advantages over the simpler alternatives. However, 
neither of these studies considered the disturbing influences 
of inaccuracies of estimation. 
Tallis (1960) developed equations for the variances and 
covariances of the index coefficients (b^ values in the 
symbolism used here) and the variance of predicted genetic 
gains. However, to the present author certain aspects of his 
development seem inadequate and the equations presented do not 
seem satisfactory for the purposes of the present study. 
Hanson and Johnson (1957) pointed out that the correla-
A 
tion between the true index, I, and a calculated index, I, 
may be denoted by 
= b' Pb 
(b' Pb)^ (b* Pb)^ 
since Covc(I, I)= Cov(Z b^ X^, Z b± X^) = b' Pb, 
i i 
V(I) = b* Pb, and VC(I) = b' Pb. 
43 
Symbolizing ïg B cj - ïg(b1 G )% = ig(b* Pb)^ by AH and 
HI ^ " 
G'w Ê b1 pfî 
is bhî °î "is ^ <£• »>% by 
it is seen that 
AH1 
riî « AH • 
This means that the correlation between true index values in 
a population and the corresponding values for a particular 
calculated index is equal to the ratio of progress expected 
from the calculated index to that expected from the true 
index. 
Since a correlation coefficient must have a value between 
minus one and plus one, -1 <( ASL <1, and thus -AH< AH' < 
— AH — — 
AH. This inequality is taken as proof of the statement that 
progress from an index based upon estimates must be less than 
or equal to the maximum progress attainable if the true 
parameters were known. The inequality also shows that the 
lower limit upon the expected progress from a calculated index 
is minus AH. 
As discussed by Kendall and Stuart (1958), use of the 
first few terms of a Taylor's expansion of a complex function 
leads to approximate equations for the expectation and vari­
ance of this complex function. Let g(x^, Xg, ', x^) be a 
function of the variables, x1# x2, , x%, and the x^ have 
means, m^, and finite variances and be differentiable at 
44 
xi = mi' Then the expansion of g is 
g (xj^j 9 (^2' ^ 2' * * * ' 
+ ^  e%- a%i + "s£j=1 àmfLj + 0(Ax)3 
ôg 
where indicates the first partial derivative of g with 
respect to x^ evaluated at x^ = m^ for all values 
of i, 
Ax^ is x^ - m^, 
3 
and 0(Ax) indicates that the remaining terms are of the 
order (Ax)3. 
For the first moment, 
& d2g 
E(g) = g(mx, ..., m%) +h L ôin dm, Cov<xi' xj> 
i , j = l  1  J  
where the symbol = means "is approximately equal to" and 
d2g indicates the second partial derivative of g, first 
dm^ dmj 
with respect to x^, then with respect to Xj, evaluated at 
3 xi - mi for all i. Also to the order of (Ax) , 
Â èq dq 
V(9) S . E_, àSl xj> • 
1,j—1 j 
In a similar manner it may be shown that for two functions of 
random variables, say g and h 
k èg dh 
Cov(g, h) s £ dm± dm, Cov<xi> x.) . i,j=l 1 J J 
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The accuracy of these approximations depends upon the small-
ness of the high order terms of the expansion which are 
ignored. Application of these formulae leads to the general 
results 
Cov(x, y) 
E(x) E(y) 
v(p ) E
2 (X) 
E2(y) 
Cov(x [  V M .  +  Y _  2  
l E (x) E2 (y) E (x) E 
z Z l  1  
(y)J ' 
Cov( X. ) » Cov(x, y? _ E(y) Cov(x, z) # 
E (z) E2(z) 
E(xy) = E (x) E(y) + Gqv(x, y) [This is Acact. ] , , 
V (xy) = E2 (y) V(^) + E2 (x) V(y) + 2E(x) E(y) Cov (x, y), 
E(x^) — E^(x) [l VM 1 
L 8Ç2(x) J 
V(x^) V(x) 4E (x) ' 
Cov(x, y*) « hCOVh Y) 
E (y) 
and Cov(x\ y^) st Cov (x, y) 
4E%(x) E^(y) 
Utilizing these approximations, it is found that 
'covc(I, H) 
E[AH'] = is E 
V? (Î) 
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E [Covc (î, H) ] 
E[V^(Î) ] 
1 + 
v[v^(î)] Cov[Covc(î, H), V^(î)] 
C C ' J r 
E2[V^(Î) j E[Covc(î,. H) ] E[V^(Î) ] 
= i. 
E [Cov_ (I, H)] 
E%[V_(Î)] 1 -
vc[v(D3 
8E2 [V~ (î)] 
1 + 
V[V(I) ] 
4E2 [Vc (î)][i -
V[Ve(I)] 
8E2 [Vc (î) ] 
\ 
] 
Cov[Covc(î, H), Vc (I) ] 
2E [Cov- (î, H) ] E [Vc (î)] [- V[VC(I) ] 8E2[Vn(î)] 
In this and in future equations, Vc( ) and Covc( ) indicate 
the conditional variances and covariances, respectively, of 
the quantities in the parentheses for each calculated index, 
while E[ ], v[ ], and Cov[ ] indicate the expectation, vari­
ance, and covariance, respectively, of the values in the 
brackets over the population of calculated indexes obtained 
from repeated estimations of the population parameters. Also, 
V [AH ' ] = I, V 
Covc(I, H) 
- vj?(î> 
E2 [Cov_ (Î, H) ] 
~ 2 
5 E2[V^(I)] 
- 2 
k 
V[Covc (I, H) ] V[V_2(I) ] 
J. 
_E2[Covc(î, H)] E2[V%(I)] 
CovfCoVç (î, H), Vç (I) ] 
E [Covc (ï, H)] E [vj$ (î) ] 
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E2[Cov (î, H)] 
E[VC(I) ] 
v[vc(i) ] 
8E2[VC(Î) ] 
2 < 
V[Covc(î, H)] 
E2 [Gov. (î, H) ] 
V[VC(I) ] 
4E2[VC(Î)] 1 — 
v[vc(D3 
8E2 [V_ (î) ] 
Cov[Cov (I, H), V_(î)] 
E[Covc(I, H)] E[V_(I)] 1 — 
v[vc(i)3 
8E2[Vc(î)] 
Denoting the matrix of errors of estimation of the 
phenotypic parameters, (P - P) by Ap, the relation 
P = P + Ap = P(In + P"1 Ap), 
where In is the identity matrix of size n x n, is obtained. 
Similarly, 
Gw = + Agw 
where Ag^. is the matrix of errors of estimation of genetic 
parameters. When all the elements of the P matrix are un­
biased estimates of the corresponding elements of the P 
matrix; rL.e., E(Ap) = (D where 0 is a matrix with all elements 
equal to zero, 
P 1 = [P(In + P™1 Ap)] ^ = [In + P"x Ap] 
- [In - P-1 Ap + P"1 Ap P"1 Ap] P"1. 
-1 ,-1 A^l-1 n~l 
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Then Covc(î, H)= G^b = G^P-1 G^ = G^ [ln - P"1 Ap 
+ P"1 Ap P"1 AplP"1 [Gw + Ag^] 
= G^P-1 G^ - G^P-1 ApP-1 % + G^P"1 ApP-1 ApP-1 % 
+ G^P ^ Ag^ - G^P 1 ApP •*" Ag^ 
= b' G^ - b' Apb + b' Ap.P""1 Apb + b' Ag^ - b* Ap P""1 Ag^. 
When the G^j values are also unbiased estimates, 
E[Covc(î, H)] = b' Gw + b' E[Ap P-1 Ap]b 
-b' E[Ap P"1 Agw] 
= Gov (I, H) + b± P-1 bm Cov[Pij, P^] 
bi pjk CovfPij, G%%] 
ijk 
where P"1 is the element in the ij position of the P"1 matrix. 
(Note that P"1 / 1/P^j.) Also, 
V[Covc(î, H)] = V[b' Apb] + V[b' Agw] - 2Cov[b« Apb, b'Agw] 
" bi bj 4c bm Cov[Pi;i, Pkml + E bi bj Cov[Giw, 8^] 
"2 Jr! bi bj ,.v - .^ Cov(pi.j> <W ijk 
Similarly, 
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Vc(î) = b* Pb = P-1 PP-1 % = (G^ + Ag^f) (In - P"1 Ap 
+ P"1 Ap P"1 Ap)P-1 P(In - P-1 Ap + P-1 Ap P"1 Ap)P-1(Gw 
+Agw) 
= b« Gw - 2b' Apb + 3b' Ap P™1 Apb + 2b' Agw 
- 4b' Ap P"1 Ag# + Ag^ P"1 Agw . 
So E[VC(Î) ] = b' Gw + 3b'E [Ap P"1 Ap]b 
-4b' E [Ap P-l A%] + E[Ag^ P""1 Ag^J 
= V(X) + 3 E bi p-1 bm Cov[PtJ, Pfan] 
ijkm J 
"4 £> bi Pjk Cov[Pij' GkW^ 
1j jc 
+ 5 Cov£®iW 
and V[VC(Î) ] = 4V^b' Apb] + 4V[b* Ag^]-8 Cov[b' Apb, b' Agw] 
= 4 S bj %k Cov[pij' PkiJ 
ijkm 
+ 4 E b b Cov[G±w, G.w] 
ij J 
- 
8 
±Çk bi bj bk Cov[Sij- 5kw] 
The last term needed for evaluation of E[AH1] and V[AH'] 
is 
Cov[Covc(I, H), Vc(I)] = CovfG^b, b* Pb] 
= Cov[ (b' Gw - b' Apb + b' Agw) , (b' G# + ZAg^b-Zb' Apb) ] 
= 2V[b' Apb] + 2V[b* Agw] - 4 Cov[b' Apb, b' Agw] 
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= 2ijkm bi bj bk bm Cov[gij' pkJ + 2jj bi bj Cov[Glw, Gjw] 
-4 E b± bj bk CovtPij, Gkw], 
ijk 
Note that 2 Cov[Covc (I, H) , Vc (î) ] = V[VC(Î) ] = 4v[Covc(î, H) ]. 
For the special case when 
H  —  E a ^  G a n d  t h u s  G ~  a  j  G ^  j  a n d  G =  E a j G^ j 
or, in matrix notation, 
Gyj ~ Ga and Gy^ ~ Ga, 
the above equations are altered as follows: 
E[Covc(î, H) ] = Cov (I, H) + E P~£ bm Cov[Pij, P^] 
ijkm 
- iEn bi *» Cov[?ir S*°]' 
V[Covc (î, H) ] s E b± b - bk b,, Cov [PiPjm] 
ijkm 
+ 
.Ç„ bi aj'bk ^  Cov[6ij' ^ kj ijkm J 
- 
2 ^ bi "j \ ^ Cov[pij- GkJ> 
E[VC(I) ] = V(I) + 3 h 
ijkm 
ijkm 
+ E 
ijkm 
bi bm Cov[P±.., pkm] 
bi Pjk am C°v[Pij, &km) 
ai ®m COV[Gij, Skm) 
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v[vc(î>] = 4 E bi bj b% bm CovtPij, PfcJ 
ijkm 
+ 4 E %i àj b% Cov[Sij, GfcJ 
xjkm 
- 8 E b± bj b,, ^  Cov[P±j, Gkm], 
ijkm 
and 
Cov[Covc(î, H), Vc(î) ] a 2 E^ b± bj b,,. bm Cov[P±j, P%J 
+ 2 E bi aj b% a^ Cov [G.., GknJ 
ijkm 
- 4 E b± bj bk am Cov[Pij, Gkm]-
xjkm 
The derivations of these approximations were carried out 
in such a manner that all expectations, variances, and covari-
ances were retained in the equations, while the moments of 
higher order than these were neglected. It is difficult to 
assess the reliability of these approximations or the reli­
ability of the approximations for E[AH1] and V[Ah1]. The 
theory underlying the approximation procedure indicates that, 
when the errors in estimating the Gij and Pij values are 
small, the approximations developed in this section will be 
close to the true values. Of course, the fact that these 
errors are not always small is the reason for investigating 
the entire problem and the reliability of these approximations 
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is questionable and will be considered further in a later sec­
tion. 
The phrase "effectiveness of an estimation procedure" 
will be used in this thesis to indicate the extent to which a 
certain estimation procedure yields estimates which will re-
v 1 
, 
suit in progress near the maximum attainable progress when an 
index calculated from these estimates is used for selection. 
The term "estimation procedure" means the method of estima­
tion—including the type of analysis and the quantity of data— 
used to obtain the estimates. 
The second moment of the deviations of expected progress 
of calculated indexes from the maximum attainable progress may 
be used as a measure of the effectiveness of a particular 
estimation procedure. This second moment is 
E[(AH' - AH)2] = V[AH'] + [ E[AH'] - AH] 2 
with the smaller values indicating the more effective estima­
tion procedures. An alternative would be to take the first 
moment, AH - E[AH1], as the measure of the effectiveness of 
the estimation procedures. However, v[AH*] + £E[AH']- Aflj2 
seems preferable since this measure puts increased emphasis 
against the more extreme values of E[AH'] which are likely to 
be small or negative. However, due to the similarity of the 
two measures, it seems likely that in most cases the two 
measures would rank different estimation procedures in much 
the same order. These two terms might also be called the 
mean and mean squared decrease from maximum progress. The 
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estimation procedures which could be compared would be those 
utilizing different types of analyses of data, such as 
daughter-dam covariances versus paternal-half-sib analyses 
of variance and covariance, or those involving different 
arrangements of the data for a particular type of analysis, 
such as 50 sires with 20 offspring each versus 100 sires with 
10 offspring each. 
The formulae presented earlier are completely general for 
any type of estimation procedures. There remains the problem 
of evaluating the variances and covariances of the estimates 
of the various genetic and phenotypic parameters which are 
used in calculating the index. 
The assumption of unbiased estimators was necessary in 
order to simplify the equations to a form which even then 
remains barely simple enough to be usable. The increased 
complexity necessary to allow for biased estimators seems to 
be almost insurmountable. 
Another facet of index selection which may be considered 
is the accuracy of using the estimates of the parameters in 
the equation for expected progress. Whereas the progress ex­
pected from selection when the true parameters are known is 
AH = Ig Bhi (Jj * îg(b" Gfl) » 
in actual practice estimated values are substituted for 
parameters, thus obtaining 
A „ A A L 
AH = is(b' G^) . 
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This value has an expectation 
E[A H]= Is E[b' Gw]^ - ig E^[b %] ^l -
and a variance, ^ ^ 
V[A H]= Is2 V[b* - is2 ^ 
V[S' %3 
8E2[b1 Gw]_ 
4E[b' %] 
Since b' G% = G* p-1 s (G^ + Ag£)(I - P"1 Ap 
+ P"1 Ap P-1 Ap) P-1 (% + Agw) 
~ Gw P 1 Gr, W - G^ P"
1 Ap P_1 Gw + G^ P"x Ap P"^ Ap P-X Gw 
+ Gw P"1 Agw - G^ P-1 Ap P-1 Agw 
+ Ag^ P"1 Gw - Ag& P"1 Ap P"1 
-1 >*"1 An T5 —1
+ Agw P 1 Ag^, 
-1 
= Cov(I, H) - b' Apb + b' Ap P Apb + 2b' Agw 
-2b Ap P**1 Agw + Ag« P 1 Ag 
E[To' Gw] - Cov (I, H) + b' E [Ap P_1 Ap]b - 2b E[Ap P_1Agw] 
+ E[Ag^ P"1 Agw] 
= cov (I, H) + E b± p"£ bm CovtPy, Pkm] 
ijkm J 
bi Pjk COV[?ij* Skwl 
+ E P-l Cov[Siw, GJW] 
and v[b' Gw] ~ V[b' Apb] + 4V[b' Agw] - 4 Cov[b1 Apb, b Agw] 
= £ b± b. bk bm Cov[Pij, Pkm] + 4% b± b. COV[G ±w, G-w] 
ijkm J V ij ^ 
"4ijk b± bJ ** Cov[Pij' °kw3" 
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For the case when 
H 
- ^  ai Gi * 
these values are altered as follows : 
E[b' Ga]= Cov (I, H) + E_ b± Pjl bm Cov[Pi:j, P^J 
ijkm ij' km" 
bi pjk "• cov[5ij- ^ k
and 
+ 
.^ ai Pjk ^  Cov[Gij, G%m] 
ijkm JJV 
V"[b' Ga] = E bi bj bk Cov[PiV Pkm] 
ijkm 
+ 4 E b± aj bjç am Cov^j, Gy^] 
ijkm 
- 4 E b± bj bk a, COV [Pi j, ^  ]. 
ijkm 
Another quantity of interest is Cov[AH, AH']. Using the 
approximations presented earlier, it is found that 
Covc(Î, H) 
- 2 Cov[AH, AH'] = is Cov[(b' C^)^, ^ (I) 
] 
Cov[b1 G^, Covc(Î, H)3 
, . ^ i A r v[vc(l)] , 
2E^' E^Vc(I)][l-eE2[Vc(î)] ] 
E[Covc(I, H)] Cov[b' Gw, VC(I)] 
4E^[b' G^]E 3/2 [Vc(ï)] 
r y[vç(i)] i 
L 8E2[VC(1) ] J 
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This expression involves two quantities not previously 
presented. These are 
Cov [b1 Covc (î, H) ] = Cov [G^ P"1 Gw, P"1 %] 
S V[b' Apb] - 3 Cov[b' Apb, b' Agw] + 2V[b' Agw] 
= E %i bj &k Cov[p.., p.] 
ijkm J 1J Km 
" 
3 E b± bj by. Cov[P±j, G^w] + 2E b± bj Cov[Giw, GjW] 
ijk ij 
and Cov[Ê1 Gw, Vc (Î) ] = Cov[% P"1 G^ P-1 PP"1 %] 
= 2V[b' Apb] - 6 Cov[b' Apb, b' Ag^] + 4V[b' Agw] 
= 2 E by b% bm Cov[p^., P^] 
ijkm 
- 6^ b± bj b% Cov[P±j, G^] + 4E b± bj Cov[G±w, Gjw] 
These expressions are modified for the case when 
H = E ai G • 
i 
to become 
Cov[b1 Ga, Covc(î, H)] = E bi by b% bm Cov[P^j, Pkm] 
ijkm 
-3 E bj^ bj bj, am Cov[P±., G^ ] 
ijkm J J 
+ 2 E bi a. b% am Cov[Gij, G% ] 
ijkm J 
and 
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Cov[b* Ga, VC (Î)]  S 2 E b± bj b^ bm Cov[P±i, P ] 
ijkm J km 
- 6 E b, b% Cov[Piv Gjoq] 
ijkm J J 
+ 4 E bi aj by. ^  Cov[Gij, Gj. 
ijkm 
The bias and accuracy of ÂH, which is an estimator of 
AH', may be evaluated by considering the two values 
E[AH] -  E[AH'] and E[(ÂH -  AH') 2 ]  = 
[E[ÂH] -  E[AH']j2 + V[AH] + V[AH']  - 2 Cov[AH, AH'] .  
The first of these values, the mean deviation of ÂH from 
AH', gives the amount by which ÂH over- or under-estimates 
AH' if such a tendency exists, while the latter value is the 
mean squared difference between ÂH and AH*. 
The magnitude of the mean squared difference between AH 
and AH' is dependent upon the mean difference, the difference 
in the variances and the correlation between the two vari­
ables since 
E[(2H - A H ' ) 2 ]  . 2 [vfSH, + VfAH' ] 
- R[AH, AH'] Vs [AH] V [AH']j 
+ E [AH] - E[AH']j 2 
Cov[&H, AH'] 
where R[AH, AH'] 
[AH] [AH•] 
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The effect of the difference in the variances is evident be­
cause V^fAH] V^fAH'] becomes increasingly less than 
V[AH] + V[AH'] „ 
^ as the difference between V[AH] and V[AH'] in­
creases in absolute value. 
A restatement of the definitions of the symbols AH, AH', 
and AH, seems desirable for clarification at this point. The 
symbol AH represents the maximum attainable progress; that 
is, the progress attainable if the true population parameters 
were known and were used for the calculation of an index 
serving as a basis for selection. The symbol AH1 indicates 
the expected progress which would result when a particular 
index, I, based upon estimates is used for selection. Both 
AH and AH' represent the expected values for progress; that 
is, the progress that would result if selection was carried 
out in an infinite population. The variation in progress due 
to the finiteness of the population in which selection is 
carried out has been excluded from consideration in this 
study. The other symbol, AH, represents the estimate of 
progress which would be made based upon the estimates of the 
population parameters when the true parameters, which deter­
mine AH and AH', are not known. The two main points of con­
sideration in this thesis are the closeness of the population 
of AH' values to the AH value for each set of true parameter 
values and each estimation procedure and the closeness of AH 
values to the corresponding AH' values. 
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VARIANCES AND COVARIANCES OF ESTIMATES 
Examination of the equations developed in the preceding 
sedtion shows, as would be expected, that the decrease, AH -
• . * 
AH I*, of éxpecfted progress for "calculated indexes from the 
maximum attainable progress is dependent upon the magnitude 
of the sampling variances and covariances of the estimates. 
Also, the accuracy of estimating expected progress, ÂH, is 
dependent upon these values. It is therefore necessary to 
evaluate these variances and covariances in order to compare 
the effectiveness of different estimation procedures. 
The standard errors of estimates of genetic correlations 
were investigated by Rae (1950), Reeve (1955), Robertson 
(1959a), and Tallis (1959), each author considering a 
specific procedure of estimating genetic correlations. The 
standard errors of heritability estimates were studied by 
Osborne and Patterson (1952) and Robertson (1959b) for an 
analysis of variance procedure involving sires, dams within 
sires, and within families classifications, by Tallis and 
Klosterman (1959) for an analysis of variance procedure 
involving paternal-half-sibs, and by Van Vleck, Searle, and 
Henderson (1960) and Latter and Robertson (1960) for regres­
sion methods. 
The present paper is restricted to studying estimations 
from the paternal-half-sib variance and covariance procedure. 
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Since primary interest is directed to the estimates of the 
additive genetic and phenotypic variances and covariances, 
the above mentioned studies on estimates of heritabilities 
and genetic correlations are not directly applicable here. 
However, these studies were enlightening and stimulating to 
the present problem. 
Kendall and Stuart (1958) reviewed the theory that leads 
to the general result 
Cov [mij, m ) = ^ iP ^ 9 + ^  ^P 
^ n - 1 
where m^j is a sample covariance between the variables x^ 
and Xj based on n observations 
and is the corresponding population covariance. 
For the derivation of this equation, it is assumed that the 
variables, x^, xj, Xp, and Xg, are distributed in a multi­
variate normal distribution. This equation is general and 
includes the special cases 
V[mii 3 = ^ii2 when i = j = p = q, 
v tmij 3 = [W-ii M-jj + M-ij23 when i = p and j = q, 
Cov[mi;L, mpp3 = ^ip2 when 1 = J and p = q, 
etc. 
This leads to the equations for the variances and covariances 
of the mean squares and mean products of the sire progeny 
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group analyses for traits i, j, p, and q for the special case 
of equal number (m) of offspring in each sire group as fol­
lows: 
with the resulting special cases when some of the traits 
denoted by i, j, p, and q are the same. The assumption that 
the sire elements and the random elements for each trait are 
normally distributed is necessary. Also 
The situation involving unequal numbers of offspring for 
the different sire groups is complicated considerably. Crump 
(1947) developed the equations for the variances of mean 
squares for groups and within groups, which in the symbolism 
used in the present paper are 
^ °ipe ajqe + aiqe ajpe^ 
Cov[Wjj, Spg] = 0 
2 
and 
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Again, the assumption of normality is necessary in the deriva­
tion. 
For the purposes of this problem, a more general equation 
that will give the variances and covariances of the sire mean 
squares and mean products for four traits is needed. This can 
be accomplished by some rather tedious algebra starting with 
models for the phenotypic values of the four traits as fol­
lows: 
xikh = ak + ®kh' 
Xjkh = Pi ak + %k + &2 ®kh + fkh' 
Xpkh = P3 ak + p4 ^  + ck + p5 ekh + P6 fj^ + g^, 
and Xqkh = ^ 7 ak + P8 ^  + P9 ck + dk + ^ 10 ®kh + fkh 
+ P12 gkh + ^ kh' 
where ak, b^, ck, dk, e^, f^, g^, and h^ are independent 
variables which are normally distributed. The subscript k 
denotes the different sire groups in the experiment and takes 
on values 1 to s, the number of sire groups. The subscript 
h denotes a particular offspring in a particular sire group 
and takes on the values from 1 to n^, the number of offspring 
in the k1"*1 sire group. The £ values are constants which, 
along with the variances of the independent variables, deter­
mine the parameters of the multivariate distribution of the 
sire elements and random elements for the four traits. 
The parameters of this multivariate distribution are 
aijs = Pi V(ak), a±je = p2 V(®kh), 
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"ips = P3 V(ak'< °ipe = @5 v<®kh'' 
°jps = Pi h v<ak> + H v(f%), 
"jpe = p2 P5 VCe^) + P6 v(fkh> , 
Ojqs " Pi P7 V(ak) + Pg V(bx), 
"jqe = P2 PlO V(ekh' + Pll V(fkh), 
°pqs = P3 p7 V(ak) + P4 Pg V(b%) + @9 V(ck), 
°pqe - ^ 5 p10 v<ekh) + @6 P11 V(,kh' + @12 V<gkh' • 
1 [V h Xlkh> 'h Xjkh' (4Xlkh> 1 
sij = s-1 L k ^ M 
•p,-À [ Ç  * w X q k h >  ( £ w ( £ w ~  
are expanded in terms of the (3 values and the independent 
normally distributed variables and Cov[s^., spq^ evaluated, 
it is found that 
Cov[si;j) Spq] = [2 px P3 p7 V2(ak) 
+ p3 Pg V(ak) vft^) + p4 P7 V(ak) VO^IJ 
mn 
+ 17ZÎ l&i P3 Pio v<ak> + p2 03 p10 v<ak) v<ekh* 
+ Pi P5 P7 V(ak) Vfe^) + P2 p5 p7 V(ak) Vfe^) 
+ p3 PX1 V(ak) Vffy,) + p6 p? V(ak) V(f^) 
+ P4 PlO Vtbk» v(®kh' + P5 P8 V(bk> v(ekh)] 
+ i=r t2 p2 Ps PlO v2(ekh) + p5 P1X VteyJ V(fkh) 
+ p6 P10 V'6!*) V(ffch) 1 
and 
If 
and 
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2 m*3 (2 n^2) 2 
where K = ,2 mv2 - 2 ——-— + —— 
k M M2 
X 
The value K must always be positive since it is derived to be 
equal to 
luk =K ' 2 n 
v v ' k 
(2 "It ak > 
^ ak2 "" JS_S 
2V 
Substituting the population parameters into the above 
equation, it simplifies to 
CovfSij, Spg]= "~~2 ^ 0ips ajqs + aiqs ajps3 
mo r 
+ ^TT lffips ajqe + ajqs aipe + CTiqs CTj pe 
+ ajps aiqe 3 
+ s^T [aiPe ajqe + aiqe ajpsl-
This equation is also a general equation, and all the vari­
ances and covariances among sire mean squares and mean prod­
ucts for any number of traits may be derived from it. The 
equation is consistent with the equation presented earlier for 
Cov[Sjj, Spg] when there are equal numbers of offspring in the 
sire groups. It is also consistent with Crump's (1947) equa­
tion for the variance of a group mean square. 
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The general equation presented earlier for the covariance 
of sample covariances shows that 
Cov[w (k), w(k)] - g±Pe Cjqg + ^iqS ajPn 
where w^j(k) is the sample covariance between traits i and j 
in the k^*1 sire group. 
\ , 
2 (m^-l) (k) 
2 (m^-1) 
k 
Since w. 
Cov [w±j, Wpg] » Cov 
-2 (m^-1) WjLj (k) 2 (m%-l) Wpg(k) 
k k 
2 (m.-1) 
k K 
2 (m%-l) 
k 
(M^p- 2 K"1»2 COVKjM. wpq<k> 1 
(M_s)2 * (mk-1) [°ipe ajpe + aiqe ajpe] 
M-s ^aipe ajqe + aiqe ajpe^ 
where homogeneity of variation or covariation within groups is 
assumed and 
Cov[w%j(k), Wpg(k1)] = 0 for k / k'. 
Since the arrangement is hierarchial, 
Cov[Sij, Wpq] » 0 
in all cases. 
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Since 
= El SiJ + M=T "ij' 
V = -^|cov[s.., Spq] t^cov^, Mpq] 
(M—1) 
K 
(M-l)2 ^°ips ajqs + aiqs CTjps^ 
mo(s-1) 
+ (M-l)2 ^a±PS aJqe + °jqs 0±pe + °iqs °JPe 
+ °jps ^iqe^ 
M-l ^CTipe °jqe + aiqe ^jpe^ 
and since 
^ije + Sijs = ^  sij + ^  
mo 
Cov[(ci:j.e + ai:js) , (£pqe + ^ pqs^  -—g- Cov[s^ j, pq^  
+ m^°  ^ Cov[wjj, Wpg]= —2 rK , x 2 0^j-Ps ajqs + criqs ŒjPs ^ 
O2 mO (s-1) 
+ 1 ^aips °jqe + ajqs aipe + aiqs ajpe 
mD(s-l) 
+ ajps aiqe3 
M-s + (m0-l)2 (s-1) 
ma2(s-1)(M-s) [°ipe °Jqe + °lqe "J?6 1-
These equations allow the evaluation of the relative 
A A 
accuracy of tjj and a^jg + as estimators of Pjj, the 
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phenotypic variance (i = j) or covariance (i ^  j). Using the 
second moment of the estimator about the true value as a 
measure of the accuracy of that estimator, 
E[SiJe + 5ljs - Pijf = v(5lje + Sljs) 
2 
m. 
2 ^ s-1)2 [aiis Ojjs + °ijs 1 
m0(s-l) L iis jje + aiie Ojjs + 2a ije ijs 
M—s + (mQ-l) (s—1) 2 
+ [a. . a. . + a. . ] 
m„ 2 (s-1) (M-s) ne jje ije 
with the obvious simplification when i = j. The second moment 
Of tjj, 
E[tii - Pill2 = V<tij> + tB(tij) - P±j]2 ij iJ 
K 
(M-l) 'iis 
CTjjs 
mQ(s-l) 
(M-l) 
— ["iis °jje 
+ aiie °jjs + 2oije aijSl 
+ M=ï t°iie °jje + cije2l + 
K 
(M-2 n^2)2 n 
k 
aijs' (M-l) 2 M2 (M-l) 2 
Comparison of the second moments about the true value of 
these estimators shows that when there are equal numbers of 
offspring in each sire group, tjj is a more accurate estimator 
A A 
of Pjij than CTjje + CTjjg since the second moment of tjj about 
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Pjj is smaller than this value for <jjje + s, regardless of 
the parameters of the population. However, for the case of 
unequal subclass numbers, it is difficult to establish a 
general conclusion about the relative accuracy of these two 
estimators. The relative sizes of the second moments of the 
two estimators are dependent upon s, M, Z nw2# 2 m. 3, and the 
k k 
population parameters, and there does not seem to be any 
simple solution to indicate the regions where each estimator 
is more accurate. However, the fact that t^j is the most 
reliable for equal subclass numbers indicates that this 
estimator will also be more accurate when V(m^) is small. 
Since Ojjg = and aije = , the general 
formula for the covariances of the mean products may also be 
expressed in terms of the genetic and phenotypic parameters 
as follows: 
K — (2mQ-l) (s-1) 
COv[3ij' Spq] ISO;.].,: ÎGip Gjq + Giq GJP] 
Hi0~l 
+ 4 (s-i) ^P±p Gjq + pjq Gip + Pjp g±<3 + piq Gjp^ 
+ s-1 ^Pip Pjq + Piq PJP-' 
and Cov[wij, wpq]= _1_^ [Glp Gjq + G±q Gjp] 
^ Pio G,-a + P-icr Gin pia G-j0 + Pin 4 (M-s) 1 p °jq T jq ° p ^ q ujp "h *jp uiq 
+ M-s tpip pjq + piq Pjp]-
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These formulae allow the development of general formulae for 
Cov[Pj^j, Ppq], Cov[Gij, Ppq], and Cov[Gij, G^] in terms of 
the genetic and phenotypic parameters. When G^- is estimated 
by Gij = 4aijs and P^ is estimated by P^j = t±j, 
r
A A 
. r• s— 1 . M-s V /S—1 M—s .. \*1 
Cov [Pij, Ppq]t = Cov [(M_1 Sj^j + M-1 w±j), (M-1 Spg + M-1 wpq)J 
= ïS cov[Sij'Spql+îS cov[WiJ-Wpql 
K — 2mi_i (s—1) + M—1 [Gj_ G . _ + G. G J _ ] 
16(M-l)2 ip jq iq jp-
M - 2 m^2 
+ 4M(M*L)2 [pip Gjq + pjg Gip + pjp Gig + p±q GJP ]  
+ M-l fpip pjq + piq pjpl' 
COv[Glj' Ppq]t = Cov [<4 SiJ ~ ^  "U1' (Er Spq + Er "pq'j 
" mifiâ-11 C°V[Sii' spql ~ V^'ul ) C°v["ii, 0(M-l) ij' "PS' ro0(M-l) Lij' "pq-
K " 2mo (s_1) r , 
4m_ (s-1) (M-l) iP + Giq GjP^ 
M~I tpip Gjq + pjq Gip + piq Gjp + Pip Giq]' 
and 
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Cov tsij- • Cov [(^ Sij " 4 wij>' (i^ spq - 4 "pq'j 
ls
- Cov[Slj, SPQ] + ^ Cov[wi;j, Wpq] 
«V J mo 
_ f K - (2mQ-l) (s-1) ]_ "j 
L m02 (s-1)2 mQ2 (M-s)J 
[Gip Gjq + Giq GjP] 
4(m0-l) 
L (s-1) mD2 (M-s) 
[Pip Gjq + Pjq Gip + Piq Gjp 
+ PJP G±q] 
16 (M-l) 
m o 
2 (M-s) (s-1) [
pip pjq + piq Pjpl• 
Note the subscript t to denote that Cov[Pjj , ppq^t and 
Cov[Gjj, Ppq]t represent the covariances when Pij. is estimated 
by Pjj = j • When Pij. is estimated by P^j = Sjje + a^jg, 
the subscript a will be used on these values. 
Since tjj is a biased estimator of Pjj, the use of these 
values for the covariances of the estimates in the equations 
developed in the preceding section is not quite valid. How­
ever, when the number of sires is large, the amount of bias is 
small. For example, with 50 sires with 20 offspring each, the 
bias is .005 Gjj. Therefore, for such cases the errors intro­
duced by the application of the above theory for unbiased 
estimators would likely be small due to the smallness of the 
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bias. 
For some circumstances it may be desirable to estimate 
pij by 
Then 
pij = aije + aijs* 
COV[9ij' 5pq]a = COV fcfe Sij +=S7iwij)' < W Wpq>] 
1 „ r î . 
ô 
2 
v CovfSij, Spg] + —5— Cov[wlr Wpg] 
(* K — (2mo-l) (s-1) (iBq-X) 2 "I 
= L 16 n,02(s-l)2 + 16 mo2(M-s) J ^  ^q + ^  
(m0~l) (2 m%2 _ m) 
+ 4 m02 MW-S) (S-1) [P±P #Jq + Pjq GlP + Plq GJP + "JP Giql 
+ I Ô + : I tpip pjq + piq pjpl* \~~r— in°2~1)2 1 [P  Lmo (s-1) m02(M-s) J 
and 
Cov[Glr Spg^ = COV [<4 =lj <i spq + ^  "pq>| 
4 , 4(m0-l) 
" ZT Cov[sij' spq ~~^~2 Covtwi.j' wpq) 
o " "o 
f K - (2m0-l) (s-1) (bOq-1) I 
= L 4 »02(s-l)2 4 m^(M-s) I [GiP Gj1 + ^  Gjp' 
(mQ-l)(M-l) 
+ m02(s-l) (M-s) fPip Gjq + PJS Gip + PjP °iq + Pi9 
4(2 m^2 - M) 
+ mn2 M(s-l) (M-s) [PiP PjS + Piq Pjp'-
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SIMULATION OF ESTIMATION FROM MULTI-SIRE SAMPLES 
WITH TWO TRAITS 
The equations developed in the preceding section^ are 
based upon large sample theory. Due to their complexity, it 
is difficult to assess the reliability of these equations for 
situations involving limited amounts of data. Therefore, an 
empirical study of the influence of estimation upon index 
selection was conducted. The purposes of this empirical 
study were two-fold: (1) to provide an alternate method of 
determining the influence of sampling errors and (2) to pro­
vide a test of the reliability of the approximate equations 
for situations which might be encountered in practice. 
The empirical study was accomplished by simulating 
samples of paternal-half-sib groups from populations with 
known genetic and phenotypic parameters on an IBM 650 Data 
Processing System. A statistical sampling technique such as 
this is usually termed a "Monte Carlo" technique, and this 
terminology will be used here. 
Wade11 and O'Bleness (1960) discussed the simulation of 
genetic populations on automatic computers. The procedures 
outlined in their paper were in general followed for the 
present study, although some minor differences existed. It 
should be pointed out that the simulation was not a direct 
simulation of genetic systems as was carried out by Fraser 
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(1957a and 1957b) and Barker (1958a and 1958b), but was a 
simulation of the statistical models usually used to describe 
the genetic systems. 
Two phenotypic traits of the h*-*1 offspring of the 
sire may be represented by 
Xlkh = A1 ck + X2 ®kh 
and 
X2kh = *2 ck + *4 ®k + X5 ®kh + *6 fkh 
where c%, s^, and f^ are random independent variables 
and the X values are constants. For this problem normally 
and independently distributed variables with mean zero and 
unit variance were used for the ck, s%, e]ch> and fkh values 
by first obtaining 10 digit uniformly distributed random 
variables by the power residue method as outlined in IBM 
Reference Manual; Random Number Generation and Testing (1959) 
and then converting these to normal variables (except for 
rounding) by a table look-up procedure using a table for the 
cumulative normal distribution with a mean of zero and a 
variance of unity. 
The additive genetic variances and covariances and the 
phenotypic variances and covariances from traits simulated 
in this manner are functions of the X-values. These 
parameters are 
Gn = 4Xi^, G12 = 4Xi Xg, G22 — 4Xg2 + 4X^2, 
P11 = ^1^ + ^ 2^' P12 = ^1 ^ 3 + ^ 2 ^ 5» 
and Pg2 = ^3^ + X4.2 + Xg2 + Xg^. 
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Thus various combinations of additive genetic and phenotypic 
parameters were simulated by choosing the set of X values to 
use with the random variables. 
Simulating the usual estimation procedure from analyses 
of variance and covariance of phenotypes for two traits ob­
served in m offspring from each of s sires, the estimates of 
the additive genetic parameters were calculated as 
srr[*i2 [Ki -sf-] + 2xi x2 [k3 --&r] '11 m 
+ X. 
12 m 
rK4 6 "il 1 fx 2r _5i1 L m sm J J s (m-1) ^ 2 (. 2 m J 
s^r [ xi xa [Ki - iir] +xi X4 [s -
+ (Xl x5 + X2 V [K3 - + X1 Xe[K10 - "É16] 
+ x2 *4 [Kll - + X2 
+ X0  x 
J .K4 _ L 5 _ 1  
L m sm J 
K 2 
2 6 [ K 14 K6K16 m sm ] ]  
s (m-1) £X2 X5 [K2 -•—] + X2 X6 [ 
K, 
Ki3 i] 
and 
22 ™ m £=r [V [Ki - sH + V [%7 - %-] 
+ x 2 r!k_5L 
5 L m sm ] + V [K 17 m 
K 16 
sm 
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+ 2À3 À4 [«9 - -TT5-! + 2X3 X5 [K3 - ^ ÎÊR] 
+ 2X, XR [K^ - K5K16] 3 A6 L"10 sm 
K, r-K 
+ 2X4 X5 [ KX1 
*15=61 
sm 
+ 2X4 X5 [K12 - + 2 X ^ X g  f-^14 _
K6K16]1 
L m sm J J 
mk=» [ x52 h - +x62[k8-W 
+ 2X5  x6  [K 1 3  -  M  
K 14 ] 
where K1 - m 2 =k2' K2 = ^ 6kh2' 
*3 = 2 ck e*. Where e^. = 2 e^j 
k h 
K„ = 2  
k 
4 " f ^k. , K5 = m 2 ckJ 
K6 ~ & ®kh " f ®k" » K7 - m 2 s%2, 
kh 
k8 = 2 fkh > *9 = m 2 ck sk' 
kh k 
K10 = ? ck fk- where £k. = 2 fkh, 
K11 ~ 2 sk ®k. » k12 ~ 2 sk £k- > 
k k 
k13 = ^^kh fkh' K14 = ^ ek. £k- » 
K15 ~ m 2 sk> k16 ~ 2 fkh ~ 2 fk- » 
k kh k 
and k17 - 2 fk-
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Similarly, the estimates of the phenotypic variances and 
covariances as calculated from the total mean squares or 
products (tjj's) were 
pn - iïèr [ V [Ki - "2 [*3 - ^=r] 
+ X22 IK2-Ï]]" 
P12 = 5~r [xl *3 [K1 - + *1 X4 [Kg 
+ [xx X5 + X2 X3] [k, - -LI*) 
+ xi xe [kio - x4 [kH -
+ X2 X5 [*2 - J + *2 X6 [K13 - -^~'] ] 
and 
P22 = SÏPT [x32 [K1 - Sjr] + ^ 42 f«7 ~ "if-] 
+  X 5 2 [ K 2 - ^ ]  + V [ « 8 - ^ ]  
+ 2X3 X4 [Kg - -^5.] + 2X3 X5 [K3 - JL±J 
+ 2X3 X6 [K10 - !£*] + 2X4 X5fKll -
+ 2X4 X6 [K12 - fig!!] + 2X5 X6 [K13 - Mil ] } 
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Nineteen sets of K values were obtained for each of the 
15 combinations of s = 50, 100, 200, or-400 and m = 5, 10, 20, 
or 40, with the exception of the combination of 400 sires with 
^ » 
40 offspring each. These combinations of number of sires and 
number of offspring will hereafter be termed "sample size 
types". 
Calculation of the K values initially in the program 
allowed the use of different sets of X values with each set of 
K values. Lambda values were introduced for each of 15 
"population types". These were the combinations of herit-
abilities for both of the two traits of .2, .5, or .8 
-
and genetic correlations r of -.5, 0, .2, .5, or .8 
G11 g22^ 
p12 - g12 with environmental correlations 
[P,, - G,,]3* [P„ - G00]% ± L pn " f allJ l p22 - 22 
of zero. The phenotypic variances (P^) were chosen to be 
unity for both traits for all population types. 
Although it would have been advantageous to have inde­
pendent samples for each of the population types for certain 
statistical reasons, the use of the same sets of K values for 
a particular sample size type for all sets of values yielded 
considerably more data for each unit of machine computing 
time. Due to this arrangement, any differences among popula­
tion types within a particular sample size type resulted from 
the influence of the magnitude of the parameters upon the 
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sampling errors encountered in the sample of 19 runs. 
In actual practice, an experimenter is able to detect 
some estimates which are not reasonable. Three of these 
situations are negative estimates of additive genetic vari-
anee, estimates 'of the additive genetic variance which are 
greater than the estimates of the phenotypic variance (herit-
ability estimates greater than one), and estimates of the 
additive genetic correlation which are greater than one. In 
an effort to simulate the usual modifications of such 
unreasonable estimates as are made when sampling errors and 
not inadequacies of statistical models or of data are decided 
to be the causes of these seemingly erroneous estimates, the 
following operations were incorporated into the program: 
(1) If <( 0, set Gj^ = 0 and G12 = 0 
(2) If Gii y pii> set G^ = P^i 
(3) If G^2 y Gn G22* se"t G]_2 = i G22)^ 
retaining the original algebraic sign for G12- Sets of esti­
mates which were modified by these rules were marked for 
later identification. The first of the modifications elimi­
nates most of the cases where negative progress is obtained, 
although the progress might still be small. These modifica­
tions could not be incorporated into the equations developed 
in the preceding sections and will thereby introduce further 
discrepancies between the results from the equations and the 
Monte Carlo results. 
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The method of generating the random deviates was such as 
t 
to assure normality of distribution except for rounding to the 
next larger (in absolute value) one-hundredth of a unit. The 
procedure also assured randomness of successive values 
generated. However, an examination of a sample of 1000* con­
secutive variables generated in this manner was conducted in 
an effort to test these supposed properties. A Chi-square 
test was made of the correspondence of the observed frequen­
cies of variables to the expected frequencies in one-tenth of 
a standard deviation grouping. Some coarser grouping of the 
frequencies of extreme deviates where the frequencies were 
quite small was made. This test yielded a Chi-square value 
with 41 degrees of freedom of 42.39, which when compared with 
tabular Chi-square values, indicates a probability level 
between .25 and .5 for a value this large or larger. Also, 
similar Chi-square values were calculated for each of the ten 
consecutive groups of 100 consecutive variables, all of which 
indicated satisfactory agreement between observed and expected 
results. Two tests were made for randomness. The first of 
these was the "above and below the mean" test, which consisted 
of comparing the number of "runs" of different lengths of 
positive values or negative values with the expected number of 
runs of these lengths for a truly random variable. This test 
yielded a Chi-square value of 6.74 for six degrees of freedom, 
which indicates a probability level between .2 and .3. The 
80 
other test of randomness was the'"up and down" test, which 
compares the number og runs of different lengths of increasing 
or decreasing consecutive variables. This test yielded a 
Chi-square value of 2.27 with four degrees of freedom, which 
corresponds to a probability level between .5 and .7. Both 
of these tests of randomness are described in detail in IBM 
Reference Manual; Random Number Generation and Testing (1959). 
Although the sample of 1000 was not large enough to rigorously 
prove or disprove the supposed distribution and randomness, 
these tests, along with the knowledge of the theory of the 
method of generation, indicate a satisfactory agreement with 
the assumed distribution for the purposes of this problem. 
After the estimates of the parameters were obtained, the 
coefficients for an index were calculated in the usual manner. 
From these coefficients, the true parameters and the estimates 
of the parameters,AH1, which is the expected progress of a 
particular index, and AH, which is estimated progress for the 
index, were calculated according to the formulae presented 
earlier. 
These values of AH' and ÊH were then analyzed for each 
combination of population type and sample size type to 
ascertain the effectiveness of the estimation procedure for 
the purpose of index construction. 
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RESULTS 
Because of the complexity of the approximate equations 
developed in an earlier section, it seemed almost impossible 
to assess the influence of the magnitude of population 
parameters or of the size of sample (number of sires or 
number of offspring per sire) by studying the equations. 
It seemed preferable to calculate numerical values for these 
functions for various combinations of true parameters (popula­
tion types) and combinations of number of sires and number of 
offspring per sire (sample size types) and to study these 
numerical values and the trends among them. The numerical 
values also facilitated a comparison of the results from the 
approximate equations with the results obtained from the 
Monte Carlo study of the same population types and sample 
size types. 
Two of the functions which seemed to be of primary 
interest for this study were ÀH - E[AH' ] and E^[ (AH' - AH) 
AH AH 
These two functions indicate the closeness of the distribution 
of AH' values to the corresponding AH values. The first, 
^ ~ AH^ ^  is the mean decrease in progress expressed as a 
fraction of AH, in other words, the fractional decrease in 
progress. The second of these functions, [(AH' - AH)# 
AH 
is the square root of the mean squared decrease in progress 
82 
expressed as a fraction of AH. Both of these functions are 
expressed as fractions of AH in order to facilitate compari­
sons between different population types with differing AH 
values. The second function will always be somewhat larger 
than the first due to the variation among AH1 values for a 
particular population type and sample size type. This may be 
seen by examining the relation, E^[(AH1 - AH)^] = 
| [ah - E[AH']]2 + VfAH'jj*5. 
These two functions are both measures of the influence 
of the errors of estimation upon the progress from selection. 
The second of these functions gives stronger weight, rela­
tive to the first, to the AH' values which represent extreme 
decreases from the maximum attainable progress. For example, 
consider two AH' values, the second representing twice the 
decrease in progress that the first represents. To the mean 
squared decrease in progress, the second value will make a 
contribution four times that of the first, while the contri­
bution to the mean decrease will be only twice as great. So, 
in making comparisons among different sample size types where 
the smaller functions are deemed desirable, comparisons among 
the second functions, E^ ^H?—L } would put increased 
emphasis against the more extreme values of AH' than when the 
first function, AH - E[AH'j is used as a basis of compari-
AH 
son. 
Two other functions are of interest in that they are 
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indicative of the closeness of relationships between the ÂH 
values and the corresponding AH' values. Since a ÂH value is 
an estimate of the progress from selection for a particular 
calculated index, it is more realistic to consider it as an 
estimate of the corresponding AH' value than as an estimate 
of the AH value for that population type. The two functions 
which are of interest in indicating the closeness of relation-
ship between these two variables are E[ÀH] - E[AH' ], the mean 
difference between the two variables, and E[(&a - AH')2], the 
mean squared difference between them. The mean difference 
between ÂH and AH1 is the amount by which an estimate of 
progress tends to over- or under-estimate the progress for 
that index. The mean squared difference is the measure of 
the accuracy of this estimation. Of course, the magnitude 
of the mean squared difference is somewhat dependent upon the 
magnitude of the mean difference because E[(AH - AH')2] = 
[E (AH) - E(AH') ]2 + V (AH) + V(AH') - 2 Gov (AH, AH'). These 
two measures of the bias and accuracy in estimating progress 
need to be jointly evaluated for any sample size type and 
population type to assess the effectiveness of progress 
estimation for that sample size type. It did not seem as 
meaningful to code these values by dividing by AH or (AH)2 as 
was done in the other two functions, although almost certainly 
these latter two values are somewhat related to the magnitude 
of the AH value for the population type which they represent. 
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The numerical values for these four functions as de­
veloped from the approximate equations for each combination of 
15 different population and 15 different sample size types 
are presented in the tables on the following pages. The lat­
ter two functions have been divided by the constant ig, the 
selection differential in standard units, to facilitate 
presentation. Of course, the ig values cancel out of the 
first two functions. Also presented are the corresponding 
estimates of these functions obtained from the 19 Monte 
Carlo observations made at each of these combinations of 
sample size type and population type. These four functions 
were estimated as follows: 
Zj? [AH " 1 estimates AH , 
2(AH' ~ AH) 1 
AH L 19 
estimates 5—[ (AH*—- AH)2] } 
AH 
yl [2 AH -2 AH'] estimates E[AH] - E[AH'], 
and JL [2 (AH - AH')2] estimates E[(AH - AH»)2], 
where the summations extend over the 19 Monte Carlo observa­
tions . It would be well to recall that the technique of 
carrying out the Monte Carlo phase of this study was such that 
a particular function for a particular sample size type shall 
be influenced by the same sampling errors for all population 
types. 
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The population types which are presented in these tables 
all have phenotypic variances, and &22> are 1*0 and 
have an environmental correlation, r_ _ = 
, which is zero. Represented are 
(pH - G11)Î5(P22 - G22)^ 
all the combinations where both G-^ and G22 assume values of 
g12 
either .2 ,  .5 ,  or .8  and r „ = l. l assumes values of 
=1=2 
either - .5 ,  zero,  .2 ,  .5 ,  or .8 .  
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Table la. Functions of ÊH, AH', and AH = . 1491 ig when G^j, = 
=22 " -2, rGi<.2 = -.5, rEiE2 . 0 and PljL = P22 -
1.0 for various combinations of s and ma 
Sample 
size type 
s m 
AH-BfAH' ] E%[(AH'-AH)2] BrÂH]-E[AH'] E r(ÂH-AH*)2] 
AH AH Is 
CM 
0) 
l-H 
50 5 .7758 1.0008 .3119 .0975 
.3353 .4625 .0745 .0245 
50 10 .4597 .5838 .1336 .0192 
.2173 .3126 .1166 .0236 
50 20 .1936 .2415 .0522 .0048 
.2180 .3100 .0034 .0030 
50 40 .0869 .1046 .0237 .0023 
.0932 .1412 .0047 .0027 
100 5 .6152 .7891 .1979 .0399 
.2374 .3782 .0986 .0301 
100 10 .2556 .3233 .0688 .0068 
.2361 .3735 .0275 .0072 
100 20 .0864 .1058 .0233 .0024 
.0456 .0740 .0110 .0034 
100 40 .0382 .0442 .0106 .0013 
.0516 .0761 -.0004 .0025 
200 5 .4063 .5187 .1139 .0146 
.2066 .3274 .0405 .0100 
200 10 .1180 .1479 .0313 .0031 
.0382 .0679 .0008 .0064 
200 20 .0374 .0442 .0103 .0014 
.0282 .0449 -.0072 .0011 
200 40 .0173 .0192 .0049 .0007 
.0141 .0236 -.0089 .0011 
400 5 .2137 .2722 .0565 .0055 
.2287 .3659 .0232 .0048 
400 10 .0502 .0614 .0136 .0018 
.0456 .0700 .0095 .0031 
400 20 .0168 .0189 .0047 .0007 
.0134 .0213 -.0215 .0017 
The upper value of each pair is derived from the approx­
imate equation while the lower value is the corresponding 
Monte Carlo estimate. 
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Table lb. Functions of AH, AH', and AH • .2828 Is when Gn • 
G22 " -2» rG!G2 " °> rExB2 = ° and P11 » P22 = 1-° 
for various combinations of s and ma 
Sample 
size type 
s m 
AH-E r AH1] E^fAH'-AH)2] E TAHI -E TAH' ] Ef(AH-AH')2] 
AH AH 
*s is 
50 5 .5162 .6617 .2859 .0861 
' .1878 .2835 .0230 .0374 
50 10 .1854 .2368 .0913 .0173 
.1344 .2067 .0908 .0305 
50 20 .0645 .0813 .0321 .0084 
.1033 .2109 -.0469 .0065 
50 40 .0303 .0371 .0154 .0054 
.0311 .0454 -.0321 .0080 
100 5 .2890 .3698 .1456 .0291 
.1096 .1989 .0645 .0395 
100 10 .0778 .0987 .0387 .0092 
.0477 .0879 -.0184 .0149 
100 20 .0260 .0318 .0134 .0049 
.0127 .0250 -.0030 .0096 
100 40 .0126 .0148 .0067 .0030 
.0173 .0317 -.0216 .0076 
200 5 .1331 .1703 .0658 .0130 
.0492 .0752 -.0083 .0145 
200 10 .0318 .0392 .0163 .0054 
.0103 .0170 -.0188 .0119 
200 20 .0111 .0129 .0059 .0027 
.0095 .0156 —.0260 .0040 
200 40 .0056 .0062 .0030 .0016 
.0050 .0085 -.0212 .0040 
400 5 .0550 .0694 .0277 .0075 
.0962 .1951 -.0152 .0090 
400 10 .0133 .0156 .0071 .0030 
.0138 .0189 -.0121 .0069 
400 20 .0049 .0055 .0027 .0014 
.0039 .0057 -.0399 .0052 
^The upper value of each pair is derived from the approx­
imate equation while the lower value is the corresponding 
Monte Carlo estimate. 
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Table le. Functions of AH, AH', and AH = .3328 Ig when G^i = 
g22 = '2> rG1G2 = *2' rEiE2 " 0 and PH = P22 = 1'° 
for various combinations of s and ma 
Sample 
size type 
s m 
AH-EfAH' E^fAH'-AH)2] E[AH]-E[AH'] Ef(AH-AH')21 
AH AH Is V 
50 5 .4350 .5575 .2698 .0809 
.2236 .3604 .0243 .0399 
50 10 .1392 .1785 .0798 .0191 
.1094 .1804 .0732 .0335 
50 20 .0361 .0496 .0239 .0104 
.0724 .1441 -.0673 .0090 
50 40 .0225 .0280 .0133 .0070 
.0216 .0321 -.0479 .0111 
100 5 .2202 .2823 .1281 .0286 
.0832 .1637 .0551 .0450 
100 10 .0561 .0713 .0328 .0110 
.0358 .0668 -.0275 .0177 
100 20 .0190 * .0233 .0114 .0060 
.0087 .0163 -.0073 .0130 
100 40 .0093 .0110 .0057 .0038 
.0120 .0236 -.0293 .0107 
200 5 .0953 . 1218 .0554 .0146 
.0376 .0568 - T-.0210 .0160 
200 10 .0226 .0278 .0137 .0064 
.0072 .0111 -.0257 .0144 
200 20 .0081 .0094 .0050 .0033 
.0072 .0116 -.0338 .0057 
200 40 .0041 .0046 .0026 .0020 
.0036 .0058 -.0254 .0058 
400 5 .0386 .0484 .0231 .0086 
.0619 .1216 -.0302 .0123 
400 10 .0096 .0112 .0060 .0035 
.0102 .0140 -.0206 .0090 
400 20 .0036 .0040 .0023 .0017 
.0030 .0042 -.0469 .0070 
aThe upper value of each pair is derived from the approx­
imate equation while the lower value is the corresponding 
Monte Carlo estimate. 
Table Id. Functions of AH, AH*, and AH - .4045 Is when GI;L • 
g*22 * * 2»_ rGiG2 = *5'* rE]E2 ~ 0 and P11 = P22 " 1,0 
for*various combinations of s and xna 
Sample 
size type 
s m 
AH-EF AH'1 
AH 
E^ F AH'-AH)21 
AH 
E r AH]-E r AH'] 
is 
Ef(AH-AH')2] 
is* 
50 5 .3406 .4370 .2456 .0759 
.2054 .3510 .0109 .0470 
50 10 .0967 .1250 .0667 .0232 
.0769 .1367 .0415 .0387 
50 20 .0325 .0419 .0226 .0138 
.0304 .0576 -.0960 .0180 
50 40 .0151 .0194 .0105 .0096 
.0126 .0196 -.0727 .0170 
100 5 .1544 .1985 .1077 .0305 
.0559 .1137 .0461 .0518 
100 10 .0377 .0481 .0267 .0138 
.0230 .0442 .0422 .0232 
100 20 .0128 .0159 .0091 .0078 
.0054 .0084 .0135 .0187 
100 40 .0061 .0075 .0043 .0052 
.0064 .0136 .0402 .0168 
200 5 .0634 .0809 .0449 .0173 
.0277 .0394 -.0399 .0199 
200 10 .0152 .0186 .0111 .0079 
.0044 .0069 -.0366 .0185 
200 20 .0055 .0064 .0040 .0042 
.0049 .0076 -.0460 .0087 
200 40 .0027 .0031 .0019 .0027 
.0020 .0029 -.0311 .0091 
400 5 .0256 .0317 .0187 .0102 
.0307 .0522 -.0473 .0184 
400 10 .0066 .0076 .0049 .0042 
.0067 .0099 -.0341 .0128 
400 20 .0025 .0028 .0018 .0021 
.0020 .0029 -.0575 .0099 
aThe upper value of each pair is derived from the approx­
imate equation while the lower value is the corresponding 
Monte Carlo estimate. 
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Table le. Functions of AH, AH', and AH = .4727 Ig when G-^ • 
g22 = -2, rGiQ2 = .8, rBiE2 = 0 and Pu - P22 - 1-0 
for various combinations of s and ma 
Sample 
size type 
s m 
AH-E f AH* 1 E^ffAH'-AH)2T Er&H]-E[AH" 1 Ef f&H-AH' ) 2] 
AH AH Is Is2 
50 5 .2719 .3499 .2233 .0745 
.1807 .2856 -.0142 .0571 
50 10 .0710 .0926 .0566 .0280 
.0425 .0826 -.0003 .0493 
50 20 .0230 .0305 .0182 .0174 
.0184 .0359 -.1053 .0225 
50 40 .0101 .0137 .0077 .0124 
.0074 .0119 -.0990 .0247 
100 5 .1143 .1474 .0926 .0342 
.0360 .0721 .0330 .0565 
100 10 .0271 .0348 .0222 .0167 
.0146 .0288 -.0673 .0327 
100 20 .0089 .0113 .0072 .0097 
.0044 .0067 -.0240 ,0235 
100 40 .0040 .0051 .0030 .0066 
.0036 .0061 -.0504 .0242 
200 5 .0457 .0582 .0378 .0202 
.0248 .0334 -.0670 .0272 
200 10 .0109 .0134 .0092 .0093 
.0032 .0053 -.0502 .0228 
200 20 .0038 .0045 .0031 .0051 
.0032 .0046 -.0614 .0123 
200 40 .0018 .0021 .0013 .0034 
.0013 .0016 -.0365 .0136 
400 5 .0185 .0228 ,0158 .0117 
.0239 .0431 -.0657 .0248 
400 10 .0048 .0055 .0041 .0050 
.0047 .0083 -.0512 .0183 
400 20 .0017 .0019 .0014 .0026 
.0013 .0020 -.0689 .0130 
aThe upper value of each pair is derived from the approx­
imate equation while the lower value is the corresponding 
Monte Carlo estimate. 
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Table If. Functions of ÂH, AH', and AH = .4082 Is when = 
G22 = *5» rG1G2 = *"'5' rE^E2 = 0 and P11 - P22 ~ 
1.0 for various combinations of s and ma 
Sample 
size type 
s m 
AH-E [AH* ] E^f(AH*-AH)2] E[AH]-E[AH« ] EF (AH-AHM 2] 
AH AH 
•^s Is2 
50 5 .2685 .3395 .1948 .0545 
.1744 .2925 .0213 .0311 
50 10 .0901 .1110 .0652 .0199 
.1124 .1907 .0898 .0427 
50 20 .0433 .0511 .0321 .0120 
.0590 .1071 -.0712 .0135 
50 40 .0283 . 0322 .0213 .0086 
.0363 1 .0541 -.0233 .0146 
100 5 '.1144 .1438 .0820 .0239 
** .0674 ' .1163 .0163 .0391 
100 10 ,0376 .0448 .0279 .0114 
.0343 .0664 -.0221 .0159 
100 20 .0188 .0212 .0143 . 0066 
.0145 .0260 -.0149 .0157 
100 40 .0127 .0138 .0097 .0046 
.0211 .0335 -.0251 .0113 
200 5 .0474 .0583 .0348 .0137 
.0265 .0470 -.0254 .0171 
200 10 .0163 .0185 .0124 .0063 
.0096 .0171 -.0236 .0173 
200 20 .0086 ;0093 .0066 .0035 
.0088 .0125 -.0309 .0068 
200 40 .0059 .0062 .0046 .0024 
.0061 .0102 -.0350 .0072 
400 5 .0200 .0236 .0152 .0078 
.0201 .0372 -.0520 .0186 
400 10 .0074 .0080 .0058 .0034 
.0076 .0113 -.0179 .0098 
400 20 .0040 .0042 .0032 .0018 
.0027 .0047 -.0506 .0100 
The upper value of each pair is derived from the approx­
imate equation while the lower value is the corresponding 
Monte Carlo estimate. 
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Table lg. Functions of AH, AH', and AH = .7071 Is when G^^ B 
g22 = •rGiG2 = rEjE2 ~ ® and P11 = P22 -
for various combinations of s and ma 
Sample 
size type 
s m 
AH-ETAH'] E%[(AH*-AH)2] E r £h]-E rAH1] EF(ÂH-AH1)2 
AH AH Is Is2 
50 5 .1194 4 .1510 . 1449 .0781 ' 
.0649 .1110 -.0636 .0723 
50 10 .0389 .0475 .0477 .0417 
.0499 .0807 .0507 .0790 
50 20 .0202 .0237 .0248 .0283 
.0294 .0458 -.1566 .0376 
50 40 .0139 .0159 .0170 .0221 
.0181 .0263 -.0892 .0409 
100 5__ .0447 .0553 .0554 .0437 
.0154 .0217 -.0217 .0819 
100 10 .0161 .0188 .0201 .0234 
.0164 .0339 -.0572 .0375 
100 20 .0087 .0098 .0108 .0152 
.0044 .0088 -.0391 .0485 
100 40 .0062 .0067 .0076 .0116 
.0096 .0188 -.0612 .0369 
200 5 .0185 .0219 .0235 .0249 
.0126 .0226 -.0674 .0326 
200 10 .0071 .0079 .0090 .0125 
.0041 .0058 -.0564 .0412 
200 20 .0040 .0043 .0050 .0079 
.0041 .0064 -.0704 .0240 
200 40 .0029 .0030 .0036 .0060 
.0033 .0057 -.0590 .0231 
400 5 .0081 .0091 .0105 .0134 
.0092 .0178 -.0870 .0383 
400 10 .0033 .0035 .0042 .0065 
.0040 .0059 -.0539 .0280 
400 20 .0019 .0020 .0024 .0040 
.0014 .0021 -.0871 .0287 
aThe upper value of each pair is derived from the approx­
imate equation while the lower value is the corresponding 
Monte Carlo estimate. 
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Table lh. Functions of ÂH, AH', and AH = .8091 ïs when G^^ = 
g22 = *5, rGjLG2 = *2' rElE2 = ^ 3n<^ PH = P22 = 
for various combinations of s and ma 
Sample 
size type 
s m 
AH-E f AH* 1 
AH 
B^r(AH*-AH)2] 
AH 
Er^Hl-EfAH'1 
Is 
Ef(AH-AH1)2] 
Is2 . 
50 5 .0975 .1233 .1346 .0919 
.0439 .0912 -.0890 .1016 
50 10 .0316 .0387 .0438 .0512 
.0389 .0613 .0346 .0934 
50 20 .0164 .0194 .0225 .0354 
.0215 .0356 -.1856 .0528 
50 40 .0113 .0130 .0152 .0281 
.0145 .0215 -.1177 .0543 
100 5 .0360 .0444 .0508 .0520 
.0133 .0175 -.0240 .0941 
100 10 .0131 .0153 .0184 .0284 
.0129 .0259 -.0721 .0501 
100 20 .0071 .0080 .0098 .0188 
.0028 .0054 -.0477 .0641 
100 40 .0050 .0055 .0067 .0147 
.0070 .0146 -.0751 .0513 
200 5 .0150 .0177 .0216 .0293 
.0104 .0182 -.0829 .0398 
200 10 .0058 .0065 .0082 .0150 
.0031 .0041 -.0687 .0516 
200 20 .0033 .0035 .0045 .0097 
.0035 .0055 -.0862 .0327 
200 40 .0024 .0025 .0032 .0075 
.0026 .0044 —.0669 .0315 
400 5 .0067 .0074 .0097 .0156 
.0074 .0141 -.0979 .0467 
400 10 .0027 .0029 ~ .0039 .0077 
.0033 .0052 -.0689 .0371 
400 20 .0016 .0017 .0022 .0049 
.0014 .0018 -.1003 .0371 
aThe upper value of each pair is derived from the approx­
imate equation while the lower value is the corresponding 
Monte Carlo estimate. 
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Table 11. Functions of AH, AH', and AH = .9487 Is when » 
g22 = "5, rQ1G2 = *5' rE1E2 = 0 and P11 = P22 = 1,0 
for various combinations of s and ma 
Sample AH-E I" AH ' ] E*r(AH*-AH)2] E r AH 1 -E r AH ' 1 Ef fAH-AH')2! 
s m 
AH AH Is Is2 
50 5 .0690 
.0387 
.0888 
.0853 
.1157 
-.1053 
.1145 
.1267 
50 10 .0242 
.0246 
.0297 
.0370 
.0383 
.0046 
.0657 
.1108 
50 20 .0122 
.0138 
.0146 
.0270 
.0186 
-.2170 
.0464 
.0741 
50 40 .0082 
.0098 
.0096 
.0140 
.0120 
-.1629 
.0376 
.0786 
100 5 .0279 
.0119 
.0343 
.0154 
.0457 
-.0223 
.0644 
.1075 
100 10 .0099 
.0083 
.0116 
.0154 
.0159 
-.0959 
.0360 
.0737 
100 20 .0052 
.0017 
.0059 
.0024 
.0079 
-.0605 
.0245 
.0875 
100 40 .0036 
.0037 
.0040 
.0082 
.0051 
-.0948 
.0195 
.0774 
200 5 .0117 
.0075 
.0137 
.0122 
.0195 
-.1059 
.0357 
.0516 
200 10 .0044 
.0021 
.0049 
.0027 
.0071 
—.0863 
.0189 
.0671 
200 20 .0024 
.0026 
.0026 
.0041 
.0036 
-.1097 
.0126 
.0470 
200 40 .0017 
.0015 
.0018 
.0024 
.0028 
-.0775 
.0091 
.0466 
400 5 .0052 
.0052 
.0058 
.0094 
.0088 
-.1108 
.0189 
.0598 
400 10 .0021 
.0025 
.0022 
.0042 
.0033 
-.0929 
.0097 
.0530 
400 20 .0012 
.0011 
.0012 
.0015 
.0017 
-.1195 
.0064 
.0500 
The upper value of each pair is derived from the approx­
imate equation while the lower value is the corresponding 
Monte Carlo estimate. 
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^Table lj. Functions of ÂH, AH', and AH = 1.0757 ïg when G^ = 
G22 = e5' rG1G2 = *8' rEiE2 = ° Bnd PH = P22 = 1,0 
for various combinations of s and ma 
Sample 
AH-E T AH' 1 E^r(AH'-AH)21 E[ÂH]-EfAH'] E[(ÂH-AH1)2] 
AH AH y 7 2 s m s is 
50 5 .0619 .0791 .1117 .1369 
.0247 .0351 -.1351 .1733 
50 10 .0183 .0230 .0316 .0808 
.0123 .0184 -.0306 .1402 
50 20 .0084 .0104 .0132 - .0580 
.0090 .0184 -.2274 .0867 
50 40 .0051 .0063 .0071 .0476 
.0051 .0078 -.2121 .1110 
100 5 .0223 .0276 .0410 ,0768 
.0097 .0132 -.0190 .1117 
100 10 .0074 .0088 .0128 .0438 
.0046 .0076 -.1222 .1009 
100 20 .0035 .0041 .0053 .0303 
.0017 .0025 -.0761 .1066 
100 40 .0021 .0025 .0028 .0245 
.0016 .0027 -.1132 .1080 
200 5 .0093 .0109 .0174 .0421 
.0054 .0075 -.1306 .0655 
200 10 .0032 .0036 .0056 .0228 
.0016 .0021 -.1046 .0806 
200 20 .0015 .0017 .0023 .0155 
.0016 .0021 -.1343 .0624 
200 40 .0009 .0010 .0012 .0124 
.0006 .0008 -.0877 .0653 
400 5 .0041 .0046 .0079 .0221 
.0036 .0065 -.1184 .0727 
400 10 .0015 .0016 .0026 .0116 
.0017 .0030 -.1207 .0723 
400 20 .0007 .0008 .0011 .0078 
.-0007 .0010 -.1397 .0627 
aThe upper value of each pair is derived from the approx­
imate equation while the lower value is the corresponding 
Monte Carlo estimate. 
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Table lk. Functions of AH, AH', and AH = .7303 Is when G^ = 
G22 = "8, rGlG2 = ™-5' rE1E2 = 0 and pll = P22 = 
1.0 for various combinations of s and ma 
Sample 
size type 
s m 
AH-EfAH'1 
AH 
B^F(AH1-AH)2] 
AH 
E[8H]-E[AH' 1 
is 
E[(&H-AH') 2 ] 
Is2 
50 5 .0700 .0862 .0880 .0609 
.0793 .1797 -.1235 .0556 
50 10 .0276 .0321 .0348 .0354 
.0338 .0628 -.0329 .0912 
50 20 .0172 .0193 .0216 .0255 
.0251 .0506 -.1663 .0517 
50 40 .0134 .0147 .0168 .0211 
.0175 .0261 -.0755 .0389 
100 5 .0261 .0309 .0402 .0238 
.0142 .0227 -.0606 .0662 
100 10 .0119 .0132 .0152 .0193 
.0140 .0277 -.0565 .0291 
100 20 .0077 .0083 .0097 .0135 
.0066 .0117 —.0484 .0443 
100 40 .0061 .0065 .0077 .0110 
.0107 .0178 -.0611 .0326 
200 5 .0113 .0127 .0147 .0184 
.0086 .0153 -.0729 .0321 
200 10 .0055 .0058 .0070 .0101 
.0047 .0076 -.0559 .0379 
200 20 .0036 .0038 .0046 .0069 
.0041 .0055 —.0640 .0231 
200 40 .0029 .0030 .0037 .0056 
.0033 .0055 -.0676 .0230 
400 5 .0052 .0056 .0068 .0097 
.0052 .0113 -.0874 .0374 
400 10 .0026 .0027 .0034 .0051 
.0026 .0040 -.0487 .0262 
400 20 .0018 .0018 .0022 .0035 
.0012 .0020 -.0862 .0294 
aThe upper value of each pair is derived from the approx­
imate equation while the lower value is the corresponding 
Monte Carlo estimate. 
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Table 11. Functions of ÂH, AH', and AH = 1.1314 IS when -
g22 = '8> tGxG2 ~ °' rE!E2 - ° and PH = P22 " 1*° 
for various combinations of s and ma 
Sample 
size type 
s m 
AH-EFAH'] E^R(AH'-AH)2! E[ÂH]-EFAH' ] .EF(ÈH-AH1)2] 
AH AH is Is2 
50 5 .0455 .0554 .0873 .1223 
.0339 .0947 -.1815 .1123 
50 10 .0187 .0214 .0348 .0744 
.0245 .0504 -.0552 .1346 
50 20 .0120 .0133 _ _ .0218 .0560 
.0177 .0270 -.2519 .0986 
50 40 .0095 .0103 .0169 .0476 
.0117 .0174 -.1701 .0942 
100 5 .0170 .0197 .0329 .0658 
.0060 .0081 -.0877 .1179 
100 10 .0082 .0089 .0152 .0396 
.0093 .0189 -.0975 .0762 
100 20 .0054 .0058 .0097 .0291 
.0026 .0051 -.0769 .1146 
100 40 .0044 .0046 .0076 .0245 
.0070 .0140 -.1031 .0888 
200 5 .0075 .0083 .0146 .0351 
.0063 . .0108 -.1230 .0645 
200 10 .0038 .0040 .0070 .0205 
.0027 .0038 -.0970 .0865 
200 20 .0026 .0027 .0046 .0149 
.0028 .0043 -.1171 .0619 
200 40 .0021 .0022 .0036 .0124 
.0027 .0045 -.0976 .0584 
400 5 .0035 .0037 = 0068 .0182 
.0040 .0082 -.1317 .0778 
10 .0018 .0019 .0034 .0104 
.0022 .0036 -.0954 .0657 
400 20 .0013 .0013 .0022 .0075 
.0009 .0012 -.1342 .0705 
The upper value of each pair is derived from the approx 
imate equation while the lower value is the corresponding 
Monte Carlo estimate. 
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Table lm. Functions of AH, AH', and AH = 1.2605 Ig when G-^ = 
G22 = e8> rG1G2 = '2' rElE2 = ° and PH = P22 = 1,0 
for various combinations of s and ma 
Sample 
size type 
s m 
AH-E[AH'] E^r(AH*-AH)2] E[&H]-E[AH' ] Ef(ÂH-AH1)2] 
AH AH is2 
50 5 .0415 .0505 .0885 .1471 
.0265 .0709 -.1968 .1379 
50 10 .0170 .0195 .0349 .0902 
.0214 .0391 -.0651 .1489 
50 20 .0109 .0121 .0216 .0684 
.0155 .0264 -.2803 .1192 
50 40 .0086 .0093 .0166 .0585 
.0110 .0168 -.1993 .1201 
100 5 .0155 .0179 .0333 .0786 
.0059 .0077 -.0920 .1298 
100 10 .0074 .0081 .0152 .0479 
.0082 .0161 -.1136 .0990 
100 20 .0049 .0052 .0096 .0355 
.0017 .0032 -.0873 .1447 
100 40 .0039 .0041 .0075 .0300 
.0056 .0118 -.1177 .1173 
200 5 .0069 .0075 .0148 .0418 
.0056 .0101 -.1391 .0784 
200 10 .0034 .0036 .0070 .0247 
.0022 .0030 -.1112 .1064 
200 20 .0023 .0023 .0045 .0181 
.0025 .0041 -.1377 .0797 
200 40 .0019 .0019 .0035 .0152 
.0022 .0039 -.1064 .0752 
400 5 .0032 .0034 .0069 .0216 
.0035 .0071 -.1446 .0937 
400 10 .0016 .0017 .0033 .0125 
.0021 .0037 -.1145 .0835 
400 20 .0011 .0011 .0022 .0091 
.0009 .0013 -.1504 .0870 
aThe upper value of each pair is derived from the approx­
imate equation while the lower value is the corresponding 
Monte Carlo estimate. 
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Table In. Functions of AH, AH', and AH = 1.4342 Is when G^2 = 
g22 = 'Q> rG1G2 - •5* rE 1  E2 = o and P11 = p22 - 1-° 
for various combinations of s and ma 
Sample AH-E fAH'] E^[ (AH'-AH) 2] E[AH]-E[AH' ] E r(ÂH-AH*)2 
s m AH AH is is2 
50 5 .0373 .0453 .0894 .1844 
.0199 .0461 -.2116 .1763 
50 10 .0149 .0171 .0340 .1141 
.0155 .0279 -.0857 .1739 
50 20 .0094 .0104 .0203 .0872 
.0127 .0243 -.3142 .1516 
50 40 .0073 .0080 .0151 .0750 
.0100 .0141 -.2432 .1655 
100 5 .0139 .0161 .0334 .0978 
.0066 .0108 -.0937 .1393 
100 10 .0065 .0071 .0146 .0602 
.0057 .0095 -.1438 .1436 
100 20 .0042 .0045 .0089 .0451 
.0010 .0015 -.1069 .1845 
100 40 .0033 .0035 .0067 .0384 
.0033 .0073 -.1421 .1680 
200 5 .0062 .0068 .0149 .0518 
.0043 .0071 -.1667 .1023 
200 10 .0030 .0032 .0067 .0310 
.0017 .0022 -.1325 .1342 
200 20 .0020 .0021 .0042 .0230 
.0023 .0038 -.1683 .1078 
200 40 .0016 .0016 .0032 .0194 
.0015 .0027 -.1183 .1041 
400 5 .0029 .0030 .0070 .0267 
.0027 .0050 -.1592 .1175 
400 10 .0014 .0015 .0032— .0157 
.0019 .0036 -.1451 .1128 
400 20 .0009 .0010 .0020 .0116 
.0010 .0014 -.1736 .1111 
The upper value of each pair is derived from the approx­
imate equation while the lower value is the corresponding 
Monte Carlo estimate. 
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Table lo. Functions of AH, AH', and AH = 1.5902 is when G-^ -
g22 = -8, rGiQ2 = .8, rEiE2 = 0 and P1X = P22 = 1-0 
for various combinations of s and ma 
Sample 
size type 
s m 
AH-E[AH'] Bh\(AH'-AH)2] E[ÂH]-E[AH'] El" (AH-AH' ) 2] 
AH AH is is2 
50 5 .0330 .0405 .0862 .2222 
.0156 .0293 -.2173 .2166 
50 10 .0103 .0126 .0247 .1433 
.0074 .0128 -.1125 .0307 
50 20 .0072 .0081 .0153 .1065 
.0101 .0191 -.3226 .1708 
50 40 .0053 .0059 .0102 .0919 
.0064 .0093 -.3028 .2255 
100 5 .0123 .0143 .0319 .1172 
.0063 .0112 -.0928 .1475 
100 10 .0053 .0059 .0123 .0728 
.0035 .0050 -.1792 .1930 
100 20 .0032 .0035 .0065 .0548 
.0011 .0018 -.1295 .2156 
100 40 .0024 .0025 .0043 .0469 
.0014 .0023 -.1648 .2264 
200 5 .0054 .0060 .0141 .0618 
.0028 .0037 -.1950 .1291 
200 10 .0025 .0026 .0056 .0373 
.0016 .0022 -.1544 .1577 
200 20 .0015 .0016 .0030 .0279 
.0018 .0026 -.1998 .1371 . 
200 40 .0011 .0012 .0020 .0237 
.0007 .0011 -.1299 .1390 
400 5 .0026 .0027 .0066 .0318 
.0019 .0034 -.1660 .1399 
400 10 .0012 .0012 .0026 .0189 
.0015 .0029 -.1806 .1471 
400 20 .0007 .0008 .0014 .0140 
.0008 .0012 -.1976 .1340 
The upper value of each pair is derived from approximate 
equation while the lower value is the corresponding Monte 
Carlo estimate. 
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DISCUSSION 
Several interesting relationships may be studied and 
evaluated by inspection of the foregoing tables, one of.'the 
fundamental points of interest for this study and its possi­
ble future extensions is the relationship between the 
numerical values obtained from the approximate equations and 
the corresponding estimates of the numerical values obtained 
from the Monte Carlo phase of this study. Any discrepancy 
between an equational result and its corresponding Monte 
Carlo estimate will be the result of one or more of the three 
following causes: (1) the discrepancy between the equational 
results and the corresponding true value due to the inac­
curacies of the approximation technique used in the develop­
ment of the equations, (2) the sampling errors involved in 
the Monte Carlo estimates, or (3) the modifications incor­
porated into the Monte Carlo procedure for adjusting seemingly 
erroneous estimates. Since the Monte Carlo estimates are 
based on only 19 observations, these numerical estimates were 
expected to be somewhat erratic. However, by studying the 
trends among these Monte Carlo estimates, one can obtain an 
indication of the discrepancies between the approximate equa­
tions and the Monte Carlo estimates. 
In studying trends among these four functions of interest, 
one should keep in mind the complexity of tha relationships 
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involved and thus realize the difficulty of providing a simple 
explanation of these trends. A particular AH' value is 
determined by the associated b values and by the true param­
eter values of that population type. The b values are com-
A /\ 
plex functions of the Gjj and values, the estimates of the 
true parameters. For the situations studied here, there are 
six of these estimates, G^, g22} p11-> p12j and ^22* The 
A 
complex relationship between the b values and the estimates of 
A 
the parameters is seen from the equations for obtaining the b 
a a_1 /n 
values, which in matrix notation are b - P Ga. A particular 
ys A 
AH value is determined from the same b values and the esti­
mates of the genetic variances and covariances. It is there­
fore seen that the four functions which were tabulated are 
dependent upon the true parameters and upon the joint sampling 
distribution of the six estimates involved. The nature of 
this joint sampling distribution is rather complex and is 
determined by the estimation procedure, the magnitude of the 
true parameters involved, the volume of data which is used, 
and the distribution of the basic data. The estimation pro­
cedure which was considered in this study was the analyses of 
variance and covariance of paternal-half-sib groups, and the 
basic data were assumed to be distributed normally. Due to 
the complexity involved here the trends which can be noted 
among the numerical values for changes in the true parameters 
and changes in the sample size types are rather complex and 
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cannot be easily explained. The purpose of presentation here 
was to realize the direction of these trends and to gain some 
appreciation for their magnitude, not to give a detailed 
explanation of the reasons for their existence. 
In all cases the directional trends for the functions 
presented in the table are the same for the equational and 
Monte Carlo results when the number of sires (s), the 
number of offspring per sire (m), or the magnitude of one of 
the parameters (G-i •> and G?? or r ) is changed. However, 
xx G1G2 
certain differences are noticed in the actual numerical 
values. For the fractional decrease in progress, the first 
function presented in the table, the equational values tend J 
to be somewhat greater than the corresponding Monte Carlo 
values when s, m, and/or G^ and G22 are small. This can, in 
part, be explained by the procedure incorporated into the 
Monte Carlo routine of setting negative estimates of G^ or 
G22 equal to zero for the further calculations. This would 
tend to alleviate some of the more extreme decreases in 
progress which would be more frequent when s, m, and G^ and 
G22 are small. Whether this completely explains the noted 
discrepancies cannot be decided at present. 
In comparing the equational and Monte Carlo values for 
the square root of the mean squared decrease expressed as a 
fraction of AH, one notes a seeming tendency for the Monte 
Carlo estimates to slightly exceed the corresponding 
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* 
equational value when either s or m is large. The previously 
noted tendency for the equational values for the fractional" 
decrease in progress to exceed the corresponding Monte Carlo 
results when s, m and/or G^ and G22 are small results in a 
similar tendency in the second function because of its rela­
tionship to the first. * • 
The results from the approximate equations and their 
Monte Carlo estimates seem to be extremely divergent for the 
third function, the mean difference between the AH values and 
their corresponding AH' values. The equational results tend 
decidedly to exceed their corresponding Monte Carlo estimates. 
This decided discrepancy is such that when s, m, G^ and G22, 
or rG^G2 lar9e> the equational results are all positive, 
while the Monte Carlo results are predominantly negative. 
There is no readily apparent explanation for this extreme 
discrepancy between the results. 
For the last function, the mean squared difference be­
tween the AH and the AH' values, a slight tendency is noted 
for the equational values to exceed the Monte Carlo values 
when both s and m are small. The discrepancy is larger when 
m, the number of offspring per sire, is large. In these 
cases the equational results tend to be less than the Monte 
Carlo results. This tendency is especially strong when the 
values of G-^ and G22 and rG1Q2 are lar9e-
An over-all consideration of these discrepancies leads 
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to the conclusion that the equational results are definitely 
not satisfactory for studying the relationship between the 
AH and AH' values. In these functions, E [AH] - E[AH' ] and 
E[(AH - AH') ] the equational results do not seem to be at 
all valid. However, for these two functions the Monte Carlo 
results are somewhat erratic when only 19 observations are 
used. This erratic behavior makes the evaluation of trends 
and comparisons among sample size types difficult. 
For the functions which measure the closeness of the 
population of AH' values to their corresponding AH values, 
although slight discrepancies seem to exist, the equational 
values may still be of some value in studying the trends and 
making comparisons among different sample size types. 
As either s, the number of sires, or m, the number of 
offspring per sire, increases, both of the two functions, 
which are measures of the magnitude of the decreases in 
progress, decrease. This noted tendency seems quite reason­
able because when either s or m is increased, the total 
volume of data is thusly increased, and more accurate esti­
mation results. Decided trends also exist for these two 
functions when the parameter values increase. The increases 
in the and G22 values from .2 through .5 to .8 for any 
sample size type and level of rQ1Q2 are associated with very 
pronounced decreases in both of these functions of interest. 
When rGlQ2 is increased from -.5 through the intermediate 
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levels, zero, .2, and .5 to the highest level at .8 for all 
sample size types and all levels of and G22, associated 
decreases in these two functions are noted, although these 
decreases are not nearly as great as the decreases associated 
with changes in s, m, or G^ and G22• The trends are partial­
ly the result of AH occurring in the denominator of these 
functions. 
The relationships of changes in these two functions, 
A" and AH)2] , to Ganges in s, m, GL1 and 
G22 and rGiG2 seem to be quite similar. From what can be seen 
in the results presented, the similarities between these two 
functions seem to be so great that either function is equiva­
lent to the other for the purpose of making comparisons be­
tween different sample size types or between different levels 
of the parameters. This noted similarity is not really sur­
prising when one considers the fact that the square of the 
second function, —- , is equal to the square of 
(AH) ^ 
the first function, ["AH - E[AH' ] I # plus an added component, 
L AH 1 
V[AHl] 
r-, due to the variation in AH', and the magnitude of this 
(AH) 
variation will be closely associated with the magnitude of the 
mean decrease. 
Comparisons among different sample size types which have 
in common the same total number of offspring, sm, may be made 
for the first two functions. For example, for the two sample 
size types presented in the table where sm = 500, that is, s -
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50, m » 10, and s = 100, m = 5 when the G]_i and G22 values are 
.2 or .5, the combination for s = 50, m = 10 seems preferable 
since the fractional decrease in progress is smaller than when 
y 
s = 100, m = 5. However, in the population types where G11 • 
G22 ™ the combination for s = 100, m = 5 seems preferable. 
The three combinations for sm = 1,000 are such that the s = 50, 
m = 20 combination is preferable when G = G22 = •2. When 
G= G22 = .5, the s = 100, m = 10 combination seems to give 
superior performance, and when G^ = G22 = .8, the s = 200, 
m = 5 groups seems superior except v.-hen r n  n  = .8, and then 
^1^2 
the s = 100, m = 10 sample size type is slightly preferable. 
For sm = 2,000 the combination s = 100, m = 20 is 
superior when G^i = G22 = .2. When G-^ = G22 = .5, the s = 
200, m = 10 combinations seems to be preferable, and when 
G]_]_ = G22 = .8, the s = 200, m = 10 sample size type and the 
s = 400, m = 5 sample size type give quite similar performance 
with the latter preferred when r_ _ is small or negative and 
g1g2 
the former is preferred when rG1G2 = For the combinations 
with sm = 4,000, when G^^ = G22, the sample size type for s = 
200, m = 20 results in smaller fractional decreases in 
progress, while when Gn = G22 = .5 or .8, the s = 400, m = 
10 combination gives the smaller values for the fractional 
decrease in progress. For the sm = 8,000 groups the s = 400, 
m = 20 combination gives better results than the s = 200, 
in = 40 for all levels of G^i and G22 and rG1G2* 
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The observations on the fractional decreases in progress 
for different -combinations of number of sires and number of 
offspring per sire lead to the conclusions that if and 
G22 is large, it is desirable to have a larger number of sire 
groups for a fixed total number of offspring. Five offspring 
per sire seems in general preferable among the sample size 
types presented here when G^i = G22 = *8. Ten offspring per 
sire seem preferable when G^ = = .5 and 20 offspring per 
sire seem preferable when Gn = G^2 = • 2. 
The above comparisons of the different sample size types 
were based largely upon the equational results for the two 
functions. As was pointed out earlier, slight discrepancies 
which are concluded to be due to inaccuracies of the equation­
al results do not seem to be such as to invalidate these com­
parisons among the equational results. The Monte Carlo re­
sults are much too erratic to serve as a basis for such close 
comparisons. 
The population types considered here, although they 
represent numerous combinations of the parameters, do not in-
Gi i 
elude situations where G^ differs from G22 or —— differs 
g22 PH from . The situations considered here also do not include 
p22 
non-zero environmental correlations. These situations were 
not included in the present study because it seemed feasible 
to consider only a limited number of population types. One 
should exercise caution about extrapolating from these 
results to general situations because of these unexamined 
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situations. However, it seems feasible to speculate that the 
trends of the two functions measuring the decrease in progress 
for changes in «s, m, and G22» and the same 
when G^^ is not equal to G22» and the environmental correla­
tion is not equal to zero. Further study is needed to support 
this speculation. 
As pointed out earlier, the values for the mean difference 
between the estimated progress and the expected progress for 
a particular calculated index are quite confusing, because 
discrepancies exist between the numerical values obtained from 
the approximate equations and their Monte Carlo estimates. 
The discrepancies are so large that the equational results 
must be rejected because it is realized that the equations 
are possibly inadequate and because the Monte Carlo results 
are correct except for sampling errors. The Monte Carlo re­
sults must be used as the basis for studying the tendency for 
estimates of progress to exceed or be smaller than the ex­
pected values for progress. However, the sampling errors in 
these Monte Carlo estimates are such as to make difficult the 
study of trends among these values. It seems that when G^, 
G22* and rGj_G2 are small, increases in either s or m are 
associated with shifts in the values for the mean difference 
from a positive to a negative direction. As either G-^ and 
g22 or rG^G2 *s increased in magnitude, this function tends 
to become negative for all levels of s and m. When G^i and 
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G~„ and xn ^ are large, this function seems to change only 22 ^1^2 
very slightly as s and/or m are changed. The trends of this 
function associated with changes in s.and m are largely 
obliterated by the sampling errors for those cases where = 
g22 = -8 or rGlG2 = '5 °r -8* 
The trend, although slight, for this function to become 
increasingly negative as either s or m is increased seemed 
surprising. This trend seems to indicate that as the volume 
of data is increased, the "bias" will increase. Examination 
of the Monte Carlo estimates of the E[ÂH] and E[AH'] values 
(not presented here) indicates that seemingly both these 
values increase and approach AH as either s or m increases, 
but the increase in E[ÂH] seems to be at a much lower rate. 
Thus the tendency for under-estimation should probably become 
smaller when the sample size becomes sufficiently large. 
For a particular sample size type a negative change in 
the mean difference between AH and AH' is associated with 
increases in either G-^ and G22 or rG^G2 * These changes seem 
to be roughly proportional to the associated changes in the 
magnitude of AH, the maximum attainable progress. 
The numerical values which were obtained for the mean 
squared difference between AH, the estimate of progress, and 
AH', the expected progress for a particular calculated index, 
are such that the Monte Carlo estimates seem more reliable 
even though quite noticeable sampling errors occur in these 
Ill 
values. In the calculation of these values, it was noticed 
that for all population types and sample size types the mag­
nitude of the mean squared differences was largely determined 
by the magnitude of the variance of ÀH, that is the inaccur­
acies of estimation are largely explained by the large vari­
ation in values relative to the variation in the AH' 
values and relative to the square of the mean difference. 
For a particular sample size type the magnitude of the 
mean squared difference increases considerably as G^ and G22 
increase. Its magnitude also increases as rc1G2 increases. 
As might be expected, the changes in magnitude of the mean 
squared difference for a particular sample size seems to be 
roughly, though not exactly, proportional to the changes in 
the square of the AH values for that population type. For a 
particular population type, this function tends to decrease 
as either s or m increases. This trend is considerably 
stronger in those population types where G^ and G22 and 
rGlG2 are small, and the trend is hardly detectable when G-^ 
and G22 and r^^ are large. 
The presented numerical values and the trends among them 
may be used to provide an indication of the probable effective­
ness of a particular set of data arranged in paternal-half-sib 
groups for the purpose of index construction. However, the 
use of these tables is rendered quite difficult because the 
effectiveness of an estimation procedure is so largely 
112 
affected by the true parameters. In other words, the ability 
to estimate parameters is dependent upon what these parameters 
are. However, in some cases the experimenter will have a 
rough idea of the magnitude of the parameters he is estimating 
prior to the collection and analysis of his data. 
The question most likely to be asked by an experimenter 
is, "What volume of data shall be sufficient for the con­
struction of an adequate selection index?" Besides depending 
on the magnitude of the true parameters, the answer to this 
question also depends upon the definition of an adequate 
selection index. This definition will be related to the two 
following factors : (1) the nearness of the expected gain 
from this index to the maximum possible gain and (2) the 
accuracy of predicting the gain from selection upon the 
particular calculated index. The levels necessary for the 
satisfaction of these two criteria of adequacy cannot be 
generally defined, and any conclusions about the effective-
» 
ness of an estimation procedure will depend on these factors. 
Since any answers to the question posed above will be so 
dependent upon definitions and personal opinion, the answer 
for a particular situation shall be left for the reader to 
determine after reasonable study and comparison of the numeri­
cal values and trends in the tables with the known facts of 
the pertinent situation. 
However, it seems from these tables that a "satisfactory" 
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closeness of the distribution of gains to the maximum attain­
able gain will likely be achieved from a volume of data much 
less than the volume necessary for "reasonable" accuracy in 
predicting genetic gains. The relative importance of the two 
attributes of a particular estimation procedure discussed 
above will vary. The ability to make near maximum gains will 
always be of great importance. However, the ability to 
predict this gain will be of more importance in some situa­
tions than in others. For example, when other breeding 
schemes such as hybridization, cross mating systems, and 
numerous others are also being considered, the ability to 
accurately predict the gain will be of definite importance 
for comparisons with other breeding schemes. In these latter 
cases it seems, from the tables presented here, that much more 
voluminous data will be necessary in the index construction. 
The use of these tables is restricted because the popula­
tion types which were studied here do not satisfactorily 
represent all the population types that might be of interest. 
The restriction of the population types to those with pheno-
typic variances of unity does not seem deterimental to the 
over-all interpretation of the results. Phenotypic variances 
of unity could be developed from any population type by the 
appropriate coding of the phenotypic values. Thus the above 
comparisons among different levels of and Ggg are actually 
G G 
comparisons among levels of —^ and 22 # the heritability 
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values for the two traits of interest. 
The population types considered here include only situa­
tions where G^j. is equal to Q>22> that is, only situations 
where the heritabilities of the two traits of interest are the 
same. Also, the economic importance for the two traits was 
considered to be the same in the population types studied. 
These population types do not include any situations in which 
' " P12 - G12 
the environmental correlations, , . x, . l , 
<*11 - =11>V22 - G22> 
between the two traits are non-zero. 
All these situations, which are not included in the 
population types studied here, make any general conclusions 
ill advised. More than likely the trends noted and discussed 
here will also prevail in the other possible situations, but 
further study is necessary in order to establish this 
speculation. 
Selection indexes for more than two traits are quite 
common in the applied situations. The principles of con­
struction are the same, and it thus seems that the trends 
which occur for the two trait selection indexes will have 
counterparts in the indexes for three or more traits. 
In the situations evaluated here the a^ values, the 
economic weights, were treated as constants. However, in many 
applied situations the a^ values are not known and some sort 
of estimation procedure is involved in determining them. The 
inaccuracies of these estimation procedures will probably 
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also influence the realized gain from selection. 
It is hoped that the present work may be extended in 
^order that any general conclusions which seem plausible on the 
basis of the present work may be definitely and firmly 
established as being generally true for all realistic situa­
tions. This combined body of knowledge would then give 
deeper understanding of index selection and its effectiveness 
and reliability as a tool for animal and plant breeding. As 
was pointed out in an earlier section, the theory of selection 
index construction has found widespread application in several 
commercial species. It is believed that the values presented 
in the foregoing tables along with the observed trends among 
them will lead to a fuller and more complete understanding 
of this breeding technique in spite of the limitations of the 
results presented. Certainly further work should remove some 
of the limitations of the results which are complete at 
present. 
The estimation procedure involving paternal-half-sib 
analyses of variance and covariance was the primary procedure 
considered. Numerous other procedures have been used and will 
be used in the future for index construction. It is hoped 
that future work can include some or all of these estimation 
procedures. Such results would facilitate comparisons among 
the different estimation procedures which might in time lead 
to more effective experimental design. 
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4 
It should also be realized that the results presented 
were obtained in such a manner that there was complete satis­
faction of all the models and assumptions involved in the 
selection index theory and in the estimation procedure. Un­
fortunately, this may not always be true of any real set of 
data. So the validity of the use of the results for making 
inferences about realistic situations is dependent upon how 
nearly the data in the realistic situations satisfy the 
assumptions which are necessary. The assumptions which are 
least likely to be satisfied are those involved in the model, 
• Gji + E^, which ignores the effects of dominance and 
epistasis. The inappropriateness of this model is especially 
pronounced in the estimation procedure studied here since 
the sire components of variance and covariance are biased by 
contributions from factors other than the additive genetic 
effects of the genes. The inadequacies of this model are 
the causes of many of the weaknesses of quantitative genetic 
theory at present. However, a more exact model would not 
have comparable simplicity, and therefore the use of the 
simpler model will probably be continued for some time to 
come. In addition, the assumptions of normality of distri­
butions might not be completely satisfied at times. 
Despite these limitations, the results presented here 
give indications of trends that were not known or at least 
the magnitude of the trends was not known prior to this study. 
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With successful elaboration upon this study the effectiveness 
and accuracy of index selection should be more fully under­
stood. 
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SUMMARY 
The influence of errors of parameter estimation upon in­
dex selection has been studied using two techniques. The 
first of these was to develop approximate equations for cer­
tain functions of interest, while the second was the Monte 
Carlo simulation of the sampling distribution of the param­
eter estimates and a study of the resulting progress and 
estimates of progress. Unfortunately, the two methods of 
study did not give equivalent results, and due to the 
realized possibility of inaccuracies in the approximate equa­
tions, the Monte Carlo results were taken to be more realistic 
in spite of quite large sampling errors in these results. 
Of primary interest in this study were : (1) the close­
ness of the distribution of realized gain from a particular 
calculated index to the maximum possible gain from selection 
and (2) the accuracy of the usual estimates of progress as 
estimators of the true expected gains for a particular 
calculated index. In all situations the gains were considered 
to be those which would result when selection was carried out 
in an infinite population, and the further variation due to 
the finiteness of the population in which selection was 
carried out was excluded from consideration in this study. 
Even with the large sampling errors encountered in the 
Monte Carlo results certain trends are apparent from this 
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study. When the heritability values for both of the two 
traits considered in an index are increased, the fractional 
decrease in progress becomes smaller. Similar trends for the 
fractional decrease in progress are noted when the genetic 
correlation between the two traits is increased, when the 
number of paternal-half-sib groups used for estimation is 
increased, and when the number of offspring per sire group 
is increased. 
The mean difference between the estimates of genetic 
gain and the expected genetic gain for particular calculated 
indexes tends to be negative for most combinations of the true 
parameters and for most combinations of number of sires and 
number of offsprings per sire. This indicates that there is 
a tendency for under-estimation of the progress from index 
selection. A tendency is noted for the mean squared dif­
ference between the estimated progress and the expected 
progress for calculated indexes to increase as the herita-
bilities for the two traits increase and as the genetic 
correlation for the two traits increases. For a particular 
combination of the true parameters this latter function, which 
is a measure of the accuracy of predicting genetic progress 
from index selection, tends to decrease slightly as either 
the number of sires or the number of offspring per sire in­
creases . 
Generalizations upon these observed trends do not seem 
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feasible, or desirable at the present time because the com­
binations of true parameters which were studied here do not 
include situations where the environmental correlation between 
the two traits is non-zero. However, it is hoped that the 
* 
present work with the desired future extensions will lead 
to a deeper understanding of index selection and its rela­
tionship to estimation procedures. 
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APPENDIX A 
Glossary of Symbols 
HI 
bi 
C°vc( ) 
Cov[ ] 
Agw 
AH 
AH' 
A 
AH 
Ap 
Ejl (variety selection) 
E^ (individual selection) 
E[ ] 
G 
Gj_ (variety selection) 
Gi (individual selection) 
Gij (variety selection) 
(Pages on which symbols 
are defined) 
pages 12 and 13 
page 3 
pages 12 and 13 
page 5 
page 10 
pages 6 and 8 
page 24 
pages 40 and 46 
page 46 
page 47 
pages 43 and 58 
pages 43 and 58 
pages 53 and 58 
page 47 
page 7 
page 13 
page 46 
pages 12 and 13 
page 3 
page 13 
pages 7 and 8 
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Gjj (individual selection) page 14 
GiW Page 16 
°W page 17 
H 
M 
1 2 
;1G2 
s 
page 3 
1 page 4 
* page 5 
xs page 5 
^s page 5 
page 32 
"k page 3 2 
mo pages 32 and 33 
page 5 
^1 page 5 
P page 12 
Pij page 8 
PW page 17 
rE E page 85 
rG,G- page 85 
RIH page 10 
rXiXt page 10 
rXtH page 10 
page 32 
page 32 
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à, • pages 3 2 and 33 
X J G 
CTijs pages 32 and 33 
tjj page 32 
Vc( ) pages 40 and 46 
V[ ] page 46 
wij page 32 
X± pages 6 and 7 
