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MIXED A2-A∞ ESTIMATES OF THE NON-HOMOGENEOUS VECTOR
SQUARE FUNCTION WITH MATRIX WEIGHTS
SERGEI TREIL
Abstract. This paper extends the results from [3] about sharp A2-A∞ estimates with matrix
weights to the non-homogeneous situation.
Notation
‖·‖, . norm; since we are dealing with vector- and operator-valued functions, we will use the
symbol ‖ . ‖ (usually with a subscript) for the norm in a function space, while . is
used for the norm in the underlying vector (matrix) space, usually Rd (or Cd) of the
space of d×d matrices. Thus for a vector-valued function f the symbol ‖f‖
L2
denotes
its L2-norm, but the symbol f stands for the scalar-valued function whose value at
a point x is the norm of the vector f(x);
〈f〉
I
average, 〈f〉
I
= |I|−1
´
I f(x)dx; in agreement with the previous notation for a vector-
valued function f the symbol 〈 f 〉
I
denotes the average of the function x 7→ f(x) ;
E
I
averaging operator, E
I
f := 〈f〉
I
1
I
;
ch I children of an interval I;
∆
I
Martingale difference operator,
∆
I
:=
∑
I′∈ch I
E
I′
− E
I
;
Expression x . y means x ≤ Cy with some absolute constant C; notation x .
a,b
y means that the
constant C depends only on parameters a, b
1. Introduction and main results
In this paper we obtain the result about sharp weighted estimates of vectors square function
with matrix weights in the non-homogeneous settings. In [3] such estimates were proved for the
simplest case of homogeneous filtration, namely for the standard dyadic filtration on the real line
R. Formally, our Corollary 1.3 generalizes the main result from [3] from dyadic filtration on R to
a general non-homogeneous filtration.
We should mention that the result in [3] was proved only for the dyadic filtration on R, and
its generalization even to the case of dyadic lattice in RN is not completely trivial. The case of a
non-homogeneous filtration required some essential new ideas. In particular, a new construction of
a dominating sparse square function, that takes care of non-homogeneity, was needed. Moreover,
[3] uses an estimate of the weighted sparse square function from [4] that was proved the reverse
Ho¨lder inequality for A∞ weights, which is not available in the non-homogeneous case.
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Our main result (Theorem 1.2) treat the two weight situation; while the corresponding two weigh
result was not stated in [3], the proof there works in the two weight case (but only for the dyadic
filtration on R).
1.1. Setup.
1.1.1. Atomic filtered spaces. Let (X ,A, σ) be a sigma-finite measure space with an atomic filtration
An, that is, a sequence of increasing sigma-algebras An ⊂ F such that for each An there exists a
countable collection Dn of disjoint sets of finite measure with the property that every set of An is
a union of sets in Dn.
We will often use the notation |A| for σ(A) and dx for dσ(x).
We will call the sets I ∈ Dn atoms, and denote by D the collection of all atoms, D = ∪n∈ZDn.
We allow a set I to belong to several generations Dn, so formally an atom I ∈ Dn is a pair (I, n).
To avoid overloading the notation, we skip the “time” n and write I instead of (I, n); if we need
to “extract” the time n, we will use the symbol rk I. Namely, if I denotes the atom (I, n) then
n = rk I.
The inclusion I ⊂ J for atoms should be understood as inclusion for the sets together with the
inequality rk I ≥ rkJ . However, the union (intersection) of atoms is just the union (intersection)
of the corresponding sets and “times” n are not taken into account.
A standard example of such a filtration is the dyadic lattice D on RN , which explains the choice
of notation. However, in what follows, D will always denote a general collection of atoms and I ∈ D
will stand for an atom in D, and not necessarily for a dyadic interval.
1.1.2. Matrix-valued weights. A matrix-valued weightW is a locally integrable function on X whose
values are d× d positive semidefinite matrices. Here and everywhere in the paper locally integrable
means integrable on any atom I.
The weighted space L2(W ) is defined as the set of all measurable Fd-valued functions (F = R or
C) such that
‖f‖2
L2(W )
:=
ˆ
X
(
W (x)f(x), f(x)
)
Fd
dx <∞;
as usual we take the quotient space over the set of functions of norm 0.
1.1.3. Matrix Ap and A∞ conditions. A matrix weight W is said to satisfy the martingale matrix
A2 condition (and write W ∈ (A2)) if
[W ]
A2
:= sup
I∈D
〈W 〉1/2
I
〈W−1〉1/2
I
2 <∞ .
The quantity [W ]
A2
is called the martingale A2 characteristic of the weight W .
Similarly for a pair of weights V and W we the two-weight martingale matrix A2 condition
sup
I∈D
〈W 〉1/2
I
〈V 〉1/2
I
2 =: [W,V ]
A2
<∞; (1.1)
We say that a scalar weight w on X satisfies the martingale A∞ condition if for all atoms I ∈ D
〈M
I
w〉
I
≤ C〈w〉
I
, (1.2)
where M
I
is the localized to the atom I maximal function
M
I
f(x) = sup{|〈f〉
I′
| : I ′ ∈ D(I), x ∈ X} (1.3)
(we put M
I
f(x) = 0 for x /∈ I).
The best constant in (1.2) is called the (martingale) A∞ characteristic of the weight w, and
denoted by [w]
A∞
.
NON-HOMOGENEOUS VECTOR SQUARE FUNCTION 3
For a matrix weight W define its scalar (martingale) A∞ characterisctic [W ]A∞ = [W ]
sc
A∞
as
[W ]
A∞
:= sup
e∈Fd
[we]A∞ , (1.4)
where the scalar weight we is defined by we(x) = (W (x)e, e), x ∈ X .
1.1.4. Square functions. For a weight V the weighted square function SV is defined as
SV f(x) =
(
Eα
V (x)1/2
∑
I∈D
α
I
∆
I
f(x)

2)1/2
(1.5)
=
(∑
I∈D
V (x)1/2∆I f(x)2
)1/2
The modified weighted square function S˜V is given by
S˜V f(x) :=
(∑
I∈D
∑
I′∈ch(I)
〈V 〉1/2I′ ∆I f(x)1I′ (x)
2
)1/2
. (1.6)
Integrating in x we easily get
Lemma 1.1. For any f ∈ L2(X ,Fd) = L2(Fd)
‖SV f‖2
L2(Fd)
= ‖S˜V f‖2
L2(Fd)
Recall that a collection F ⊂ D is called ε-sparse if for any I ∈ F∑
I′∈ch
F
(I)
|I ′| ≤ ε|I|.
For a sparse family F a weighted sparse averaging square function AV = AV
F
is defined as
AV f(x) =
(∑
I∈F
〈〈V 〉1/2I f
〉2
I
1
I
(x)
)1/2
, f ∈ L1loc = L
1
loc(X ;F
d);
here, recall, L1loc means integrable on any atom.
1.2. Main results.
Theorem 1.2. Let matrix weights U , V satisfy the joint A2 condition, and let U ∈ (A∞). Then
for any f ∈ L2 = L2(Fd)
‖SV (U1/2f)‖
L2
.
d
[U, V ]1/2
A2
[U ]1/2
A∞
‖f‖
L2
.
In one weight situation this theorem gives us the following corollary.
Corollary 1.3. Let a matrix weight W satisfy the A2 condition. Then for any f ∈ L
2(W )
‖SW f‖
L2
.
d
[W ]1/2
A2
[W−1]1/2
A∞
‖f‖
L2(W )
To prove this corollary one just need to apply Theorem 1.2 with V = W and U = W−1 to the
function W 1/2f .
It is trivial that it is sufficient to prove Theorem 1.2 only for the localized version SV
I0
of the
square function SV ; in the localized version the sum in (1.5) is taken only over I ∈ D(I0). A
uniform (in I0 estimate for S
V
I0
gives the same estimate for SV
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One can also consider the localized version S˜V
I0
of S˜V , where again the sum in (1.6) is taken only
over I ∈ D(I0). Clearly, Lemma 1.1 holds id we replace S
V and S˜V by SV
I0
and S˜V
I0
respectively.
The proof of Theorem 1.2 is based on the following result about domination of a square function
by a sparse one.
Theorem 1.4. Let S˜V = S˜V
I0
be the localized version of the square function (1.6). Given f ∈
L1(X ;Fd) supported on I0 a weight V there exists 12-sparse family F (depending on f and V ) such
that
‖S˜V f(x)‖
L2
.
d
‖AV f(x)‖
L2
.
For a measurable function f we denote by 〈f〉
I
its average,
〈f〉
I
:= σ(I)−1
ˆ
I
fdσ;
if σ(I) = 0 we put 〈f〉
I
= 0. The same definition is used for the vector and matrix-valued functions.
In what follows we will often use |E| for σ(E) and dx for dσ.
To shorten the notation we will denote by 〈 f 〉
I
, where f is a vector-valued function, the average
of a function x 7→ f(x) ,
〈 f 〉
I
:= |I|−1
ˆ
I
f(x) dx.
2. Proof of the main results
2.1. Estimate of AV . To prove Theorem 1.2 we just need to estimate ‖A˜V (Uf)‖2
L2
. Clearly
‖AV (U1/2f)‖2
L2
=
∑
I∈F
〈〈V 〉1/2I U1/2f
〉2
I
|I|
≤
∑
I∈F
〈V 〉1/2I 〈U〉1/2I 2
〈〈U〉−1/2I U1/2f
〉2
I
|I|
≤ [U, V ]
A2
∑
I∈F
〈〈U〉−1/2I U1/2f
〉2
I
|I|
So, we need to show ∑
I∈F
〈〈U〉−1/2I U1/2f
〉2
I
|I| .
d
[W ]sc
A∞
‖f‖2
L2
and for this it suffices to prove that for any scalar-valued f ∈ L2∑
I∈F
〈〈U〉−1/2I U1/2|f |
〉2
I
|I| .
d
[W ]
A∞
‖f‖2
L2
. (2.1)
For α = {α
I
}
I∈F
= {|I|}
I∈F
consider the weighted space ℓ2(α) = ℓ2(F , α),
‖x‖2
ℓ2(α)
=
∑
I∈F
|x
I
|2α
I
=
∑
I∈F
|x
I
|2|I|.
The estimate (2.1) is equivalent to the corresponding bound for the embedding operator J : L2 →
ℓ2(α)
J f =
{〈〈U〉−1/2I U1/2f
〉
I
}
I∈F
.
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The adjoint J ∗ : ℓ2(α)→ L2 is given by
J ∗x =
∑
I∈F
x
I
〈U〉−1/2I U1/21I ,
meaning that
(J f,x)
ℓ2(α)
= (f,J ∗x)
L2
.
Since ‖J ∗‖
ℓ2(α)→L2
= ‖J ‖
L2→ℓ2(α)
, we reduced the problem to estimating the norm of J ∗.
We can write
‖J ∗x‖2
L2
=
∑
I,J∈F
(JJ ∗)
I,J
x
I
x
J
|I||J |,
where (JJ ∗)
I,J
= 0 if I ∩ J = ∅, (JJ ∗)
I,J
= (JJ ∗)
J,I
≥ 0 and for I ⊂ J
(JJ ∗)
I,J
= |J |−1|I|−1
ˆ
I
〈U〉−1/2I U1/2(x)〈U〉−1/2J U1/2(x)dx
≤ |J |−1
〈U〉−1/2J 〈U〉1/2I |I|−1
ˆ
I
〈U〉−1/2I U1/2(x)2dx
.
d
|J |−1
〈U〉−1/2J 〈U〉1/2I =: tI,J
Since (JJ ∗)
I,J
= (JJ ∗)
J,I
≥ 0 it suffices to estimate
∑
I,J∈F TI,J |I|xI |J |xJ where xI ≥ 0 and
T
I,J
=
{
t
I,J
I ⊂ J
0 I 6⊂ J
We will need the following well-known result, see [5, Lecture VII]
Lemma 2.1 (Senichkin–Vinogradov test, AKA iterated kernel test). Let k( · , · ) ≥ 0 be a measur-
able locally integrable1 function on X ×X. Letˆ
X
k(s, x)k(s, t)dµ(s) ≤ C[k(x, t) + k(t, x)].
Then for any measurable f ≥ 0¨
X×X
k(s, t)f(s)f(t)dµ(s)dµ(s) ≤ 2C‖f‖2
L2(µ)
(2.2)
Let us apply the above Lemma 2.1. We need to show that for J,K ∈ F , J ⊂ K∑
I∈F(J)
t
I,J
t
I,K
|I| .
d
[U ]
A∞
t
J,K
. (2.3)
A simple calculation gives us∑
I∈F(J)
t
I,J
t
I,K
|I| = |K|−1|J |−1
∑
I∈F(J)
〈U〉−1/2J 〈U〉1/2I 〈U〉−1/2K 〈U〉1/2I |I|
≤ |K|−1|J |−1
〈U〉−1/2K 〈U〉1/2J  ∑
I∈F(J)
〈U〉−1/2J 〈U〉1/2I 2|I|.
1Here “locally integrable means that the right hand side of (2.1) is finite for some dense collection of non-negative
functions f . In our case the measure is a discrete one, so any kernel is locally integrable.
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Continuing the estimates we write∑
I∈F(J)
〈U〉−1/2J 〈U〉1/2I 2|I| ≤ ∑
I∈F(J)
tr
{
〈U〉−1/2
J
〈U〉
I
〈U〉−1/2
J
}
|I|
=
∑
I∈F(J)
tr〈U˜〉
I
|I| =
∑
I∈F(J)
〈tr U˜〉
I
|I|,
where the weight U˜ is given by 〈U〉−1/2
J
U〈U〉−1/2
J
, so 〈U˜〉
J
= I.
The scaling U 7→ A∗UA with a constant invertible matrix A does not change the A∞ constant
of the weight. Therefore the scalar weight u := tr U˜ is a scalar A∞ weight with [u]A∞ ≤ [U˜ ]A∞ =
[U ]
A∞
, as the sum of d scalar A∞ weighs, see [4, Lemma 4.5].
It is an easy and well-known fact that for an ε-sparse family
|J |−1
∑
I∈F(J)
≤ (1− ε)−1〈M
J
u〉
J
,
so ∑
I∈F(J)
〈U〉−1/2J 〈U〉1/2I 2|I| ≤ 2〈MJu〉J |J |
≤ 2[U ]
A∞
〈u〉
J
|J |
= 2[U ]
A∞
(tr I)|J | = 2d[U ]
A∞
|J |.
Gathering everything together we get (2.3) with the implied constant 2d. Thus the estimate (2.1),
and so Theorem 1.2, are proved. 
2.2. Proof of sparse domination (Theorem 1.4). The proof is pretty standard, just with a
few twists.
Before starting, let us make a trivial observation, that the problem is invariant to the scaling by
a constant invertible matrix. Namely, if A is a constant invertible matrix, V˜ := A∗V A, f˜ := A−1f ,
then
S˜V f(x) = S˜V˜ f˜(x), AV f(x) = AV˜ f˜(x). (2.4)
So, to simplify the notation we will on each step of the induction construction of the sparse family
F rescale the weight V and the function f . This rescaling does not change anything, it just makes
the formulas for stopping moments simpler; they of course can be equivalently rewritten without
rescaling, but the formulas will be uglier.
We start with the atom I0, which will be initial atom in the family F . Let us rescale V anf f ,
defining
f˜ := 〈V 〉1/2
I0
f, V˜ := 〈V 〉−1/2
I0
V 〈V 〉−1/2
I0
,
so 〈V˜ 〉
I0
= I.
We then pick the collection of stopping intervals F1(I0) which consists of maximal by inclusion
intervals J ∈ D(I0) for which either one of the following 3 conditions holds∑
I∈D(I0):I%J
∆I f˜2 > C2〈 f˜ 〉2I0 , tr〈V˜ 〉I > Cd, 〈 f˜ 〉I > C〈 f˜ 〉I0
Note that by picking sufficiently large C = Ck(ε) we can assure that the total measure of maximal
intervals where one of the condition holds is at most ε|I0|. For the third and second condition it
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follows from the weak type estimates for the maximal function, and for the first condition from the
weak type estimates for the square function.2 Thus picking ε = 1/6 we get that∑
J∈F1(I0)
|J | ≤ |I0|/2.
It is trivial that for x ∈ I0 \
⋃
J∈F1(I0)
J we have
(
S˜V˜ f˜(x)
)2
≤ C3d〈 f˜ 〉2
I0
.
Now take J ∈ F1(I0) and for I ∈ D let Iˆ be its parent. Then for x ∈ J(
S˜V˜ f˜(x)
)2
=
∑
I∈D(I0):x∈I
J$I$I0
〈V˜ 〉1/2I (EI −EIˆ )f˜
2 +〈V˜ 〉1/2J (EJ −EJˆ )f˜
2 + (S˜V˜J f˜(x)
)2
The first term is clearly estimated by C3d〈 f˜ 〉2
I0
. To estimate the second term we write
〈V˜ 〉1/2J (EJ −EJˆ )f˜
≤ 〈〈V˜ 〉1/2J f˜〉J + 〈 f˜ 〉Jˆ
〈V˜ 〉1/2J 
≤ 〈
〈V˜ 〉1/2J f˜〉J + C〈 f˜ 〉I0〈V˜ 〉1/2J .
Gathering everything together we get that
(
S˜V˜ f˜(x)
)2
≤ 2C3d
(
〈 f˜ 〉2
I0
+
∑
J∈F1(I0)
〈
〈V˜ 〉1/2J f˜〉2J1J
+
∑
J∈F1(I0)
〈 f˜ 〉2
I0
〈V˜ 〉1/2J 21J
)
+
∑
J∈F1(I0)
(
S˜V˜
J
f˜(x)
)2
= 2C3d
(
〈 〈V 〉1/2
I0
f 〉2
I0
+
∑
J∈F1(I0)
〈
〈V 〉1/2J f〉2J1J
+
∑
J∈F1(I0)
〈 〈V 〉1/2
I0
f 〉2
I0
〈V 〉−1/2
I0
〈V 〉1/2
J
21
J
)
+
∑
J∈F1(I0)
(
S˜V
J
f(x)
)2
Repeating this procedure with each S˜V
J
f , J ∈ F1(I0) and iterating we get that
S˜V˜ f˜(x) ≤ Cd1/2
(
AV f(x) +AVmodf(x)
)
(here we do not write F as the index, but keep in mind that tho operators depend on F), where
(
AVmodf(x)
)2
=
∑
I∈F
∑
I′∈ch(I)
〈 〈V 〉1/2
I
f 〉2
I
〈V 〉−1/2
I
〈V 〉1/2
I′
21
I′
=:
∑
I∈F
∑
I′∈ch(I)
F
I
. (2.5)
2Note that the weak type estimates hold for martingales with values in a Hilbert space, see [1, Theorem 3.6] , so
the constant C does not depend on d. Of course, for the finite-dimensional case one can easily get the weak type
estimates from the scalar result (with the constant depending on d).
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If we estimate the norm of each term in (2.5) we get that
‖F
I
‖
L1
≤ 〈 〈V 〉1/2
I
f 〉2
I
∥∥∥∥ ∑
I′∈ch(I)
〈V 〉−1/2
I
〈V 〉1/2
I′
21
I′
∥∥∥∥
L1
≤ 〈 〈V 〉1/2
I
f 〉2
I
∑
I′∈ch(I)
tr
(
〈V 〉−1/2
I
〈V 〉
I′
〈V 〉−1/2
I
)
|I ′|
≤ 〈 〈V 〉1/2
I
f 〉2
I
|I|d,
so it is dominated by the norm of the corresponding term in AV . The theorem is proved. 
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