I. INTRODUCTION

D
EVELOPMENTS in mobile communication and personal computer technology have created a new platform for information processing. A modern portable computer gives remarkable processing power always at hand for a nomadic user, and a mobile telephone system gives access to remote computers and information stores. These developments imply a tremendous increase in the accessibility of information services. In principle, wherever users happen to be, they can connect a mobile computer to its home network through a cellular telephone system. Independent of time and place, a user will have the impression of working with a normal desktop computer. In practice, however, there are still several reasons why this scenario does not always meet with the full satisfaction of a nomadic user [1] .
There are two main advantages in using an existing cellular telephone network: 1) ubiquitous access to information, which is important to end users, and 2) the transparency of mobility, which is important to software development. Today, the cellular telephone usually offers only a circuit-switched connection that takes care of terminal mobility. During a session, the data communication protocols do not see any mobility at all, neither handovers nor location updates. On the other hand, the characteristics of cellular telephone links are quite different from those of wireline links. Cellular links have high latency with long variable delays, a low and variable throughput, and they are prone to sudden disconnections. Therefore, wireless links create problems for many existing applications designed for fast and reliable connections. In addition, a user-having become accustomed to those characteristics-may want to get additional control over the data transmission. Hence, in order to satisfy nomadic users, a mobility-aware system should provide new functionality.
The Mowgli 1 communication architecture [2] was designed to alleviate the problems with cellular telephone networks and to take into account their specific features. As the mobile telephone system, we use the digital GSM [3] , but most of our arguments and conclusions also hold for other low-performing wireless systems. The key idea in Mowgli is to replace the "client-server" paradigm with a "client-mediator-server" paradigm. The mediator is an intelligent agent that controls the heterogeneous aspects of the data communication worlds, but also gives, on demand, the user the final control.
In wireless LAN environments, similar kinds of approaches have been tried. These approaches [4] - [6] have focused on the transport level, and have successfully improved the performance of TCP. Wireless telephone links, being several magnitudes slower than wireless LAN's, require careful attention to all of the protocols involved. Accordingly, the Mowgli approach involves all levels of communication.
In this paper, we will concentrate on the Mowgli data channel service (MDCS). The MDCS is a special transport service that transparently replaces standard TCP/IP core protocols on a slow wireless link. The requirements for the MDCS are derived from the services offered by the cellular telephone system, and from the services required by end users and endusers' applications. The basic challenge for the MDCS is to cope with the modest performance and irregular behavior of the wireless link. Hence, the traffic must be minimized to the "bare necessity," and the flow control must be tailored to the characteristics of the wireless link.
In order to facilitate the transmission of data that differ in size and urgency, the MDCS provides priority-based multiplexing of data over the wireless link. In addition, the MDCS has independent control over link connections and can hide unexpected breaks of the link. The MDCS is able to establish, release, and reestablish connections, always according to the parameters specified by the higher level communication software or by the end user. From the end user's point of view, the most notable merit of the MDCS is its facility with multiple parallel transmissions. When parallel transfers are going on in both directions, the MDCS-unlike the TCP-prevents interference between the transfers. According to our measurements, when a bulk data transfer was in progress, response times for short requests remained at the level of 2-3 s; in a regular TCP environment, the corresponding times were around 8 s. These measurements were carried out in an area with good GSM coverage. When the air conditions deteriorate, the differences in performance are expected to grow rapidly, but quantification remains for further study.
The rest of the paper is organized as follows. In Section II, we present the basic functionality of the GSM system and the main problems in using the TCP/IP protocols. In Section III, we give a brief overview of the Mowgli architecture and the Mowgli data channel service. Section IV contains a technical description of the Mowgli data channel protocol (MDCP). Finally, performance results showing the merits of the MDCP are presented in Section V.
II. BACKGROUND CONSIDERATIONS
The current GSM provides a platform that has some quite remarkable differences compared to a wireless LAN. Before summarizing the GSM system, we point out the most notable differences between GSM and wireless LAN.
Today, GSM supports circuit-switched connections, with a single error-correcting link per handset. The GSM infrastructure takes care of handovers, rerouting, and location management. For a user of the GSM data service, deteriorating quality of service does not show as corruption or loss of data, but rather as increased and varying transmission delays, and sometimes as a complete disconnection of the link. The nominal transfer rate of GSM is 9.6 kbit/s, several orders of magnitude below that of a typical wireless LAN. The GSM system can and, due to the low bandwidth, will buffer significant amounts of data along the link unless the user of the service constrains the transmission rate. Due to the accumulating data, unrestrained transmission can result in long queueing delays which do not occur in wireless LAN's.
A. GSM Network
The Global System for Mobile Communications (GSM) [3] , [7] is a pan-European digital cellular telephone network, rapidly expanding in Asia and Australia, and becoming available in the United States as well. In addition to voice services, it defines a number of data services that can be used for data transmission between computers. The GSM standard specifies a number of interfaces to external networks, for instance, ISDN, X.25, PSTN. In this work, we are using the GSM network as a way to connect mobile computers to the Internet. Fig. 1 gives an overview of the GSM network and how its data services can be employed to access a fixed network.
The mobile node connects to the GSM network via a data adapter card that emulates the interface of a normal analog modem. Thus, existing software for modem-based communication can be used on the mobile node. When a mobile node dials the number of a dialup server, the data call is first routed through the base transceiver station of the current cell to one of the mobile services switching centers (MSC) in the GSM network. The interworking function (IWF) in the MSC selects a modem from the pool, and directs it to dial the number specified by the caller. The modems at the IWF and at the dialup server negotiate an error-correcting link. When this is done, the IWF confirms the data connection to the mobile node, and starts relaying data between the GSM network and the modem link.
According to the GSM specifications, the bit-error rate on the air link, within normal GSM coverage, is allowed to be as high as after mere forward-error correction [8] . The nontransparent GSM data service provides further error correction using the radio link protocol (RLP), which is derived from the HDLC protocol and employs selective retransmissions. In the nontransparent mode, worst case biterror rate is reduced down to
The possibly high bit-error rate on the air link enforces a very small frame size. With the 240 bit framing used in the RLP, the bit-error rate of would correspond roughly to a 20% frame-error rate. In practice, the transmission errors are quite bursty; bit errors tend to occur in clusters, which means that the actual frame-error rate is lower. However, small frame size is mandatory on such a link. From the user's point of view, the behavior looks even more dichotomous: under good radio conditions, the frame-error rate is close to negligible, while under bad conditions, it is possible that almost nothing gets through.
There is a price paid for the low bit-error rate of the nontransparent mode: due to the RLP retransmissions, the latency increases while throughput and transmission delays become variable, remarkably so under poor conditions. Under good conditions, when TCP is used over the GSM data service and PSTN, typical values for the round-trip times are close to 1 s, and the transmission rate is roughly 900 byte/s [9] .
B. Problems in TCP Communication over GSM Data Service
As shown in Fig. 2 , the standard TCP/IP Internet protocols can easily be used to connect a mobile node to the Internet over the nontransparent GSM data service. The point-to-point protocol (PPP) [10] , or alternatively the serial line internet protocol (SLIP) [11] , can be used as the framing protocol between the mobile node and a dialup server within the fixed network. The dialup server acts as an IP router between the point-to-point link to the mobile node and the rest of the Internet.
Recent research results have revealed that in a wireless LAN environment, the TCP protocol does not perform well [12] , [13] . This is true with the cellular telephone systems as well. TCP has been tuned to work efficiently in fast and reliable fixed networks, where abnormal behavior is most probably a symptom of congestion. When slow wireless links are involved, some of the TCP control mechanisms are inappropriate to the extent that the resulting performance problems become annoying for the user.
There are two self-adjusting control mechanisms that lead to problems: congestion control, and error control with an adaptable retransmission timeout. On the wireless link, the obvious bottleneck resource, these mechanisms can result in inefficient use of available bandwidth and, on the other hand, in unnecessary waste of capacity. In addition, TCP/IP does not contain appropriate tools to control the multiplexing of parallel data transfers. This is not a problem in fast networks, but it certainly is a problem when an end user is working interactively over a slow wireless link.
The issue is further complicated by the fact that different TCP implementations have very individual interpretations of the TCP specifications. In our experiments, we discovered many differences, particularly in how parameters like congestion window and retransmission timeouts are adjusted. Many of these deviations may be sound in fast networks, but for the mobile user, they represent increased unpredictability in performance.
Below, we briefly go through the main problems. More detailed treatments can be found in the references.
1) Slow-Start Algorithm:
The slow-start congestion control algorithm [14] is employed at the start of each new TCP connection, and whenever the sender believes that a packet has been lost. In the latter case, slow start is triggered by a retransmission timeout, based on the assumption that the packet loss is usually caused by congestion. This assumption, however, is not appropriate with slow wireless links. Here, the typical reason for a retransmission timeout is an exceptionally long delay resulting from lower level error-recovery activities or queueing delays on the wireless link.
The slow-start algorithm impacts performance particularly heavily because the latency of the link tends to be high, and a small maximum transfer unit (MTU) is recommended. For the same reason, the initial slow start in every TCP connection slows down, especially short-lived connections.
2) Retransmission Timers and Queuing Delays: In TCP, the retransmission timeout value (RTO) is constantly adjusted according to measured round-trip time estimates [14] , [15] . In fast networks, it is feasible to have a low initial value of RTO, but when high-latency links are involved, a low value can cause quite a few unnecessary retransmissions before the TCP timers adjust. In short-lived TCP connections, a significant fraction of the transmitted data segments can be retransmissions.
With a slow wireless link, the RTO adjustment is hampered by the fluctuating round-trip time over the link. In GSM, for instance, the delays caused by RLP retransmissions are reflected in growing buffer queues in the dialup router and within the GSM network. The resulting increase in measured round-trip time may trigger unnecessary retransmissions (also buffered) followed by a slow start. Since round-trip times measured from retransmitted packets cannot reliably be used for round-trip time estimation, the adjustment of the retransmission timeout can take a while.
3) Multiple Simultaneous TCP Connections: A single dialup router can serve multiple mobile nodes. For each TCP connection routed through it, it may need to buffer IP datagrams up to almost a full TCP window. The wireless link is typically the bottleneck of a transmission path, and bursty traffic can easily lead to a substantial increase of packet queues in the dialup router. The effect may still be increased by the GSM system, which is itself able to buffer significant amounts of data. The IP routers do not discriminate between TCP connections. Thus, the simultaneous TCP connections start to interfere by mutually causing additional unpredictable delays to each other. Again, these delays may be interpreted by the TCP sender as lost packets.
We came across a particularly striking example of this behavior in a series of experiments where three parallel bulk data transfers were executed in both directions. In many cases, the transfers stabilized into a lockstep dance for a long period of time, where each and every segment was retransmitted at least once. It was obvious that the retransmission timeouts could not be adjusted because no reliable round-trip estimates could be measured.
4) Disconnections:
Disconnections, both deliberate and spontaneous, are typical for circuit-switched wireless links. The minimum requirement for the protocols is transparent recovery at the link level. This, however, is not enough. In a GSM-based system, the user wants to have a more elaborate control system involving instant reconnections, delayed reconnections, and a more or less asynchronous handling of the data transport. The Mowgli system also implements features for this purpose at the higher protocol layers, but the topic is outside the scope of this paper.
III. MOWGLI APPROACH WITH DEDICATED TRANSPORT SERVICE
A. Mowgli Communication Architecture
The key idea in the Mowgli communication architecture [2] , [16] is to replace the "client-server" paradigm with a "client-mediator-server" paradigm. A mobile node is connected to the fixed network through a slow wireless (telephone) link (Fig. 3) . The dialup server in the fixed net that provides the mobile node with a connection point to the wireline Internet is called the mobile-connection host (MCH). Applications on the mobile node utilize the basic communication services through an API called the Mowgli socket interface, which is similar to the Berkeley socket interface [17] . Therefore, existing applications that use TCP or UDP sockets can be executed on the mobile node without modification or recompilation.
The Mowgli socket interface binds the applications to the communication services available in the agent-proxy layer. A proxy on the MCH, cooperating with an agent on the mobile node, acts as an intermediary for the socket operations. The proxy plays the role of the application on the mobile node while communicating on its behalf with the peer in the Internet. The communication services for the agent and proxy are provided by the MDCS and by the other services in the Mowgli system [16] .
The mediators have a central role in solving the problems related to wirelessness and mobility and in meeting the needs of nomadic users [1] , [18] . As a basic service, the agent and proxy mediate the application protocol data "as is" between the mobile-node application and its peer. Such a generic agent-proxy team is capable of supporting any existing application. The role of the agent-proxy team can be extended to cover generic enhancements like data compression, or even higher level functionality. Furthermore, the team can be customized for a specific application: aware of the application semantics, the team can use an applicationspecific agent-proxy protocol and take the responsibility of the mobility-related functions in the application.
We have exercised this concept to improve the performance and usability of wireless Web browsing. In [19] , we introduced numerous ideas and described the preliminary implementation of a customized agent-proxy team for a Web browser. The full implementation of the ideas together with more extensive performance measurements are reported in [20] . Later, variations of the same ideas have been successfully implemented in WebExpress [21] .
B. Mowgli Data Channel Service
The main design objectives of the Mowgli data channel service were to improve the fault tolerance and performance of data communication over low-performing wireless links. The MDCS provides a flexible set of communication services to MDCS clients: agents and proxies, and future mobile-node applications designed for a mobile and wireless environment. The goal is to offer communication services that resemble the transport services of TCP/IP. In addition, the MDCS provides several new and important features which are required for efficient operation over slow wireless links. The services of the MDCS are available for an MDCS client through the MDCS socket interface, which is an extension of the Berkeley socket interface. Thus, with MDCS sockets, communication over the wireless link can be based on concepts that are familiar from traditional networking software.
As a basic service, the MDCS offers bidirectional data channels for data transmission over the wireless link. Data channels can be created as stream channels providing TCP-like functionality or as message channels providing UDP-like functionality. The new functionality implemented in the MDCS concentrates on controlling the usage of the wireless link.
When constrained wireless links are involved, it is important to ensure that the transmission time for the most urgent data remains reasonable while other transfers wait for their turn. Essential improvements in the performance of parallel data communication is gained through the prioritybased multiplexing of data channels; see Fig. 4 . Whenever several channels have data to be transmitted simultaneously, the MDCS selects the channel having the highest priority. Priority-based multiplexing allows the MDCS to provide link capacity to interactive applications in a timely manner, even if there are bandwidth-intensive background transfers. Channels with equal priorities are multiplexed using round robin. This provides a degree of fairness for the channels with same priority. Conventional TCP/IP over slow links with PPP or SLIP performs very poorly in this respect because support for priorities or fairness is nonexistent.
Another convenient feature of the MDCS is improved fault tolerance. Particularly, the MDCS is designed so that recovery from unexpected temporary link disconnections is efficient. In many cases, the poor conditions on a radio link are temporary, and the link can be reestablished after a short while. Sometimes, however, the link-level connection cannot be immediately reestablished due to insufficient coverage, or due to the end user's decision to prevent the reestablishment. The MDCS deals gracefully with both cases. MDCS clients can request the MDCS to send a notification message when the wireless link is disconnected or reestablished. This allows adaptation to the changed connectivity. In many situations, the user can continue to work with the application in the disconnected mode.
Each data channel socket has a number of attributes that can be used to fine tune the channel behavior. The most important attributes are those controlling the exception handling, priority, and establishment of the wireless link on demand. Below, we briefly describe some of these attributes.
Priority: Each data channel has a priority that can be assigned separately for each direction.
Link Connection Permission: This attribute is used to inform the MDCS whether or not the wireless link should be automatically established when the channel is opened.
Link Reconnection Permission: This attribute specifies whether or not the link-level connection should be reestablished for this channel after an unexpected link disconnection.
State Expiration Timeout:
This timer attribute specifies how long the MDCS should retain the transmission state of the data channel after a link-level disconnection. If the link-level connection is not reestablished before the timer goes off, the MDCS will close the data channel. Otherwise, the transmission over the channel continues normally.
The MDCS socket interface offers the normal socket operations with the same semantics as the Berkeley sockets offer in the Internet domain. In addition, alternative semantics are provided for some operations as an option. Because the roundtrip time over a cellular telephone link is fairly long, the MDCS provides an optimistic mode of opening stream channels: the connect operation does not wait for an acknowledgment from the other end, and neither is the caller required to wait for the acknowledgment before it can start sending data. This allows a much faster start for data transfer, but does not make the operations in the MDCS client more vulnerable since, in a wireless environment, the applications should be prepared for various problems in any phase of communication.
Because of the unpredictable conditions in the wireless environment, an application will sometimes need direct control over the wireless link connection. For example, the user may want to stop all data transmission over the link if the field strength is too low. Therefore, the MDCS provides wireless link services including operations for opening and closing the link-level connection. In addition, the MDCS clients can request event messages that inform changes in link state or quality, and they can make use of the various statistics about the operation over the wireless link.
IV. MOWGLI DATA CHANNEL PROTOCOL
The communication services of the MDCS are implemented in the MDCP. The main design objectives in the MDCP protocol were high performance, the ability to recover from unexpected disconnections, and tolerance for long and highly variable delays. The mediator approach allows us to implement the required functionality as a single highly optimized point-topoint protocol that covers the layers from the transport layer down to the link layer.
A. MDCP Overview
The MDCP protocol is a packet-based protocol with minimal protocol overhead. This is accomplished by decreasing the size of protocol headers to only a few bytes and by reducing round trips over the link. In addition, the MDCP protocol always tries to transmit data at the best possible speed the wireless link is capable of, and uses acknowledgment (ACK's) sparingly. These solutions are different from those of TCP/IP, which has fairly large protocol headers and is vulnerable to sudden increases in round-trip times. In addition, TCP employs the slow-start algorithm which, as discussed in Section II, decreases transmission speed.
The MDCP protocol defines two kinds of packets: control packets and data packets. Control packets convey channel creation and deletion requests, and resynchronization and flow-control information, while data packets convey data transmitted on individual channels. The protocol information in data packets occupies 1-3 bytes plus an optional CRC field.
The data packet header consists of the packet type (4 bits), packet length (4 or 12 bits), and channel identifier (8 bits) fields. Control packets, being much less common than data packets, occupy 2-16 bytes, 4 bytes on the average. Most of the packet types correspond to common situations where not all of the usual header information needs to be transmitted. For instance, the data channel identifier is not needed when a data packet is addressed to the same channel as the previous one. This resembles a common user scenario in which only one transmission is active. Furthermore, an optimized packet format is defined for a maximum size packet and for a small packet carrying fewer than 16 bytes of data.
One efficient and commonly used technique for reducing the volume of transmitted data is compression. We decided, however, not to implement a generic data compression in the current version of the MDCP protocol. First, data compression is currently being standardized for the GSM data service. Second, application-specific data compression is usually much more effective, and can easily be done at higher levels. For example, the Mowgli WWW agent and proxy [20] take advantage of their knowledge of application protocol semantics. They employ appropriate compression mechanisms for various different types of WWW document objects.
In order to support several underlying (wireless) communication media with different reliability characteristics, the MDCP protocol is capable of operating in different modes. Currently, two modes have been specified: default mode and error-monitoring mode. In the default mode, the MDCP relies on the fact that the lower protocol layers and the underlying media provide an error-free data link. For instance, the nontransparent GSM data service provides a strong errorcorrection mechanism, where the bit-error rate is less than and only link disconnections can cause data losses. Therefore, the MDCP protocol does not make any effort to detect bit errors or lost frames in this mode.
The error-monitoring mode is intended to be used when transmission over the MDCP is required to be extremely reliable, but the lower layer is not assumed to be completely error free. Errors at the lower layer, however, are assumed to be very infrequent. In this mode, the protocol overhead is slightly higher because an additional checksum is needed for error detection. Recovery from an occasional bit error is handled in the same manner as recovery from wireless link disconnections, as will be explained later. In both of these modes, ACK's are only needed for flow control and for recovery from link disconnections. No retransmission timers or retransmissions are employed, except when recovering from a link disconnection.
In order to take into account lossy wireless links, we are currently defining a window-recovery mode. The recovery will be based on selective ACK's to avoid dependence on retransmission timers, which we will employ only as a backup method against lost ACK's.
B. Channel-Level Functionality
In order to meet user expectations on urgent transfers, the MDCP protocol provides preemptive multiplexing of data channels based on channel priorities. The current implementation supports several priority classes. The highest priority is reserved for control packets. Outgoing data packets in different channels with the same priority class are sent using the roundrobin algorithm.
As in any reliable connection, we need to prevent the sending end from overflowing the receiving end. Thus, a mechanism for controlling the data flow over each channel must be employed. As in TCP, a credit-based flow-control algorithm is used. However, a "lazy-ack" policy is used for sending flow-control ACK's, which means that ACK's are not sent for every received packet. Instead, ACK's are delayed until several packets can be acknowledged with a single ACK. In contrast to TCP, the receiving end keeps track of how much unused credit the remote end has for each data channel. In addition, the receiving end keeps track of how much "new quota" the remote end has, i.e., how much more credit it can be given. The receiving end sends out a flow control ACK when both of the following conditions become true: the remote end's credit is below the minimum credit threshold, and the remote end has enough new quota, i.e., more than the minimum new quota threshold. The ACK gives all of the new quota over to the remote end. In this way, every packet need not be acknowledged, and more link capacity is left for user data.
C. Link-Level Functionality
As discussed in Section II, the data communication path between the mobile node and the MCH involves several components with buffer space; see Fig. 3 . The MDCP protocol employs link-level flow control to limit the amount of buffering along this path. If the amount of buffering is not controlled, the effect is that the observed round-trip time between the mobile node and the MCH will rapidly increase to several seconds. The problem is rather obvious when sending data to the mobile node because the communication path between the MCH (dialup server) and the IWF in the MSC is faster than the link between the MSC and the mobile node. Thus, if the MCH is sending data at full speed, the slow wireless link is unable to match the pace, and data will begin accumulating into the modem buffers and in the intermediary components of the GSM network. Obviously, unrestrained buffering would make smooth multiplexing of data channels with the same priority more difficult, let alone delivering control packets and data packets with high priority in a timely manner.
The link-level flow-control mechanism is similar to the credit-based data channel flow control described earlier. However, the minimum new quota threshold is not needed. The selection of the initial credit value for the link and the minimum credit threshold value is crucial for flow control to function smoothly. Since the objective is to limit the amount of buffering, we need to select as small an initial credit value and as large a minimum credit threshold as possible without affecting throughput. If the difference between the initial credit and the minimum credit threshold is too low, the sending end risks running out of credit. On the other hand, if the difference is too high, ACK's will be sent too often, wasting the wireless link capacity. A good initial credit value is roughly twice the pipe size (link bandwidth multiplied by latency) plus four times the maximum packet size (to account for packets "sticking out" of the pipe plus an additional safety margin to account for momentary asymmetry in transfer rates over the uplink and downlink). For a GSM link, we have selected the initial credit to be 4 kbytes and the minimum credit threshold to be 1 kbyte.
D. Recovery from Link Disconnections
A significant reliability problem is caused when the wireless link unexpectedly breaks down. In order to recover from such disconnections, the MDCP protocol retains the state information and unacknowledged outgoing data for each channel so that an interrupted transmission can later be resumed.
When the link-level connection breaks down, the MDCP layer instructs the data call manager module to reestablish the data call, if at least one data channel has requested it. After a successful reestablishment of the data call, MDCP enters a negotiation phase. During this phase, the user and the mobile node are authenticated, 2 and a session identifier together with other parameters for the session are negotiated, including the IP address of the mobile node and mode of operation. During the negotiation phase, the mobile node and the MCH detect whether they are in the process of establishing a new session or reestablishing an existing one. If the mobile node wants to reestablish the session, it sends the existing session identifier to the MCH. Otherwise, it sends a zero session identifier. The MCH either accepts the reestablishment or creates a new session identifier for the new session and sends it back to the mobile node.
When a session is to be reestablished, a recovery phase follows the negotiation phase. In the recovery phase, all open channels are synchronized so that data transmission can continue from the point of link disconnection. To accomplish this, each end sends one synchronization packet per open data channel to the remote end. The synchronization packet is similar to the flow-control ACK packet indicating the last packet received and the new initial credit for the channel. In the next step, both ends will resend all unacknowledged packets and begin normal operation.
The data channel resynchronization mechanism is also employed for recovering from bit errors when the MDCP protocol has been configured to operate in the error-monitoring mode. When a bit error is detected, both ends will first need to find a safe point in the data stream for continuing. This is done by exchanging special link synchronization packets. When both ends have received these packets, they enter the data channel recovery phase. This kind of recovery takes a while to complete, but on the other hand, corrupted packets are extremely rare. In GSM, the bit-error rate is less than which means that the recovery is expected to take place less frequently than once in every third hour. In the window- recovery mode, we will take a more usual and efficient approach.
V. PERFORMANCE RESULTS
The performance of the Mowgli approach was measured in extensive field trials, over 150 h of air time. The objective was to study how our system behaves under different circumstances, and to compare its performance with regular TCP/IP. Five different usage patterns derived from typical end-user applications in nomadic computing were examined in three different communications environments.
A. Test Arrangements
In our experiments, the data processing configuration, specified in Table I , was a typical client-server environment; see also Fig. 1 . The mobile node was connected to the dialup server through the GSM nontransparent data service (asynchronous 9600 bit/s bidirectional bearer service with the RLP protocol) and the PSTN with modems. Since the data service provided by GSM is asynchronous, the theoretical maximum transfer rate over the GSM link in our experiments was 7680 bit/s, i.e., 960 byte/s. The dialup server and the LAN host were located in a LAN (10 Mbit/s Ethernet) at the University of Helsinki, Finland. During the measurements, the only traffic in the LAN was related to the tests. The WAN host was located at the University of Waterloo, Ontario, Canada. The connection between Helsinki and Waterloo is over the Internet, routed through Chicago. Three communication environments (summarized in Table II ) with different transmission paths between a fixed host and the mobile node were examined: 1) the dialup server itself used as the fixed host; 2) the fixed host was located in the same LAN as the dialup server; and 3) the fixed host was located in the WAN.
In the experiments, we used the ttcp measurement tool as an application in which the client sends data to the server. The ttcp server was modified to log a time stamp (1 ms granularity) for every completed read operation so that we could monitor the progress of each transfer. We also captured packet traces of the TCP transfers with the tcpdump program for more detailed analysis. The experiments were conducted in a normal office environment with good conditions on the GSM radio link. In the WAN tests, the effects of the Internet traffic were taken into account by executing the tests at different times of the day, including both heavily loaded peak hours and lightly loaded night hours. A generic agent-proxy pair without any special enhancements was employed in the Mowgli system. The maximum packet size of the MDCP protocol was configured to 232 bytes (payload), the header size being 1-3 bytes. In the reference case, regular TCP/IP over PPP with VJ header compression [22] was used. The TCP maximum segment size (MSS) was 232 bytes. The compressed TCP/IP header together with the PPP header was typically 7-9 bytes.
Five different usage patterns, summarized in Table III , were examined. In three of these patterns, we were interested in the transfer time of 100 kbytes of data and how the transfers progress. The transfer times were measured at the receiving ttcp-from receiving the first byte to receiving the last byte. In the fourth pattern, we examined how an ongoing bulk data transfer affects the response times of interactive queries. Finally, we examined the recovery time from link disconnections. Table IV shows the medians and upper quartiles (75th percentiles) of the observed transfer times in unidirectional transfers. Interesting indexes are highlighted in the table and discussed below.
B. Summary of Measured Results
1) Unidirectional Transfers:
The overall conclusion from the transfer measurements is that the MDCP protocol gives smooth progress in all cases. The conclusion is almost the same for TCP in GSM and LAN TABLE III  USAGE PATTERNS EXAMINED IN THE MEASUREMENTS   TABLE IV  SUMMARY OF TRANSFER TIMES (SECONDS): UNIDIRECTIONAL TRANSFER tests. Slightly longer transfer times are obtained when the sender is a Linux mobile node or dialup server because the initial RTO obviously was slightly too low in these TCP implementations. This results in a few unnecessary retransmissions in the beginning of a transfer. On the communication path between the mobile node and the WAN host, we observed remarkable differences in the behavior of MDCP and TCP; TCP suffers from periods of "no progress." As could be expected, the reasons for these periods are in congestionrelated packet losses in the wide-area Internet, followed by a TCP slow start over the high-latency end-to-end path. During the highly congested peak hours, the periods of no progress appeared more frequently, and the wireline WAN temporarily became the bottleneck of the transmission path.
Terminating the end-to-end connection in the MCH proxy eliminates this effect. When sending data from the mobile node to the WAN host, the packet losses in the wide-area Internet do not slow down the data rate from the mobile node to the MCH. On the other hand, when the WAN host sends data to the mobile node, the proxy on the MCH can buffer data during the periods of smooth progress over the Internet, and proceed with the accumulated data if the delivery over the congested Internet does not proceed. In addition, the TCP connection between the WAN host and the MCH can employ a larger MSS, thus enabling the delivery of a larger amount of data in one round trip. This enables the WAN connection to catch up with the wireless side after a period of no progress.
An essential difference between the MDCP and TCP can be seen in Fig. 5 and Table V. The figure shows the progress of a typical (the median case in our measurements) single transfer during the first 10 s after receiving the first byte. In both cases, MDCP gives almost the maximum bandwidth (960 byte/s) from the very beginning. TCP behaves very differently. On the path between the LAN host and the mobile node, it takes about 2 s before TCP is able to progress at full speed. In the WAN environment, after 10 s TCP is still far from utilizing the available bandwidth. The reason is that TCP employs the slow-start algorithm at the beginning of each transfer, whereas MDCP transmits at full speed from the very beginning. In the WAN environment, packet losses at the beginning will further sacrifice the performance of TCP in short transfers. Table V gives the medians of transfer times for the first 1, 2, 4, and 8 kbytes in single unidirectional transfers to the mobile node. In the cases of GSM and LAN, the significant difference is in the transfer time of the first kilobyte. When link quality is good and the TCP has left the slow-start phase, the difference between the MDCP and TCP is mostly due to header size. The case of WAN clearly indicates that a slow wireless link and a congested wide-area network are a bad combination for TCP.
2) Bidirectional Parallel Transfers: In the bidirectional parallel transfer, the Mowgli approach with the MDCP protocol shows its merits. The results are shown in Table VI . MDCP allows all transfers in both directions to progress at full speed with equal shares of the available bandwidth. When compared to the unidirectional transfers, the increase in the total transfer time is negligible.
The results of the TCP experiments are surprising. In some cases, the transfer time is almost the same as in the unidirectional transfers. In other cases, the total transfer time is more than doubled. Typically, one direction obtains good performance while the other suffers. Fig. 6 demonstrates the situation. The reason is in that the transfers in the direction which get a better start, or start slightly earlier, will fill the link rather quickly with data segments, thus severely limiting the capacity of the acknowledgment channel for the transfers to the opposite direction. The ACK's with limited bandwidth will get heavily delayed, which in turn leads to several (unnecessary) retransmissions and exponential RTO backoff in the lowperforming direction. In this way, the dominating direction gets an ACK channel with very low utilization, and is capable of continuing at full speed. When the dominating direction completes, one or two of the three TCP connections get most of the link capacity while the rest of them suffer. These results strongly support the conclusion that TCP misbehaves in bidirectional communication over a slow wireless link. A closer analysis of the packet traces indicates that the TCP senders in the low-performing direction are, most of the time, in the slow-start phase, and TCP is not able to adjust the retransmission timers at all. Because the first ACK for each data packet is heavily delayed, they send almost every packet twice until the transfers to the opposite direction are complete.
3) Interactive Queries: When a single interactive connection is used for exchanging short request-reply messages over an idle link, both TCP and MDCP perform reasonably well; the response time is 800-900 ms. In the fourth usage scenario, we studied how the response time changes when an intensive bulk data transfer is simultaneously performed with an interactive connection. The results are summarized in Table VII. With MDCP, we observed that the interactive response times are quite short and stable: 2-3 s. In contrast, with TCP, the response times are typically 7-8 s. This clearly shows the benefits of the priority-based multiplexing and the link-level flow control in MDCP: data for the high-priority interactive channel are delivered in timely manner, and the link-level flow control prevents the data for the bulk data transfer from filling the buffers on the wireless path.
4) Recovery:
Our experiments on recovery after a disconnection of the wireless link indicate that the MDCP protocol recovers well and quickly. In the GSM configuration used in our tests, it usually takes 40-50 s to reestablish the wireless data call, but occasionally it may need several attempts, and thus take over 1 min.
The total recovery time with the MDCP protocol is dominated by the time needed to establish the data call. Once the wireless data call has been reestablished, MDCP needs 4 s for authentication and negotiating the various link parameters. After the negotiation phase, the MDCP protocol enters the recovery phase, and the application receives the first data bytes in 1 s.
Because of the backoff in the TCP retransmission timers, TCP/IP over PPP needs a much longer time to recover after the PPP link has been reestablished. We observed that when the link was down the usual 40-50 s, the recovery takes from 20 to 41 s. The longer the disconnection takes, the longer it 
VI. SUMMARY
The Mowgli architecture introduces a mediator into the traditional client-server paradigm. The task of the mediator is to isolate the control of the wireline world from the control of the wireless world. The performance results provide evidence for the viability of the architecture. They also give some deeper understanding about an interesting topic: how the different communication subsystems affect the behavior of each other. The main performance results of the Mowgli system were the following.
1) The transfer times were decreased; hence, the tuning of the protocol for the wireless link more than compensated the slight mediator overhead. 2) Long delays on connections involving GSM and WAN links disappeared.
3) The performance of multiple parallel transmissions was remarkably improved. 4) The response times of interactive requests could be kept at a low and predictable level, even when there was background traffic on the wireless link. The measured increase in performance was achieved without any specialized enhancements in the agent-proxy team. With a dedicated team, substantial further improvements can be achieved. The performance measurements were conducted under good radio link conditions. When the conditions deteriorate, the merits of the Mowgli architecture become even more pronounced. The quantification of those improvements remains for further study.
The essential idea behind the improvements is the split of the end-to-end connection into two parts. The separation of the wireless and wireline worlds allows dedicated control of each environment, adapted to its particular characteristics. The separation also allows smooth integration of the local behaviors so that the entire communication system behaves as an efficient whole. This is clearly the case where the behavior of the system justifies a violation of the end-to-end argument [23] : the cost of providing the enhanced functionality is decisively lower than the gains in performance. In addition, once the platform for an agent-proxy team exists, it can be utilized to provide enhanced intelligent and mobility-aware services to the users [16] .
The differences in the behavior of a wireless link and of a fixed network are so notable that they should be considered appropriately. The primary lessons learned in the Mowgli project can be summarized as follows.
1) The requirements arising from the different communication subsystems are different to such an extent that common protocol parameters are not advisable. In particular, adaptability to changing conditions requires different solutions in different environments. Examples include adjustment of retransmission timers and the decision to use the slow-start algorithm. Tune the protocols to the environment.
2) Recovery measures appropriate in one environment can deteriorate the performance in another. The splitting isolates irregular behavior in one environment and reduces its impact in the other. In the Mowgli system, the delays in the wireless network do not cause unnecessary retransmissions, and congestion in the fixed network does not slow down the transmission rate on the wireless link. Local failures should not have global effects.
3) There is the old rule of performance tuning: the bottleneck of system should be as fully utilized as possible. The wireless telephone link is the bottleneck of the system. In Mowgli, the mobile-connection host acts as a high-level buffer. It balances irregularities due to distortions on the radio link and congestion in the Internet, which are totally independent of each other. Thus, the Mowgli system can provide a stable flow over the wireless link.
4) The dramatic effects of priority scheduling are well known from queueing theory. The usage of the bottleneck should be scheduled as carefully as possible. The end user wants to be relieved from active waiting. Hence, transfers with long service times should be done in the background, and they should not interfere with interactive work. The first-come, first-serviced discipline is not acceptable for multiplexing data over the wireless telephone link.
While this paper concentrates on performance issues of slow wireless links, it does not imply that in the Mowgli the issues of fault tolerance had not been considered. On the contrary, the upper layers of the Mowgli architecture are designed to cope efficiently with a variable quality of service and with temporary failures. The whole conceptual design of the Mowgli system is firmly based on the requirements of nomadic users working in varying environments and in changing circumstances [16] .
