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The valuation of path-dependent options in ﬁnance creates many interesting mathematical
challenges. Among them are a large Delta and Gamma near the expiry leading to a big
error in pricing those exotic options as well as European vanilla options. Also, the higher
order corrections of the asymptotic prices of the derivatives in some stochastic volatility
models are diﬃcult to be evaluated. In this paper we use the method of matched asymp-
totic expansions to obtain more practical values of lookback and barrier option prices near
the expiry. Our results verify that matching asymptotics is a useful tool for PDE methods
in path-dependent option pricing.
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1. Introduction
Lookback and barrier options are two representative ones among many path-dependent options. Lookback option is a
kind of ﬁnancial option whose payoff depends on the maximum or minimum value of underlying asset price occurring over
the life of the option. Barrier option is a type of ﬁnancial option where the option to exercise depends on the underlying
price reaching a given barrier level. Barrier options were created to provide the insurance value of an option without
charging as much as premium in vanilla options. The valuation of these path-dependent options has created interesting
mathematical challenges and there are still many open problems to be solved although both analytic and numerical studies
have done on these options.
A list of important contributions on analytic evaluation of lookback and barrier options under the Black–Scholes setting
can be given as follows. Analytic formulas for ﬂoating and ﬁxed strike lookback options were derived by Goldman et al. [10]
and also by Conze and Viswanathan [5]. He et al. [13] derived joint density functions, which are useful in numerical or
Monte Carlo pricing lookback options, for different combinations of the maximum, minimum and terminal underlying asset
values. Dai et al. [6] obtained a closed-form solution for quanto lookback options. On the other hand, Merton [19] provided
the ﬁrst analytical formula for a barrier option (down and out call) which was followed by Reiner and Rubinstein [21]
providing the formulas for all eight types of barriers. Haug [12] gives a generalization of the set of formulas provided by
Reiner and Rubinstein [21]. Broadie et al. [4] provided an adjustment to the barrier value to account for discrete sampling
which is often useful in industry.
Since there is a strong empirical evidence known as ‘smile’ of the implied volatility that the volatility is not constant as in
the Black–Scholes model [7] but rather stochastic, stochastic volatility models are natural to be of our interest in this paper.
A typical stochastic volatility model assumes that the volatility is driven by a mean-reverting process. Hull and White [17],
Heston [14], Fouque et al. [8], and Wong and Chan [24] are well known to belong to this type of stochastic volatility models.
In particular, after observing a fast time scale volatility factor of mean reversion, Fouque et al. [8,9] derived an asymptotic
solution for European options in a fast mean reverting stochastic volatility setting.
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much of successful achievements apart from the seminal work [3] of the Black–Scholes formula. This yields many interesting
mathematical challenges to be overcome. Among them are a large Delta and Gamma near the expiry which create a big
error in pricing those path-dependent options as well as the European vanilla options. Also, the higher order corrections of
the asymptotic prices of the derivatives in some stochastic volatility models are diﬃcult to be evaluated.
Our concern in this paper is to use matched asymptotic expansions in option pricing in ﬁnance. The main idea of this
method is following. In a large class of singularly perturbed problems, the domain may be divided into two subdomains. On
one subdomain, a solution, called the ‘outer solution’, is accurately approximated by an asymptotic series found by treating
the problem as a regular perturbation. However, on the other subdomain the approximation is not accurate due to the fact
that the perturbation terms in the problem are not negligible there any more. This subdomain is referred to as transition
layer (or boundary layer or interior layer depending on whether they occur at the domain boundary or inside the domain).
An approximation in the form of an asymptotic series is obtained in the transition layer by treating that part of the domain
as a separate perturbation problem and is called the ‘inner solution’. When the validity regions of the outer and inner
expansions overlap, the outer and inner solutions are combined through a certain process called ‘matching’ in such a way
that an approximate solution for the whole domain is obtained. See Verhulst [23] for general reference on the method of
matched asymptotic expansions.
In ﬁnance, prices of many derivatives take the form of PDE solutions for which some Greeks blow up in some particular
region. For example, vanilla options near the expiry have large Gamma and so the solution can be broken near the expiry.
In this context, Howison [16] shows that the method of matched asymptotic expansions can overcome the large Delta
and Gamma problems in vanilla option pricing. In our paper, we deal with extensions of this idea to path-dependent
options based on a stochastic volatility model developed by Fouque et al. [8]. The stochastic volatility model of [8] has
been recognized as one of effective models in evaluating the derivatives. However, it is hard to evaluate the higher order
corrections of the asymptotic prices of the derivatives. In this paper we use the method of matched asymptotic expansions
to obtain the higher order corrections.
This paper is organized as follows. In Section 2, we apply the method of matched asymptotic expansions to lookback
option near expiry. Section 3 extends further to lookback option with stochastic volatility. In Section 4, we deal with barrier
option using the matching asymptotics. Section 5 states some concluding remarks.
2. Lookback option pricing
2.1. Floating strike lookback option
We begin with a stochastic differential equation (geometric Brownian motion) determining underlying asset price under
some risk-neutral measure:
dSt
St
= r dt + σ dWt, (2.1)
where Wt is a standard Brownian motion. We deﬁne
St =max
ut
Su, (2.2)
H
(
St, S

t
)= St − St . (2.3)
Here, H denotes the payoff function for lookback put option which is nonnegative since St  St for all time t . Then, at any
time t ∈ [0, T ], the risk-neutral price of the lookback option is given by
P
(
t, St, S

t
)= E∗[e−r(T−t)H(ST , ST ) ∣∣ Ft], (2.4)
where Ft is a usual σ -algebra generated by the Brownian motion W up to time t .
Let P (t, s, s) denote the price at time t of the ﬂoating strike lookback option under the assumption that St = s and
St = s . Then, from the Feynman–Kac formula (see, for example, Oksendal [20]), P (t, s, s) satisﬁes the PDE
Pt − r P + rsPs + 1
2
σ 2s2Pss = 0 (2.5)
in the region {(t, s, s): 0 t < T , 0 s s} and the ﬁnal and boundary conditions
P
(
T , s, s
)= H(s, s), (2.6)
∂ P
∂s
∣∣∣∣
s=s
= 0, (2.7)
respectively. Then the price of the lookback option is given by
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(
t, s, s
)= (1+ σ 2
2r
)
sN
(
δ+
(
T − t, s
s
))
+ e−r(T−t)sN
(
−δ−
(
T − t, s
s
))
− σ
2
2r
e−r(T−t)
(
s
s
) 2r
σ2
sN
(
−δ−
(
T − t, s

s
))
− s (2.8)
where N(d) and δ±(T − t, s) are given by
N(d) = 1√
2π
d∫
−∞
e−
1
2 y
2
dy, (2.9)
δ±(T − t, s) = 1
σ
√
T − t
(
ln s +
(
r ± 1
2
σ 2
)
(T − t)
)
, (2.10)
respectively. See, for example, Shreve [22] for derivation.
2.2. Lookback option near expiry
In this section, we obtain an asymptotic approximation for the ﬂoating strike lookback option near expiry.
We ﬁrst introduce a reduction of dimension by deﬁning the new independent and dependent variables z and u as
z = ln s

s
, (2.11)
u(t, z) = P (t, s, s
)
s
, (2.12)
respectively. Then (2.5)–(2.7) become
ut + 1
2
σ 2(uzz − uz) − ruz = 0, (2.13)
u(T , z) = H˜(z) = ez − 1, (2.14)
∂u
∂z
∣∣∣∣
z=0
= 0. (2.15)
If we make some preliminary time scaling t = T − t′
σ 2
, then he PDE (2.13) becomes
ut′ = 12 (uzz − uz) − αuz, (2.16)
where α = r
σ 2
is dimensionless. Suppose that α = O (1) but the scaled time t′ is so small that τ deﬁned by t′ = 	2τ is of
order 1, where 0 < 	  1. Then the PDE (2.16) becomes
1
	2
uτ = 1
2
uzz −
(
1
2
+ α
)
uz. (2.17)
If the spot is far from the zero, we take a regular outer expansion given by
u(τ , z) ∼ u(0) + 	2u(1) + 	4u(2) + · · · . (2.18)
Then by plugging (2.18) into (2.17) we have a hierarchy
∂u(0)
∂τ
= 0, (2.19)
∂u(1)
∂τ
= 1
2
∂2u(0)
∂z2
−
(
1
2
+ α
)
∂u(0)
∂z
, (2.20)
. . .
and thus from the ﬁnal and boundary conditions (2.14)–(2.15) we have
u(0) + 	2u(1) =
{
ez(1− 	2ατ) − 1, ez − 1	 	,
0, ez − 1 	 (2.21)
which is the ﬁrst two terms of the expansion of
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eze−r(T−t) − 1, ez > e−r(T−t),
0, ez < e−r(T−t).
(2.22)
Now, expecting large Gamma near s = s , we introduce an inner variable near z = 0 deﬁned by ω = z	 so that u(τ , z) =
u(τ , 	ω). Then the PDE (2.17) becomes
1
	
uτ = 1
2	
uωω −
(
1
2
+ α
)
uω. (2.23)
We expand
u(τ ,ω) ∼ u(0) + 	u(1) + 	2u(2) + · · · (2.24)
and plug (2.24) into (2.23) to obtain a hierarchy
∂u(0)
∂τ
− 1
2
∂2u(0)
∂ω2
= 0, (2.25)
∂u(1)
∂τ
− 1
2
∂2u(1)
∂ω2
= −
(
1
2
+ α
)
∂u(0)
∂ω
, (2.26)
. . .
where
u(0)(0,ω) = e	ω − 1,
∂u(0)
∂ω
∣∣∣∣
ω=0
= 0,
u(1)(0,ω) = 0,
∂u(1)
∂ω
∣∣∣∣
ω=0
= 0, . . . . (2.27)
The PDE for the u(0) given by (2.25) is a heat-equation with zero Neumann data so that the solution u(0) is given by
u(0)(τ ,ω) = 1√
2πτ
∞∫
0
(
e	ξ − 1)(e− (ω−ξ)22τ + e− (ω+ξ)22τ )dξ, (2.28)
which is the same as
u(0)
(
s, s, t
)= N( − ln ss
σ
√
T − t
)
− N
(
ln ss
σ
√
T − t
)
+ e σ
2
2 (T−t)
(
s
s
)
N
(
ln ss + σ
2
2 (T − t)
σ
√
T − t
)
+ e σ
2
2 (T−t)
(
− s
s
)
N
(− ln ss + σ 22 (T − t)
σ
√
T − t
)
by some simpliﬁcation and transformation procedure.
On the other hand, u(1)(τ ,ω) satisﬁes the PDE (2.26) (nonhomogeneous heat equation) with zero Dirichlet and Neumann
conditions. Thus we have
u(1)(τ ,ω) = −
(
1
2
+ α
) τ∫
0
∞∫
0
∂u(0)(s, ξ)
∂ξ
1√
2π(τ − s)
(
e−
(ω−ξ)2
2(τ−s) + e− (ω+ξ)
2
2(τ−s)
)
dξ ds, (2.29)
where u(0) is given by (2.28).
In this problem the outer expansion is simple enough that it and common expansion coincide with each other. Therefore,
the inner expansion is uniformly valid and can be used as an approximation to our problem so that u(0)(τ ,ω)+ 	u(1)(τ ,ω)
becomes a uniformly valid matched approximate solution. In the original variables, it is given by the following theorem.
Theorem 2.1. P 	(t, s, s) has a uniformly valid matched asymptotic expansion
P 	
(
t, s, s
)∼ s[u(0)
(
σ 2(T − t)
	2
,
1
	
ln
(
s
s
))
+ 	u(1)
(
σ 2(T − t)
	2
,
1
	
ln
(
s
s
))]
,
where u(0) and u(1) are given by (2.28) and (2.29), respectively, and 	 is a small parameter denoting quantitatively howmuch t is close
to T ; σ 2(T − t) = O (	2).
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3.1. Mean-reverting stochastic volatility model
In this section, we take a stochastic volatility model introduced by Fouque et al. [8] assuming that underlying risky asset
price follows a geometric Brownian motion whose volatility is driven by a fast mean-reverting Ornstein Uhlenbeck equation.
In a risk-neutral world, the underlying price satisﬁes the SDE
dSt
St
= r dt + f (Yt)d
W (0)t , (3.1)
dYt =
[
1
	
(m− y) −
√
2ν√
ε
Λ(Yt)
]
dt +
√
2ν√
ε
d
W (1)t , (3.2)
where 
W (0)t and 
W (1)t are dependent Brownian motions with correlated coeﬃcient ρ and Λ(y) is given by
Λ(y) = ρ (μ − r)
f (y)
+ γ (y)
√
1− ρ2 (3.3)
with the market price of risk γ (y) to be determined.
In terms of the same notation St and H as in Section 2.1, the risk-neutral price of the lookback put option is given by
P
(
t, s, s, y
)= E∗[e−r(T−t)H(ST , ST , YT ) ∣∣ St = s, St = s, Yt = y]. (3.4)
Using the Feynman–Kac formula, one can transform the integral problem (3.4) into the PDE problem[
1
ε
L0 + 1√
ε
L1 + L2
]
P = 0, (3.5)
where
L0 = (m− y) ∂
∂ y
+ ν2 ∂
2
∂ y2
, (3.6)
L1 =
√
2νΛ(y)
∂
∂ y
+ √2νρ f (y)s ∂
2
∂s∂ y
, (3.7)
L2 = −r • + ∂
∂t
+ rs ∂
∂s
+ 1
2
f 2(y)s2
∂2
∂s2
. (3.8)
Here, the ﬁnal and boundary conditions are given by
P
(
T , s, s, y
)= H(s, s, y), (3.9)
∂ P
∂s
∣∣∣∣
s=s
= 0. (3.10)
To solve the asymptotic PDE (3.5), we use singular perturbation method by letting
P = P0 +
√
	P1 + 	P2 + · · · (3.11)
and obtain P0, P1, and P2 sequentially. For this purpose we take a reduction of dimension ﬁrst as follows. As in Section 2.2,
we deﬁne
x= ln s
s
, (3.12)
P˜ (t, x, y) = P (t, s, s
, y)
s
. (3.13)
Then the asymptotic PDE (3.5) becomes[
1
	
L˜0 + 1√
	
L˜1 + L˜2
]
P˜ = 0, (3.14)
where
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∂ y
+ ν2 ∂
2
∂ y2
= L0, (3.15)
L˜1 =
√
2νΛ(y)
∂
∂ y
+ √2νρ f (y) ∂
2
∂x∂ y
, (3.16)
L˜2 = ∂
∂t
− r • +r ∂
∂x
+ 1
2
f 2(y)
(
∂2
∂x2
− ∂
∂x
)
(3.17)
and the ﬁnal and boundary conditions (3.9) and (3.10) are given by
P˜ (T , x, y) = H˜(x) = 1− ex, (3.18)
∂ P˜
∂x
∣∣∣∣
x=0
= 0. (3.19)
To apply perturbation method to solve the PDE (3.14) instead of (3.5), let
P˜ = P˜0 +
√
	 P˜1 + 	 P˜2 + · · · (3.20)
and substitute the expansion (3.20) into (3.14). Then[
1
	
L˜0 + 1√
	
L˜1 + L˜2
]
P˜ = 1
	
[L˜0 P˜0] + 1√
	
[L˜1 P˜0 + L˜0 P˜1] + [L˜2 P˜0 + L˜0 P˜2 + L˜1 P˜1] + · · · = 0. (3.21)
In the following subsections, we obtain P0, P1, and P2 one by one. We ﬁrst note the relation
Pi = s P˜ i, i = 0,1,2, . . . .
3.2. The outer expansion
3.2.1. Leading order solution
Equating terms of order 1/	 in (3.21), we have
L˜0 P˜0 = 0. (3.22)
Since the operator L˜0 is the generator of an ergodic Markov process Y and acts only on the y variable, P˜0 must be a
constant with respect to that variable (see Fouque et al. [8]). This implies that
P˜0 = P˜0(t, x) (3.23)
which is a function of (t, x) only.
Similarly, in order to eliminate the terms of order 1/
√
	 in (3.21), we must have
L˜0 P˜1 + L˜1 P˜0 = 0. (3.24)
Since P˜0 does not depend on y, L˜1 P˜0 = 0 and thus L˜0 P˜1 = 0. Using the same argument as above, we have
P˜1 = P˜1(t, x) (3.25)
which is a function of (t, x) only.
Combining the results (3.23) and (3.25) yields that the combination P˜0 + √	 P˜1 does not depend on the present volatil-
ity (y).
Having eliminated the diverging terms, one can continue to eliminate terms of order 1,
√
	 , 	 , and so on successively.
Asymptotic approximations are of course more and more accurate as the parameter 	 goes to zero.
The order 1 terms in (3.21) give us
L˜0 P˜2 + L˜1 P˜1 + L˜2 P˜0 = 0. (3.26)
Since L˜1 P˜1 = 0, this equation reduces to
L˜0 P˜2 + L˜2 P˜0 = 0. (3.27)
The variable x being ﬁxed, L˜2 P˜0 is a function of y since L˜2 involves f (y). Focusing on the y-dependence only, Eq. (3.27)
is of the form
L˜0χ + g = 0,
g := L˜2 P˜0, (3.28)
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not have a solution unless the function g(y) is centered with respect to the invariant distribution of the Markov process Yt
(see Fouque et al. [8] for details) whose inﬁnitesimal generator is given by L˜0. The probability density function Φ(y) of the
invariant distribution is given by
E[L˜0 g˜] =
∞∫
−∞
Φ(y)L˜0 g˜(y)dy = 0
for any smooth and bounded function g˜ . Then the required centering condition (or solvability condition) for (3.28) is
〈g〉 =
∫
g(y)Φ(y)dy = 0, (3.29)
where Φ(y) is given by
Φ(y) = 1√
2πν2
e
− (y−m)2
2ν2 .
Now, we are ready to obtain the leading order solution P0(t, s, s) of the asymptotic expansion (3.11) for the option price
given by (3.4).
Theorem 3.1. The leading order P0(t, s, s) is given by
P0
(
t, s, s
)= (1+ σ¯ 2
2r
)
sN
(
δ+
(
T − t, s
s
))
+ e−r(T−t)sN
(
−δ−
(
T − t, s
s
))
− σ¯
2
2r
e−r(T−t)
(
s
s
) 2r
σ¯2
sN
(
−δ−
(
T − t, s

s
))
− s,
where N and δ± are given by (2.9) and (2.10), respectively.
Proof. From the solvability condition (3.29) for (3.28), P˜0 is the solution of the PDE
〈L˜2 P˜0〉 = 〈L˜2〉 P˜0 = 0, (3.30)
which is exactly the PDE L˜2 P˜0 = 0 with the coeﬃcient f (y) replaced by constant σ¯ =
√〈 f 2〉 (long-run effective volatility),
and satisﬁes the terminal condition
P˜0(T , x) = H˜(x) (3.31)
and Neumann boundary condition
∂ P˜0
∂x
∣∣∣∣
x=0
= 0. (3.32)
Then using the Green function for (3.30), i.e.
G(t, x) = 1
σ¯
√
2π(T − t) exp
{
− x
2
2σ¯ 2(T − t) −
1
2
(α − 1)x+ 1
8
σ¯ 2(α + 1)2t
}
for x ∈ (−∞,∞), where α = 2r
σ¯ 2
, and applying the method of images (see, for example, Griﬃths [11]) to obtain the Green
function for the semi-inﬁnite domain [0,∞) with boundary condition G(t,0) = 0 and G(0−, x) = 0, we get Theorem 3.1. 
Next, we derive the ﬁrst correction P1(t, s, s) of the asymptotic expansion (3.11).
3.2.2. The ﬁrst correction
The O (
√
ε ) terms in the expansion (3.21) give us
L˜0 P˜3 + L˜1 P˜2 + L˜2 P˜1 = 0 (3.33)
which is a Poisson equation for P˜3 whose solvability condition is given by
〈L˜1 P˜2 + L˜2 P˜1〉 = 0. (3.34)
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P˜2 = −L˜−10
(L˜2 − 〈L˜2〉) P˜0 + I(t, x) (3.35)
for some function I(t, x) that does not depend on y so that L˜0 I = 0= L˜1 I . One can approximate I(t, x) by using the method
of matched asymptotic expansions, which will be performed later.
Combining (3.34) and (3.35) leads to the following equation for P˜1(t, x):
〈L˜2〉 P˜1 =
〈L˜1L˜−10 (L˜2 − 〈L˜2〉)〉 P˜0. (3.36)
Here, P˜1 has the terminal condition
P˜1(T , x) = 0 (3.37)
and Neumann boundary condition
∂ P˜1
∂x
∣∣∣∣
x=0
= 0. (3.38)
From the operator L˜2 deﬁned by (3.17), the operator L˜2 − 〈L˜2〉 is given by
L˜2 − 〈L˜2〉 = 1
2
(
f 2 − 〈 f 2〉)( ∂2
∂x2
− ∂
∂x
)
. (3.39)
If one introduce a centered function φ which is deﬁned to be solution of
L˜0φ = f 2 −
〈
f 2
〉
,
then one can obtain
L˜1L˜−10
(L˜2 − 〈L˜2〉)= 1√
2
φ′ν(ρ f − Λ)
(
∂2
∂x2
− ∂
∂x
)
− 1√
2
φ′ρν f ∂
∂x
(
∂2
∂x2
− ∂
∂x
)
, (3.40)
where φ′ = dφdy . Then combining (3.36) with (3.40) we obtain the ﬁrst correction P1(t, s, s) as s P˜1(t, x) with x = ln(s/s),
where P˜1(t, x) is the solution of the PDE
〈L˜2〉 P˜1 = (A2 − A1)
(
∂2
∂x2
− ∂
∂x
)
P˜0 − A2 ∂
∂x
(
∂2
∂x2
− ∂
∂x
)
P˜0 (3.41)
with the terminal condition (3.37) and the boundary condition (3.38), where
A1 = ν√
2
〈
φ′Λ
〉
, (3.42)
A2 = ρν√
2
〈
φ′ f
〉
. (3.43)
We note that, compared to the well-known Black–Scholes equation for vanilla options, both the PDE (3.30) for P˜0(t, x)
and the PDE (3.41) for P˜1(t, x) replace the operator ∂
2
∂x2
in the Black–Scholes case with the operator ∂
2
∂x2
− ∂
∂x . The PDE for
P˜1(t, x) is inhomogeneous with a right-hand side that consists of Greeks
∂ P˜0
∂x (Delta),
∂2 P˜0
∂x2
(Gamma), and ∂
3 P˜0
∂x3
(Speed).
To obtain the solution P˜1 from the PDE (3.41), we need the following lemma.
Lemma 3.1. The PDE
〈L˜2〉u(t, x) = 0, 0 < t < T , −∞ < x < 0 (3.44)
with the terminal and Neumann boundary conditions
u(T , x) = 0, (3.45)
∂u
∂x
∣∣∣∣
x=0
= g(t) (3.46)
has a solution given by
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T∫
t
g(s − t)√
2π(T − s)e
(2r−σ¯2)2(T−s)−(2r+σ¯2)2t
8σ¯2
− (x−
1
2 (2r−σ¯2)2(T−s))2
2σ¯2(T−s) ds
+ (2r − σ¯ 2)
T∫
t
g(s − t)√
2π(T − s)
√
2(T − s)e (2r−σ¯
2)(T−s)
8
·
{
N
(
x− 14 ( 2rσ¯ 2 − 1)
2σ¯
√
T − s
)
− N
(− 14 ( 2rσ¯ 2 − 1)
2σ¯
√
T − s
)}
ds, (3.47)
where N is given by (2.9).
Proof. We ﬁrst transform the dependent variable u(t, x) to the one whose PDE problem can be solved by the Green function
method (see Bayin [1] for example). Let us deﬁne the new dependent variable
w(t, x) = ∂u
∂x
(t, x)
which is equivalent to
u(t, x) =
x∫
0
w(t, y)dy + γ (t) (3.48)
for some function γ (t). Then, since ∂
∂x commutes with 〈L˜2〉, the PDE problem (3.44)–(3.46) becomes
〈L˜2〉w(t, x) = 0, 0 < t < T , −∞ < x < 0, (3.49)
w(T , x) = 0, (3.50)
w(t,0) = g(t) (3.51)
for the new variable w(t, x).
In order to represent u(t, x) in terms of w(t, x), we need to determine γ (t) in (3.48). From (3.17) and (3.48), 〈L˜2〉u(t, x)
is given by
〈L˜2〉u(t, x) =
x∫
0
wt(t, y)dy − r
x∫
0
w(t, y)dy + rw(t, x) + 1
2
σ¯ 2
[
wx(t, x) − w(t, x)
]+ γ ′(t) − rγ (t)
so that from the PDE (3.44) the identity
x∫
0
wt(t, y)dy − r
x∫
0
w(t, y)dy + rw(t, x) + 1
2
σ¯ 2
[
wx(t, x) − w(t, x)
]= −γ ′(t) + rγ (t) (3.52)
holds. Since the right side of (3.52) does not depend on x, the left side of (3.52) also should be independent of x. Put
x→ 0−. Then (3.52) becomes
γ ′(t) − rγ (t) = −rw(t,0) − 1
2
σ¯ 2
[
wx(t,0) − w(t,0)
]
which is a simple ODE for γ (t) and is solved as
γ (t) =
T∫
t
e−r(s−t)
[(
r − 1
2
σ¯ 2
)
g(s) + 1
2
σ¯ 2wx(s,0)
]
ds. (3.53)
Hence, from (3.48) and (3.53), u(t, x) is presented as
u(t, x) =
x∫
0
w(t, η)dη +
T∫
t
e−r(s−t)
[(
r − 1
2
σ¯ 2
)
g(s) + 1
2
σ¯ 2wx(s,0)
]
ds (3.54)
in terms of w(t, x).
S.-H. Park et al. / J. Math. Anal. Appl. 367 (2010) 568–587 577Now, we solve the PDE problem (3.49)–(3.51) for w(t, x). First, we transform w(t, x) into v(t, x) by
v(t, x) = e 12 (α−1)x− 18 σ¯ 2(α+1)2t w(t, x). (3.55)
Then v(t, x) satisﬁes the PDE
vt − 1
2
σ¯ 2vzz = 0, 0 < t < T , −∞ < x < 0 (3.56)
with the terminal and boundary conditions
v(T , x) = 0, (3.57)
v(t,0) = e− 18 σ¯ 2(α+1)2t g(t), (3.58)
respectively. Solution of the type of the PDE problem (3.56)–(3.58) is well known (see Kevorkian [18]) and is given by
v(t, x) = − x√
2π
T∫
t
g(s)
(s − t) 32
e
− 18 σ¯ 2(α+1)2s− x
2
2σ¯2(s−t) ds.
Therefore, from (3.55), we have
w(t, x) = −e− 12 (α−1)x+ 18 σ¯ 2(α+1)2t x√
2π
T∫
t
g(s)
(s − t) 32
e
− 18 σ¯ 2(α+1)2s− x
2
2σ¯2(s−t) ds. (3.59)
Plugging (3.59) into (3.54), we obtain (3.47). 
With help of Lemma 3.1 one can solve the PDE (3.44) with the terminal condition (3.39) and the boundary condition
(3.40) for the ﬁrst correction P˜1 and obtain the solution as follows.
Theorem 3.2. The ﬁrst correction P˜1 solving (3.42) with (3.37)–(3.38) is given by
P˜1 = −(T − t)
[
(A2 − A1)
(
∂2
∂x2
− ∂
∂x
)
P˜0 − A2 ∂
∂x
(
∂2
∂x2
− ∂
∂x
)
P˜0
]
− σ¯
T∫
t
g(s − t)√
2π(T − s)e
(2r−σ¯2)2(T−s)−(2r+σ¯2)2t
8σ¯2
− (x−
1
2 (2r−σ¯2)2(T−s))2
2σ¯2(T−s) ds
+ (2r − σ¯ 2)
T∫
t
g(s − t)√
2π(T − s)
√
2(T − s)e (2r−σ¯
2)(T−s)
8
{
N
(
x− 14 ( 2rσ¯ 2 − 1)
2σ¯
√
T − s
)
− N
(− 14 ( 2rσ¯ 2 − 1)
2σ¯
√
T − s
)}
ds, (3.60)
where N is given by (2.9) and g is
g(t) = −(T − t) ∂
∂x
[
(A2 − A1)
(
∂2
∂x2
− ∂
∂x
)
P˜0 − A2 ∂
∂x
(
∂2
∂x2
− ∂
∂x
)
P˜0
]∣∣∣∣
x=0
. (3.61)
Proof. Since P˜0 is a solution of the PDE (3.30), i.e., 〈L˜2〉 P˜0 = 0 and the differential operators ∂∂x and ∂
2
∂x2
commute with
〈L˜2〉, the nonhomogeneous source term of (3.42) satisﬁes the PDE
〈L˜2〉
[
(A2 − A1)
(
∂2
∂x2
− ∂
∂x
)
P˜0 − A2 ∂
∂x
(
∂2
∂x2
− ∂
∂x
)
P˜0
]
= 0.
If we write P˜1 as the sum
P˜1 = −(T − t)
[
(A2 − A1)
(
∂2
∂x2
− ∂
∂x
)
P˜0 − A2 ∂
∂x
(
∂2
∂x2
− ∂
∂x
)
P˜0
]
+ u(t, x)
for some function u(t, x), then one can ﬁnd easily that u(t, x) satisﬁes (3.45)–(3.46) with g(t) given by (3.61). Then, by
Lemma 3.1, P˜1 becomes (3.60). 
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In this subsection we derive the second correction P˜2 using matching technique as well as Green’s function method.
From the result (3.35) combined with (3.39) we obtain
P˜2 = V2(t, x, y) + I(t, x), (3.62)
V2(t, x, y) := 1
2
φ(y)
(
∂2
∂x2
− ∂
∂x
)
P˜0(t, x). (3.63)
To determine I(t, x), we ﬁrst observe the equation
L˜0 P˜4 + L˜1 P˜3 + L˜2 P˜2 = 0 (3.64)
which holds from the expansion (3.21). This is the Poisson equation for P˜4 whose solvability condition yields
〈L˜1 P˜3 + L˜2 P˜2〉 = 0. (3.65)
So, from (3.62) and (3.65), we have
〈L˜2〉I = −〈L˜1 P˜3〉 − 〈L˜2V2〉
= (A2 − A1)
(
∂2
∂x2
− ∂
∂x
)
P˜1 − A2 ∂
∂x
(
∂2
∂x2
− ∂
∂x
)
P˜1 − 1
4
(〈
f 2φ
〉− 〈 f 2〉〈φ〉)( ∂2
∂x2
− ∂
∂x
)2
P˜0
+ 〈L˜1L˜−10 〈L˜1L˜−10 L˜2〉〉 P˜0 − 〈(L˜1L˜−10 )2L˜2〉 P˜0. (3.66)
Here, we have used
〈L˜1 P˜3〉 =
〈(L˜1L˜−10 )2L˜2〉 P˜0 − 〈L˜1L˜−10 L˜2〉 P˜1,
〈L˜2V2〉 =
〈(L˜2 − 〈L˜2〉)V2〉,〈L˜1L˜−10 L˜2〉 P˜1 = 〈L˜1L˜−10 (L˜2 − 〈L˜2〉 + 〈L˜2〉)〉 P˜1.
For convenience, let ϕi , i = 1,2,3, be deﬁned by solutions of the PDEs
L˜0ϕ1 = ρν f (y)φ′(y), (3.67)
L˜0ϕ2 = νΛ(y)φ′(y), (3.68)
L˜0ϕ3 = 1, (3.69)
respectively. Then from (3.40) we have
L˜1L˜−10
(L˜2 − 〈L˜2〉) P˜0 = 1√
2
L˜1
(
ϕ1 − ϕ2 − ϕ1 ∂
∂x
)(
∂2
∂x2
− ∂
∂x
)
P˜0
which leads to
(L˜1L˜−10 )2L˜2 P˜0 = νΛ
(
ϕ′1 − ϕ′2 − ϕ′1
∂
∂x
)(
∂2
∂x2
− ∂
∂x
)
P˜0 + ρν f
(
ϕ′1 − ϕ′2 − ϕ′1
∂
∂x
)
∂
∂x
(
∂2
∂x2
− ∂
∂x
)
P˜0 (3.70)
and
L˜1L˜−10
〈L˜1L˜−10 (L˜2 − 〈L˜2〉)〉 P˜0 = √2νΛϕ′3
(
(A2 − A1)
(
∂2
∂x2
− ∂
∂x
)
P˜0 − A2 ∂
∂x
(
∂2
∂x2
− ∂
∂x
)
P˜0
)
+ √2ρν f ϕ′3
(
(A2 − A1) ∂
∂x
(
∂2
∂x2
− ∂
∂x
)
P˜0 − A2 ∂
2
∂x2
(
∂2
∂x2
− ∂
∂x
)
P˜0
)
, (3.71)
where ϕ′i = dϕidy .
Also, let Q i, j , i = 0,1,2, j = 1,2, be constants deﬁned by
Q 0,1 =
√
2ν
〈
Λϕ′3
〉
, Q 0,2 =
√
2ρν
〈
f ϕ′3
〉
,
Q 1,1 = ν
〈
Λϕ′1
〉
, Q 1,2 = ρν
〈
f ϕ′1
〉
,
Q 2,1 = ν
〈
Λϕ′2
〉
, Q 2,2 = ρν
〈
f ϕ′2
〉
,
respectively. Then substitution of (3.70) and (3.71) into (3.66) leads to the PDE
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(
∂2
∂x2
− ∂
∂x
)
P˜1 − A2 ∂
∂x
(
∂2
∂x2
− ∂
∂x
)
P˜1
+ Q 0,1
(
(A2 − A1)
(
∂2
∂x2
− ∂
∂x
)
P˜0 − A2 ∂
∂x
(
∂2
∂x2
− ∂
∂x
)
P˜0
)
+ Q 0,2
(
(A2 − A1) ∂
∂x
(
∂2
∂x2
− ∂
∂x
)
P˜0 − A2 ∂
2
∂x2
(
∂2
∂x2
− ∂
∂x
)
P˜0
)
+ (Q 1,1 + Q 1,2)
(
• − ∂
∂x
)(
∂2
∂x2
− ∂
∂x
)
P˜0
+ (Q 2,1 + Q 2,2)
(
• − ∂
∂x
)(
• − ∂
∂x
)(
∂2
∂x2
− ∂
∂x
)
P˜0
≡ Q (t, x). (3.72)
From the boundary and terminal conditions for P˜2, we have
∂ I
∂x
∣∣∣∣
x=0
= −∂V2
∂x
∣∣∣∣
x=0
, I(T , x) = −V2(T , x, y). (3.73)
Now, we try to solve the nonhomogeneous PDE (3.72) with (3.73). To solve this PDE problem, let us split I into I1 and I2
in such a way that I = I1 + I2, where I1 and I2 are deﬁned by
〈L˜2〉I1 = Q (t, x), (3.74)
〈L˜2〉I2 = 0, (3.75)
where the boundary and terminal conditions for I1 and I2 are given by
∂ I1
∂x
∣∣∣∣
x=0
= 0, I1(T , x) = 0, (3.76)
∂ I2
∂x
∣∣∣∣
x=0
= −∂V2
∂x
∣∣∣∣
x=0
, I2(T , x) = −V2(T , x, y), (3.77)
respectively.
From now, we solve (3.74)–(3.77) for I1 and I2, respectively, using two different techniques, i.e., Green’s function method
for I1 and the matching asymptotic technique for I2.
We ﬁrst obtain the following result for I1:
Lemma 3.2. The solution I1(t, x) of the PDE (3.74) with (3.76) is given by
I1 = −(T − t)Q (t, x)
− σ¯
T∫
t
g(s − t)√
2π(T − s) exp
{
(2r − σ¯ 2)2(T − s) − (2r + σ¯ 2)2t
8σ¯ 2
− (x−
1
2 (2r − σ¯ 2)2(T − s))2
2σ¯ 2(T − s)
}
ds
+ (2r − σ¯ 2)
T∫
t
g(s − t)√
2π(T − s)
√
2(T − s)exp
{
(2r − σ¯ 2)(T − s)
8
}
·
{
N
(
x− 14 ( 2rσ¯ 2 − 1)
2σ¯
√
T − s
)
− N
(− 14 ( 2rσ¯ 2 − 1)
2σ¯
√
T − s
)}
ds, (3.78)
where N is given by (2.9) and g is
g(t) = −(T − t) ∂Q
∂x
(t, x)
∣∣∣
x=0. (3.79)
Proof. From (3.60) and (3.72), one can write the right-hand side, denoted by Q (t, x), of (3.72) as Q (t, x) = L P˜0 for
some differential operator L. Then −(T − t)L P˜0 solves the PDE 〈L˜2〉u = L P˜0 and satisﬁes the terminal condition
−(T − t)L P˜0|t=T = 0 clearly. If we deﬁne u(t, x) as
u(t, x) = I1 + (T − t)L P˜0, (3.80)
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〈L˜2〉u(t, x) = 0 (3.81)
and satisﬁes the ﬁnal and boundary conditions
u(T , x) = 0, (3.82)
∂u
∂x
(t, x)
∣∣∣
x=0 = g(t), (3.83)
where g is given by (3.79).
Now, we use Lemma 3.1 (Green function method) to solve the PDE problem (3.81)–(3.83) and obtain the solution u(t, x)
as (3.47) where g(t) is given by (3.79). Plugging this solution u(t, x) into (3.80) we obtain (3.78). 
Next, we need to solve the PDE (3.75) with (3.77) for I2 to obtain I (= I1+ I2) and so the second correction P2 (= V2+ I)
of the lookback option price. To solve the PDE problem itself directly is a diﬃcult problem due to the nontrivial Neumann
boundary condition. So, we use a technique that we solve the problem when t is near the terminal time T (the inner region)
and then using a linear property of the PDEs and matching technique we obtain I2 explicitly. We perform this procedure in
the next subsection.
3.3. The inner expansion
Let us introduce a boundary layer in t near T of size O (	) by deﬁning an inner time variable τ via
τ = t − T
	
< 0.
Then our pricing function P˜ in this variable is denoted by P  whose PDE is given by[
1
	
L0 +
1√
	
L1 + L2
]
P  = 0, (3.84)
where
L0 = L˜0 +
∂
∂τ
= ∂
∂τ
+ (m− y) ∂
∂ y
+ ν2 ∂
2
∂ y2
, (3.85)
L1 =
√
2νΛ(y)
∂
∂ y
+ √2νρ f (y) ∂
2
∂x∂ y
, (3.86)
L2 = L˜2 −
∂
∂t
= −r • +r ∂
∂x
+ 1
2
f 2(y)
(
∂2
∂x2
− ∂
∂x
)
. (3.87)
We expand P  as
P  = P 0 +
√
	P 1 + 	P 2 + · · · . (3.88)
Then we have[
1
	
L0 +
1√
	
L1 + L2
]
P  = 1
	
L0P 0 +
1√
	
(L1P 0 + L0P 1)+ (L2P 0 + L1P 1 + L0P 2)+ · · · = 0. (3.89)
From (3.89), (3.90) and (3.91) the leading order solution P 0 satisﬁes the PDE L0P 0 = 0 with the initial condition
P 0(0, x, y) = H˜(x) whose solution is given by
P 0(τ , x, y) = H˜(x). (3.90)
Next, P 1 satisﬁes the PDE L0P 1 = −L1P 0 = 0 with P 1(0, x, y) = 0. Then we have the solution
P 1(τ , x, y) = 0. (3.91)
From (3.89) the PDE for P 2 is given by
L0P 2 = −L2P 0 − L1P 1 = −L˜2 H˜(x) (3.92)
with P (0, x, y) = 0. The PDE (3.92) is the same as2
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∂τ
+ L˜0P 2 = −L˜2 H˜(x), (3.93)
owing to (3.85). Motivated by the PDE (3.93), let P 2 be of the form
P 2(τ , x, y) = −τ L˜2 H˜(x) + I. (3.94)
To determine I , we ﬁrst observe from (3.89) that L2P 0 + L1P 1 + L0P 2 = 0 which reduces to L2P 0 + L0P 2 = 0 due to
(3.91). Then using ( ∂
2
∂x2
− ∂
∂x )H˜(x) = 0, which holds due to (3.18), we have
∂
∂τ
〈
P 2
〉= 〈L0P 2〉= −〈L2P 0〉= −〈L˜2〉H˜(x)
with 〈P 2〉(0, x, y) = 0, which leads to the solution 〈P 2〉 = −τ 〈L˜2〉H˜(x). Then taking expectation (3.94) with respect to the
invariant distribution of Y we obtain I = 0 so that (3.94) implies
P 2(τ , x, y) = −τ L˜2 H˜(x). (3.95)
From the results (3.90), (3.91) and (3.95) we obtain the following theorem:
Theorem 3.3. The ﬁrst three terms of the inner expansion (3.88) solving the PDE (3.84) with the initial condition P (0, x, y) = H˜(x)
are given by
P 0(τ , x, y) = H˜(x),
P 1(τ , x, y) = 0,
P 2(τ , x, y) = −τ L˜2 H˜(x),
respectively, where H˜(x) is given by (3.18).
3.4. Matching
In this subsection we push the inner solution out and push the outer solution in and match the results to obtain the I2
solution introduced in Section 3.2.3.
From Theorem 3.1 and Theorem 3.3, the leading order term P˜0 of the outer expansion matches naturally with the leading
term P 0 of the inner expansion as t → T . The ﬁrst correction P˜1 given by Theorem 3.2 also matches with the ﬁrst correction
P 1 which is given by 0 in Theorem 3.3.
We note the following fact for the second correction term. Since, from (3.62) and Theorem 3.3, P˜2 − P 2 satisﬁes the
homogeneous parabolic PDE and has initial data that vanishes, it vanishes as τ → −∞.
To complete the matching, we now write the three-term outer expansion in inner variables and use Taylor’s expansion
to obtain
P˜0(T + 	τ , x, y) +
√
	 P˜1(T + 	τ , x, y) + 	 P˜2(T + 	τ , x, y)
∼ P˜0(T , x, y) +
√
	 P˜1(T , x, y) + 	
(
τ
∂
∂t
P˜0(T , x, y) + P˜2(T , x, y)
)
+ · · ·
= H˜(x) + 	
(
τ
∂
∂t
P˜0(T , x, y) + 1
2
φ(y)
(
∂2
∂x2
− ∂
∂x
)
P˜0(T , x, y) + I1(T , x) + I2(T , x)
)
+ · · ·
= H˜(x) + 	(−τ 〈L˜2〉H˜(x) + I2(T , x))+ · · · (3.96)
as 	 → 0. Here, (3.62), P˜1 = 0, I1(T , x) = 0 and (3.30) have been used.
From Theorem 3.3 we have the three-term inner expansion
P 0(τ , x, y) +
√
	P 1(τ , x, y) + 	P 2(τ , x, y) ∼ H˜(x) − 	τ L˜2 H˜(x) + · · · (3.97)
as 	 → 0.
Matching the two expressions (3.96) and (3.97), we have I2(T , x) = 0. Then, as ( ∂2∂x2 − ∂∂x ) P˜0 itself is a solution of the
PDE 〈L˜2〉u = 0, we can determine I2(t, x) with the Neumann boundary condition (3.77) ignored. Let us denote it by I12(t, x).
It is given by
I12(t, x) = −〈φ〉
(
∂2
2
− ∂
)
P˜0(t, x). (3.98)∂x ∂x
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To determine I2(t, x) completely, let I22(t, x) be the solution of the PDE problem
〈L˜2〉I22 = 0,
I22(T , x) = 0,
∂ I2
∂x
∣∣∣∣
x=0
= −∂V2
∂x
∣∣∣∣
x=0
− ∂ I
1
2
∂x
∣∣∣∣
x=0
. (3.99)
Then by linearity we have I2 = I12 + I22. The PDE problem (3.99) can be solved by Lemma 3.1. Indeed, the solution I22(t, x) is
given by
I22(t, x) = −σ¯
T∫
t
g(s − t)√
2π(T − s) exp
{
(2r − σ¯ 2)2(T − s) − (2r + σ¯ 2)2t
8σ¯ 2
− (x−
1
2 (2r − σ¯ 2)2(T − s))2
2σ¯ 2(T − s)
}
ds
+ (2r − σ¯ 2)
T∫
t
g(s − t)√
2π(T − s)
√
2(T − s)exp
{
(2r − σ¯ 2)(T − s)
8
}
·
{
N
(
x− 14 ( 2rσ¯ 2 − 1)
2σ¯
√
T − τ
)
− N
(− 14 ( 2rσ¯ 2 − 1)
2σ¯
√
T − τ
)}
ds, (3.100)
where g(t) = − ∂V2
∂x |x=0 −
∂ I12
∂x |x=0.
Therefore, the solution I2(t, x) of the PDE (3.75) with (3.77) is given by I12 + I22, where I12 and I22 are given by (3.98) and
(3.100), respectively.
Fig. 1 shows the correction effect on the lookback option price in our asymptotic form of ﬁnancial model. The ﬁrst
correction has a different effect on the price depending upon how far the time to maturity is. So is the second correction;
it seems to be diminishing as the time to maturity goes to zero.
4. Pricing barrier option with stochastic volatility
In this section we utilize matching asymptotics to obtain an asymptotic form of barrier option price. We take the same
mean-reverting stochastic volatility process for underlying asset price as in the case of lookback option. Among several types
of barrier option, we choose only the up-and-out call option in this paper since other types of barrier option can be studied
similarly.
If the underlying asset price St crosses above the upper barrier, say B , then the value of the up-and-out call option
vanishes. To express the price of the up-and-out call option, we deﬁne the same process St = maxut Su as (2.2). Then the
up-and-out call option price is given by
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under some risk-neutral measure.
The Feynman–Kac formula tells us that the barrier option price P (t, s, y) satisﬁes the same as the PDE (3.5)–(3.8) with
the ﬁnal and boundary conditions
P (T , s, y) = (s − K )+, (4.2)
P (t, B, y) = 0. (4.3)
To solve the PDE (3.5)–(3.8) with (4.2)–(4.3) using singular perturbation technique, we need a change of independent
and dependent variables deﬁned by
x= ln s
K
, (4.4)
P˜ = P
K
. (4.5)
Then (3.5)–(3.8) becomes[
1
	
L˜0 + 1√
	
L˜1 + L˜2
]
P˜ = 0, 0 < t < T , −∞ < x < ln B
K
, (4.6)
where
L˜0 = (m− y) ∂
∂ y
+ ν2 ∂
2
∂ y2
= L0, (4.7)
L˜1 =
√
2νΛ(y)
∂
∂ y
+ √2νρ f (y) ∂
2
∂x∂ y
, (4.8)
L˜2 = ∂
∂t
− r • +r ∂
∂x
+ 1
2
f 2(y)
(
∂2
∂x2
− ∂
∂x
)
(4.9)
and the ﬁnal and boundary conditions are given by
P˜ (T , x, y) = (ex − 1)+, (4.10)
P˜
(
t, ln
B
K
, y
)
= 0. (4.11)
To obtain the outer expansion, let
P˜ = P˜0 +
√
	 P˜1 + 	 P˜2 + · · · . (4.12)
Then [
1
	
L˜0 + 1√
	
L˜1 + L˜2
]
P˜ = 1
	
[L˜0 P˜0] + 1√
	
[L˜1 P˜0 + L˜0 P˜1] + [L˜2 P˜0 + L˜0 P˜2 + L˜1 P˜1] + · · · = 0. (4.13)
First, for the leading order P˜0 the PDE problem
〈L˜2〉 P˜0 = 0,
P˜0(T , x, y) =
(
ex − 1)+,
P˜0
(
t, ln
B
K
, y
)
= 0 (4.14)
is to be solved. The solution is well known (see Bjork [2] for example) to be given by the following form:
Theorem 4.1. The solution of (4.14) is given by
P˜0 = (s/K )
{
N(d1) − N(d3) − b
(
N(d6) − N(d8)
)}− exp(−r(T − t)){N(d2) − N(d4) − a(N(d5) − N(d7))},
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d1,2 = ln(
s
K ) + (r ± 12σ 2)(T − t)
σ
√
T − t ,
d3,4 = ln(
s
B ) + (r ± 12σ 2)(T − t)
σ
√
T − t ,
d5,6 = ln(
s
B ) − (r ∓ 12σ 2)(T − t)
σ
√
T − t ,
d7,8 =
ln( sK
B2
) − (r ∓ 12σ 2)(T − t)
σ
√
T − t ,
a =
(
B
s
)−1+ 2r
σ2
, b =
(
B
s
)1+ 2r
σ2
.
Next, the PDE problem for the ﬁrst correction P˜1 is given by
〈L˜2〉 P˜1 =
〈L˜1L˜−10 (L˜2 − 〈L˜2〉)〉 P˜0,
P˜1(T , x, y) = 0,
P˜1
(
t, ln
B
K
, y
)
= 0. (4.15)
To solve (4.15), we ﬁrst derive the following lemma.
Lemma 4.1. Let L be arbitrary differential operator which commutes with operator 〈L˜2〉. Then the PDE
〈L˜2〉 P˜1 = L P˜0, −∞ < x < x0, t < T (4.16)
with the terminal and boundary conditions
P˜1(T , x, y) = 0,
P˜1(t, x0, y) = 0 (4.17)
has a solution given by
P˜1 = −(T − t)L P˜0 + e 18 σ¯ 2(α+1)2t x0 − x
σ¯
√
2π
T∫
t
g˜(s)
1
(s − t) 32
e
− (x0−x)2
2σ¯2(s−t) ds, (4.18)
where
α = 2r
σ¯ 2
,
g˜(t) = (T − t)exp
{
1
2
(α − 1)x− 1
8
σ¯ 2(α + 1)2t
}
lim
x→x0−
L P˜0.
Proof. First, we note that −(T − t)L P˜0 is a solution for the PDE (4.16) (as it commutes with operator 〈L˜2〉) with the
terminal condition of (4.17). Let
u(t, x) = P˜1 + (T − t)L P˜0. (4.19)
Then u(t, x) satisﬁes the PDE
〈L˜2〉u(t, x) = 0 (4.20)
with the terminal and boundary conditions
u(T , x) = 0, (4.21)
u(t, x0) = g(t), (4.22)
where g(t) = (T − t) limx→x0− L P˜0.
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v(t, x) = exp
{
1
2
(α − 1)x− 1
8
σ¯ 2(α + 1)2t
}
u(t, x). (4.23)
Then in terms of the new dependent variable v and the new independent variables deﬁned by t′ = T − t and z = x0 − x, the
PDE (4.20) is transformed into
vt′ − 12 σ¯
2vzz = 0, (4.24)
where, from (4.21)–(4.22), the terminal and boundary conditions are given by
v(0, z) = 0, (4.25)
u
(
t′,0
)= g˜(T − t′), (4.26)
g˜(t) := exp
{
1
2
(α − 1)x− 1
8
σ¯ 2(α + 1)2t
}
g(t).
The solution of the problem of the type (4.24)–(4.26) is well known (see Kevorkian [18] for example) and it is given by
v
(
t′, z
)= z
σ¯
√
2π
t′∫
0
1
(t′ − s) 32
e
− z2
2σ¯2(t′−s) g˜
(
t′ − s)ds.
Then after transforming back to the original variables we obtain
u(t, x) = e 18 σ¯ 2(α+1)2t x0 − x
σ¯
√
2π
T∫
t
1
(s − t) 32
e
− (x0−x)2
2σ¯2(s−t) g˜(s)ds
which combines with (4.19) leading to (4.18). 
Now, one can obtain the solution of the PDE problem (4.15) as follows:
Theorem 4.2. The solution of the PDE problem (4.15) is given by
P˜1(t, x) = ln
B
K − x
σ¯
√
2π
T∫
t
1
(s − t) 32
e
− (ln
B
K −x)2
2σ¯2(s−t) −
1
8 σ¯
2(α2+1)2(s−t)
· (T − s)
[
1√
2
(
ρν
〈
φ′ f
〉− ν〈φ′Λ〉)( ∂2
∂x2
− ∂
∂x
)
P0(s, x)
− 1√
2
ρν
〈
φ′ f
〉 ∂
∂x
(
∂2
∂x2
− ∂
∂x
)
P0(s, x)
]∣∣∣∣
x=ln BK −
ds
− (T − t)
[
1√
2
(
ρν
〈
φ′ f
〉− ν〈φ′Λ〉)( ∂2
∂x2
− ∂
∂x
)
P0(t, x) − 1√
2
ρν
〈
φ′ f
〉 ∂
∂x
(
∂2
∂x2
− ∂
∂x
)
P0(t, x)
]
.
Proof. Since the operator 〈L˜1L˜−10 (L˜2 − 〈L˜2〉)〉 on right-hand side of the PDE (4.15) commutes with the operator 〈L˜2〉,
Lemma 4.1 directly provides a proof of the theorem. 
In the barrier option case, we also face the critical issue that both Delta and Gamma are broken at barrier near the
expiry. Again we take the inner expansion and use matching asymptotic technique (as in the lookback option case) to
resolve this issue.
We deﬁne the new independent variables τ and z by
τ = T − t
	2
, (4.27)
z = ln
B
K − x , (4.28)
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1
	2
L0 +
1
	
√
	
L1 +
1
	
L2 +
1√
	
L3 + L4
]
P  = 0, (4.29)
where
L0 = −
∂
∂τ
+ 1
2
f 2(y)
∂2
∂z2
,
L1 =
√
2νρ f (y)
∂2
∂z∂ y
,
L2 = (m− y)
∂
∂ y
+ ν2 ∂
2
∂ y2
+
(
−r + 1
2
f 2(y)
)
∂
∂z
,
L3 =
√
2νΛ(y)
∂
∂ y
,
L4 = −r. (4.30)
We expand P (τ , z, y) as
P (τ , z, y) = P 0 +
√
	P 1 + 	P 2 + · · · . (4.31)
Then from (4.29) we obtain a hierarchy of the PDEs as follows:
L0P 0 = 0, (4.32)
L0P 1 + L1P 0 = 0, (4.33)
· · ·
Since L0 is a heat operator, one can solve the PDEs (4.32) and (4.33) by using the well known Green function method.
The results are given by the following theorem.
Theorem 4.3. The solutions P 0 and P

1 of (4.32) and (4.33) are given by
P 0(τ , z, y) =
∞∫
0
(
B
K
e	z − 1
)+
G(τ , z − ξ, f )dξ, (4.34)
P 1(τ , z, y) =
τ∫
0
∞∫
0
L1P 0(s, ξ, y)G(s, z − ξ, f )dξ ds, (4.35)
respectively, where
G(τ , z − ξ, f ) = 1
f (y)
√
2πτ
(
e
− (z−ξ)2
2 f 2(y)τ − e−
(z+ξ)2
2 f 2(y)τ
)
.
To match P˜0 + √	 P˜1 and P 0 +
√
	P 1, we use Van-Dyke’s matching rule (see Hinch [15]). As 	 goes to zero, the inner
limit of outer solution is obviously zero and the outer limit of inner solution is also zero by the dominated convergence
theorem. So, our composite approximation of the up-and-out call option is given by
P ∼ P˜0 + P 0 +
√
	
(
P˜1 + P 1
)+ · · ·
asymptotically as 	 goes to zero, where P˜0, P˜1, P 0 and P

1 are given by Theorems 4.1, 4.2 and 4.3. See Fig. 2 for the
correction effect on the barrier option price.
5. Conclusion
In option pricing problems without explicit formulas, PDE methods are the natural approach to furnish them. In this
context, asymptotic approximations of option prices are very useful as they complement numerical methods in problematic
parameter regions. Particularly, like European vanilla option, lookback and barrier options have a large Delta and Gamma
near the expiry. It may create a big error in pricing those options. To compensate this type of problem, we apply the method
of matched asymptotic expansions to three option pricing problems, two of which involve stochastic volatility. Usually it is
S.-H. Park et al. / J. Math. Anal. Appl. 367 (2010) 568–587 587Fig. 2. LINE1 = P˜0 + P 0, LINE2 = P˜0 P 0 +
√
	( P˜1 + P 1), K = 100, r = 0.05, σ = 0.35, maturity = 1, barrier = 130 and 	 = 0.005.
hard to evaluate the higher order corrections of the derivative’s asymptotic price. But the matching technique that we have
used in our paper turns out to be very useful to obtain the corrections explicitly, although our analysis is in parts not
entirely rigorous, as is customary. We expect the technique to be useful still for the other higher order corrections although
we have not shown it further. Also, it may be applicable to other ﬁnancial engineering problems wherever Greeks are
involved, which would be an interesting extension of our work for future studies.
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