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ABSTRACT 
A well-known sufficient condition for stability of a system of linear first-order 
differential equations i that the matrix of the homogeneous dynamics has a negative 
dominant diagonal. However, this condition cannot be applied to systems of second- 
order differential equations. In this paper we introduce the concept of a (negative) 
dominant diagonal with a given strength factor. Using this, we present stability 
theorems which show that second-order systems are stable if the matrix of the 
homogeneous dynamics has submatrices with a sufficiently strong negative dominant 
diagonal. © Elsevier Science Inc., 1997 
l. INTRODUCTION 
Consider the homogeneous system of linear first-order differential equa- 
tions y = By, where y = (Yi) represents an n × 1 vector of variables and 
its time derivative, and where B =- (bij) is a real matrix of dimensions n × n. 
As is well known, this system is asymptotically stable if and only if all 
eigenvalues of the matrix B have negative real parts. Asymptotic stability of  
the system means that any solution converges towards the equilibrium, i.e. 
the n × 1 vector of which all elements are equal to zero. We call a square 
matrix stable if all its eigenvalues have negative real parts. For a general 
reference, see e.g. [8], [9], [10], or [13]. 
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Obviously, if B is a diagonal matrix with negative diagonal elements, i.e. 
bii < 0 for all i and bij = 0 for all i :~j, then B is a stable matrix. More 
generally, i.e. allowing nonzero ff-diagonal elements in B, it is known that a 
sufficient condition for stability is that B has a negative dominant diagonal. 
We recall that an arbitrary (possibly complex) n x n matrix H = (hi j) has a 
dominant diagonal (dd) if there exist positive scalars m i, i = 1 . . . . .  n, such 
that milh u] > F.,,~ imjlhq[ for all i. The m i are called the weights of the dd. 
If, in addition, ~ii < 0 for all i, then H has a negative dominant diagonal 
(ndd). The ndd property is widely used as a sufficient condition for stability, 
e.g. in (mathematical) economics; see [8], [10], or [13]. 
Extending the first-order ease, let us next investigate the system of 
second-order differential equations ij = A(j + By, where 0 is the second- 
order time derivative of y, A is a real n × n matrix, and the other symbols 
are defined as before. We rewrite this second-order system formally as the 
system of first-order equations 
[~]_  [A B] [~] ,  (1) 
where I is an n × n identity matrix and O an n × n zero matrix. Clearly, the 
second-order system is asymptotically stable if and only if the matrix 
[A B] 
c =- o (2) 
is a stable matrix. 
We now observe that, because of the presence of the submatrix O, the 
matrix C itself cannot have an ndd. Thus the above-mentioned sufficient 
condition for stability of the first-order case cannot be applied directly to the 
second-order case, i.e. the matrix C. The problem addressed in this paper is 
to find stability conditions involving ndd's for the second-order case as well. 
In particular, we will investigate sufficient conditions for the stability of the 
matrix C that relate to the case that the submatrices A and B of C have 
an ndd. 
We mention here that interesting fields in which our results can be 
applied are the stability analyses of economic oligopoly models with second- 
order adjustment lags (see [12]) or of second-order continuous-time macro- 
economic models (see [1] or [11]). Furthermore, the results might prove 
useful for the stability analysis of physical--e.g, mechanical or electrical 
(R -C-L  eircuits)--systems. In particular, we mention here the so-called 
nonclassical mechanical systems, i.e. systems for which the associated matri- 
ces A and B lack symmetry and definiteness; ee [4], [5], and [6]. 
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The remainder of the paper is organized as follows. In Section 2 we 
discuss some preliminaries. In particular, we first consider briefly two special 
cases in which A and B are of a specific structure (i.e. either triangular or 
symmetric). Turning to the general case, we next introduce the concept of a 
(negative) dominant diagonal with a strength factor r. In Sections 3 and 4 we 
present stability theorems which show that if the submatrices A and/or  B 
have a sufficiently strong ndd, then the corresponding matrix C is stable. We 
illustrate our theorems with numerical examples. The paper concludes in 
Section 5. 
2. PRELIMINARIES 
Consider the matrix C as given in (2). To begin with, let us discuss a 
numerical example. In particular, take n = 2 and the matrices 
14] 
1.9 -2  ' -1 .4  --1.5 " (3) 
The eigenvalues of the corresponding matrix C read -3.416, -0.791, and 
0.103 + 1.244i. Hence, C is unstable. This example demonstrates that, in 
general, A and B having an ndd is not sufficient for the stability of C and we 
therefore need to impose extra conditions. 
To start our discussion of appropriate conditions on the matrices A and 
B, it is interesting to first investigate two special cases in which A and B are 
both of a specific structure: case (i) in which A and B have negative diagonal 
entries and are lower (or upper) triangular, and case (ii) in which A and B 
have negative diagonal entries and are symmetric. 
Case (i): Let atl < 0 and b// < 0 for all i, and A and B be lower 
triangular, i.e. aij = 0 and bij = 0 for j > i. We then can derive by using [3, 
p. 242] that the corresponding matrix C is sign-stable, and thus certainly 
stable. In order to clarify the meaning of sign stability of C, we recall some 
definitions. The sign of an arbitrary real number a is defined as sign a = + 1 
if a > 0, sign a = 0 if a = 0, and sign a = - 1 if a < 0. The sign pattern of 
a matrix C is defined as the (0, 1, - 1) matrix obtained from C by replacing 
each element by its sign. Associated with C we define the class ~'(C) as the 
set of all matrices with the same sign pattern as C. Finally, a matrix C is 
called sign-stable provided that every matrix in ~'(C) is stable. For an 
extensive discussion of sign-stable matrices, see [3]. 
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In order to understand why the matrix C is sign-stable in this case, rear- 
range the equations of the model (1) so that the variables appear in the order 
31, Yl, 32, Y2 . . . .  , Y,, Y,," As a result C is transformed into a matrix C say, 
which has the same eigenvalues as C, and which is block recursive, Along the 
diagonal of C there are n blocks consisting of 2 x 2 submatrices. The ith 
submatrix, which corresponds to the pair of variables Yi and Yi, has in its first 
row the elements au and bii, and in its second row the elements 1 and 0. It is 
easy to verify that each of these 2 x 2 submatrices has two eigenvalues with a 
negative real part, and that the 2 n eigenvalues of C, and thus of C, are given 
by the union of the n pairs of these eigenvalues. Notice that the eigenvalues 
of C are independent of the nonzero off-diagonal elements of A and B. 
Remark also that the above conclusions for the lower triangular case hold as 
well if instead A and B are upper triangular, i.e. if aij = 0 and bij = 0 for 
i> j .  
Sign stability of a matrix is by definition a purely qualitative property, i.e., 
it depends only on the signs of the matrix elements, not on their magnitudes. 
This implies that sign stability only holds under very special conditions. The 
matrix C of case (i) clearly is a case in point. We note here that the stability 
theorems that will be derived below do not cover sign stability, but just 
"'ordinary" stability of the matrix C. Finally, we observe that if A and B are 
lower (or upper) triangular with negative diagonal entries, they both (auto- 
matically) have an ndd. This connects case (i) to the general problem 
addressed in this paper. 
Case (ii): In this second case, we assume that A and B are symmetric 
matrices with negative diagonal entries. If, in addition, A and B have an ndd, 
then they both are negative definite, and we can conclude from [7, p. 81] that 
the matrix C is stable. This case of symmetric matrices A and B with an ndd 
is particularly relevant in classical mechanical systems. A typical example is 
the harmonic oscillation of a system of n bodies connected by linear springs 
and experiencing viscous damping. For a recent survey of stability results for 
second-order classical mechanical systems, see [2]. We remark, however, that 
recently there has also been a growing interest in the study of more general, 
nonclassical systems, in which the matrices A and B lack symmetry and 
definiteness. See e.g. the references mentioned in Section 1. 
In the sequel of this paper we want to derive stability theorems for C, in 
which A and B are not necessarily structured in the sense of triangularity, 
symmetry, or the like. Proceeding with this general case, we next present a 
lemma that is useful in the proofs of the theorems below. In the proof of this 
lemma we use the fact that a matrix with add  is nonsingular; see [8, p. 7]. 
LEMMA 1. Consider real n X n matrices A and B and the 2n x 2n 
matrix C as given in (2). Assume that A and B have an ndd with the same 
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weights m 1 . . . . .  m n. Then we have: 
(a) each eigenvalue I~ of C is a root of det G(Ix) = O, where G(Ix) = 
(gi~) is defined as the matrix G(tz) = tz2I - ~A - B; 
(b) C has no real nonnegative igenvalues. 
Proof. Let /z be an eigenvalue of C. Using a formula for the determi- 
nant of a partitioned matrix (see [10, p. 9]), we can rewrite the characteristic 
equation associated with C as 
det[  ( / z I - I -A )  -B ]  =det ( tx2 i _ tzA_B ) l ~ I  
= det G( /z)  = 0, 
with G(/x) --- /,tel - /zA - B. This proves part (a) of the lemma. 
To prove part (b), first suppose /x = 0 .is an eigenvalue of C. Then 
det G(0)= det ( -B)= 0. This leads to a contradiction, because B has an 
ndd and thus is a nonsingular matrix. Next, suppose that /z > 0 is an 
eigenvalue of C. Then we have for each i = 1 . . . . .  n 
j~ i  j~ i  
< E mj(  lxla,j] + Ibijl) 
j¢=i 
< m,(  tzla,,I + Ib.I) = m, I -  Ixa. - b.I 
< miJ tz 2 - tza, - b,I = milgi~l. 
We see that G(/x) has add, which implies that det G(/x) 4: 0. Again we have 
a contradiction, which establishes the proof of part (b). • 
From (b) of Lemma 1 we conclude that if the matrices A and B have an 
ndd with the same weights, then any instability of C can only be caused by 
the presence of complex eigenvalues with a nonnegative real part. See also 
our numerical example (3). 
In order to understand the meaning of the assumption that A and B have 
an ndd with the same weights, let us first recall the first-order system given in 
the introduction. Suppose that the matrix B of that model has an ndd with 
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weights m~, i = 1 . . . . .  n. Then we can transform the model into 0* = B'y* ,  
where B* - MBM -1, y* =- My, and M is the n × n diagonal matrix with 
diagonal entries m~, i = 1, . . . ,  n. We can interpret his transformation i
terms of the (trivial) use of another set of units of measurement for the 
variables. The weight m~ is the conversion factor between the old and the 
new unit of measurement of the ith variable. See [13, pp. 389, 390]. Observe 
that B and B* are similar matrices. Moreover, B* - (b~) has an ndd with 
all weights equal to unity, i.e., 
(i) b*(= bii) < 0 for all i, and 
(ii) hb*l > Z j , , [b~]  ~br all i. 
We observe that (i) implies that in the transformed model the ith equation 
(i = 1 . . . . .  n) considered on its own, i.e. without aking into account all other 
model equations, is a stable differential equation. Further, (ii) states that in 
the ith model equation (i = 1 . . . . .  n), the coefficient b*, which is associated 
with the (direct) effect of y* on 0", is in absolute value larger than the 
summation of the absolute values of all coefficients b~ with j --g i, which are 
associated with the (cross-)effect of all other variables y* on 0"  This lends 
an intuitively appealing interpretation to the stability of t~e model. In short, if 
each single model equation is stable and if in addition the cross-dependencies 
between the different variables are relatively weak, then the (complete) 
model is stable. 
Turning to the second-order system, suppose that A and B have an ndd 
with the stone weights m i. Then we can obtain, in an analogous way, the 
transtbrmed model /j* = A*ij* + B'y*,  where A* ~- MAM -1. Now both 
A* and B* have an ndd with weights equal to unity. Clearly, we can interpret 
this similarly to our discussion of the first-order case, i.e., each single 
equation is stable and the cross-dependencies between the variables are 
relatively weak. The details are left to the reader. 
Next, we introduce the concept of a (negative) dominant diagonal with a 
given strength factor r, a concept hat will be used in the sequel of this 
paper. 
DEFINITION 1. An arbitral-}, (possibly complex) n × n matrix H - (h i j )  
has a dd with strength factor % where 0 < ~" < 1, if there exist positive 
scalars (weights) m i, i = 1 . . . . .  n, such that rm~lh, I  >_ Zj,imjlh~,l for all i. 
If, in addition, h ,  < 0 for all i, then H has an ndd~vith strength factor r. 
We make three remarks with respect o this definition. First, if the matrix 
H has a dd with strength factor ~" < 1, then H also has add with any strength 
factor tr with ~" < tr < 1, and moreover H has an (ordinary) dd. It might be 
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that H also has add  with some smaller strength factor 0 < K < ~-, but that is 
not necessarily the case. Second, if H has an (ordinary) dd, then there exists 
at least one positive number that is smaller than (but possibly very close to) 
unity, such that H has add  with it as strength factor. Third, intuitively 
speaking, we can say: given the sizes in absolute value of the off-diagonal 
elements of H, then the smaller is the strength factor of the dd of H, the 
larger must the magnitudes in absolute value of the diagonal elements of H 
be. Stated otherwise, the smaller the strength factor ~', the "stronger" the dd. 
3. THREE STABILITY THEOREMS FOR THE MATRIX C 
In this section we present hree stability theorems for C. Before doing so, 
we remark that in each of these theorems we make the same assumption with 
respect o the diagonal elements of the matrices A and B: (i) aii < 0 and 
bii < 0 for all i, and (ii) [a~il 2 > 21b~[ for all i. In the next section we will 
consider more restrictive assumptions with respect to these diagonal ele- 
ments. Further, we remark that the proofs of the theorems of this section are 
based on the following related observations: 
(a) ~/x ~-y >pV~-x +(1-p)v~-  for all x ,y  > 0 and all p with 0 <p 
< 1. (Use the fact that the square-root function is strictly increasing and 
strictly concave.) 
(b) ~/x+y +z  > plv%-x +p2fy -  +(1 -p l -p2)v~-  for all x ,y , z  > 0 
and all Pl, P2 with 0 < Pl, P2, Pl + P2 < 1. [Use observation (a) twice.] 
(c) ~/px + (1 -p )  y > pv/~-x +(1-p)~-  for all x ,y  > 0 and all p 
with 0 < p < 1. (This observation follows from the strict conca~ity of the 
square-root function.) 
Before we turn to the first of the stability theorems, we remark that for each 
theorem to be presented in the present section as well as in the next section 
we will give a numerical example that satisfies all the assumptions of the 
theorem under consideration, but fails to satisfy at least one of the assump- 
tions of each of the other theorems of the paper. 
Our first stability theorem reads as follows: 
THEOREM 1. Consider real n × n matrices A and B and the 2n x 2n 
matrix C as given in (2). Assume that 
(i) a i i< 0 and bii < 0 for  all i, 
(ii) la,,I z > 2[bii[ fo r  all i, and 
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(iii) there exist positive scalars m I . . . . .  m n and scalars A 1 and A 2, with 
0< A 1,A 2,A l+  A 2 < 1, such that: 
(iiia) A~m,lb,~l > E~,, mjlb,jl, i = 1 . . . . .  n, 
(iiib) A2m,~ > ~,j , i  m j ~ ,  i = 1 . . . . .  n, 
(iiic) (1 - A l - A2)miCaeii + 2bii > ~ j . i  mjla,jl, i = 1 . . . . .  n. 
Then C is stable. 
Proof. To begin with, we remark that under the assumptions of the 
theorem the matrices A and B have an ndd with the same weights 
m 1 . . . . .  m,. Thus, from (b) of I~mma 1 it follows that we only have to 
demonstrate hat C cannot have a pair of complex eigenvalues/xl, 2 = ot ___/3i 
with a > 0 and /3 > 0. In order to do so, suppose that C has such a pair of 
eigenvalues. We will derive a contradiction by showing that the matrices 
G(/x 1) and G(/x2), defined according to (a) of Lemma 1, have a dd with 
weights ml . . . . .  m n, and thus are nonsingular. That G(/x l) and G(/x z) have 
add  follows, since we have for each i = 1 . . . . .  n 
E mjlgi~ 1"21 = E ,rtj¢(Ot 2 + /32)a2j q- 2ozaijbij + b~ 
j¢ i  j4=i 
j~i 
Z mi(1 - -  /~1-  }k2)¢ O¢2 q- /32 ¢a2i + 2bii 
+ miAe 2 f2 -d~ + m, Allb,il 
< m,¢(a  z + /3Z)(aZi, + 2bii ) + 2aai ,b  u + b~ 
< - ea , , .  3 + 2( /3  2 - 2 - 2a,, /3 +/3 '  
+(a e + /3e)(a~i + 2bii ) + 2aa,ib,,  + bell/2iij 
/d-1,2 = m/Igi~ I. 
Here the second __< follows from assumption (iii), whereas the first 
follows from observation (b) stated at the start of this section. 
< 
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In order to understand the meaning of assumptions (ii) and (iii) of 
Theorem 1, let us first consider assumption (ii) in the context of model (1). It 
states that in the ith model equation, the square of the coefficient a,,  which 
is associated with the effect of 0i on Yi, must be larger than or equal to two 
times the absolute value of the coefficient b, ,  which is associated with the 
effect of Yi on ~,. Loosely speaking, given the size (in absolute value) of b , ,  
the size (in absolute value) of aii must be "large enough.'" 
Second, we turn to the three parts of assumption (iii). Clearly, (iiia) states 
that B has an ndd with strength factor A 1 and weights m i. Assumption (iiib) 
means that the matrix P =- (Pij), with P i i  =~ - ~ for all i and Pij 
- Iv/~qb~jl for all i # j ,  has an ndd with strength factor A 2 and weights m v 
In the context of the model (1), the (i, j ) th element of P is the square root of 
the absolute value of the product of the coefficients associated with the effect 
of yj and y j  (i.e. of  the j th  variable) on 0i (i.e. on the ith variable). 
In order to discuss assumption (iiic) we define, given the matrices A and 
B, the n ×n matrix Q =(qq)  according to q, - - -  - Ca~ +2b,  for all i 
and qij =- aij for all i v~ j.  Then (iiic) states that Q has an ndd with strength 
factor 1 - A 1 - A 2 and weights m~. Noting that la,I > v/a~ + 2b ,  for all i, 
we see that (iiic) implies that A has an ndd with strength factor 1 - A 1 - A 2 
and weights m i as well. 
As an illustrative numerical example of Theorem 1 we take 
[ ] [ ] A = -2  0.8 B = -1 .5  0.05 
o .s  -2  ' -0 .05  -1 .5  " (4 )  
For these matrices all assumptions of Theorem 1 are met (take, e.g., 
m 1 = m 2 = 1, A 1 = 0.04, and A 2 = 0.12), and according to the theorem the 
matrix C as given in (2) should be stable. This is indeed the case: the 
eigenvalues of C read - 2.078, - 0.723, and - 0.560 -4- 1.067i. 
Using Theorem 1 we can easily obtain the following corollary in which A 
is a diagonal matrix. 
COROLLARY 1. Consider real n × n matrices A and B and the 2n x 2n 
matrix C as given in (2). Assume that 
(i) a .  < 0 and b .  < 0 for  all i, 
(ii) ]a.[ 2 > 21b.I fo r  all i, 
(iii) aq = 0 fo r  all i ~ j ,  and 
(iv) the matrix B has an ndd. 
Then C is stable. 
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Proof. We only have to show that under the assumptions of the corollary 
assumption (iii) of Theorem 1 is satisfied. Because B has an ndd, there exist 
m~, i = 1 . . . . .  n, and A,~ with 0 < A 2 < 1 such that assumption (iiib) of 
Theorem 1 holds. Using these m~ from now on we notice that aq = 0 for all 
i 4= j means that the right-hand sides of the (in)equality relations in assump- 
tions (ilia) and (iiic) of Theorem 1 will always be identical to zero. This 
implies that there exists a A~ with 0 < A l, ,~1 + A,~ < 1, such that these 
assumptions (iiia) and (iiic) hold as well. • 
Setting equal to zero the off-diagonal elements of A of (4), i.e. consider- 
ing the matrices 
0] 
0 - ' -0 .05  -1 .51 '  (5 )  
gives us an example that obeys all assumptions of the corollary. The eigenval- 
ues of the corresponding matrix C are -1 .035  +__ 0.708i and -0 .965  _ 
0.708i, so C is indeed stable. 
In Corollary 2, which can be considered as the companion of Corollary 1, 
we consider the case where B is a diagonal matrix. 
COROLLARY 9,. Consider real n × n matrices A and B and the 2n × 2n 
matrix C as given in (2). Assume that 
(i) a ,  < 0 and b,  < 0 for all i, 
(ii) I%12 > 2lb,  I for all i, 
(iii) bij = 0 for all i -~ j, and 
(iv) there exist m 1 . . . . .  m,, such that 
mi~/a2, + 2bii > E mjlaql, i = 1 , . . . ,n .  
Then C is stable. 
Proof. The proof is established if we show that the assumptions of the 
corollary imply that assumption (iii) of Theorem 1 holds. Because b i,s = 0 for 
all i # j, the right-hand sides of the (in)equalities in assumptions (ilia) and 
(iiib) of Theorem 1 are always identical to zero. As a result A 1 and A 2 can be 
any arbitrarily small positive number. From assumption (iv) of the corollary it 
follows that there exists 0 < E < 1 such that mi(1 - e)~/a2i + 2bii > 
~,j . i  mjlaij[. Taking A l = A 2 = ½E completes the proof. • 
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A numerical example of Corollary 2 is obtained by setting equal to zero 
the off-diagonal elements of B of (4), i.e., consider 
A_I_  08] B [-15 o] 
0.8  -2  ' 0 -1 .5  " (6 )  
The corresponding matrix C, with eigenvalues -2.078, -0.722, and -0.600 
+ 1.068i, is stable, as expected. 
It is of interest o investigate the origin of assumption (ii) of Corollary 1 
and assumptions (ii) and (iv) of Corollary 2 in somewhat more detail. In order 
to do so, we recall that in the proof of Theorem 1 it was shown that the 
occurrence of complex eigenvalues ]-£1,2 = 0¢ ÷ /3i with a > 0 and/3 > 0 of 
the matrix C could be ruled out because the corresponding matrices G(/xl, 2) 
turned out to have add. First, let us consider assumption (ii) of Corollary 1. 
To begin with, suppose that we want to exclude purely imaginary eigenvalues 
of C, i.e. eigenvalues of the type/12,1, 2 = "] ' - /3 i ,  where /3 > 0 and a = O. For 
these eigenvalues we obtain 
[g, [ ¢/34 + 2b,, b~ for all/ 
/ z  I ~ and Ig~j -I ~ for all i # j .  Clearly, the occurrence of purely imaginary 
eigenvalues of C is ruled out by imposing a2ii + 2bii > O, because then 
G(/xl, 2) has add  with the same weights as the dd of B. Observe that this 
condition a~ + 2bii > 0 is precisely assumption (ii) of Corollary 1. Thus, we 
conclude that the condition that naturally rules out purely imaginary eigenval- 
ues prohibits the presence of complex eigenvalues with a positive real part as 
well. 
Next, we analyze assumptions (ii) and (iv) of Corollary 2 in a similar way, 
Again, consider purely imaginary eigenvalues /xl, 2 = +/3i with /3 > 0 of 
matrix C. We obtain for the corresponding matrices G(/xl. 2) 
,.2 /3e(a/2~ + 2bii ) + bi] for all i, I g .  I =  //34 + 
and I gq • I = for all i vs j. From this we see that natural conditions 
to rule out purely imaginary eigenvalues are given by assumptions (ii) and 
(iv). Moreover, we know from Corollary 2 that besides (ii) and (iv) no further 
conditions are needed in order to rule out the existence of complex eigenval- 
ues with a positive real part. 
The next stability result for the matrix C is given in Theorem 2. 
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THEOREM 2. Consider real n X n matrices A and B and the 2n  × 2n 
matr ix C as given in (2). Assume that 
aii< 0 and bii < 0 fo r  all i, 
la.I 2 > 21b.I fo r  all i, and 








Xm, lb.I ~ ~ mjlb,2l, i = 1 . . . . .  n, 
j÷i 
AmiJa u] > ~_. mjlaij[, i = 1 . . . . .  n, 
j4~i 
(1 - X)m,¢a~, + 2b,, > ~_. m2laq[, i = 1 . . . . .  n. 
j#;i 
Then C is stable. 
Proof. Under the assumptions of the theorem the matrices A and B 
have an ndd with the same weights m~ . . . . .  mn. Using (b) of Lemma 1, we 
know that C cannot have nonnegative r al eigenvalues. Next, suppose that C 
has a pair of complex eigenvalues /zl, 2 = a -t-/3i with ot > 0 and/3 > 0, and 
consider the corresponding matrices G(/x l) and G(/x 2) defined according to 
(a) of Lemma 1. For each i = 1 . . . . .  n we have 
E m,v/( a,j b,) E m;Igq I = + ,2 
j~i  j~i 
<= E mj(l~a,2 + b,jl + [/3a,2[) 
jsai 
E mj(~ta,21 + Ib,jl +/31a,jl) 
j~i  
< mi (Aa la i i [  + A[bii[ + (1 - A)/3¢(a~i + 2b . ) )  
= mi (A¢(aa i i  + bii) e + (1 - A)/3¢(a~i + ¢2bii)) 
z 2 2b . )  < mi¢(  aaii  + b . )  2 + /3 (aii + 
< mi lg .  I. 
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Notice that the third < follows from assumption (iii), and the first < 
follows from observation (a) stated at the beginning of this section. We 
conclude that G(/x 1) and G(/~ 2) have add ,  and thus are nonsingular 
matrices. We have obtained a contradiction, so C cannot have eigenvalues 
/xl, 2 = a +/3 i  with ot > 0 and/3 > 0. • 
Assumption (iii) of Theorem 2 can be interpreted in a way similar to the 
discussion regarding assumption (iii) of Theorem 1. That is, (iiia) and (iiib) of 
Theorem 2 state that the matrices B and A both have an ndd with strength 
factor A and weights mi, whereas (iiic) states that the matrix Q (which is 
defined as before) has an ndd with strength factor 1 - )t and weights m i. In 
turn, the latter implies that A has an ndd with strength factor 1 - )t and 
weights m i as well. 
An example of matrices A and B that comply with Theorem 2 is given by 
(take, e.g., m I = 1, m 2 = 1, and A = 0.87) 
0.1 -2  ' -1 .3  -1  " (7) 
The corresponding matrix C is stable, as predicted by Theorem 2, with 
eigenvalues equal to -1 .669  _ 0.967i, and -0 .331 + 0.975i. 
Our third stability theorem can be characterized as a variation on Theo- 
rem 2 and reads as follows: 
THEOREM 3. 







Consider real n × n matrices A and B and the 2 n x 2n  
aii < 0 and b ,  < 0 fo r  all i, 
[aiil 2 > 2 lb . I  fo r  all i, and 
there exist positive scalars m 1 . . . .  , m,, such that 
m,lb,,[ >__ f-2 ~ mjlb,jl, i = 1 . . . . .  n, 
j~i  
rni~/a2ii + 2bii > ~ E mjla, j l ,  i = 1 , . . . ,  n. 
j~i  
C is stable. 
Proof. We observe first that under the assumptions of the theorem the 
matrices A and B have an ndd with the same weights m I . . . . .  m n. From (b) 
of Lemma 1, we then know that C cannot have nonnegative real eigenvalues. 
Suppose C has a pair of complex eigenvalues iza, 2 = a __+/3i with ot > 0 and 
208 HERMAN j. NIEUWENHUIS AND LAMBERT SCHOONBEEK 
/3 > 0, and consider the corresponding matrices G(/z 1) and G( g2)- For each 
i = 1 . . . . .  n we have 
Emj lg i j  I ~ mj¢(o~aij  + bij) 2 ~,2 = + /32a21~ 
jei  j*i 
E mj(l~a u + bum + I/3a,jl) 
j ¢ i  
<~ ~ mj( o~laul + Ibul +/31aul ) 
j~ i  
1 ( ) ~< ~-m,  ~la.I + Ib.I +/3V/(a~ + 2b.) 
) = ¢2-m/ (aa .  + . )  + ~¢/32(a~, + 2b.)  
1 ~2[a2  + 2bii ) < v/2m,¢½( Ol(lii + b i i )  2 -~ 2y  \ ii 
= m,¢(aa ,  + b,)  2 + /32(a2ii + 2b,)  
ltLl, 2 < milgii 1. 
The third < follows from assumption (iii), and the first < follows from 
observation (c) given at the start of this section. We conclude that G(/x l) and 
G(/x 2) have add  and are thus nonsingular matrices, and hence C cannot 
have eigenvalues/xl. 2 = oe +/3i  with ~ > 0 and/3 > O. • 
We observe that assumption (iii) of Theorem 3 implies that the matrices 
A and B both have an ndd with strength factor Iv~ (= 0.7) and weights m i. 
All assumptions of this theorem are met by the following matrices: 
a [2 071 1 1 0.7 -2 '  -1  -1 .5  • (8) 
From Theorem 3 we then know that the corresponding matrix C is stable, as 
is confirmed by the eigenvalues of C: - 1.595 + 0.445i and -0.405 ___ 1.010i. 
Concluding this section, we will compare Theorems 1, 2, and 3 by means 
of a simple example. The numerical examples used throughout this section all 
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have the following form: 
a -2  ' -b  -1 .5  ' (9 )  
with a, b > 0. The matrices A and B of the example (9) obey the assump- 
tions (i) and (ii) of all three theorems. Hence we can concentrate on finding 
for each of the three theorems the set of values for a and b such that A and 
B meet the corresponding assumption (iii). Note that if a < 2 then A has an 
ndd with strength factor a/2, and if b < 1.5 then B has an ndd with 
strength factor b/1.5. 
To start with, we consider the weights m 1 and m 2 that appear in the 
assumptions (iii), Take, for instance, assumption (iiia) of Theorem 1. For our 
example, this assumption implies two restrictions on b: 
Aim 1 X 1.5 > m2b, 
Al,m 2 × 1.5 > mlb. 
Obviously, these restrictions are least restrictive for b if m 1 = m2, in which 
case we end up with only one restriction: 
h~ × 1.5 > b. 
Similarly, for all restrictions implied by the assumptions (iii) of the three 
theorems it is optimal to choose m 1 = m 2. 
For our example, it is now easy to establish which values of a and b lead 
to a stable matrix C according to the assumptions (iii) of each of the three 
theorems. The resulting stability regions in the (a, b) plane are depicted in 
Figure 1. In this figure, we indicated for each theorem the line of combina- 
tions of a and b for which at least one of the restrictions implied by the 
assumptions (iii) is binding. All combinations of (nonnegative) a and b 
"southwest" of this line then obey the assumptions of that theorem as well. 
We remark that a = 1, b = 0 is not feasible for Theorem 1, and that a = 0, 
b = 1.5 is not feasible for Theorem 1 and Theorem 2. It can be verified by 
straightforward manipulations that: 
(1) The curved line corresponding to Theorem 1 can be represented by 
the formula b = 1.511 - z 1 ~a - ~y/a(8 - 7a) ] if 0 < a < 1. This formula is 
found by fixing a at a constant value, and next finding the maximal value of b 
that satisfies assumption (iii) of the theorem. 
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FIG.I. 
0 .1538 .5 
~-Th. 3 
II•2 
i~  1:5 
b 
Stability regions for C [cf. Theorems 1, 2, and 3 and the example (9)]. 
(2) The piecewise linear line corresponding to Theorem 2 is given by 
2 i f0  <b <0.5and a = 1 -  2 a = 5 _ _ 5b i f0 .5  <b < 1.5. 
Using Figure 1, we can now characterize the strictness of the three 
theorems with respect o the magnitude of a given the value of b (or vice 
versa). First, if B has a "very strong" ndd, in particular if b ~ 0.1538, then 
Theorem 1 is the least restrictive with respect o the strength of the ndd of 
A. Note that in region I only Theorem 1 applies. Second, if B has an ndd that 
is "not strong at all," i.e. if b > ¼~/-2 = 1.0607, then Theorem 2 is the least 
restrictive with respect o a (see region II), whereas Theorem 3 does not 
apply at all. Finally, if B has a "moderately strong" ndd, corresponding to
values of b in the region of (0.1538, ¼V~), then Theorem 3 is the least 
restrictive; see region III, where only Theorem 3 holds. 
4. TWO FURTHER STABILITY THEOREMS FOR THE MATRIX C 
We next present wo stability results in which we impose somewhat more 
restrictive conditions with respect o the diagonal elements of the matrices A 
and B than are used in the previous ection. Moreover, we remark that their 
proofs do not hinge on any of the observations (a) to (c) given at the 
beginning of the previous ection. 
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To begin with, we present the following theorem: 
THEOREM 4. Consider real n × n matrices A and B and the 2n x 2n 
matrix C as given in (2). Assume that 
(i) a u < 0 and bii < 0 for all i, 
(ii) lau] 2 >__ Pb, I 2 + 2 lb ,  I for all i, 
(iii) la,,I < Ib~jl for all i --/=j, and 
(iv) B ~as an ndd. 
Then C is stable. 
Proof. From the assumptions of the theorem follows that the matrices 
A and B have an ndd with the same weights m 1 . . . . .  m,,. Using (b) of 
Lemma 1, the proof  is then established if we show that C cannot have a pair 
of complex eigenvalues /xl, 2 = a 4-/3i with ot > 0 and /3 > 0. The latter is 
true if the matrices G( /z  1) and G(/x2), defined according to (a) of Lemma 1, 
have add  with weights m 1 . . . . .  m, .  This is indeed the ease, since for each 
i = 1 . . . . .  n we have 
E mj]gi~ '2] = E mj~/(~aij  + bij) e + /32a2ij 
j * i  j¢=i 
< 
< 
E mjV'(" + 1) +/3 lb,jl 
j=~ i
+ l) +   fb,,f 
< miCa'Za~ii + b~ + 2aaiib,i +/3Z(aeii + 2bii ) 
< m, lgff'~l. 
Here the < results from assumption (iii), while the first < results from 
assumption (iv). • 
In short, we can say that Theorem 4 deals with eases in which the 
diagonal of A is in absolute value larger than the diagonal of B, whereas the 
off-diagonal part of A is in absolute value smaller than or equal to 
the off-diagonal part of B. 
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Next, we observe that because B has an ndd, with weights m i say, there 
exists a number ~'B with 0 < ~'R < 1 such that B has an ndd with strength 
factor ~'B and weights m i. Further, since bii =/= O, it follows from assumption 
(ii) that la.I > Ib.I for all i. Together with assumptions (iii) and (iv), this 
implies that A in fact must have an ndd with a strength factor ~'A with 
0 < ~'A < ~'B, and weights m i. 
An example of matrices A and B which obey all assumptions of Theorem 
4, thus implying a stable matrix C, is given by 
A= [ -31.61.6]  -3  ' B= [ -~6-11- '61"  (10) 
The eigenvalues of C now are -4.058, -1.000, and -0.471 _ 1.181i. 
Finally, we present Theorem 5 as a companion to Theorem 4. In 
Theorem 5 we have the case that the diagonal of B is in absolute value larger 
than or equal to the diagonal of A, whereas the off-diagonal part of B is in 
absolute value smaller than or equal to the off-diagonal part of A [see the 
assumptions (ii), in particular the first inequality, and (iii)]: 
THEOREM 5. Consider real n X n matrices A and B and the 2n x 2n 
matrix C as given in (2). Assume that 
(i) a,  < 0 and b ,  < 0 for  all i, 
(ii) Ib, I e >__ la,I e ~ 21b, I for  all i, 
(iii) [aijl > Ib,jl for  all i ~ j, and 
(iv) there exist m 1 . . . . .  m,  such that 
m,~/a~ + 2b ,  > E m, laijl, 
j~ai 
i=  1 , . . . ,n .  
Then C is stable. 
Proof. The assumptions of the theorem imply that the matrices A and 
B have an ndd with the same weights m I . . . . .  m,,. We then know from (b) of 
Lemma 1 that the proof is completed if we can show that the matrices G(/~1) 
and G(/z2), defined according to (a) of Lemma 1, have a dd with weights 
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rn 1 . . . . .  m,,. This can be done by observing that for each i = 1 . . . . .  n we 
have 
9 2 2 mjlg,j I = Z ,"j 
j 4 : i  j4 - i  
<= ~mj laulv/ (~+ 1) 2 +/3`2 
j . i  
< miCa~i + 2bii ¢ (a  + 1)`2 + /3 `2 
= + i )  + 
/,612 < milgii ]. 
The first < follows from assumption (iii), whereas the second < follows 
from assumption (iv). • 
We observe that since b ,  < 0 for all i, assumption (iv) of Theorem 5 
implies that A has an ndd with some strength factor r a with 0 < ~ < 1, 
and weights m,. In turn, in combination with assumptions (ii) and (iii), this 
means that B also has an ndd with the same strength factor r 8 = % and 
weights m i. 
An example that meets all assumptions of the theorem is 
101 ,11, 
1.6 -3  ' -1 .6  " 
The eigenvalues of the corresponding matrix C are -3.740,  -1 .141,  and 
-0 .560  + 1.548i, and hence C is stable. 
5. CONCLUSION 
In this paper we have recalled the intuitively appealing condition that a 
system of first-order differential equations is asymptotically stable if the 
matrix of the homogeneous dynamics has a negative dominant diagonal. In 
search for related stability conditions for the homogeneous dynamics matrix 
C [see (2)] associated with a system of second-order differential equations, we 
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considered the case that the submatrices A and B of C have an ndd. It 
turned out that A and B having an ndd is not sufficient o guarantee stability 
of C. 
We first discussed the stability of C for two special eases in which both A 
and B are of a specific structure, i.e. either lower (or upped triangular or 
symmetric. Next, proceeding with the more general case, we introduced the 
concept of a (negative) dominant diagonal with strength factor 0 < r < 1 and 
presented a number of sufficient stability conditions for matrix C. Intuitively 
speaking, our stability theorems demonstrate hat the matrix C is stable if the 
submatriees A and/or  B have a sufficiently strong ndd, corresponding to a 
small enough value of the factor ~'. Each stability theorem is illustrated with a 
numerical example that satisfies the assumptions of the theorem under 
discussion but fails to satisfy at least one of the assumptions of each of the 
other theorems of the paper. 
Concluding, we recall that the assumptions on A and B used in this 
paper are only sufficient, and not necessary, for the stability of matrix C. In 
order to illustrate this, consider 
1 O8] 
1.8 -2  ' -0 .8  -1  " 
For none of the theorems or corollaries presented in this paper do these 
matrices A and B obey all assumptions, but still the corresponding matrix C 
is stable with eigenvalues -3.500, -0.471, and -0.015 _ 0.998i. 
APPENDIX. THE STABILITY REGIONS FOR THE MATRIX C 
OF THE EXAMPLE (9) 
In this Appendix we will derive the stability regions as drawn in Figure 1 
according to Theorems 1, 2, and 3 for the matrix C corresponding to the 
matrices A and B of Equation (9). We first recall that, for this example with 
n = 2, assumptions (i) and (ii) of Theorems 1, 2, and 3 are always met. 
Second, for this example, it is always optimal to choose the weights m 1 and 
m 2 that appear in the assumptions (iii) of the theorems o that m 1 = m 2. 
Bearing this in mind, we will now show, for each of the three theorems, how 
the restrictions on a and b drawn in Figure 1 follow from the assump- 
tions (iii). 
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Ad Theorem 1 
The assumptions (iii) of  Theorem 1 read for our example: 
(iiia) A t X 1.5 >b,  
(iiib) a2vc3 > v~--, 
(iiic) 1 -a  l -  a 2 >a.  
Our task is now to find all combinations of  a, b > 0 such that there are 
scalars 0 < a l, a 2 < 1, with 0 < a 1 + a 2 < 1, for which (iiia), (iiib), and (iiic) 
above hold. From 0 < a 1 < 1 and (iiia) we obtain that 0 < b < 1.5, while 
from 0 < a 1 + a 2 < 1 and (iiic) it follows that 0 < a < 1. 
We will now proceed by determining the feasible values of b, given some 
fixed value 0 < a < 1, a = a say. Doing so, we rewrite (iiic) as A 1 < 1 - 
- a 2. From (iiia) we know that it is least restrictive for b to choose a 1 as 
large as possible, so we take a 1 = 1 - a - a 2. Using this equality in (iiia) 
and rewriting (iiib) gives us two restrictions on b: 
(i i ia') b < 1.5(1 - ~ - a~), 
( i i ib') b < 3A~/a. 
The choice of  A z that is the least restrictive for b is when the right-hand 
sides of these two inequalities are equal, i.e. when 
1.5(1  - a - 12)  = 3a /a. 
The solution of  this quadratic equation in A 2 in the interval (0, 1) is 
*2 ' -  lv 'a(s ra) = -ga  + - . 
Hence the restriction on b, given a, reads 
b =< 1.5(1 - a - Ae) = 1.5(1 - a a- _ ¼1/a(8 _ 7a) ). 
We notice that if a = 0, then the restriction becomes b < 1.5. However, as 
said above, the case b = 1.5 is excluded. 
Ad Theorem 2
For  our example the assumptions (iii) of  Theorem 2 are as follows: 
(iiia) A × 1.5 >b,  
(iiib) A X 2 >a,  
(iiic) 1 - -  A ~a.  
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We have to find all combinations a ,b  > 0 such that there is a scalar 
0 < A < 1 for which all three restrictions above hold. Since 0 < )t < 1, from 
(ilia) it follows that 0 <s b < 1.5, while (iiic) gives that 0 < a < 1. We will 
now find all feasible 0 < a < 1 given some 0 < b < 1.5, b = b say. First 
note that the pair of restrictions (iiib) and (iiic) is least restrictive for a if 
1 1 2)t = 1 - )t, i.e. when )t = 7. From (iiia) we know that A = 3 is possible if 
and only if 19 ~ 0.5. We therefore distinguish two cases, i.e. b < 0.5 and 
19 > 0.5. In case b < 0.5, the feasible values of a are simply given by 
2 0 < a < ~. In case ~ > 0.5, then from . . . .  2- 1 __  __  ( I l i a )  It follows that A > ~b > 7. 
Consequently (iiic), and not (iiib), will be binding for a, i.e., a < 1 - h < 1 - 
2 
~b. Concluding: if 0 ~b <0.5  then all 0_<a < 3 are feasible, and if 
0.5 <b < 1.5 then al l0 <a  < 1 -  ~b are. 
Ad Theorem 3 
For Theorem 3 the assumptions (iii) applied to our example read: 
(iiia) 1.5 > ~b,  
(iiib) 1 > v~-a. 
This is equivalent to 
3 (iiia') b < x v~-, 
(iiib') a < 
which is the region drawn in Figure 1. 
We thank Tom Wansbeek and an anonymous referee for their helpful 
suggestions. 
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