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Abstract - The paper concerns with positive solutions of problems of the type −∆u +
a(x)u = up−1 + εu2∗−1 in Ω ⊆ RN , N ≥ 3, 2∗ = 2NN−2 , 2 < p < 2
∗. Here Ω can be an
exterior domain, i.e. RN \ Ω is bounded, or the whole of RN . The potential a ∈ L
N/2
loc (R
N )
is assumed to be strictly positive and such that there exists lim|x|→∞ a(x) := a∞ > 0. First,
some existence results of ground state solutions are proved. Then the case a(x) ≥ a∞ is
considered, with a(x) 6≡ a∞ or Ω 6= RN . In such a case, no ground state solution exists and
the existence of a bound state solution is proved, for small ε.
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1 Introduction and main results
This paper deals with a class of problems of the type
(Pε)

−∆u+ a(x) u = up−1 + εu2
∗−1 in Ω,
u > 0 in Ω,
u ∈ H10 (Ω)
where Ω ⊆ RN , N ≥ 3, and we consider both the case Ω = RN and RN \ Ω bounded
with smooth boundary; 2∗ = 2N
N−2 is the critical Sobolev exponent, ε > 0, 2 < p < 2
∗
and on the potential we assume
a ∈ LN/2loc (R
N ), lim
|x|→∞
a(x) = a∞, a(x) ≥ a0 > 0 a.e. in RN . (1.1)
Problem (Pε) has a variational structure: its solutions correspond to the nonnega-
tive functions that are critical points of the functional Eε : H
1
0 (Ω)→ R defined by
Eε(u) =
1
2
∫
Ω
(|∇u|2 + a(x) u2) dx−
1
p
∫
Ω
|u|p dx−
ε
2∗
∫
Ω
|u|2
∗
dx.
Problems of the type (Pε) have been widely studied: it is well known that they
come from problems in Physics and Mathematical Physics like Schro¨dinger equations
and Klein-Gordon equations, and from other applied and theoretical sciences. From a
mathematical point of view, problems like (Pε) present a number of difficulties related
to the lack of compactness due both to the critical exponent and to the unboundedness
of the domain. If RN \ Ω is a ball and a is radially symmetric, then a classical feature
is to employ the compactness of the embedding of H1rad(R
N) →֒ Lp(RN), that allows
to recover existence results and qualitative properties of solutions for equations of the
type −∆u+ a(|x|)u = f(|x|, u) ([7, 23]).
For exterior domains and potentials without any symmetry, several papers treat the
subcritical case, i.e. ε = 0 in (Pε), starting from the seminal papers [5], concerning the
autonomous case, and [3, 4], concerning also the nonautonomous case; in those papers
the authors analyze how the lack of compactness works. Then, many papers deal with
the non autonomous case, in the subcritical setting (see [10, 12, 19, 20] and references
therein).
When ε > 0 it is interesting to study problem (Pε) because there is an overlap-
ping between the effects of the subcritical and the critical growth in the nonlinearity.
Actually, if ε > 0, the analysis of the Palais-Smale sequences done in the subcritical
case does not work, so that it is not possible to apply in a straight way the methods
developed in the cited papers. Indeed, some concentration phenomena can appear,
related to the critical nonlinearity. Of course, if ε is very large the effect of the critical
nonlinearity is relevant, as one can see, for example, in [21]. In [21] the authors prove
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the existence of solutions of problems similar to (Pε), in bounded domains, and point
out some concentration effects as ε→∞.
Here we want to analyze the problem for small ε, so that we have a critical pertur-
bation of the subcritical case. Then, besides the analysis of the lack of compactness as
in [5], we make a further study of the Palais-Smale sequences, that takes into account
the concentration phenomena in the spirit of [6, 9, 18, 22]. We emphasize that in the
problems considered in this paper, in order to study the compactness, it is not possible
to use only the classical analysis of the compactness developed in the subcritical case,
nor the classical analysis developed in the critical case, but some delicate estimates
involving both cases need (see Proposition 3.2). The aim of this analysis will be not
only to show that compactness is restored below a “bad energy level”, but also that
it is restored in a suitable range above this “bad level”. This done, we can recover
a result similar to the well known result stated in [4] about the existence of a bound
state solution in the subcritical case.
The first results we prove concern ground state solutions.
Theorem 1.1 If Ω = RN , a(x) verifies (1.1) and
a(x) ≤ a∞ a.e. in RN , (1.2)
then there exists ε0 > 0 such that problem (Pε) has a ground state solution for every
ε ∈ (0, ε0).
In Theorem 1.1 assumption (1.2) allows to apply in a straight way concentration-
compactness arguments. Let us consider now the case in which at least one of the
assumptions of Theorem 1.1 is not true, that is either a(x) > a∞ in a positive measure
subset of RN , or Ω 6= RN . Then, the existence of a ground state solution is not
guarantee. To check the existence of such a solution, the potential a(x) has to be
below a∞ in a suitable large region of Ω, to balance the effect of the boundary of Ω
or of the part of RN in which a(x) has higher values than a∞. In order to state a
quantitative assumption, we introduce the problem
(P∞)
{
−∆u+ a∞u = |u|p−2u in RN ,
u ∈ H1(RN).
Then, we denote by w the ground state, positive, radial solution of (P∞) and we call
wz(x) := ϑ(x)w(x− z), z ∈ R
N , (1.3)
where ϑ ≡ 1 if Ω = RN , otherwise ϑ is a cut-off function verifying
ϑ ∈ C∞(RN , [0, 1]),
{
ϑ(x) = 1 if dist(x,RN \ Ω) ≥ 1
ϑ(x) = 0 if x ∈ RN \ Ω.
(1.4)
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Theorem 1.2 Assume that a(x) verifies (1.1). If there exists z ∈ RN such that∫
Ω
∣∣∣∣∇( wz‖wz‖Lp(Ω)
)∣∣∣∣2 dx+ ∫
Ω
a(x)
(
wz
‖wz‖Lp(Ω)
)2
dx <
‖w‖2H1(RN )
‖w‖2
Lp(RN )
, (1.5)
then problem (Pε) has a ground state solution for small ε.
We point out that the r.h.s. in (1.5) is a constant independent of the domain and
the potential a(x), and we observe that if a(x) ≡ a∞ and Ω = RN then in (1.5) the
equality holds for every z in RN .
Consider now a(x) ≥ a∞. In Proposition 4.1 we state that if Ω 6= RN or a(x) 6= a∞,
then a ground state solution for (Pε) does not exist. In this setting, to find a solution
one has to look at higher energy critical levels and this is more difficult than the
minimizing problem. A first difficulty to be faced concerns compactness above the
ground state of some related limit problems. By the concentration phenomenon due
to the critical nonlinearity, the problem to be considered is
(CPε)
{
−∆u = ε|u|2
∗−2u in RN ,
lim|x|→∞ u(x) = 0,
while the natural limit problem related to the translations is
(Pε,∞)
{
−∆u+ a∞u = |u|p−2u+ ε|u|2
∗−2u in RN ,
u ∈ H1(RN).
A proof of the existence of a ground state solution of (Pε,∞), for small ε, is proved in
[1]. Looking for least energy solutions of (Pε,∞), the minimization problem to deal with
is
mε := infNε,∞
Eε,∞, (1.6)
where
Eε,∞(u) =
1
2
∫
RN
(|∇u|2 + a∞u2) dx−
1
p
∫
RN
|u|p dx−
ε
2∗
∫
RN
|u|2
∗
dx
and
Nε,∞ =
{
u ∈ H1(RN) \ {0} : E ′ε,∞(u)[u] = 0
}
.
Testing the functional Eε,∞ on a concentrating sequence of least energy solutions of
(CPε), in Proposition 2.3 we show that for all ε > 0
mε ≤
1
N
SN/2
(
1
ε
)N−2
2
, (1.7)
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where S is the best Sobolev constant. We observe that the value 1
N
SN/2
(
1
ε
)N−2
2 in
(1.7) is the ground state level of the solutions of problem (CPε), that is
1
N
SN/2
(
1
ε
)N−2
2
= min
{
1
2
∫
RN
|∇u|2dx−
ε
2∗
∫
RN
|u|2
∗
dx : u ∈ D1,2(RN),∫
RN
|∇u|2dx = ε
∫
RN
|u|2
∗
dx
}
(1.8)
(see Proposition 2.3). So, the compactness cannot hold at the level 1
N
SN/2
(
1
ε
)N−2
2
neither for problem (Pε) nor for problem (Pε,∞), by the concentration phenomenon
described. Here we give an alternative proof of the existence of solutions of (1.6),
that will be useful in the paper. As a consequence of that proof, we get that actually
mε <
1
N
SN/2
(
1
ε
)N−2
2 , for small ε (see Theorem 2.2 and Corollary 2.4). Nevertheless,
neither unicity nor nondegeneracy of the positive solution of (Pε,∞) are known. Hence,
it is not possible to obtain a complete picture of the lack of compactness, as in the purely
subcritical or critical case. Anyway, a local Palais-Smale condition can be restored for
small ε by using the solutions of (P∞). This done, we can prove the existence of a
solution both for the autonomous and for the non autonomous problem, in RN or in
exterior domains.
In [1] the authors consider problem (Pε) in the autonomous case a(x) ≡ a∞ and
they found a solution assuming that RN \ Ω is contained in a small ball. That result
here is improved, because we have no assumption on the size of RN \ Ω. In order to
find a solution for every exterior domain, a fundamental tool is a fine estimate of the
interactions of “almost minimizing” functions. Indeed, this estimate allows us to work
in a suitable compactness range (see Lemma 4.4).
Our result is the following
Theorem 1.3 Assume that a(x) verifies (1.1) and
a(x) ≥ a∞,
∫
RN
(a(x)− a∞)|x|N−1e2
√
a∞|x| dx <∞, (1.9)
then there exists ε̂ > 0 such that for any 0 < ε < ε̂ problem (Pε) has at least one
positive solution, that is a bound state solution when Ω 6= RN or a(x) 6≡ a∞.
Remark 1.4 If both Ω = RN and a ≡ a∞ hold, problem (Pε) is nothing but (Pε,∞)
and Theorem 1.3 coincides with Theorem 2.2.
The paper is organized as follows: in Section 2 we introduce some notations and
recall some known facts we use; Section 3 deals with ground state solutions; in Section 4
the proof of Theorem 1.3 is developed, moreover we report some remarks that describe
the asymptotic shape of the solution given by Theorem 1.3 and a way to use it to get
multiplicity results (see Remarks 4.12 and 4.13).
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2 Notations and preliminary results
Without any loss of generality we may assume a∞ = 1, up to a rescaling, and 0 ∈ RN \Ω
if Ω 6= RN . Throughout the paper we make use of the following notation:
• H1(RN ) is the usual Sobolev space endowed with the standard scalar product and
norm
(u, v) :=
∫
RN
(∇u∇v + uv)dx; ‖u‖2 :=
∫
RN
(
|∇u|2 + u2
)
dx.
We shall use also the equivalent norm
‖u‖2a :=
∫
Ω
(
|∇u|2 + a(x)u2
)
dx.
• H−1 denotes the dual space of H1(RN ).
• D1,2(RN ) is the closure of C∞0 (RN ) with respect to the norm ‖u‖D :=
(∫
RN
|∇u|2dx
) 1
2 .
• Lq(O), 1 ≤ q ≤ ∞, O ⊆ RN a measurable set, denotes the Lebesgue space, the norm
in Lq(O) is denoted by | · |Lq(O) when O is a proper measurable subset of RN and by
| · |q when O = R
N .
• For u ∈ H10 (Ω) we denote by u also the function in H
1(RN ) obtained setting u ≡ 0 in
R
N \ Ω.
• S denotes the best Sobolev constant, namely
S = min
u∈D1,2(RN )\{0}
∫
RN
|∇u|2dx
|u|22∗
.
• For any ρ > 0 and for any z ∈ RN , Bρ(z) denotes the ball of radius ρ centered at z,
and for any measurable set O ⊂ RN , |O| denotes its Lebesgue measure.
• c, c′, C,C ′, Ci, . . . denote various positive constants.
When ε = 0, (Pε) becomes
(P )

−∆u + a(x) u = up−1 in Ω,
u > 0 in Ω,
u ∈ H10 (Ω)
and the related action functional is E : H10 (Ω)→ R defined by
E(u) =
1
2
∫
Ω
(|∇u|2 + a(x) u2) dx−
1
p
∫
Ω
|u|p dx.
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Furthermore, we denote by E∞, Eε,∞ : H1(RN) → R the functionals related to (P∞)
and (Pε,∞) respectively, defined by
E∞(u) =
1
2
∫
RN
(|∇u|2 + u2) dx−
1
p
∫
RN
|u|p dx,
Eε,∞(u) =
1
2
∫
RN
(|∇u|2 + u2) dx−
1
p
∫
RN
|u|p dx−
ε
2∗
∫
RN
|u|2
∗
dx.
In a standard way, we consider the following Nehari manifolds:
N =
{
u ∈ H10 (Ω) \ {0} : E
′(u)[u] = 0
}
,
Nε =
{
u ∈ H10 (Ω) \ {0} : E
′
ε(u)[u] = 0
}
,
N∞ =
{
u ∈ H1(RN) \ {0} : E ′∞(u)[u] = 0
}
,
Nε,∞ =
{
u ∈ H1(RN) \ {0} : E ′ε,∞(u)[u] = 0
}
.
Remark that there exists c > 0 independent of small ε such that
‖u‖ ≥ c ∀u ∈ Nε,∞, ‖u‖a ≥ c ∀u ∈ Nε, (2.1)
indeed
0 = ‖u‖2 − |u|pp − ε|u|
2∗
2∗ ≥ ‖u‖
2 − c1‖u‖
p − c1ε‖u‖
2∗, ∀u ∈ Nε,∞,
0 = ‖u‖2a − |u|
p
p − ε|u|
2∗
2∗ ≥ ‖u‖
2
a − c2‖u‖
p
a − c2ε‖u‖
2∗
a , ∀u ∈ Nε.
Straight computations allow to state the following
Lemma 2.1 Let u ∈ H10 (Ω) \ {0} and v ∈ H
1(RN) \ {0}, then:
• tu ∈ N if and only if t =
(
‖u‖2a
|u|pp
) 1
p−2
;
• tv ∈ N∞ if and only if t =
(
‖v‖2
|v|pp
) 1
p−2
;
• tu ∈ Nε if and only if ‖u‖
2
a = t
p−2|u|pp + εt
2∗−2|u|2
∗
2∗;
• tv ∈ Nε,∞ if and only if ‖v‖2 = tp−2|v|pp + εt
2∗−2|v|2
∗
2∗.
Moreover, tu > 0 such that tuu ∈ N is characterized as the unique real value such that
E(tuu) = max
t>0
E(tu)
and u 7→ tu is a continuous map from H
1
0 (Ω) \ {0} in R
+. Analogous results hold if we
consider E∞, Eε and Eε,∞ respectively on N∞, Nε and Nε,∞.
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Let us define:
m = inf
N∞
E∞, mε = infNε,∞
Eε,∞. (2.2)
We denote by w the unique positive solution, up to translations, of the problem (P∞);
it is well known that w ∈ C∞(RN), w is radially symmetric about the origin, and
w(|x|) e|x| |x|(N−1)/2 → c as |x| → +∞, (2.3)
w′(|x|) e|x| |x|(N−1)/2 → −c as |x| → +∞, (2.4)
with c > 0; moreover w ∈ N∞ and E∞(w) = m, namely w is the ground state solution
of (P∞) (see [7, 16, 17] and also (2.19), (2.20) in [4] for a precise estimate of c in (2.3)
and (2.4)).
For the limit problem (Pε,∞) the following existence result holds.
Theorem 2.2 There exists ε0 > 0 such that for any ε ∈ (0, ε0) problem (Pε,∞) has a
positive radially symmetric ground state solution wε.
Proof We first observe that mε ≤ m, ∀ε > 0. Indeed let τε > 0 be such that
τεw ∈ Nε,∞, then
mε ≤ Eε,∞(τεw) ≤ E∞(τεw) ≤ E∞(w) = m. (2.5)
As shown in [23], by Schwartz symmetrization, in order to solve the minimization
problem for mε we can restrict our considerations to
H1r (R
N) = {u ∈ H1(RN) : u radially symmetric}, Nr = Nε,∞ ∩H1r (R
N).
Let {un}n in Nr be a minimizing sequence, that is
‖un‖
2 = |un|
p
p + ε|un|
2∗
2∗ , (2.6)
Eε,∞(un) =
(
1
2
−
1
p
)
‖un‖
2 +
(
1
p
−
1
2∗
)
ε|un|
2∗
2∗ = mε + o(1). (2.7)
Inequalities (2.5) and (2.7) imply that
‖un‖
2 ≤
(
1
2
−
1
p
)−1
mε + o(1) ≤
(
1
2
−
1
p
)−1
m+ o(1). (2.8)
Observe that from (2.6), (2.1), (2.8) and the Sobolev embedding Theorem it follows
the existence of ε0 > 0 such that, for all n ∈ N,
|un|
p
p ≥ ‖un‖
2 − c ε‖un‖
2∗ ≥ const > 0 ∀ε ∈ (0, ε0). (2.9)
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Now, since H1r (R
N) embeds compactly in Lp(RN) (see [23]) we deduce the existence
of wε ∈ H1r (R
N) such that, up to a subsequence,
un
n→∞
−−−→ wε
{
strongly in Lp(RN)
weakly in H1(RN) and in L2
∗
(RN),
(2.10)
moreover by (2.9) wε 6= 0. By Ekeland’s variational principle the minimizing sequence
{un}n in Nr can be chosen such that
E ′ε,∞(un)[v] = λnG
′(un)[v] + o(1)‖v‖ ∀v ∈ H1r (R
N ) (2.11)
where, for all n ∈ N, λn ∈ R is the Lagrange multiplier and G(u) = E
′
ε,∞(u)[u]. By
definition of Nε,∞, G(un) = 0 for all n ∈ N, so using (2.11), we deduce
0 = G(un) = E
′
ε,∞(un)[un] = λnG
′(un)[un] + o(1)‖un‖. (2.12)
Taking into account that ‖un‖ is bounded and that G′(un)[un] ≤ c < 0 on Nr, we get
λn = o(1). Then (2.11) implies that ∀v ∈ H1r (R
N)∫
RN
∇un · ∇v dx+
∫
RN
unv dx−
∫
RN
|un|
p−2unv dx− ε
∫
RN
|un|
2∗−2unv dx = o(1)‖v‖.
(2.13)
By (2.10) and (2.13) the function wε verifies∫
RN
∇wε · ∇v dx+
∫
RN
wεv dx−
∫
RN
|wε|
p−2wεv dx− ε
∫
RN
|wε|
2∗−2wεv dx = 0,
∀v ∈ H1r (R
N), so that by choosing v = wε it follows that wε ∈ Nε,∞.
Using again (2.10), we get
mε ≤ Eε,∞(wε) =
(
1
2
−
1
2∗
)
‖wε‖
2 −
(
1
p
−
1
2∗
)
|wε|
p
p
≤ lim inf
n→∞
[(
1
2
−
1
2∗
)
‖un‖
2 −
(
1
p
−
1
2∗
)
|un|
p
p
]
= mε,
that is wε is the minimizing function we are looking for. Thus, wε solves
−∆u + u = |u|p−2u+ ε|u|2
∗−2u in RN . (2.14)
In order to verify that wε is strictly positive we just observe that |wε| too is a
minimizer of Eε,∞ constrained on Nε,∞, so we can assume wε ≥ 0. Furthermore, since
wε solves (2.14), wε > 0 as a consequence of the maximum principle.
q.e.d.
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Proposition 2.3 The following estimate holds:
mε ≤
1
N
SN/2
(
1
ε
)N−2
2
∀ε > 0. (2.15)
Sketch of the proof Since the computations that prove (2.15) are classical, we
only sketch them. First we verify (1.8). Observe that for every u ∈ D1,2(RN) \ {0} the
function tu verifies
∫
RN
|∇(tu)|2dx = ε
∫
RN
|tu|2
∗
dx if and only if t =
[
1
ε
∫
RN
|∇u|2dx
∫
RN
|u|2∗dx
] 1
2∗−2
,
and
1
2
∫
RN
|∇(tu)|2dx−
ε
2∗
∫
RN
|tu|2
∗
dx =
(
1
2
−
1
2∗
)
t2
∫
RN
|∇u|2dx
=
1
N
(
1
ε
) 2
2∗−2
(∫
RN
|∇u|2dx
) 2
2∗−2
+1(∫
RN
|u|2∗dx
) 2
2∗−2
=
1
N
(
1
ε
)N−2
2
(∫
RN
|∇u|2dx
|u|22∗
)N
2
≥
1
N
(
1
ε
)N−2
2
SN/2. (2.16)
So we obtain (1.8) by (2.16), taking into account that the equality in (2.16) is attained
by choosing u as a minimizing function for the Sobolev constant (see [2, 15, 24]).
Now, let U¯ ∈ D1,2(RN) be a fixed radial function that realizes the minimum in
(1.8), for example consider U¯(x) = C
(1+|x|2)N−22
, where C is a normalizing constant. In
order to prove (2.15), we consider the concentrating sequence of functions vn(x) =
ζ(|x|)n
N−2
2 U¯(nx), n ∈ N, where ζ ∈ C∞0 (R
+, [0, 1]) is a cut-off function such that
ζ(s) = 1, for s ∈ [0, 1]. Then we test the functional Eε,∞ on the sequence of functions
un := tnvn, n ∈ N, where tn is such that un ∈ Nε,∞, that is
|∇vn|
2
2 + |vn|
2
2 = t
p−2
n |vn|
p
p + εt
2∗−2
n |vn|
2∗
2∗ . (2.17)
Well known estimates provided in [8] ensure that
|vn − n
N−2
2 U¯(nx)|2∗
n→∞
−−−→ 0, (2.18)
|∇vn −∇(n
N−2
2 U¯(nx))|2
n→∞
−−−→ 0, (2.19)
vn
n→∞
−−−→ 0, in L2(RN). (2.20)
From (2.20) and the boundedness of {vn}n in L2
∗
(RN ) we obtain also vn → 0 in Lp(RN),
by interpolation. Hence, tn → 1 follows from (2.17), – ,(2.20) and so
Eε,∞(un)−
(
1
2
∫
RN
|∇(n
N−2
2 U¯(nx))|2dx−
ε
2∗
∫
RN
|n
N−2
2 U¯(nx)|2
∗
dx
)
n→∞
−−−→ 0.
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Since
1
2
∫
RN
|∇(n
N−2
2 U¯(nx))|2dx−
ε
2∗
∫
RN
|n
N−2
2 U¯(nx)|2
∗
dx =
1
N
(
1
ε
)N−2
2
SN/2, ∀n ∈ N,
then (2.15) is proved.
q.e.d.
Corollary 2.4 For ε small the following estimate holds:
mε <
1
N
SN/2
(
1
ε
)N−2
2
. (2.21)
Indeed, in the proof of Proposition 2.3 we have exhibited a sequence {vn}n of radial
functions in Nε,∞ that converges weakly to 0 in L2
∗
(RN) and such that Eε,∞(vn) →
1
N
(
1
ε
)N−2
2 SN/2. But in the proof of Theorem 2.2 we have proved that for small ε every
minimizing sequence of radial functions converges weakly to a nonzero minimizing
function of Eε,∞ on Nε,∞, up to a subsequence. Hence (2.21) must hold, for small ε.
Let us give another estimate of mε, more precise for small ε, and analyze its asymp-
totic behaviour.
Lemma 2.5 For all ε > 0 the relation mε ≤ m holds and
lim
ε→0
mε = m.
Proof Inequality mε ≤ m has been shown in (2.5).
Now, for ε ∈ (0, ε0) let wε be the minimizing function whose existence is stated in
Theorem 2.2 and tε > 0 be such that tεwε ∈ N∞, namely
tε =
(
‖wε‖2
|wε|
p
p
) 1
p−2
. (2.22)
Observe that ‖wε‖ is bounded, uniformly with respect to ε ∈ (0, ε0), because
Eε,∞(wε) =
(
1
2
−
1
p
)
‖wε‖
2 +
(
1
p
−
1
2∗
)
ε|wε|
2∗
2∗ = mε ≤ m.
Moreover, |wε|
p
p ≥ c > 0 follows from (2.9). As a consequence, tε is bounded by (2.22)
and
m ≤ E∞(tεwε) = Eε,∞(tεwε) +
ε
2∗
∫
RN
(tεwε)
2∗dx
≤ Eε,∞(wε) +
ε
2∗
∫
RN
(tεwε)
2∗dx (2.23)
= mε + o(1).
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Inequality (2.23) completes the proof.
q.e.d.
3 Existence of a ground state solution
In this section we prove Theorems 1.1 and 1.2, which provide some cases in which a
least energy solution u¯ of (Pε) exists, that is u¯ ∈ Nε verifies
Eε(u¯) = minNε
Eε.
A basic tool to prove the existence of a ground state is the analysis of the Palais-
Smale sequences at a level c ((PS)c-sequences for short) below the minimum of the
limit problem (Pε,∞). We start with the following lemma.
Lemma 3.1 Let c ∈ R and let {un}n be a (PS)c-sequence for Eε, then {un}n is
bounded and c ≥ 0.
Proof From
E ′ε(un)[un] = ‖un‖
2
a − |un|
p
p − ε|un|
2∗
2∗ = o(1)‖un‖
we infer
Eε(un) =
(
1
2
−
1
p
)
‖un‖
2
a + ε
(
1
p
−
1
2∗
)
|un|
2∗
2∗ + o(1)‖un‖ = c + o(1),
that implies our claims.
q.e.d.
Proposition 3.2 Assume that a(x) verifies (1.1). Let ε > 0 and {un}n be a (PS)c-
sequence for Eε constrained on Nε. If c < mε then {un}n is relatively compact.
Proof First, let us observe that the sequence {‖un‖a}n is bounded away from 0 by
(2.1) and it is bounded above because
Eε(un) =
(
1
2
−
1
p
)
‖un‖
2
a +
(
1
p
−
1
2∗
)
ε |un|
2∗
2∗
n→∞
−−−→ c.
Then, arguing exactly as in (2.11),–,(2.13), we get that {un}n is a (PS)c-sequence
also for the free functional Eε, namely ∀v ∈ H10 (Ω)∫
Ω
∇un ·∇v dx+
∫
Ω
aunv dx−
∫
Ω
|un|
p−2unv dx− ε
∫
Ω
|un|
2∗−2unv dx = o(1)‖v‖. (3.1)
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From now on, we denote by {un}n not only the sequence {un}n but also its subse-
quences.
Since {un}n is bounded in H10 (Ω), there exists a function u¯ ∈ H
1
0 (Ω) such that
un
n→∞
−−−→ u¯

weakly in H10 (Ω) and in L
2∗(Ω)
strongly in Lploc(R
N) and in L2loc(R
N)
a.e. in RN .
(3.2)
By (3.2) and (3.1), u¯ is a weak solution of (Pε), hence
‖u¯‖2a = |u¯|
p
p + ε|u¯|
2∗
2∗ . (3.3)
We have to prove that un → u¯ in H1(Ω). Assume by contradiction that un 6→ u¯ in
H1(Ω), so the sequence vn := un − u¯ verifies ‖vn‖ ≥ cˆ > 0, ∀n ∈ N. By (3.2) and the
Brezis-Lieb Lemma,
Eε(un) = Eε(u¯) + Eε(vn) + o(1) (3.4)
and, since u¯ is a solution of (Pε), {vn}n turns out to be a (PS)-sequence for Eε. We
claim that
|vn|
2∗
2∗ ≥ c˜ > 0. (3.5)
If this is not the case, un → u¯ in L2
∗
(Ω) and by interpolation in Lp(Ω), because {un}n
is bounded in L2(Ω). So, from ‖un‖2a = |un|
p
p + ε|un|
2∗
2∗ and (3.3) we get
lim
n→∞
‖un‖
2
a = |u¯|
p
p + ε|u¯|
2∗
2∗ = ‖u¯‖
2
a
which implies un → u¯ in H1(Ω), contradicting our assumption.
Let {yi}i = ZN and let us decompose RN in the N -dimensional hypercubes Qi with
unitary sides and vertices in yi. Since vn ∈ L2
∗
(RN ), we can define
dn = max
i∈N
|vn|L2∗(Qi) ∀n ∈ N.
By (3.5) and the boundedness of {un}n in H1(Ω)
0 < c˜ ≤ |vn|
2∗
2∗ =
∞∑
i=1
|vn|
2∗
L2∗(Qi)
≤ d2
∗−2
n
∞∑
i=1
|vn|
2
L2∗(Qi)
≤ c d2
∗−2
n
∞∑
i=1
‖vn‖
2
H1(Qi)
(3.6)
≤ c′ d2
∗−2
n ,
and, then, dn ≥ γ > 0 ∀n ∈ N, where γ > 0.
Now, let us call zn the center of a hypercube Qin such that
|vn|L2∗(Qin ) = dn
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and put
wn(x) = vn(x+ zn).
Since {vn}n is a (PS)-sequence, {wn}n is a (PS)-sequence, too.
Setting Q0 =
[
−1
2
, 1
2
]N
, one of the following two cases occurs:
(a)
∫
Q0
|wn(x)|
pdx ≥ c > 0
(b)
∫
Q0
|wn(x)|pdx
n→∞
−−−→ 0.
(3.7)
Assume first that (3.7)(a) holds. Then |zn| → ∞ because vn → 0 in L
p
loc(R
N), so, since
{un}n is a (PS)-sequence and u¯ is a solution of (Pε), we get∫
RN
∇wn · ∇φ dx+
∫
RN
wnφ dx−
∫
RN
|wn|
p−2wnφ dx− ε
∫
RN
|wn|
2∗−2wnφ dx =
=
∫
RN
[1− a(·+ zn)]wnφ dx+ o(1)‖φ‖ = o(1)‖φ‖, ∀φ ∈ C
∞
0 (R
N).
(3.8)
The sequence {wn}n is bounded in H1(RN), so w¯ ∈ H1(RN) exists such that
wn
n→∞
−−−→ w¯

weakly in H1(RN) and in L2
∗
(RN)
strongly in Lploc(R
N) and in L2loc(R
N)
a.e. in RN .
(3.9)
Now, from (3.7)(a), (3.8), (3.9) we deduce that w¯ is a nonzero solution of (Pε,∞). Then
{wn − w¯}n is a (PS)-sequence for Eε,∞ and Eε,∞(wn − w¯) ≥ o(1) can be deduced
arguing as in Lemma 3.1. Hence, applying the Brezis-Lieb Lemma, we get
c = Eε(un)+o(1) = Eε(u¯)+Eε,∞(w¯)+Eε,∞(wn−w¯)+o(1) ≥ Eε,∞(w¯)+o(1) ≥ mε+o(1)
contrary to the assumption c < mε and proving that (3.7) (a) can not be true.
To conclude the argument, we assume that (3.7) (b) holds and show that a contra-
diction arises again. Remark that in this case we can also assume that
d˜n = max
i∈N
|vn|Lp(Qi) = max
i∈N
|wn|Lp(Qi)
n→∞
−−−→ 0. (3.10)
Indeed, if it is not true, we can argue by substituting Qin with a cube Qi˜n such that
|vn|Lp(Q
i˜n
) ≥ c1 > 0 and then proceed as in case (3.7)(a). So, let us assume (3.10).
Then, rewriting the inequalities in (3.6) with the Lp-norm in place of the L2
∗
-norm and
d˜n in place of dn, we obtain
|vn|p = |wn|p
n→∞
−−−→ 0. (3.11)
Notice that (3.11) implies
wn
n→∞
−−−→ 0 in L2loc(R
N). (3.12)
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Now, assume that {zn}n is bounded, so that in our argument we can consider zn = 0,
∀n ∈ N. Let R > 0 be such that |a(x)− 1| < η ∀x ∈ RN \BR(0), where η is a suitable
small constant to be fixed later. Consider the functionals fˆ , fˆ∞ : D1,2(RN)→ R defined
by
fˆ(u) =
1
2
∫
RN
|∇u|2dx+
1
2
∫
BR(0)
(a(x)− 1)u2dx−
ε
2∗
∫
RN
|u|2
∗
dx,
fˆ∞(u) =
1
2
∫
RN
|∇u|2dx−
ε
2∗
∫
RN
|u|2
∗
dx.
Then, (3.1), (3.11), and (3.12) imply that {wn}n is a (PS)-sequence also for fˆ . So,
Theorem 2.5 of [6] applies: there exist a number k ∈ N \ {0}, k sequences of points
{yjn}n, 1 ≤ j ≤ k, k sequences of positive numbers {σ
j
n}n, 1 ≤ j ≤ k, with σ
j
n → 0
because of (3.12), such that
wn(x) =
k∑
j=1
(σjn)
−N−2
2 Uj
(
x− yjn
σjn
)
+ ϕn(x),
with ϕn → 0 in D1,2(RN) and Uj nontrivial solutions of
−∆U(x) = ε|U(x)|2
∗−2U(x) x ∈ RN ; (3.13)
moreover,
fˆ(wn) =
k∑
j=1
fˆ∞(Uj) + o(1). (3.14)
By the estimate of the ground state level of the solutions of (3.13) given in (1.8), we
get
fˆ∞(Uj) ≥
1
N
SN/2
(
1
ε
)N−2
2
. (3.15)
Finally, by (3.4), (3.14), (3.11), (3.15) and Proposition 2.3 we have
Eε(un) = Eε(u¯) + Eε(vn) + o(1)
≥ Eε(u¯) + fˆ(wn)−
η
2
|wn|
2
2 −
1
p
|wn|
p
p + o(1)
≥ Eε(u¯) +
k∑
j=1
fˆ∞(Uj)− cˆη + o(1)
≥
1
N
SN/2
(
1
ε
)N−2
2
− cˆη + o(1) (3.16)
≥ mε − cˆη + o(1)
> c
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for η small and large n. So a contradiction arises because of the assumption Eε(un)→ c.
Finally, let us consider |zn| → ∞. In such a case, the argument developed in the
case {zn}n bounded can be repeated in an easier way. Indeed by (3.2), (3.11) and
(3.12) we can simply consider the functional fˆ∞ in place of fˆ and get a contradiction
with Eε(un)→ c < mε as in (3.16). So the proof is completed.
q.e.d.
Proof of Theorem 1.1 By Remark 1.4 we may assume that a(x) 6≡ 1. We claim
that
inf
Nε
Eε < mε. (3.17)
Indeed, let us consider the minimizing function wε for (Pε,∞) introduced in Theorem
2.2 and let t be such that twε ∈ Nε, then
inf
Nε
Eε ≤ Eε(twε) < Eε,∞(twε) ≤ Eε,∞(wε) = mε.
By (3.17) and Proposition 3.2 the existence of a minimizing function u¯ for the functional
Eε constrained on Nε follows. Arguing as in the proof of Theorem 2.2 one can verify
that u¯ is a constant sign function, which can be chosen strictly positive.
q.e.d.
Proof of Theorem 1.2 Let z ∈ RN be such that (1.5) holds and tε > 0 be such that
tεwz ∈ Nε. In order to obtain the statement, it is enough to prove that for small ε
Eε(tεwz) < mε. (3.18)
Indeed, once (3.18) is proved, infNε Eε < mε follows and we can argue as in the proof
of Theorem 1.1.
Let s > 0 be such that swz ∈ N , namely s =
(
‖wz‖2a
|wz|pp
) 1
p−2
. We claim that (1.5)
implies
E(swz) < m. (3.19)
Let us evaluate
E(swz) =
(
1
2
−
1
p
)
‖swz‖
2
a =
(
1
2
−
1
p
)(
‖wz‖2a
|wz|
p
p
) 2
p−2
‖wz‖
2
a
=
(
1
2
−
1
p
)(∥∥∥∥ wz|wz|p
∥∥∥∥2
a
) p
p−2
. (3.20)
Observe that, by (1.5), ∥∥∥∥ wz|wz|p
∥∥∥∥2
a
<
‖w‖2
|w|2p
(3.21)
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and that, since w is the ground state of (P∞),
‖w‖2 = |w|pp and E∞(w) =
(
1
2
−
1
p
)
‖w‖2 = m. (3.22)
Then, putting (3.21) in (3.20) and using (3.22), we get (3.19).
Finally, remark that tε → s, as ε → 0, because ‖wz‖2a = t
p−2
ε |wz|
p
p + εt
2∗−2
ε |wz|
2∗−2
2∗ ,
and that mε → m as ε→ 0, by Lemma 2.5, so for small ε (3.18) follows from (3.19).
q.e.d.
4 Existence of a bound state solution
In this section we construct the tools for the proof of Theorem 1.3 and prove it. We
assume Ω 6= RN or a(x) 6≡ 1. First we prove that no ground state solution can
exist, then we show that, in spite of the difficulties due to the few information about
the solutions of (Pε,∞), a local compactness can be recovered in some interval of the
functional values.
Proposition 4.1 Assume ε ∈ [0, ε0). Let a(x) ≥ 1 and suppose that at least one
assumption between Ω 6= RN and a(x) 6≡ 1 holds true, then
inf
Nε
Eε = mε (4.1)
and the minimization problem (4.1) has no solution (here we mean E0 = E, N0 = N ,
m0 = m, . . .).
Proof Let u ∈ Nε and tu ∈ R be such that tuu ∈ Nε,∞. Since a(x) ≥ 1 a.e. in RN ,
we have
mε ≤ Eε,∞(tuu) ≤ Eε(tuu) ≤ Eε(u).
Hence inf
Nε
Eε ≥ mε. Let us prove that infNε
Eε ≤ mε.
First, assume Ω 6= RN . In order to exhibit a sequence {un}n in Nε such that
Eε(un)→ mε, we define un = tn [ϑ(·)wε(· − ne1)], where wε is the minimizing function
introduced in Theorem 2.2, e1 is the first element of the canonical basis of R
N , ϑ is the
cut-off function introduced in (1.4) and tn > 0 is such that un = tn [ϑ(·)wε(· − ne1)] ∈
Nε.
Let us fix r > 1 such that RN \ Ω ⊂ Br−1(0), then
|ϑ(·)wε(· − ne1)− wε(· − ne1)|
p
p =
∫
Br(0)
|(ϑ(x)− 1)wε(x− ne1)|
p dx
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≤
∫
Br(0)
|wε(x− ne1)|
p dx =
∫
Br(−ne1)
|wε(z)|
p dz = o(1).
Hence |ϑ(·)wε(· − ne1)|
p
p → |wε|
p
p. Analogously we have |ϑ(·)wε(· − ne1)|
2∗
2∗ → |wε|
2∗
2∗ .
Likewise, we have
‖ϑ(·)wε(· − ne1)− wε(· − ne1)‖2a ≤ c
∫
Br(0)
(
|∇wε(x− ne1)|
2 + |wε(x− ne1)|
2
)
dx
= o(1).
(4.2)
Since a(x)→ 1, as |x| → ∞, and
‖wε(· − ne1)‖2a =
∫
RN
[
|∇wε(x− ne1)|
2 + a(x)w2ε(x− ne1)
]
dx =
=
∫
RN
[
|∇wε(z)|
2 + a(z + ne1)w
2
ε(z)
]
dz,
we also get ‖wε(· − ne1)‖
2
a → ‖wε‖
2 which, combined with (4.2), brings to ‖ϑ(·)wε(· −
ne1)‖2a → ‖wε‖
2.
Taking into account un = tn [ϑ(·)wε(· − ne1)] ∈ Nε and Lemma 2.1, we have
‖ϑ(·)wε(· − ne1)‖
2
a − t
p−2
n |ϑ(·)wε(· − ne1)|
p
p − ε t
2∗−2
n |ϑ(·)wε(· − ne1)|
2∗
2∗ = 0, (4.3)
so that
tp−2n |ϑ(·)wε(· − ne1)|
p
p + ε t
2∗−2
n |ϑ(·)wε(· − ne1)|
2∗
2∗ = ‖ϑ(·)wε(· − ne1)‖
2
a = ‖wε‖
2 + o(1).
Hence {tn}n is bounded and, up to a subsequence, tn → t. Getting n→∞ in (4.3) we
obtain
‖wε‖
2 − tp−2|wε|pp − ε t
2∗−2|wε|2
∗
2∗ = 0,
namely twε ∈ Nε,∞. Since wε ∈ Nε,∞, we deduce that t = 1. It follows that ‖un‖2 →
‖wε‖2, |un|pp → |wε|
p
p and |un|
2∗
2∗ → |wε|
2∗
2∗ . Then Eε(un) → Eε,∞(wε) = mε and we can
conclude inf
Nε
Eε ≤ mε.
If Ω = RN , then we set un = tn wε(· − ne1) and the same argument developed in
the case Ω 6= RN shows that E(un)→ mε, so that infNε
Eε ≤ mε holds again.
Now, let us prove that mε is not attained in Nε. By contradiction, assume that
u ∈ Nε verifies Eε(u) = mε.
First, assume Ω 6= RN . Let t > 0 be such that t u ∈ Nε,∞, then
mε ≤ Eε,∞(tu) ≤ Eε(tu) ≤ Eε(u) = mε,
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i.e. t u is a minimizing function for Eε,∞ on Nε,∞. But then the arguments developed
in the proof of Theorem 2.2 show that |t u| > 0, contrary to u ≡ 0 in RN \ Ω.
Now, assume Ω = RN and a 6≡ 1. Again, let t > 0 be such that tu ∈ Nε,∞, then
mε = Eε(u) ≥ Eε(tu) > Eε,∞(tu) ≥ mε,
that is a contradiction, and the proof is complete.
q.e.d.
About the compactness, in the subcritical case we remind an almost classical result
(see f.i. [5]).
Proposition 4.2 Let {vn}n be a (PS)c-sequence of E, let c belong to the interval
(m, 2m), then {vn}n is relatively compact and, up to a subsequence, converges to a
nonzero function v¯ ∈ H10 (Ω) such that E(v¯) ∈ (m, 2m).
Here we prove:
Proposition 4.3 To every δ ∈ (0, m/2) there corresponds εδ > 0 having the following
property: ∀ε ∈ (0, εδ), ∀c ∈ (m + δ, 2m − δ), if {un}n is a (PS)c-sequence of Eε
constrained on Nε, then un ⇀ u¯ 6= 0 weakly in H
1(Ω). Moreover u¯ is a critical point
of Eε on Nε and Eε(u¯) ≤ c.
Proof As in the proof of Proposition 3.2, we deduce that every (PS)c-sequence for
the constrained functional is also a (PS)c-sequence for the free functional, and its weak
limit is a critical point. Moreover, by Lemma 3.1 every (PS)-sequence is bounded in
H1(RN), so it has a weak limit in H1(RN). Arguing by contradiction, then we can
assume that there exist δ¯ ∈ (0, m/2), a sequence {cn}n in (m+ δ¯, 2m− δ¯), a sequence
{εn}n in (0,+∞), with εn → 0, and, for every n ∈ N, a sequence {unk}k in H
1
0 (Ω) such
that
Eεn(u
n
k)
k→∞
−−−→ cn, E
′
εn(u
n
k)
k→∞
−−−→ 0,
unk
k→∞
−−−→ 0 weakly in H1(Ω).
Since p is subcritical, we can also assume
unk
k→∞
−−−→ 0 in Lploc(R
N).
Now, up to a subsequence, cn → c¯ ∈ [m + δ¯, 2m − δ¯] and by a diagonal argument we
build a sequence {vn}n := {unkn}n such that
Eεn(vn)
n→∞
−−−→ c¯, E ′εn(vn)
n→∞
−−−→ 0, vn
n→∞
−−−→ 0 in Lploc(R
N). (4.4)
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Furthermore
Eεn(vn) =
(
1
2
−
1
p
)
‖vn‖
2
a +
(
1
p
−
1
2∗
)
εn |vn|
2∗
2∗ = c¯+ o(1) (4.5)
implies {‖vn‖a}n bounded. Hence we obtain
E(vn) = Eεn(vn) +
εn
2∗
∫
Ω
|vn|
2∗dx
n→∞
−−−→ c¯
‖E ′(vn)‖H−1 ≤ ‖E
′
εn(vn)‖H−1 + C εn‖vn‖
2∗−1 n→∞−−−→ 0,
so that {vn}n is a (PS)c¯ -sequence of E, with c¯ ∈ (m, 2m). Then, by Proposition 4.2,
v¯ ∈ H1(Ω), v¯ 6= 0, exists such that vn → v¯, contrary to (4.4).
Finally, if {un}n is a (PS)c-sequence for Eε, constrained on Nε, and un ⇀ u¯, then
Eε(u¯) ≤ c by (4.5) with εn ≡ ε and c in place of c¯.
q.e.d.
4.1 Energy estimates
Here we first construct some test functions to explore some sublevels of the functional
Eε and we prove some basic estimates on the action of these test functions. Later, we
introduce a barycenter map to analyse some features of the sublevels.
Let us set Σ = ∂B2(e1), where e1 is the first element of the canonical basis of R
N ,
and for any ρ > 0 define the map ψρ : [0, 1]× Σ −→ H10 (Ω) by
ψρ[s, y](x) = ϑ(x) [(1− s)w(x− ρe1) + sw(x− ρy)] ,
where w is the ground state solution of (P∞) and ϑ is the cut-off function defined in
(1.4). Let us denote by tρ,s,y and τρ,s,y the positive real numbers such that tρ,s,y ψρ[s, y] ∈
Nε and τρ,s,y ψρ[s, y] ∈ N .
Lemma 4.4 There exists ρ > 0 and A ∈ (m, 2m) such that for any ρ > ρ and for any
ε > 0
Aε,ρ = max {Eε (tρ,s,y ψρ[s, y]) : s ∈ [0, 1], y ∈ Σ} < A < 2m.
Before proving Lemma 4.4, let us recall two technical lemmas. We refer the readers
to [13] for the proof of Lemma 4.5 while the proof of Lemma 4.6 is in [3] (see also
Lemma 2.9 in [11]).
Lemma 4.5 For all a, b ≥ 0, for all p ≥ 2, the following relation holds true
(a + b)p ≥ ap + bp + (p− 1)(ap−1b+ abp−1).
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Lemma 4.6 If g ∈ L∞(RN) and h ∈ L1(RN) are such that, for some α ≥ 0, b ≥ 0,
γ ∈ R
lim
|x|→∞
g(x)eα|x||x|b = γ (4.6)
and ∫
RN
|h(x)|eα|x||x|bdx <∞, (4.7)
then, for every z ∈ RN \ {0},
lim
ρ→∞
(∫
RN
g(x+ ρz)h(x)dx
)
eα|ρz||ρz|b = γ
∫
RN
h(x)e−α
x·z
|z| dx.
Proof of Lemma 4.4 In this proof we shall consider r > 1 fixed such that RN \Ω ⊂
Br−1(0), if Ω 6= RN , and any fixed r > 1 if Ω = RN .
Let us set δρ =
(
ρ(N−1)/2 e2ρ
)−1
and, in order to simplify the notations, we omit s, y
and write tρ = tρ,s,y, τρ = τρ,s,y and ψρ = ψρ[s, y]. Being τρ ψρ ∈ N ,
‖τρ ψρ‖
2
a = |τρ ψρ|
p
p, τρ =
(
‖ψρ‖2a
|ψρ|
p
p
)1/p−2
hold true, so, for every ε > 0, we have
Eε(tρ ψρ) ≤ E(tρ ψρ) ≤ E(τρ ψρ)
=
1
2
‖τρ ψρ‖
2
a −
1
p
|τρ ψρ|
p
p
=
(
1
2
−
1
p
)
τ 2ρ ‖ψρ‖
2
a
=
(
1
2
−
1
p
)(
‖ψρ‖2a
|ψρ|2p
) p
p−2
. (4.8)
So, to get the statement of the Lemma, we need to estimate the ratio in the last line
of (4.8).
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Estimate of ‖ψρ‖2a: we have
‖ψρ‖2a = ‖ϑ(·) [(1− s)w(· − ρe1) + sw(· − ρy)] ‖
2
a
≤
∫
RN
|∇ϑ(x)|2
[
(1− s)w(x− ρe1) + sw(x− ρy)
]2
dx
+2
∫
RN
[
ϑ(x)∇ϑ(x)
]
·
(
[(1− s)w(x− ρe1) + sw(x− ρy)] ·
·∇ [(1− s)w(x− ρe1) + sw(x− ρy)]
)
dx
+
∫
RN
(∣∣∣∇ [(1− s)w(x− ρe1) + sw(x− ρy)] ∣∣∣2
+a(x)
[
(1− s)w(x− ρe1) + sw(x− ρy)
]2)
dx.
(4.9)
Let us evaluate the addends in (4.9). By direct computation and since w is a solution
of (P∞), we obtain∫
RN
(
|∇ [(1− s)w(x− ρe1) + sw(x− ρy)] |
2+ a(x)[(1− s)w(x− ρe1) + sw(x− ρy)]
2
)
dx
=
[
(1− s)2 + s2
]
‖w‖2 + 2s(1− s)
∫
RN
wp−1(x− ρe1)w(x− ρy) dx
+
∫
RN
(a(x)− 1)
[
(1− s)w(x− ρe1) + sw(x− ρy)
]2
dx. (4.10)
By Lemma 4.6 there exists c1 > 0 such that
lim
ρ→∞
δ−1ρ
∫
RN
wp−1(x− ρe1)w(x− ρy) dx = (4.11)
= lim
ρ→∞
δ−1ρ
∫
RN
w(x− ρe1)w
p−1(x− ρy) dx = c1.
Taking into account assumption (1.9) and (2.3), by Lemma 4.6 we have∫
RN
(a(x)− 1)
[
(1− s)w(x− ρe1) + sw(x− ρy)
]2
dx
≤ 2
∫
RN
(a(x)− 1)
[
w2(x− ρe1) + w
2(x− ρy)
]
dx = o(δρ).
Hence (4.10) becomes∫
RN
(
|∇ [(1− s)w(x− ρe1) + sw(x− ρy)] |
2+ a(x)[(1− s)w(x− ρe1) + sw(x− ρy)]
2
)
dx
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≤
[
(1− s)2 + s2
]
‖w‖2 + 2s(1− s)c1 δρ + o(δρ). (4.12)
Since ∇ϑ has support in Br(0) and |y| ≥ 1 ∀y ∈ Σ, from (2.3) it follows∫
RN
|∇ϑ(x)|2
[
(1− s)w(x− ρe1) + sw(x− ρy)
]2
dx
≤ 2|∇ϑ|∞
∫
Br(0)
[
w2(x− ρe1) + w
2(x− ρy)
]
dx = o(δρ).
(4.13)
Taking into account (2.4) and arguing as above we obtain
2
∫
RN
[
ϑ(x)∇ϑ(x)
]
·
(
[(1− s)w(x− ρe1) + sw(x− ρy)] ·
·∇ [(1− s)w(x− ρe1) + sw(x− ρy)]
)
dx (4.14)
=
1
2
∫
Br(0)
∇(ϑ(x))2 · ∇ [(1− s)w(x− ρe1) + sw(x− ρy)]
2 dx = o(δρ).
By (4.9), (4.12), (4.13) and (4.14) we deduce
‖ψρ‖
2
a ≤
[
(1− s)2 + s2
]
‖w‖2 + 2s(1− s)c1 δρ + o(δρ). (4.15)
Estimate of |ψρ|
p
p: since 0 ≤ ϑ(x) ≤ 1 in R
N and ϑ ≡ 1 in RN \Br(0), we get
|ψρ|
p
p =
∫
RN
∣∣∣ϑ(x) [(1− s)w(x− ρe1) + sw(x− ρy)] ∣∣∣p dx
≥
∫
RN
∣∣∣(1− s)w(x− ρe1) + sw(x− ρy)∣∣∣p dx
−
∫
Br(0)
∣∣∣(1− s)w(x− ρe1) + sw(x− ρy)∣∣∣p dx.
By the asymptotic behaviour of w,∫
Br(0)
∣∣∣(1− s)w(x− ρe1) + sw(x− ρy)∣∣∣p dx
≤ 2p−1
∫
Br(0)
[wp(x− ρe1) + w
p(x− ρy)] dx = o(δρ).
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Therefore, from Lemma 4.5 and (4.11) it follows
|ψρ|
p
p ≥
∫
RN
∣∣∣(1− s)w(x− ρe1) + sw(x− ρy)∣∣∣p dx+ o(δρ)
≥ [(1− s)p + sp] |w|pp + (p− 1) [(1− s)
p−1s+ (1− s)sp−1] c1 δρ + o(δρ).
(4.16)
Estimate of (4.8): combining estimates (4.15) and (4.16) and taking advantage of a
Taylor expansion, we obtain for any s ∈ [0, 1] and y ∈ Σ
‖ψρ‖2a
|ψρ|2p
≤
[(1− s)2 + s2] ‖w‖2 + 2s(1− s)c1 δρ + o(δρ)(
[(1− s)p + sp] |w|pp + (p− 1) [(1− s)p−1s+ (1− s)sp−1] c1 δρ + o(δρ)
)2/p
=
(1− s)2 + s2
[(1− s)p + sp]2/p
‖w‖2
|w|2p
+ γ(s)δρ + o(δρ),
where
γ(s) =
2s(1− s)c1
[(1− s)p + sp]2/p |w|2p
(
1−
p− 1
p
(1− s)2 + s2
(1− s)p + sp
[
(1− s)p−2 + sp−2
])
.
Since p > 2 we have that γ(1/2) < 0, so there exist c > 0 and a neighbourhood I(1/2)
of 1/2 such that for any s ∈ I(1/2) and any y ∈ Σ
Eε(tρψρ) ≤
(
1
2
−
1
p
)(
‖ψρ‖2a
|ψρ|2p
) p
p−2
≤
(
1
2
−
1
p
)(
(1− s)2 + s2
[(1− s)p + sp]2/p
‖w‖2
|w|2p
+ γ(s)δρ + o(δρ)
) p
p−2
≤
(
1
2
−
1
p
)(
2
p−2
p
‖w‖2
|w|2p
) p
p−2
− cδρ + o(δρ)
= 2
(
1
2
−
1
p
)
|w|pp − cδρ + o(δρ)
= 2m− cδρ + o(δρ),
where we have used ‖w‖2 = |w|pp and E∞(w) =
(
1
2
− 1
p
)
|w|pp = m.
Similar computations show that for any s ∈ [0, 1] \ I(1/2) and y ∈ Σ we have
lim
ρ→∞
max{Eε(tρψρ) : s ∈ [0, 1] \ I(1/2), y ∈ Σ}
≤ max

(
(1− s)2 + s2
[(1− s)p + sp]2/p
) p
p−2
m : s ∈ [0, 1] \ I(1/2)
 < 2m.
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Finally, we may conclude that the relation
Aε,ρ = max {Eε (tρ,s,y ψρ[s, y]) : s ∈ [0, 1], y ∈ Σ} < 2m
holds true for ρ large enough, independent of ε > 0.
q.e.d.
Corollary 4.7 There exist ρ, ε > 0 such that for any ρ > ρ and for any ε ∈ (0, ε)
Aε,ρ = max {Eε (tρ,s,y ψρ[s, y]) : s ∈ [0, 1], y ∈ Σ} < 2mε.
Proof It is a direct consequence of Lemmas 2.5 and 4.4.
q.e.d.
The following definition of barycenter of a function u ∈ H1(RN ) \ {0} , has been
introduced in [14]. We set
µ(u)(x) =
1
|B1(0)|
∫
B1(x)
|u(y)|dy x ∈ RN (4.17)
and we remark that µ(u) is bounded and continuous, so we can introduce the function
uˆ(x) =
[
µ(u)(x)−
1
2
maxµ(u)
]+
x ∈ RN , (4.18)
that is continuous and has compact support. Thus, we can set β : H1(RN )\{0} → RN
as
β(u) =
1
|uˆ|1
∫
RN
uˆ(x) x dx.
The map β has the following properties:
β is continuous in H1(RN) \ {0}; (4.19)
if u is a radial function, then β(u) = 0; (4.20)
β(tu) = β(u) ∀t ∈ R \ {0}, ∀u ∈ H1(RN) \ {0}; (4.21)
β(u(x− z)) = β(u) + z ∀z ∈ RN ∀u ∈ H1(RN) \ {0}. (4.22)
Let us set
C0 = inf{E(u) : u ∈ N , β(u) = 0}, C0,ε = inf{Eε(u) : u ∈ Nε, β(u) = 0}.
Lemma 4.8 The following facts hold:
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a) C0 > m;
b) lim
ε→0
C0,ε = C0.
Proof Let us prove inequality a). By Proposition 4.1, C0 ≥ m. Assume by contradic-
tion that C0 = m. Let {un}n be a sequence in N with β(un) = 0 such that E(un)→ m
and tn > 0 be such that tnun ∈ N∞, ∀n ∈ N. Since a(x) ≥ 1 a.e. in RN we have
m ≤ E∞(tnun) ≤ E(tnun) ≤ E(un) = m+ o(1), (4.23)
that implies that {tnun}n is a minimizing sequence for E∞ on N∞. Hence there exists
a sequence {yn}n in RN such that
tnun(x) = w(x− yn) + φn(x), φn → 0 strongly in H
1(RN)
(see [5, Lemma 3.1]). By (4.21), (4.22) we have
0 = β(un) = β(tnun) = β(w(· − yn) + φn) = β(w + φ(·+ yn)) + yn.
From φn → 0 strongly in H1(RN) and (4.19), (4.20), it follows that β(w+φ(·+yn))→
β(w) = 0, because w is radially symmetric. Hence yn → 0 and tnun → w strongly in
H1(RN). We shall prove that this is not possible. If Ω 6= RN then tnun ≡ 0 in RN \ Ω
would imply w ≡ 0 in RN \ Ω, contrary to w > 0 in RN . If Ω = RN and a(x) 6≡ 1,
then, taking into account (4.23), we have
m = E∞(w) < E(w) = lim
n→∞
E(tnun) ≤ lim
n→∞
E(un) = m,
a contradiction. So a) is proved.
Let us prove b). Let ε > 0 be fixed and for every η > 0 let uη ∈ N be such that
β(uη) = 0 and E(uη) ≤ C0 + η, moreover let sη > 0 be such that sηuη ∈ Nε. Then
C0,ε ≤ Eε(sηuη) ≤ E(sηuη) ≤ E(uη) ≤ C0 + η,
so, by the arbitrary choice of η, we get
C0,ε ≤ C0 ∀ε > 0. (4.24)
Let vε ∈ Nε so that β(vε) = 0 and Eε(vε) ≤ C0,ε+ε, and let tε > 0 such that tεuε ∈ N .
Then
C0 ≤ E(tεvε) = Eε(tεvε) +
ε
2∗
|tεvε|
2∗
2∗
≤ Eε(vε) +
ε
2∗
|tεvε|
2∗
2∗
≤ C0,ε + ε+
ε
2∗
t2
∗
ε |vε|
2∗
2∗ .
(4.25)
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Now, observe that by (4.24)
Eε(vε) =
(
1
2
−
1
p
)
‖vε‖
2
a + ε
(
1
p
−
1
2∗
)
|vε|
2∗
2∗ ≤ C0,ε + ε ≤ C0 + ε,
that implies that |vε|
2∗
2∗ is bounded. Moreover, taking into account a(x) ≥ 1 a.e. in R
N
and vε ∈ Nε, and arguing as in the proof of (2.1), we deduce that ‖vε‖a 6→ 0. Hence,
as in (2.9), we conclude that |vε|p 6→ 0 too. Finally, since tεvε ∈ N , by Lemma 2.1 we
have that {tε} is bounded. So, from (4.25) we infer lim infε→0C0,ε ≥ C0 that, combined
with (4.24), gives b).
q.e.d.
Lemma 4.9 There exists ε˜ > 0 such that for any ε ∈ (0, ε˜) the inequality C0,ε >
C0+m
2
holds.
Proof The assertion follows combining a) and b) of Lemma 4.8.
q.e.d.
Lemma 4.10 Let Aε,ρ be as in Lemma 4.4. Then ρ̂ > 0 exists such that C0,ε ≤ Aε,ρ
∀ρ > ρ̂, ∀ε > 0.
Proof We claim that, for ρ large, β
(
ϑ(·)w(· − ρy)
)
· y > 0 ∀y ∈ Σ. Indeed, by
(4.19)–(4.22) we have∣∣∣β(ϑ(·)w(· − ρy))− ρy∣∣∣ = ∣∣∣β(ϑ(·+ ρy)w)∣∣∣ ρ→∞−−−→ 0,
because ϑ(·+ ρy)w → w in H1(RN) as ρ→∞. Hence
β(ϑ(·)w(· − ρy)) = ρy + o(1),
that implies the claim. So, for ρ large, the deformation G : [0, 1]×Σ→ RN \ {0} given
by
G(s, y) = sβ(ψρ[1, y]) + (1− s) y (4.26)
is well defined. Then, the existence of (sρ, yρ) ∈ [0, 1] × Σ such that β(ψρ[sρ, yρ]) = 0
follows, because by the continuity of the maps β and ψρ and the invariance of the
topological degree by homotopy we have shown that 0 6= d(G,Σ × [0, 1), 0) = d(β ◦
ψρ,Σ× [0, 1), 0).
By (4.21) we also have β(tρ,sρ,yρ ψρ[sρ, yρ]) = 0. Since tρ,sρ,yρ ψρ[sρ, yρ] ∈ Nε, the
assertion follows.
q.e.d.
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Lemma 4.11 Let ε˜ as in Lemma 4.9 and ε ∈ (0, ε˜). There exists ρ˜ > 0 such that for
any ρ > ρ˜
Bε,ρ := max{Eε (tρ,1,y ψρ[1, y]) : y ∈ Σ} < C0,ε.
Proof Let us set tρ = tρ,1,y and ψρ = ψρ[1, y]. By contradiction, assume that there
exist ρn →∞ and yn ∈ Σ such that Eε(tρn ψρn) ≥ C0,ε for every n ∈ N.
Since tρn ψρn ∈ Nε we can write
Eε(tρn ψρn) =
(
1
2
−
1
p
)
‖tρn ψρn‖
2
a + ε
(
1
p
−
1
2∗
)
|tρn ψρn |
2∗
2∗
=
(
1
2
−
1
p
)
t2ρn‖ϑw(· − ρnyn)‖
2
a + ε
(
1
p
−
1
2∗
)
t2
∗
ρn |ϑw(· − ρnyn)|
2∗
2∗ .
(4.27)
Observe that in our setting 0 < m ≤ C0,ε ≤ Eε(tρn ψρn) ≤ Aε,ρ < 2m and that
0 < c ≤ ‖ϑw(· − ρnyn)‖a ≤ C < ∞, ∀n ∈ N. Hence from (4.27) it follows that
0 < c1 ≤ tρn ≤ C1 <∞. So, up to a subsequence, we can assume tρn → t > 0.
Since ρn → ∞, the same estimates provided in the proof of Lemma 4.4 prove
Eε(tρn ψρn)→ Eε,∞(tw), and we get
C0,ε ≤ Eε,∞(tw) = E∞(tw)−
ε
2∗
|tw|2
∗
2∗
≤ E∞(w)−
ε
2∗
|tw|2
∗
2∗
= m−
ε
2∗
|tw|2
∗
2∗ < m,
contrary to Lemma 4.9 and Lemma 4.8 (a).
q.e.d.
4.2 Proof of Theorem 1.3
Let us recall the values
Aε,ρ = max{Eε (tρ,s,y ψρ[s, y]) : s ∈ [0, 1], y ∈ Σ},
Bε,ρ = max{Eε (tρ,1,y ψρ[1, y]) : y ∈ Σ},
C0,ε = inf{Eε(u) : u ∈ Nε, β(u) = 0}. (4.28)
By Corollary 4.7 and Lemmas 4.4, 4.8, 4.9, 4.10 and 4.11, the inequalities
(a) Bε,ρ < C0,ε ≤ Aε,ρ
(b) m < c0+m
2
< C0,ε ≤ Aε,ρ ≤ A < 2m
(c) Aε,ρ < 2mε
(4.29)
February 18, 2019 29
hold true for every ρ > max{ρ¯, ρ˜, ρ̂} and for every 0 < ε < min{ε¯, ε˜}. Let 0 < δ <
min
{
m
2
, 2m−A, C0−m
2
}
and let us consider εδ according to Proposition 4.3.
We claim that Eε constrained on Nε has a (PS)-sequence in [C0,ε,Aε,ρ] for every
0 < ε < ε̂ := min{εδ, ε¯, ε˜}. This done, the existence of a non-zero critical point u¯ with
Eε(u¯) ≤ Aε,ρ follows from Proposition 4.3.
Assume, by contradiction, that no (PS)-sequence exists in [C0,ε,Aε,ρ]. Then, usual
deformation arguments imply the existence of η > 0 such that the sublevel E
C0,ε−η
ε :=
{u ∈ Nε : Eε(u) ≤ C0,ε − η} is a deformation retract of the sublevel E
Aε,ρ
ε := {u ∈
Nε : Eε(u) ≤ Aε,ρ}, namely there exists a continuous function σ : E
Aε,ρ
ε → E
C0,ε−η
ε
such that
σ(u) = u for any u ∈ EC0,ε−ηε . (4.30)
Furthermore, by (4.29) (a) we can also assume η so small that
C0,ε − η > Bε,ρ. (4.31)
Let us define the map H : [0, 1]× Σ→ RN by
H(s, y) = β
(
σ
(
tρ,s,y ψρ[s, y]
))
.
By (4.31), (4.30) and by using the map G introduced in (4.26), we deduce that H maps
{1}×Σ in a set homotopically equivalent to ρΣ (and then to Σ) in RN \{0}. Moreover,
taking also into account Lemma 2.1, we see that H is a continuous map. Hence, by
the argument developed in the proof of Lemma 4.10, a point (s˜, y˜) ∈ [0, 1] × Σ must
exist, for which
0 = H(s˜, y˜) = β(σ(tρ,s˜,y˜ ψρ[s˜, y˜])).
Then, Eε(σ(tρ,s˜,y˜ ψρ[s˜, y˜])) ≥ C0,ε, contrary to σ
(
tρ,s,y ψρ[s, y]
)
∈ E
C0,ε−η
ε for every
(s, y) ∈ [0, 1]× Σ, so the claim must be true.
Let u¯ ∈ E
Aε,ρ
ε be the critical point we have found. To show that u¯ is a constant
sign function, assume, by contradiction, that u¯ = u¯+ − u¯−, with u¯± 6= 0. Multiplying
the equation in (Pε) by u¯
± we deduce that u¯± ∈ Nε, so
Eε(u¯) = Eε(u¯
+) + Eε(u¯
−) ≥ 2mε,
contrary to (4.29) (c).
q.e.d.
Remark 4.12 Let us set
R(Ω) = max{r > 0 : ∃xr ∈ R
N such that Br(xr) ⊂ R
N \ Ω}.
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Assume BR(Ω)(0) ⊂ RN \Ω and call ua,Ω the solution provided by Theorem 1.3. Arguing
as in [20], the following asymptotic behaviour of ua,Ω can be described, as R(Ω)→∞,
up to some sequence:
ua,Ω(x) = w1,ε(x− x1,Ω) + w2,ε(x− x2,Ω) +O(Ω),
where O(Ω) −→ 0 in H1(RN), as R(Ω)→∞, x1,Ω, x2,Ω ∈ RN verify
|x1,Ω − x2,Ω| −→ ∞ and
x1,Ω + x2,Ω
2
−→ 0, as R(Ω)→∞,
and w1,ε, w2.ε are solutions of (Pε,∞). The same behaviour of ua,Ω can be obtained
considering a sequence of potentials an(x) verifying (1.1) and (1.9) and such that
lim
n→∞
an(x) =∞ a.e. in R
N .
On the contrary, if the capacity of RN \ Ω goes to zero and |an − a∞|N/2 → 0, then
uan,Ω converges to a solution of the limit problem (Pε,∞).
Remark 4.13 The behaviour of the solution ua,Ω described in Remark 4.12 can be
employed to obtain multiplicity of solutions of (Pε) when Ω = R
N \ ∪hi=1ωi and a(x) =
a∞ +
∑k
j=1 αj(x), with suitable ωi ⊂⊂ R
N , i = 1, . . . , h, and αj ∈ LN/2(RN), j =
1, . . . , k. See [19] for a description of the method.
q.e.d.
Acknowledgements. The authors have been supported by the “Gruppo Nazionale
per l’Analisi Matematica, la Probabilita` e le loro Applicazioni (GNAMPA)” of the Istituto
Nazionale di Alta Matematica (INdAM) - Project: Sistemi differenziali ellittici nonlineari
derivanti dallo studio di fenomeni elettromagnetici.
The first author acknowledges also the MIUR Excellence Department Project awarded to the
Department of Mathematical Sciences, Politecnico of Turin, CUP E11G18000350001.
The second author acknowledges also the MIUR Excellence Department Project awarded to
the Department of Mathematics, University of Rome Tor Vergata, CUP E83C18000100006.
References
[1] C.O. Alves - L.R. de Freitas, Existence of a positive solution for a class of elliptic
problems in exterior domains involving critical growth, Milan J. Math. 85 (2017), no. 2,
309-330.
[2] T. Aubin, Problemes isoperimetriques et espaces de Sobolev, J. Diff. Geom. 11 (1976),
573-598.
February 18, 2019 31
[3] A. Bahri - Y.Y. Li, On a min-max procedure for the existence of a positive solution for
certain scalar field equations in RN . Rev. Mat. Iberoamericana 6 (1990), 1-15.
[4] A. Bahri - P.L. Lions, On the existence of a positive solution of semilinear elliptic equa-
tions in unbounded domains Ann. Inst. H. Poincare´ Anal. Non Line´aire 14 (1997),
365-413.
[5] V. Benci - G. Cerami, Positive solutions of some nonlinear elliptic problem in exterior
domains. Arch. Rat. Mech. Anal., 99 (1987), 283–300.
[6] V. Benci - G. Cerami, Existence of positive solutions of the equation −∆u + a(x)u =
u(N+2)/(N−2) in RN . J. Funct. Anal. 88 (1990), no. 1, 90–117.
[7] H. Berestycki - P.L. Lions, Nonlinear scalar field equations I Existence of a ground state,
II. Existence of infinitely many solutions, Arch. Rational Mech. Anal. 82 (1983), no. 4,
313-345, 347-375.
[8] H. Bre´zis - L. Nirenberg, Positive solutions of nonlinear elliptic equations involving
critical Sobolev exponents. Comm. Pure Appl. Math. 36 (1983), no. 4, 437–477.
[9] G. Cerami - D. Fortunato - M. Struwe Bifurcation and multiplicity results for nonlinear
elliptic problems involving critical Sobolev exponents. Ann. Inst. H. Poincare´ Anal. Non
Line´aire 1 (1984), no. 5, 341–350.
[10] G. Cerami - R. Molle, Multiple positive solutions for singularly perturbed elliptic problems
in exterior domains. Ann. Inst. H. Poincare´ Anal. Non Line´aire 20 (2003), no. 5, 759-777.
[11] G. Cerami - R. Molle, Positive bound state solutions for some Schro¨dinger-Poisson sys-
tems. Nonlinearity 29 (2016), no. 10, 3103–3119.
[12] G. Cerami - R. Molle - D. Passaseo, Positive solutions of semilinear elliptic problems in
unbounded domains with unbounded boundary. Ann. Inst. H. Poincare´ Anal. Non Line´aire
24 (2007), no. 1, 41-60.
[13] G. Cerami - D. Passaseo, Existence and multiplicity results for semilinear elliptic Dirich-
let problems in exterior domains, Nonlinear Anal. 24 (1995), no. 11, 1533-1547.
[14] G. Cerami - D. Passaseo, The effect of concentrating potentials in some singularly per-
turbed problems, Calc. Var. PDE 17 (2003), 257-281.
[15] L. Caffarelli - B. Gidas - J. Spruck, Asymptotic symmetry and local behaviour of semilin-
ear elliptic equations with critical Sobolev growth, Comm. Pure Appl. Math. 42 (1989),
271-297.
[16] B. Gidas - W.M. Ni - L. Nirenberg, Symmetry and related properties via the maximum
principle, Comm. Math. Phys. 68 (1979), no. 3, 209-243.
February 18, 2019 32
[17] M.K. Kwong, Uniqueness of positive solutions of ∆u − u + up = 0 in RN , Arch. Rat.
Mech. Anal. 105 (1989), 243-266.
[18] P.L. Lions, The concentration-compactness principle in the calculus of variations. The
limit case. I -II. Rev. Mat. Iberoamericana 1 (1985), no. 1/2, 145-201/45-121.
[19] J. Molina - R. Molle On elliptic problems in domains with unbounded boundary. Proc.
Edinb. Math. Soc. (2) 49 (2006), no. 3, 709-734.
[20] R. Molle - D. Passaseo, On the behaviour of the solutions for a class of nonlinear elliptic
problems in exterior domains., Discrete Contin. Dynam. Systems 4 (1998), no. 3, 445-
454.
[21] R. Molle - A. Pistoia, Concentration phenomena in elliptic problems with critical and
supercritical growth. Adv. Differential Equations 8 (2003), no. 5, 547-570.
[22] M. Struwe, A global compactness result for elliptic boundary value problems involving
limiting nonlinearities. Math. Z. 187 (1984), no. 4, 511-517.
[23] W.A. Strauss, Existence of solitary waves in higher dimensions, Comm. Math. Phys. 55
(1977), 149-162.
[24] G. Talenti, Best constant in Sobolev inequality, Ann. Mat. Pura Appl. 110 (1976), no.
4, 353-372.
