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Abstract
Surrogate-model-based optimization is widely used to solve black-box optimization problems
if the evaluation of a target system is expensive. However, when the optimization budget is
limited to a single or several evaluations, surrogate-model-based optimization may not perform
well due to the lack of knowledge about the search space. In this case, transfer learning helps
to get a good optimization result due to the usage of experience from the previous optimization
runs. And if the budget is not strictly limited, transfer learning is capable of improving the final
results of black-box optimization.
The recent work in surrogate-model-based optimization showed that using multiple surro-
gates (i.e., applying multi-surrogate-model optimization) can be extremely efficient in complex
search spaces. The main assumption of this thesis suggests that transfer learning can further im-
prove the quality of multi-surrogate-model optimization. However, to the best of our knowledge,
there exist no approaches to transfer learning in the multi-surrogate-model context yet.
In this thesis, we propose an approach to transfer learning for multi-surrogate-model opti-
mization. It encompasses an improved method of defining the expediency of knowledge transfer,
adapted multi-surrogate-model recommendation, multi-task learning parameter tuning, and few-
shot learning techniques. We evaluated the proposed approach with a set of algorithm selection
and parameter setting problems, comprising mathematical functions optimization and the travel-
ing salesman problem, as well as random forest hyperparameter tuning over OpenML datasets.
The evaluation shows that the proposed approach helps to improve the quality delivered by
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Optimization problems arise in all spheres of human life. Black-box optimization covers those
optimization problems, where the explicit relationship between the system parameters and the
objective function is unknown. There exist many techniques to solve these problems, but if
evaluating the target system is expensive, surrogate-model-based optimization (SMBO) method
shows particular effectiveness [1].
Despite its benefits, classical SMBO is originally not intended for complex search spaces, where
parameters can have internal dependencies and form multi-layer parameter trees. This problem
has been actively investigated recently. In [2], it was proposed to inject the knowledge concerning
parameters’ dependencies into the kernel to enable the usage of SMBO for conditional search
spaces. In [3], the authors proposed a more flexible solution, which does not require any kernel
adjustments. They propose a multi-surrogate-model-based optimization approach instead. It
suggests treating each layer of the parameters’ tree with a different surrogate model. The
authors reported the positive impact of this approach on the optimization quality in complex
search spaces. Since multi-surrogate-model-based optimization is based on SMBO, it is able to
deliver a sub-optimal solution even if the number of evaluations is limited due to their high cost.
The main assumption of this thesis suggests that it is possible to further reduce the number
of evaluations improving the multi-surrogate-model optimization quality. The previous learning
experience can be used for this purpose.
To further improve the optimization results within a limited budget, classical SMBO uses so-
called transfer learning (or meta-learning) approaches [4, 5]. The core idea of these approaches
is to store the knowledge gained while solving one optimization problem and applying it to a
different but related problem. Due to the usage of previous experience, the results of SMBO
may be strongly improved [6, 7, 8, 9, 10]. However, to the best of our knowledge, there exist no
transfer learning approaches working in the multi-surrogate-model context. Therefore, in this
thesis, we aim at applying transfer learning to the recently proposed multi-surrogate-model-
based optimization to improve its quality and gain better optimization results within the limited
budget.
1.2 Research objective
The goal of this thesis is to improve the quality delivered by the multi-surrogate-model opti-
mization within the limited budget with the help of transfer learning. The research objective
is to implement transfer learning, which is able to work in a multi-surrogate-model context in
order to improve the quality of black-box optimization.
Transfer learning has been actively discussed in the literature for many years [11]. This led to
the emergence of a wide range of approaches and their parameters that affect the optimization
performance dramatically. Therefore, implementing transfer learning today a researcher faces
numerous design decisions related to the choice of techniques and their parameters that must be
made for a successful knowledge transfer. Expanding the applicability of transfer learning to a
new area (namely, a multi-surrogate-model-based optimization) this problem is complemented
by the choice of an efficient adaptation strategy.
In [4], the authors have aggregated the design decisions that are needed to be made for any
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transfer learning approach into three questions: ”When”, ”What”, and ”How to transfer?”
The first question is related to the expediency of knowledge transfer : transfer between the two
experiments is expedient if they are similar. The effectiveness of the similarity definition tech-
niques varies greatly for different cases; therefore, the required design decision is associated
with a search for a flexible, widely applicable expediency determination approach. As soon as
the expediency is determined, the questions ”What to transfer?” and ”How to transfer?” arise.
Here, the design decisions to be made encompass the choice of better sources of knowledge to
be transferred, better transfer strategies, and their parameters. These design decisions must be
supplemented by an appropriate adaptation strategy to ensure compatibility of transfer learning
with multi-surrogate-model optimization. In this thesis, we investigate the following aspects of
transfer learning: surrogate model recommendation, multi-task learning, and few-shot learning,
since they are the most promising according to our literature review (see Chapter 3). To imple-
ment these strategies and reach our research objective, we refine the required design decisions
into 4 research questions to be answered by the thesis. We list these questions here, but will
elaborate on them in Chapter 3:
• RQ1: How to improve the variability and flexibility of the transfer expediency determi-
nation?
• RQ2: How to organize model recommendation in multi-surrogate-model optimization
based on the time and performance criteria?
• RQ3: How the parameters of multi-task learning influence its performance?
• RQ4: Which strategy is more suitable for finding a sub-optimal solution in “few shots”?
1.3 Solution overview
In this thesis, we propose a concept of transfer learning implementation and particularly focus
on its adaptation to the multi-surrogate-model context.
Firstly, our concept considers the question ”When is it expedient to transfer knowledge be-
tween two experiments?”. We analyze the existing approaches to transfer expediency determina-
tion and propose to improve their variability and flexibility. For this purpose, we introduce the
template method-based [12] experiments’ comparator and apply clustering to define the experi-
ments’ similarity threshold. Secondly, we analyze various sources of knowledge to be transferred
and the corresponding transfer learning techniques to implement those that we believe are the
most promising. The chosen model recommendation approach is not directly applicable to the
multi-surrogate-model optimization context, so we propose an adaptation mechanism for it.
We also conduct an empirical analysis of the selected methods to compare their efficiency and
identify the relationship between the parameters of transfer learning approaches and their per-
formance. Namely, we reveal the dependency between the parameters of multi-task learning
and its performance and analyze the efficiency of competing approaches to solving the few-shot
learning problem.
1.4 Thesis structure
The thesis is organized as follows: in Chapter 2 we introduce the main theoretical concepts that
are used within this work and describe the problem we consider. Here, we mainly focus on the
black-box optimization problems and methods of solving them. We also provide a reader with
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a general overview of the transfer learning concept. Chapter 3 is devoted to the analysis of the
recent studies in the field of transfer learning, which helps us to understand the state of the
art and define our possible contributions in this field. In Chapter 4, we describe our concept of
transfer learning implementation and its adaptation to the multi-surrogate-model optimization.
This chapter describes theoretical proposals as well as the implementation scheme based on
them. In Chapter 5 we evaluate the proposed concept and answer the research questions of the
thesis. Having the evaluation results, we conclude our research in Chapter 6 and make a brief
overview of the future work on this topic.
3
2. Background
In this Chapter, we discuss the basics of optimization and motivate the usage of transfer learning
approaches for improving the optimization quality under a limited budget. We particularly focus
on multi-surrogate-model black-box optimization as a modern challenge for knowledge transfer.
We also provide a reader with a brief overview of the transfer learning approach, its goals, and
terminology.
2.1 Optimization problems
Optimization problems occur in different spheres of human life. They arise in several and
heterogenous domains such as routing [13], scheduling [14], production planning [15], decision
making process [16], transportation (air, rail, trucking, shipping) [17, 18], energy (electrical
power, petroleum, natural gas) [19, 20], telecommunications (design, location) [21], etc. The
word “optimus” in Latin means “the best” [22], therefore it is meaningful to define an optimiza-
tion problem as a problem of finding the best solution from all feasible variants. Optimization
usually involves a large number of parameters that controversially affect the decision.
Let us discuss the mathematical definition of optimization and basic terms in this field [22].





Here, the function f(x) is the function that must be optimized (in the considered case min-
imized). In the context of optimization it is called an objective function or simply an
objective.
Parameters usually denoted as x = {xi} are those variables that influence the value of the
objective.
g(x) denotes the constraint(s), under which the optimization must be performed. There are
two types of constraints:
1. Demand: it shows the dependencies between the parameters of an optimization prob-
lem (e.g., x1 + x2 >= 5).
2. Logical constraint: defines the type or sign of the parameters (e.g., xi integer, i = 1, ..., n
or xi >= 0, i = 1, ..., n).
To solve an optimization problem means to define such values of parameters xi, that the value
of an objective f(x) is the best under the defined constraints g(x). The optimal values of xi
form the solution x∗.
In the context of optimization, all feasible solutions form a search space X and a single
solution candidate is denoted as a configuration.
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Classification of optimization problems and their solvers
Depending on the search space X, optimization problems are classified into continuous and
discrete (combinatorial) problems. For continuous problems, a solution is located on a
continuous objective function, whereas combinatorial problems are aimed to find a discrete
solution in a countable set. Any combinatorial optimization problem involves a finite number
of alternatives in a search space: given a ground set E = 1, ..., n and an objective function
f : 2E → R, the set of feasible solutions X ⊆ 2E is finite [23].
The optimization problems that have a finite search space can be solved by an exhaustive
search. However, it may require a lot of computational and time resources. Moreover, most of
the problems have infinite search space which makes it simply infeasible to check all available
configurations. That is why there exist numerous approaches to solving optimization problems
more thoughtfully. Based on the solution quality the available methods are commonly classified
into exact, approximate, and heuristic-based [23].
• Exact methods guarantee to find an optimal solution of the optimization problem. Ac-
cording to the definition provided in [24], the goal of an exact algorithm is to perform much
better (in terms of running time) than the exhaustive search. The examples of commonly
used exact methods are Branching and bounding and Simplex Method [25].
• Approximate methods help to find an acceptable solution of an optimization problem
when it cannot be solved to optimal in polynomial time. A common decision here is to
apply the requirement relaxation techniques [26] to derive the approximated solution.
• Heuristic-based methods do not provide any guarantee regarding the solution qual-
ity. They are aimed to provide an intermediate (sub-optimal) solution as fast as it is
required (i.e., heuristic algorithms can be interrupted and asked for a current available
solution).
Real-world problems often cannot be explicitly defined in a form of a mathematical function
f(x) that should be optimized. In many cases, f(x) may only be evaluated with the set of
parameters (i.e., the value of an objective function is defined empirically as a result of the
evaluation process). That is why instead of the f(x) we consider some target system, which
takes the parameters xi as an input and outputs the value of an objective function (Figure
2.1). Depending on the amount of the exposed knowledge about the dependencies between the
parameters and the value of the objective, the target system may be:
• white-box — if the algebraic form of the f(x) can still be defined explicitly;
• gray-box — the algebraic form of the f(x) cannot be derived explicitly, but the system
exposes a significant amount of knowledge;
• black-box — the exposed knowledge about the system is mostly negligible.
In this thesis, we are mostly focused on the black-box optimization, where the dependency
between the parameters of a target system and the value of the objective is not provided.
Solving the black-box optimization problem one passes the parameters x to the target system and
observes the corresponding value of an objective function. We will call this process evaluation.
Exact and approximate methods of solving the optimization problems operate with the ex-




f(x)x = {x1, x2,..., xn}
Figure 2.1: Target system in optimization problem
for us. The approaches to a black-box optimization can be broadly classified into model-free
strategies such as Grid Search (GS) or random search (RS), heuristic-based approaches
and surrogate-model-based approaches [1, 27, 28, 29].
The Grid Search method is the easiest to implement and understand, but unfortunately,
it is not efficient when the number of parameters is large. Grid Search presumes to take n
equally spaced values of m influencing parameters which in total creates (n ∗ m) grid points.
The value of the objective is evaluated for each chosen point. After that, the best objective value
and corresponding parameters’ combination is considered to be a solution of the optimization
problem [27]. The main drawback of the Grid Search method is that the number of evaluations
increases exponentially as n and m increase. The number of parameters m cannot be reduced,
that is why decreasing n is the only possible way of assuring that the method stops in a reasonable
time. However, decreasing n decreases the validity of the solution as well, since the sparse grid
may miss the good points in the search space.
The Random search (as the name implies) involves a random selection of configurations for
evaluation. Bergstra et al. in [30] showed empirically and theoretically that randomly chosen
trials are more efficient than trials on a grid (the authors consider the case of the hyperparam-
eter optimization). It can be explained by the fact that not all hyperparameters (or generally
speaking parameters) are equally important to tune. Being uniform in choosing the configura-
tions, Grid Search allocates too many trials to the exploration of dimensions that do not matter
and suffer from poor coverage in important dimensions. Moreover, the Random Search features
the advantage of a simpler experiment setup: it can be applied even when using a cluster of
computers that can fail, and allows the experimenter add new trials to the set or ignoring failed
trials “on the fly” [30].
The heuristic-based approaches are aimed to provide a practical method of finding a suf-
ficient (sub-optimal) short-term solution, while not guaranteeing the solution quality. Heuristic
designates a computational procedure that determines an optimal solution by iteratively trying
to improve a candidate solution with regard to a given measure of quality [31]. Simple heuristics
are specifically designed to tackle the concrete optimization problem, since they fully rely on the
domain knowledge, obtained from the optimization problem [32]. However, the more advanced
version of the heuristic-based approaches that is called a meta-heuristic provides some level
of generality and is able to solve a broader range of the optimization problems. Meta-heuristic
algorithms may incorporate mechanisms to avoid getting trapped in confined areas of the search
space. Many such algorithms are inspired by the natural processes (e.g., Genetic algorithm, Ant
colony optimization, etc.) [29]. Yet more advanced heuristics are designed to tune (or construct)
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another heuristic algorithm. In this setting, the target optimization system is presented by the
low-level heuristic and the algorithm which operates in the search space of a low-level heuristic
is called a hyper-heuristic.
Surrogate-model-based approaches help to deal with the optimization problems when
the evaluation of the target system is time-consuming. Let us devote a separate section to the
discussion of the surrogate-based optimization for solving the black-box optimization problems.
2.2 From single- to multi-surrogate-model optimization
2.2.1 Classical surrogate-model-based optimization
In many real-world systems, the process of evaluating the configuration may be very resource-
intensive (e.g., in terms of a time resource). As an extreme example, the problem of optimizing
the shape of an aircraft part [33] may be considered, where the evaluation process requires design-
ing, manufacturing, and testing the aerodynamic features of the part. When the process of eval-
uating the configuration becomes expensive, surrogate-model-based optimization (SMBO)
comes into play. It allows us to estimate the dependency between the system parameters and
the objective to avoid the burden of multiple expensive measurements. A surrogate model is an
approximation model built on a limited number of intelligently chosen data points.
The following steps comprise a typical workflow of an SMBO [28]:
1. Design of Experiments (also known as a Sampling Plan) — the goal of this process is to
choose the configurations from a search space in a way to provide a surrogate model with
an overview onto a search space considering the number of samples to be severely limited
by the computational expense of their evaluation;
2. Numerical Simulations at Selected Locations — this step presumes evaluating the target
system with the configurations selected on step 1;
3. Construction of Surrogate Model — on this step a surrogate model as an approximation
model is built on the points, selected and evaluated on steps 1-2;
4. Model Validation — the purpose of this step is to establish the predictive capabilities of
the surrogate model away from the available data.
These steps are performed iteratively until an optimal solution is found or another type of
stopping condition is met.
There are a number of SMBO approaches available in the literature. Let us discuss some of
them (in particular those that are used for the optimization in this thesis).
Bayesian Optimization (BO) is a widely used SMBO approach which is designed for
black-box derivative free global optimization [34]. BO consists of two main components:
1. Statistical model (also called a surrogate) which models the objective function. It provides
a Bayesian posterior probability distribution that describes potential values for f(x) at a
candidate point x.
2. Acquisition function aimed to chose the next point to be sampled from the search space.
It estimates the value that would be generated by evaluation of the objective function at
a new point x, based on the current posterior distribution over f(x).
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There exist several types of surrogates and acquisition functions in literature. Among the
surrogate types Gaussian Processes (GP) [35] and Tree-structured Parzen Estima-
tors (TPE) [36] are widely used, whereas the most common choice for the acquisition function
is the Expected Improvement (EI) [34]. Let us make a brief overview of the TPE surrogate model
since the TPE-based BO is used as one of the surrogate models in a multi-surrogate-model setup
in this thesis.





However, instead of directly representing p(y|x), it models p(x|y), which is the probability of
the parameters given the score on the objective function, replacing the distributions of the con-




l(x), if y < y∗
g(x), if y ≥ y∗
(2.3)
where l(x) is the density formed by using the observations {x(i)} such that corresponding loss
f(x(i)) was less than y∗ and g(x) is the density formed by using the remaining observations.
Simply speaking, TPE makes two different distributions for the parameters: one where the
value of the objective function is less than the threshold and one where the value of the objective
function is greater than the threshold. While minimizing the objective, one wants to draw values
of parameters from l(x) and not from g(x) because this distribution is based only on values of x
that yielded lower scores than the threshold. This is where the acquisition function comes into
play.









where ∆n(x) is the expected difference in quality between the proposed point x and the pre-
vious best. The expected improvement algorithm then evaluates at the point with the largest
expected improvement xn+1 = argmaxEIn(x). In TPE the Expected Improvement is propor-
tional to the ratio l(x)g(x) and therefore, to maximize the EI, we should maximize this ratio. Thus,
the parameters that give the highest value l(x)g(x) are chosen to be evaluated since they are expected
to bring the biggest improvement.
Fitness-Rate-Average-based MAB (FRAMAB) [37] is another SMBO approach used
in this thesis. It was created to tackle the Multi-armed bandit (MAB) problem [38] which comes
from a hypothetical experiment where a person must choose between multiple actions, each with
an unknown payout. MAB problem is formally defined as follows: for a given set of choices ci
with unknown stochastic reward values ri, which are distributed normally with variance vi, the
goal is to maximize the accumulated reward, sequentially selecting several times among available
choices ci. This problem illustrates the well-known exploration versus exploitation dilemma [39].
The authors of [37] proposed the Upper Confidence Bound (UCB) algorithm as an intuitive
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MAB solution: in iteration k, among available choices select one with a maximal UCB value.
The UCB is calculated for each available choice as follows:









where Q represents the quality of a choice under evaluation. It is responsible for the ex-
ploitation portion of UCB. The second component of a sum represents the exploration part and
evaluates the number of times each choice was selected. C is a balancing coefficient.
In the optimization setup choices are represented as the categorical values of parameters.
This statement shows the evident limitation of this approach: it works only with the categorical
parameters (i.e., those that have a finite set of discrete values), and is not able to make choice
for the parameters with continuous (e.g., float) values.
Fitness-Rate-Average-based MAB (FRAMAB) approach proposed in [37] is based on the
UCB formula and outperforms other MAB algorithms available in literature according to the
benchmarks conducted in [40]. In FRAMAB, nik denotes the overall number of categories, while
nk is a number of times the category under evaluation was selected. The quality estimation Q
in FRAMAB is the average improvement, obtained by the underlying category.
Ridge Regression is the linear regression model with regularization [41]. In general, the
aim of regression analysis is to explain y in terms of x through a functional relationship like
yi = f(xi, ∗) [42]. This relationship is often supposed to be linear, that is why we are talking
about the linear regression. Linear regression defines the function yi as follows [42]:
yi = xi,∗β + εi = β1xi,1 + ...+ βpxi,p + εi (2.6)
where β = (β1, ..., βp) are the regression parameters or coefficients of the regression. Reg-
ularization additionally performed in Ridge Regression means to reduce the magnitude of the
coefficients, while keeping the same number of features. A mathematical background of this pro-
cedure can be found in [42]. Ridge Regression is widely used in machine learning. In particular
it is available in Scikit-learn machine learning library.1
The aforementioned methods of the surrogate-model-based optimization help to explore the
search space of an optimization problem efficiently, choosing the promising configurations to
be evaluated. However, they are mostly aimed to work with the flat search spaces, where
each combination of the parameters may be represented in a format of a vector or flat array
(e.g., x = {x1, x2, ..., xn}). In real-world problems, the search space may have a complex
structure instead. Parameters may have some internal dependencies, and therefore it would
be more reasonable to represent the search space as some kind of hierarchical structure. The
optimization problems with hierarchical search spaces motivated a recent research of the multi-
surrogate-model optimization [3]. Let us devote the next section to this topic.
2.2.2 The purpose of multi-surrogate-model optimization
Classical SMBO presumes the presence of a single chosen surrogate model, which explores a
search space on each iteration in order to find an optimal value of the objective function. How-
ever, recent researches show, that there exist problems with natively hierarchical search spaces,




The examples of such problems are the APSP (Algorithm Selection and Parameter Setting
Problem) and CASH (Combined Algorithm Selection and Hyper-Parameter Tuning Problem).
CASH problem was formalized in automatic machine learning. It can be viewed as a single
hierarchical hyperparameter optimization problem, in which even the choice of algorithm itself
is considered a hyperparameter [43].
In contrast, APSP is aimed at solving the problem of dynamic heuristic selection and tuning
its parameters online [3]. As it was briefly discussed in Section 2.1, here we are dealing with
a hyper-heuristic approach which operates in the search space of a low-level heuristic. The
authors of [3] proposed to represent the search space of an APSP problem as a layered structure
(Figure 2.2), where on the top level the algorithm type is defined, and on the level(s) below
its respective hyperparameters are specified. The process of SMBO was adapted to such a
search space accordingly: a separate surrogate model is built on each search space layer and the
prediction process is made sequentially for each layer as well. This level-wise process continues
until the complete configuration is received.
Figure 2.2: Layered structure of the APSP search space [3]
This approach was evaluated solving the Traveling Salesman Problem (TSP) [44]. TSP asks
the following question: “Given a list of cities and the distances between each pair of cities,
what is the shortest possible route that visits each city exactly once and returns to the origin
city?” To evaluate the APSP, the authors used 3 low-level heuristics with tunable parameters
attempted to solve a TSP problem while being tuned in runtime. Heuristics and their parameters
formed a multi-layered search space accordingly. The multi-surrogate-model approach proved
its efficiency increasing the final result quality by up to 14% compared to the runs when the
TSP problem was solved by a single heuristic with controlled parameters.
The authors of [3] implemented the proposed multi-surrogate-model approach within the
BRISE framework [45]. Let us discuss some details of this framework since we are going to use
it as a code-basis for our TL implementation as well.
2.2.3 BRISE 2.5.0: Multi-surrogate-model-based software product line for
parameter tuning
BRISE is a software product line for parameter tuning, which provides a fixed parameter tuning




multi-surrogate-model setup which makes it an efficient optimization tool for complex search
spaces.
BRISE framework is organized according to the following structure (Figure 2.3): the Main
Node is a core component of the framework, it is responsible for the whole workflow of the
application except the measurement process. Worker is a lightweight component, containing
only the logic of an algorithm to be tuned (or its wrapper), which should be specified by the
user [45]. Experiment, Configuration, and Search Space are the core entities of BRISE corre-
sponding to the optimization terminology: Experiment reflects a single optimization run, Search
Space encompasses possible parameters and their values, and Configuration shows a single set
of parameters’ values being evaluated. The Workers evaluate the target system and return the
value of an objective function.
The modules dealing with the multi-surrogate-model optimization directly are Predictor and
Surrogate. Predictor is aimed to decouple the search space shape from the learning-prediction
process. It operates with the hierarchical search space and orchestrates the surrogate models so
that different models are used on different layers of the search space respectively. The Surrogate
encapsulates different surrogate models which can be used by predictor and form the models’
combination at the end. This combination outputs the prediction (i.e., the configuration which














Figure 2.3: An architecture of BRISE 2.5.0: Multi-surrogate-model-based Software Product
Line for Parameter Tuning
Other modules used in BRISE are the Preprocessing module, which transforms data into a
format appropriate for the surrogates, Selector dealing with the initial sampling plan for the
optimization, Stop Condition that manages the termination of the optimization basing on various
criteria, Repeater (Repetition management module) which decides on the number of repetitions
needed to obtain the required accuracy for each configuration, Outliers’ Detector dealing with
the outlying evaluation results, and Error clearance module. The overall workflow is managed
by the Orchestrator and the Worker service manages Worker nodes.































Figure 2.4: Simplified BRISE 2.5.0 parameter tuning workflow
• New configurations are sampled within the selection process. If a valid combination of
surrogate models can be built, the selection is driven by the multi-surrogate-model-based
optimization. The Predictor manages this process, the data is preprocessed, and a new
prediction is delivered by the combination of the Surrogates. If a surrogate model does
not have enough points to be built or is invalid, configurations are sampled with the
help of Selector either randomly or according to some rule (e.g., according to the Sobol se-
quence [46]). Selector-based sampling also takes place at different stages of the experiment
to feed the model with entirely new (randomly or pseudo-randomly sampled) data.
• A new configuration (i.e., a solution candidate) comes to the Repetition management mod-
ule. Here the number of repeated evaluations is defined for this configuration and the
corresponding evaluation tasks are produced.
• Until there are not enough valid evaluation results for the configuration, these tasks are
distributed among the available Workers and the evaluation takes place.
• The results of all tasks are checked for the bad (e.g., NaN instead of numerical result)
and outlying values. If some tasks for the configuration returned bad or outlying values,
they are discarded and Repeater decides on a number of lacking evaluations.
• The whole process is iteratively repeated until some Stop condition is met (e.g., the exe-
cution timeout reached or the optimization result does not improve any more). Then, the
execution terminates.
BRISE uses the MongoDB3 database to store the results of the experiments and their meta-
data. The communication between the modules is organized in an event-based manner with the
help of the RabbitMQ4 message broker.
Being very efficient in complex search spaces, BRISE (and the multi-surrogate-model approach
in general) is particularly applicable when the evaluation of a target system is expensive. This
feature is provided by the SMBO basis. However, all SMBO-based approaches still require a
number of target system evaluations to get the initial knowledge about the search space. But
in some cases, the optimization budget is strictly limited to only a few configurations. In these





search space. It motivates researchers to look for the cheaper knowledge sources, as for example,
previous runs of the optimization.
2.3 Transfer learning
Within the process of human learning, it is natural to use the former knowledge when performing
new but similar tasks. Due to the usage of former experience, new problems may be solved
faster, and better results may be obtained. For example, learning to play the piano is much
easier when one has already mastered the guitar. These are different tasks, but they have some
hidden similarities (both tasks require knowing the notes, chords, etc.).
The same statement is true for the optimization domain. Moreover, the transfer of previous
knowledge may become the only feasible option if the evaluation of a target system is extremely
expensive (for example, if one needs to optimize the parameters of an aircraft part [33]). In such
cases, we cannot afford to perform more than a couple of evaluations. If an amount of available
information about the target system is strictly limited, transfer learning is a great choice to find
an acceptable solution within the restricted budget.
2.3.1 Definition and purpose of transfer learning
Transfer learning (TL) is a research problem in machine learning (ML) that focuses on
storing knowledge gained while solving one problem and applying it to a different but related
problem [47]. Another widely used term that often denotes the same is a meta-learning or
learning-to-learn. Vanschoren defines the meta-learning in his survey [5] as follows: “The
term meta-learning covers any type of learning based on prior experience with other tasks”.
However, other sources in the literature (e.g., [48]) distinguish the meta-learning as an approach
that includes learning from the meta-data of an optimization task (also known as meta-features).
We consider this definition to be a bit narrower and thus we operate with the term “transfer
learning” in this thesis.
The concept of TL is not new. It has been actively discussed by the ML community for more
than 30 years. One of the first papers containing the TL-related ideas was authored by John R.
Rice in 1975 [11], but the term “transfer learning” started to be used in machine learning litera-
ture in the 1990s [49]. Modern researchers in this area report a noticeable increase in efficiency
achieved through the use of various TL methods, in particular in the field of hyperparameter
optimization [50, 51, 52].
In context of optimization problems TL is usually used to achieve one of the following
goals (Figure 2.5) [53]:
1. to achieve a higher start of the optimization curve;
2. to get a higher slope of the optimization curve;
3. to benefit from a higher asymptote of the optimization curve (i.e., to achieve better final
optimization result).
Before we proceed to a more detailed description of TL approaches and the current state of
the art in this field, let us agree on a used terminology:
To transfer knowledge means to use the previously obtained information about the opti-
mization problem within the new optimization experiment.




Figure 2.5: Benefits from using transfer learning [53]
Source task is an optimization experiment, which has been already run and contains the
knowledge to be transferred.
We use the terms “source/target task” and “source/target experiment” as synonyms, having
in mind the corresponding optimization runs.
Transfer learning is widely used to improve the quality of classical SMBO. However, to the
best of our knowledge, there exist no approaches to TL in multi-surrogate-model optimization.
Therefore the Research objective of our thesis is to implement transfer learning, which is able
to work in a multi-surrogate-model optimization context to improve the quality of black-box
optimization.
2.4 Summary of the Background
Optimization problems arise in all spheres of human life. There exist many types of these prob-
lems and various methods to solve them. In our thesis, we focus on the black-box optimization,
where the dependency between the objective function and its parameters is not explicitly de-
fined. To get the value of an objective with the set of parameters we need to evaluate a target
system. This evaluation is often time consuming, and the surrogate-model-based approaches are
used to make an optimization cheaper. The classical SMBO works with the flat search spaces,
however, in many cases, it is reasonable to represent a search space as a hierarchical structure to
reflect the internal dependencies between the parameters. To explore such complex search spaces
efficiently the multi-surrogate-model optimization was recently proposed. It suggests using mul-
tiple surrogates to predict the values of parameters on each search space layer separately. This
approach proved its efficiency for the optimization in complex search spaces, however, it still
requires to perform many evaluations to get sufficient initial knowledge about the search space.
But if the optimization budget is strictly limited we are motivated to look for cheaper sources
of this knowledge. Here the transfer learning comes into play. It helps to improve the quality
of the optimization within the limited budget with the help of experience got in the previous
optimization runs. To the best of our knowledge, there exist no approaches to transfer learning
in a multi-surrogate-model setup. Therefore we defined the research objective of the thesis
as follows: to implement transfer learning which is able to work in a multi-surrogate-model
optimization context to improve the quality of black-box optimization.
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Let us devote this chapter to the state of the art TL approaches in classical SMBO. Here, we are
going to compare the existing approaches and chose those that can be directly used or reasonably
adapted to the considered multi-surrogate-model optimization setup. Let us start our literature
review from the questions to TL that must be answered while implementing any TL approach.
3.1 Questions to transfer learning
As we mentioned, the objective of our thesis is to implement TL, which is able to work in a
multi-surrogate-model context to improve the black-box optimization quality. But which steps
to take for this and where to start? Pan and Yang in their research [4], provide useful advice
here. They argue that it is important to answer the following questions when developing an
approach to transfer learning:
1. When to transfer?
2. What to transfer?
3. How to transfer?
When to transfer?
The efficiency of TL may vary significantly depending on the source and target of transferred
knowledge. If the source and target domains are not related to each other, the transfer may
bring no benefits or even hurt the optimization performance. This phenomenon is known as
the negative transfer [54]. In order to avoid this problem, a similarity between the source and
target tasks must be reasonably defined. Moreover, multiple similar tasks may be available for
borrowing the knowledge from. In this case, it becomes challenging to decide, how many similar
experiments to consider and where is the threshold of similarity.
What to transfer?
Available already executed optimization experiments may contain a lot of useful knowledge.
Considering SMBO this knowledge may include the surrogate itself [55, 52], the best system
configurations [56] or search space layout [57], etc. However, some knowledge may be strictly
task-specific. For example, the absolute values of the objective function obtained for a specific
system configuration. Even if the source and target problems have similar search space layout,
the absolute values of their objectives may still vary significantly. That it why it is important
to decide, which kind of knowledge it is reasonable to transfer.
How to transfer?
This question concerns the way of applying the transferred knowledge in a target optimization
system. Specific algorithms and implementation details should be discussed here, taking into
account the peculiarities of the considered optimization system.
Let us organize our following literature review according to the aforementioned questions
since they generally cover the process of TL implementation. Sections 3.2 and 3.3 (”When”
and “What to transfer?”) illustrate the state of the art approaches to TL implementation, while
Section 3.4 reveals the question “How to transfer?” and is rather devoted to the discussion of
the TL adaptation within the multi-surrogate-model setup.
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3.2 When to transfer: Existing approaches to determining the
expediency of knowledge transfer
To avoid negative transfer, the similarity between the source and target experiment must be
defined. In other words, for each pair of source and target experiments, we need to decide
whether the transfer between them is expedient.
The simplest solution is not to focus on this problem assuming that all experiments are a
priori similar if they belong to a specific domain [56, 9] (e.g., Hyperparameter optimization of
a classification algorithm). However, with such an assumption transfer learning becomes very
domain-specific. Furthermore, a similarity between the experiments within a single domain is
not always the case. Rosenstein et al. in [54] empirically shown the importance of experiments’
similarity definition and proved that TL can also hurt performance if the sources of data are
not related.
A more generic approach is to compare the search spaces of the target and source optimization
experiments to conclude about their similarities. However, it is important to understand that in
some cases even if the search spaces of the considered source and target tasks are identical, the
experiments (and their optimal results) may still be different. To explain this statement, let us
consider the aforementioned example of the APSP [3]. Solving the APSP problem one tries to
define the best heuristic and its optimal parameters to solve the underlying optimization prob-
lem (e.g., TSP). However, an optimal configuration of a heuristic and the best heuristic itself
may differ for different TSP instances (talking about the instances, we mean the parameters
of an optimization problem itself, e.g., the number of cities to find a route between in TSP).
Moreover, being generic algorithms, heuristics are capable of solving a wide range of optimiza-
tion problems (e.g., to solve not only TSP as a combinatorial problem but also a Knapsack
problem [58]). The search space of the APSP remains unchanged independently of the under-
lying optimization problem. However, the objective (i.e., the solution space) may look totally
different. It drives us to the conclusion, that it might be not enough to compare the search
spaces of a target and source task to reason about their similarity. That is why the problem
of defining the knowledge transfer expediency is quite complicated and must be researched in
detail.
Another point worth paying attention to is the number of similar tasks that can be used as
sources of transferred knowledge. In this section, we are going to review the methods used to
define the similarity between the optimization experiments as well as the approaches to defining
an optimal quantity of similar tasks. First of all, let us focus on the problem of determining the
similarity between a single source and a single target task.
3.2.1 Meta-features-based approaches
One of the most common approaches to determining the similarity between the source and target
tasks is to define some descriptive features of a dataset under the optimization manually (these
features are known as “meta-features”) and compare the tasks according to these features.
In case of the considered TSP problem, a number of cities to find the route between may be
considered as a meta-feature. The authors of [59] used a set of 11 meta-features for describing
a TSP problem, namely:
1. the standard deviation of distances;
2. coordinates of the centroid of the instance points;
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3. the radius of the instance points, defined as the average distance from each point to the
centroid;
4. the proportion of different distances accurate to two decimal places;
5. the rectangular area in which all the points lie;
6. variance of the normalized distances to the nearest neighbors;
7. the dispersion coefficient of the normalized distances to the nearest neighbors;
8. the clustering factor (the ratio of the number of clusters to the number of points);
9. the ratio of the number of isolated points to the total number of points;
10. the variance of the number of cities in the cluster.
Wistuba et al. in [52] created a set of 22 meta-features of the datasets for the classification
models. There also exist several libraries that allow extracting the meta-features out of the
classification datasets automatically [60].
Feurer et al. use the manually defined meta-features to enable the tasks’ comparison in their
auto-sklearn framework [61].
The meta-features-based approach is natural and allows one to define the similarity between
the tasks quite precisely. However, the main drawback of this approach is a necessity to design
the meta-features carefully, which often is a manual process. In addition, the meta-features are
domain-specific (e.g., the characteristics of the TSP problem, etc.). These shortcomings have
convinced us to look for a better expediency determination approach in this thesis.
3.2.2 Surrogate-model-based similarity
Another technique of defining the similarity between the source and target task is based on
the assumption: “if the surrogate model for the source task can generate accurate predictions
for the new task, then those tasks are intrinsically similar” [5]. Following the surrogate-model-
based similarity approach, one can define the similarity between the experiments in terms of an
error between the old surrogate sj(θi) and the new surrogate snew(θi). As a rule, an additional
intention behind the tasks’ comparison here is to reuse the built surrogates within the prediction
process for the target task. While using the meta-feature-based approach to compute the weights
of multiple source tasks, Wistuba et al. in [52] actually build the surrogate models for all available
source tasks and estimate their compatibility with the new model.
The main drawback of this approach is the fact that it is usually limited to a specific surrogate
model type. Moreover, building the surrogates for numerous available source tasks may be time-
consuming.
3.2.3 Relative landmarks-based approaches
This approach proposes to define the similarity between the tasks on the base of the rela-
tive (pairwise) performance differences, also called relative landmarks. The main idea of the
relative landmarks-based approach is to use a performance (e.g., accuracy or AUC) of a few
fast learning algorithms as a metric to characterize the datasets. For example, if we are aimed
at defining the similarity between two classification datasets, a simplified classification algo-
rithm (e.g., decision stump [62] instead of a decision tree [63]) may be executed on these datasets.
The performance of the simplified algorithm is then compared to make a conclusion regarding
the similarity between the datasets.
For example, Leite et al. [64] make the following assumption: “if the same algorithms win, tie
or lose against each other on two datasets, then the data distributions of these datasets are likely
to be similar as well, at least in terms of their effect on learning performance.” They use relative
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landmarks within their “active testing” approach to define the similarity between datasets and
to predict the most promising algorithms to test on new datasets.
Eaton et al. operate with the metric “transferability” in their paper [65]. Their approach is
based on an idea similar to relative landmarks. However, the authors define transferability from
a source task to a target task as the direct change in performance between learning with and
without transfer. So, this metric can be rather considered as an aposteriori measure (i.e., the
more successful TL between two tasks, the more similar are the tasks).
The main drawback of the relative landmarks-based approach is the fact, that this method
requires additional efforts in terms of applying a simplified algorithm or performing additional
test runs of a transfer learning on datasets to define their similarity. Moreover, the performance
of these “test algorithms” must be estimated carefully to make an approach to work correctly.
3.2.4 Sampling landmarks-based approaches
The sampling landmarks-based approach is similar to the relative landmarks-based approach in
terms of a pairwise comparison of the datasets. However, we decided to extract these methods
into a separate group because of the following significant feature: sampling landmarks-based
approach does not require additional test runs of any simplified algorithms. It uses the current
samples (evaluated configurations) instead to reason about the similarity between the source
and target datasets.
The underlying idea is very simple: the current samples are compared with the corresponding
samples from the old runs according to some metric. Let us make a brief overview of the metrics,
which may be used for this purpose.
Feurer et al. use a ranking loss estimation in their research [50]. They call their TL method
RGPE (ranking-weighted Gaussian process ensemble). The main idea of the RGPE is the
following: to estimate the target function as a weighted combination of the predictions of each
base model and the target model itself. The weights are computed according to the similarity
between each source and target task. The authors define the similarity between the experiments
using the ranking loss metric, which is based on the following assumption: a model will be useful
for optimization if it is able to correctly order observations according to their function value.








k))⊕ (ytj < ytk)), (3.1)
where ⊕ is the exclusive-or operator;
f(xtj) and f(x
t
k) - values of the objective function with xj and xk in target experiment;
yj and yk - corresponding values of the objective function with xj and xk in source experiment.
The main advantage of this metric is the fact, that the absolute values of the predictions do not
matter since the authors only need to identify the relative rankings between the configurations.
Another metric used for the comparison between the source and target samples is a norm of a
difference function. It is used by the authors of [66]. They define the source/target relatedness
as follows: given a target and source function f(x) and fs(x), their relatedness is defined by the
norm of their difference function:
||bs(x)||2, (3.2)
where bs(x) = f(x)− fs(x).
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The lower the value of the ||bs(x)||2, the more related are the target and source functions.
The main advantage of this metric compared to the previously considered ranking loss metric
is its algorithmic complexity O(n). Whereas the complexity of computing the ranking loss is
O(n2) since the ranking is first computed between the samples of a single source task and then
compared with the respective ranked pairs of the target task. I.e., the norm of the difference
function can be calculated faster.
The authors of [67] propose to use the conditional Kolmogorov complexity metric to define
the relatedness between tasks. Formally, the conditional Kolmogorov complexity of hypothesis h
given h′, K(h|h′), is defined as the length of the shortest program that outputs the program h
given h′ as input. K(h|h′) measures the amount of constructive information h′ contains about
h, i.e., how much information h′ contains for the purpose of constructing h. The authors claim
generality to be the main advantage of their method. However, it is rather a theoretic approach.






- not always the case
- lack of generality
Meta-features-based
approaches
- natural way to estimate sim-
ilarity
- complicated meta-features’ de-
sign (often a manual process)
- domain-specific (e.g., charac-




- model reuse (multiple suit-
able surrogates can be further
combined for prediction)
- hardly applicable in multi-
model setup
- building surrogate may be
time-consuming
Relative Landmarks
- faster compared to the
surrogate-model-based simi-
larity (no need to build com-
plex models)
- overhead (additional simpli-
fied algorithms are involved)




- flexible in terms of the used
metric
- poor scalability (need of pair-
wise comparison between sam-
ples)
In Table 3.1 we summarize and compare the existing approaches. This comparison drives us to
the conclusion that there is no single general-purpose approach to determining the expediency of
knowledge transfer. Every approach has its valuable advantages and some drawbacks that may
influence the further TL process. That is why it would be profitable to have some variability
concerning the expediency determination approaches here (i.e., to be able to choose the most
suitable approach depending on the considered optimization use case or to try several approaches
to define the best one).
19
Chapter 3. Related work
3.2.5 Similarity threshold problem
Before we conclude the overview of the existing approaches to determining the expediency of
knowledge transfer, we would like to draw attention to another important point: when the degree
of similarity between the tasks is defined, how many similar source experiments should be actually
used for transfer? In other words, how to define the threshold of similarity between the target
and source tasks?
The intuitive and the simplest decision is to take a single (the most similar) task as a source
for transfer. However, transferring from multiple sources may bring more benefits since we
a) compensate for a possible error of a similarity definition process; b) extract more information
which may appear to be useful.
Feurer et al. in [61] agreed on a static number of the most similar tasks to be used for transfer:
“given a new dataset D, we compute its meta-features, rank all datasets by their distance to D
in meta-feature space and select the stored ML framework instantiations for the k = 25 nearest
datasets”. This approach may be quite helpful if one have chosen k carefully for the considered
use case. However, it suffers from the lack of generality.
We believe that it would be better to consider a flexible number of experiments to transfer the
knowledge from: just as many similar experiments we have at hand. The authors of [68] propose
to apply clustering for this purpose. They namely cluster the task-specific parameters (meta-
features) and associate each cluster with a subset of the tasks that would benefit most from
mutual transfer. We consider this approach to be flexible enough, however, we would not like
to stick to the meta-features-based methods only. That is why we are going to revisit this idea
but taking care of the variability and flexibility of the transfer expediency determination at the
same time.
Concluding this section we would like to highlight two points:
• Based on the conducted comparison, we did not manage to choose the best general-purpose
approach to determining the expediency of knowledge transfer since all approaches have
significant advantages and disadvantages. That is why we would like to bring some vari-
ability to the transfer expediency determination process to be able to choose an appropriate
technique depending on the optimization use case.
• We argue that it is reasonable to choose a flexible amount of the most similar experiments
to transfer the knowledge from. I.e., we would like to improve the flexibility of the transfer
expediency determination process.
Based on these conclusions, we defined our first research question as follows: RQ1: How to
improve the variability and flexibility of the transfer expediency determination?
3.3 What to transfer: Existing approaches to knowledge transfer
When the sources of knowledge (i.e., similar experiments) are defined, the next step is to extract
useful information from these sources. Depending on the goal we want to achieve and the used
SMBO approaches, there exist many options here.
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3.3.1 Ensemble learning
The main idea of ensemble learning is to combine the surrogate models of the target and source
experiments to get the joint prediction. Combined models are called an ensemble. It is reported
that ensembles often outperform individual models [61, 7, 69, 8].
Wistuba et al. [7] follow the classical workflow of an ensemble learning and create an ensemble
of individual models built on each available dataset from the source tasks. These individual
models are combined as a weighted sum to estimate the score of a hyperparameter configuration.
Feurer et al. [61] follow a similar strategy in their auto-sklearn project. They performed an
ensemble selection as a greedy procedure that starts from an empty ensemble and then iteratively
adds the model that maximizes ensemble validation performance (with uniform weight, but
allowing for repetitions).
Despite its high efficiency, the ensemble learning approach has certain limitations for the
multi-surrogate-model optimization considered in this thesis. An ensemble is usually built out
of models of the same type by combining them into some kind of mathematical sum. However,
multi-surrogate-model optimization implies using the combinations of surrogates, which may
vary from experiment to experiment. Therefore, constructing a mathematical sum out of these
inhomogeneous combinations is rather infeasible.
3.3.2 Search space pruning
Another option of knowledge transfer is to prune the search space of a new (target) experiment
based on the information obtained during the former experiments. The basic idea is straight-
forward: if a certain region in a search space did not contain good configurations, it can be
excluded from consideration at all.
Perrone et al. followed this strategy in their research [57]. Their approach automatically crafts
promising search spaces based on previously executed experiments. The search space estimation
is represented as an optimization problem as well. In particular, the authors estimate the search
space by a bounding box (or hyperrectangle) and a low-volume ellipsoid.
The authors of [70] have also chosen the pruning strategy. They propose pruning as an
orthogonal contribution to the SMBO framework and show in elaborated experiments on two
different datasets that it accelerates the hyperparameter optimization in most cases, and in
the worst case does not worsen it. The authors propose a so-called “potential” metric that
defines the predicted improvement when choosing the configuration X over the hyperparameter
configurations. Configurations with little potential are removed from the search space.
This approach is intuitively simple and allows to speed up the optimization process. Search
space pruning is model agnostic and thus can be directly used within the considered multi-
surrogate-model setup. However, this approach is not flexible enough: it limits the search space
exploration artificially, which causes a potential risk to miss the good search space areas.
3.3.3 Multi-task learning
The main idea of multi-task learning is to build a joint task representation based on evaluated
configurations from the source and target tasks. It means that the evaluated samples are trans-
ferred from the source tasks to the target one, and the surrogate is built with the use of all these
samples. It gives the model additional knowledge about the search space layout.
The authors of [56] learn a joint task representation with the help of a feedforward Neural
Network. Swersky et al. in [9] transfer information between the source and target tasks by
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building a joint Gaussian Process (GP)-based model for Bayesian optimization that learns and
exploits the exact relationship between the experiments.
This approach is simple yet promising. It requires no additional adaptation within the consid-
ered multi-surrogate-model optimization context, however, it raises numerous design questions
that should be addressed (e.g., “Should we transfer only the best configurations from the previ-
ous experiments or rather all available configurations?” or “Which ratio between the new and
old configurations is optimal for ensuring the use of as much useful information from the old
tasks as possible, but not to lose the specificity of a new task?”, etc.). Let us elaborate on these
questions in Section 3.4.2.
3.3.4 Surrogate model recommendation
Having experience concerning the behavior of different surrogate models on different datasets,
one may recommend using one or another model type for a new task. The key idea here is to
store the performances of different tested surrogates and to choose the best one to be applied
in a new experiment respectively. Various performance metrics are being used in the literature
for this purpose.
The authors of [6] studied the relationships between data properties and surrogate model
performances in order to transfer this knowledge from processed tasks to new ones. They used
the MSE (Mean squared error) metric [71] and compared namely two surrogates: Gaussian
processes (GP) [35] and ensembles of regression trees (Random Forests, RF) [72] with different
parameters. The chosen MSE metric is the average squared difference between the estimated






Other performance metrics can be chosen as well1. To analyze the datasets, the authors have
chosen a meta-features-based method (see Section 3.2.1).
Abdulrahman et al. [73] proposed a novel A3R metric to compare the surrogates and recom-
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represent the runtimes of the algorithms, in seconds. They used this
metric in particular within the so-called “average ranking” approach, which combines algorithm
rankings observed on prior datasets to identify the best algorithms for a new dataset.
A significant advantage of the proposed A3R metric is the fact that it takes into account the
execution time of surrogate-model-based algorithms. The runtime can play a decisive role when
we are talking about time-constrained optimization. The problem of a long execution time is
particularly relevant for the Gaussian process-based Bayesian Optimization, whose algorithmic
complexity is cubic in the number of evaluations [56]. This problem is also discussed and
approached within the researches [74] and [75].
1https://scikit-learn.org/stable/modules/model_evaluation.html
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As we can see, the problem of choosing the best surrogate is actively discussed in the literature
and may bring benefits for the optimization performance and runtime. It is in particular im-
portant if we are dealing with the optimization with a limited budget. That is why we consider
it to be reasonable to add the model recommendation aspect to our TL approach. However, in
the context of multi-surrogate-model optimization, several adaptations must be made to enable
this approach. Let us discuss the needed adaptation in Section 3.4.1.
3.3.5 Few-shot learning
A separate class of TL approaches tackles the so-called few-shot learning problems. According
to [76], Few-Shot Learning (FSL) is a type of machine learning problems that contains only
a limited number of examples with supervised information for the target system. In the opti-
mization context, we are talking about the FSL if the optimization budget is limited to several
evaluations.
Finn et al. [77] proposed a Model-Agnostic Meta-Learning (MAML) algorithm which tackles
the FSL problems with the help of the gradient-based learning. The idea of their approach is
to train the parameters of the model such that a small number of gradient steps with a small
amount of training data from a new task will produce good generalization performance on this
task. Their method shows its effectiveness in solving the few-shot classification, regression, and
reinforcement learning tasks while learning model parameters through gradient descent.
The authors of [78] are focused on the neural networks and propose the few-shot learning
method called Meta-transfer learning (MTL). This method learns to adapt a deep neural network
to FSL tasks. Namely, it transfers the large-scale pre-trained DNN weights for solving few-shot
learning problems.
Wang et al. provide a comprehensive overview of the methods used to solve the FSL problem
in their research [76]. They classify the existing methods from three perspectives: a) data,
which uses prior knowledge to augment the supervised experience; b) model, which uses prior
knowledge to reduce the size of the search space; c) algorithm, which uses prior knowledge to
alter the search for the best hypothesis in a given search space. Considering the model, they
pay attention in particular to multi-task learning, which can be used in the presence of multiple
related tasks.
As we may see from the literature, the few-shot learning problem can be approached by
different TL methods. The key idea here is to ensure the (sub-)optimal learning result after
a limited number of evaluations. Since one of the aspects we focus on in this thesis is the
optimization under a limited budget, the few-shot learning problem is an additional challenge
for us (as an extreme case of budget limitation).
3.3.6 Other approaches to transferring knowledge
There exist some other approaches to transferring knowledge from the previous optimization
experiments.
Biedenkapp et al. [79] mention another interesting strategy in their research. It is called
self-paced learning and implies ordering configurations from easy to complex, facilitating faster
transfer learning compared to learning on an unordered set. This approach takes into account
the fact that the evaluation time may vary significantly from configuration to configuration. For
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such parameters as the number of trees in the forest or the maximum tree depth influences the
evaluation time dramatically. If the budget of optimization is limited, it makes sense to start
evaluating “fast” yet good configurations than losing time on expensive evaluations.
The authors of [80] discuss another important aspect concerning the knowledge that can be
transferred. Namely, they define the importance of parameters across datasets. The authors fo-
cused on the hyperparameters optimization problem and used functional ANOVA [81] to identify
important hyperparameters. The knowledge about the most important parameters may add a
new dimension to the search space pruning approach (see Section 3.3.2): only those parameters
with the biggest influence on the objective should be tuned. The values of other parameters
may be set to default.
Volpp et al. [10] focused on the acquisition function (see Section 2.2.1) as the object of
knowledge transfer. Instead of using the common acquisition functions, as for example EI [34],
the authors applied a trained neural acquisition function within their MetaBO algorithm. They
used reinforcement learning to meta-train an acquisition function on a set of related tasks and
used this function to improve the optimization efficiency for the new tasks. Unfortunately,
this approach is applicable only within the Bayesian Optimization, which uses the acquisition
function as its key component.
Let us summarize an overview of the existing approaches and their applicability in the con-
sidered multi-model-optimization context. We gathered the results of our analysis in Table 3.2,
where the column ”What is transferred?” shows the knowledge which is being transferred within
each approach. The column ”Can be used in the multi-model setup?” defines the applicability of
the considered approaches in a multi-surrogate-model setup. If the approach can not be used,
the reason is additionally highlighted.
As we may see, six TL approaches among the considered ones are applicable in the multi-
surrogate-model optimization context, being either completely model agnostic or adaptable to
the multi-model setup. Taking into account a limited time for the thesis, we would like to focus
on three of them, which seem to be the most promising based on the literature review. These
approaches are multi-task learning, surrogate model recommendation, and few-shot
learning. Having in mind the results of this analysis, let us discuss in detail the peculiarities
of these approaches in the context of multi-surrogate-based optimization.
3.4 How to transfer (discussion): Peculiarities and required design
decisions for the TL implementation in multi-surrogate-model
setup
After discovering which knowledge can be transferred, let us devote this section to the question
”How to transfer?”. According to [4], here we need to discuss the learning algorithms that have
to be developed to transfer the knowledge. However, before discussing the algorithms in detail,
we would like to focus on the peculiarities of the considered multi-surrogate-model optimization
that may influence the relevant TL approaches.
As we defined in Section 3.3, the relevant approaches that we are going to focus on are:
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Table 3.2: Analysis of the existing approaches to transferring knowledge
Approach What is transferred?
Can be used in the
multi-model setup?
Ensemble learning
Weighted sum of built surrogate
models
no
An ensemble can be composed
only on the basis of a single
surrogate type (not a combi-
nation)
Multi-task learning Evaluated samples yes
Surrogate model
recommendation
Best surrogate type yes
Few-shot learning
Best found configuration / built







Applicable in the BO setup
only (models’ combination
may contain non-BO surro-
gates as well)
Self-paced learning
Evaluation time and quality of
samples
yes
The focus shifted to the exe-
cution time requirements
Search space pruning
Information about the bad areas





So, let us analyze the requirements of multi-surrogate-model optimization concerning the
selected TL techniques.
3.4.1 Peculiarities of model recommendation in multi-surrogate-model setup
As discussed in Section 3.3.4, based on the gathered knowledge one may recommend the most
appropriate surrogate model to be used in similar optimization experiments in the future. The
literature review showed that various criteria can be used to compare models in this case. Since
in this thesis we are talking about optimization under a restricted budget, we are interested not
only in the performance of the optimization but also in its total execution time. Since we are
basically not able to shorten the time of the target system evaluation, the only possible option is
to reduce the execution time between evaluations (i.e., the time to build and validate a surrogate
model and the time to predict a new configuration (see a typical surrogate-based optimization
workflow in Section 2.2.1)).
To check the relevance of considering the optimization runtime criterion, we estimated how
the average runtime differs for the three available models in BRISE. For this purpose, we mea-
sured an average time to build and validate the model, and the average time for prediction,
when running 200 optimization iterations for the same optimization problem (see Section 5.1,
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APSP for the meta-heuristics over continuous optimization problems with the 500-dimensional
Rastrigin function). Of course, the evaluated runtimes are highly dependent on the concrete
implementation of the models, but they give us an intuition regarding the orders of magnitude
of the models’ runtimes and their difference. The results are gathered in Table 3.3.
Table 3.3: Difference in runtimes of different models (Tree-structured Parzen Estimators,












TPE 0,03095 0,26857 0,29952
FRAMAB 0,00406 0,00066 0,00472
BRR 0,08716 0,02903 0,11619
As we may see, the total execution time can differ by two orders of magnitude for different
models (in our particular case, TPE was almost 100 times slower than the FRAMAB model).
However, the performance of these models may also differ significantly. That is why talking
about the best surrogate we are interested in two criteria:
1. Performance of a surrogate model (i.e., prediction quality);
2. Runtime of a surrogate model.
With a single surrogate model, one may directly use one of the existing combined metrics (e.g.,
A3R metric [73]) that allow balancing both criteria. However, the model recommendation has
its peculiarities with respect to multi-surrogate-model optimization which is the focus of this
thesis. Since the configuration is being predicted by a combination of surrogate models instead
of a single surrogate, the following questions arise:
1. Should we evaluate the performance of each model within the combination individually or
the performance of the combination as a whole?
2. Which metric should be used to evaluate the surrogates’ performance in a multi-model
setup?
3. Should the runtime be estimated for each model separately or for the combination as a
whole?
4. How to combine performance and runtime criteria?
Summarizing these questions we formulate our second research question as follows: RQ2: How
to organize model recommendation in multi-surrogate-model optimization based on the time and
performance criteria?
3.4.2 Required design decisions in multi-task learning
A simple and promising multi-task learning approach should be included in our TL setup. It
does not require any specific adaptations to the multi-model optimization context since this
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technique is completely model agnostic. However, thinking about the algorithm of multi-task
learning, one may face numerous questions. As we mentioned, the main idea of this approach
is to build a joint task representation using the evaluated samples from the source and target
optimization experiments. But:
1. Which ratio between the old and new knowledge in the joint task representation is optimal?
2. Is it reasonable to transfer all available knowledge from the source tasks, or only the
information about good configurations?
3. If multiple source tasks are available, what is better: to involve as much as possible
knowledge from the most similar task, or to take the even portions of knowledge from all
available similar tasks?
These design decisions form a search space for a new optimization problem aimed at finding
the best configuration of the multi-task learning approach. Here, we may see the clear trade-offs:
• Old knowledge helps to lead the model to the promising search space areas, however, new
knowledge exposes the individual features of a target task that should not be lost.
• Knowledge about good configurations shows the model where to look for a solution, how-
ever, knowledge about bad configurations may help the model to avoid an unnecessary
exploration in bad areas of a search space, which is in particular important if the time
budget is limited.
The dependencies between parameters and results delivered by the multi-task learning are not
explicit and must be analyzed empirically. Therefore, we formulate our third research question
as follows: RQ3: How the parameters of multi-task learning influence its performance?
3.4.3 Few-shot learning problem
As it was discussed in Section 3.3.5, few-shot learning is rather a problem than a method in
the TL domain. That is why we need to decide on a transfer technique which may help us to
solve a few-shot learning problem in our multi-surrogate-model setup. According to [76], either
data or model itself may become a source of knowledge for a target experiment. In our opinion,
the following options are the simplest yet efficient to achieve the few-shot learning within the
multi-surrogate-model setup:
• To transfer the built surrogate model (models’ combination) to the new experiment di-
rectly.
• To transfer the best found configuration to be evaluated in a new experiment.
We do not know which technique is supposed to be more efficient in finding a sub-optimal
solution already after a few evaluations, and therefore we formulate our fourth research question
that should be answered in this thesis: RQ4: Which strategy is more suitable for finding a
sub-optimal solution in “few shots”?
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3.5 Summary of the related work analysis
In this chapter, we made an overview of the TL approaches available in the literature and
analyzed the existing methods in the context of multi-surrogate-model optimization.
We defined that to implement knowledge transfer, we need to answer three questions to
our TL approach: “When”, “What” and “How to transfer?” Discussing the first question, we
compared several techniques of transfer expediency determination. We concluded that it would
be worthwhile to vary these techniques depending on the use case since they perform differently in
different optimization experiments. We also highlighted the problem of flexibility in determining
the transfer expediency, namely the need to define a flexible number of similar experiments.
Concerning the question “What to transfer?”, we decided to focus on three approaches that
show good results according to the literature analysis: surrogate model recommendation, multi-
task learning, and few-shot learning. Investigating the ways of transfer implementation (”How
to transfer?”), we highlighted the design decisions we need to make to apply TL in a multi-
surrogate-model setup successfully. We defined that the model recommendation is not directly
applicable to the multi-model setup and needs an appropriate adaptation. We also determined
the parameters of multi-task learning and decided to analyze them empirically. For a few-shot
learning problem, we have chosen two simple but promising solutions, and we now strive to
determine which one is more efficient.
We refined all these design decisions into four research questions that should be answered by
the thesis. Let us summarize the formulated questions, decisions, and their relatedness to the
research objective.
The research objective is to implement transfer learning, which is able to work in a multi-
surrogate-model context in order to improve the quality of black-box optimization. To implement
transfer learning, we have to answer the following questions:
• When to transfer?
– RQ1: How to improve the variability and flexibility of the transfer expediency deter-
mination?
• What to transfer?
– Surrogate model recommendation
– Multi-task learning
– Few-shot learning
• How to transfer?
– RQ2: How to organize model recommendation in multi-surrogate-model optimization
based on the time and performance criteria?
– RQ3: How the parameters of multi-task learning influence its performance?
– RQ4: Which strategy is more suitable for finding a sub-optimal solution in “few
shots”?
Having this structure in mind, let us describe our proposed concept, which aims at shedding
light on these questions and bring us closer to the goal of our research.
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4. Transfer learning for
multi-surrogate-model optimization
Let us discuss the proposed concept that will allow us to implement TL and adapt it to multi-
surrogate-model optimization. In Section 4.1, we describe the process of transfer expediency
determination and introduce our solution to improving the variability and flexibility of this
process. Section 4.2 is focused on multi-surrogate-model recommendation. It reveals the details
of our approach to the model recommendation and shows how this strategy was adapted to
a multi-surrogate-model context. Section 4.3 explains the proposed concept concerning the
implementation of multi-task learning and reveals the scheme used for choosing its parameters.
Few-shot learning is not discussed in this section in detail since we are only interested in empirical
comparison that would show us a better strategy for solving this problem. Therefore we will
discuss few-shot learning in Chapter 5. In Section 4.4, we discuss the implementation details of
the proposed concept and how it acts within the BRISE framework.
4.1 Expediency of knowledge transfer
As we discussed within the overview of the related work (Section 3.2), the transfer between
non-similar optimization experiments may only spoil the results. In this case, the transfer is not
expedient, and we are dealing with a so-called negative transfer. In this section, we are going
to discuss the proposed approach to defining the transfer expediency and avoiding negative
transfer. This approach is based on the existing methods but provides additional variability and
flexibility for the expediency definition process.
4.1.1 Experiments’ similarity definition as a variability point
There exist numerous methods for defining the expediency of knowledge transfer [59, 52, 61, 65,
50, 66], and each of them has its advantages and disadvantages. Since different methods may
fit better or worse to different optimization use cases, variability in the choice of the expediency
determination method is desired.
In order to vary the methods flexibly, we introduce a comparator entity which is organized
according to the template method design pattern [12]. The structure of this pattern presumes
the presence of a so-called template method, which defines the skeleton of some algorithm and
delegates the implementation of its parts to abstract hook methods (slot methods) that are filled
by subclasses.
Comparator’s template method defines the following algorithm:
Algorithm 1 Comparator’s template method
for all pairs (source task, target task) do
1. extract the source and target labels;
2. compute the distance metric between the source and target labels;
end for
3. define the number of the most similar tasks using clustering (see Section 4.1.2).
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Depending on the chosen method, the source and target labels in this algorithm may be rep-
resented by the corresponding samples being compared [50, 66], the values of the corresponding
meta-features [59, 52], performances of simplified algorithms [65], etc. When the labels for com-
parison are obtained, the distance between these labels is calculated using an arbitrary distance
metric. Having the values of the selected distance metric for each pair of tasks, we define a
flexible number of the most related tasks with the help of clustering. We will discuss the details
of using the clustering approach in Section 4.1.2.
The structure of the introduced comparator entity is represented in Figure 4.1.
Concrete Comparator 1
...
+ get_source_and_target_labels(): list[Label], list[Label]
+ compute_metric(list[Label], list[Label]): list[Metric]
Concrete Comparator N
...
+ get_source_and_target_labels(): list[Label], list[Label]




+ get_source_and_target_labels(): list[Label], list[Label]
+ compute_metric(list[Label], list[Label]): list[Metric]
+ cluster_most_similar_tasks(list[Task], list[Metric]): list[Tasks]
...
Figure 4.1: Experiments’ comparator as a template method
In order to test the comparators’ variability we implemented the RGPE-Sampling-Landmarks-
based comparator [50] and NormDifference-Sampling-Landmarks-based comparator [66], and an-
alyzed the implementation strategy for the Meta-features-based comparator [59].
RGPE-Sampling-Landmarks-based comparator defines the similarity between the source
and the target experiment comparing the values of the objective function for the correspond-
ing samples of two tasks respectively. To compare the labels, it uses a ranking loss metric








k))⊕ (ytj < ytk)), (4.1)
where ⊕ is the exclusive-or operator;
f(xtj) and f(x
t
k) - values of the objective function with xj and xk in target experiment;
yj and yk - corresponding values of the objective function with xj and xk in source experiment.
The idea behind this metric is to check the pairwise rankings between the available samples in
source and target tasks. To explain the ranking procedure here, let us discuss a simple example.
Consider we have 5 samples in both experiments: A,B,C,D, and E. In the source experiment,
these labels are sorted according to the objective value as follows (index s stands for “source”
and indicates the source experiment): As > Bs > Cs > Ds > Es. The sorting in the target
experiment is: At > Ct > Bt > Et > Dt. For each pair of samples (e.g., (Bs, Cs) and (Bt, Ct))
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the metric is computed (e.g., (Bs > Cs) ⊕ (Bt > Ct) = 1 ⊕ 0 = 1). This action is repeated for
all available pairs of samples and the sum is computed. The lower the value of the ranking loss
metric for the considered source experiment, the more it is similar to the target experiment.
Thus, the RGPE-Sampling-Landmarks-based comparator refines the steps of the Algorithm 1
as follows:
Algorithm 2 RGPE-Sampling-Landmarks-based comparator
for all pairs (source task, target task) do
1. extract all available samples with corresponding values of an objective function;
2. compute the ranking loss between the corresponding source and target samples;
end for
3. define the number of the most similar tasks using clustering (see Section 4.1.2).
Due to its algorithmic complexity, which equals O(n2), this metric should not be used if there
exists a large number of samples to be pairwise compared and if the time to define similar
experiments is strictly limited. However, it is good to use the ranking loss metric if the similar
tasks have a wide range of valid objective values since the absolute values are ignored, and only
their ranking is taken into account.
NormDifference-Sampling-Landmarks-based comparator is similar to the aforemen-
tioned RGPE comparator in terms of the comparison based on samples. However, another
metric is computed here, namely the norm of the difference function between the corresponding
source and target samples [66]:
||bs(x)||2, (4.2)
where bs(x) = f(x)− fs(x).
In the above-considered example, the metric would be calculated for the single samples of the
source and target experiment, respectively (e.g., As and At). Then, the average norm of the
difference function is computed in order to get a similarity metric for 2 tasks.
The NormDifference-Sampling-Landmarks-based comparator refines the steps of the Algo-
rithm 1 as follows:
Algorithm 3 NormDifference-Sampling-Landmarks-based comparator
for all pairs (source task, target task) do
1. extract all available samples with corresponding values of an objective function;
2. compute the average norm of the difference function between the corresponding source
and target samples;
end for
3. define the number of the most similar tasks using clustering (see Section 4.1.2).
It is preferable to use this metric if we expect that similar problems will have close absolute
values of the objective function for the corresponding samples. Despite the intuitive assumption,
the two experiments can still be similar even if the absolute values of their objective functions
differ significantly. Their similarity can be expressed by the similar behavior of the function.
Figure 4.2 illustrates this idea in a nutshell.
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are_similar(source, target) -> True
- source experiment (samples)
- target experiment (samples)
Figure 4.2: Example of different decisions made by the comparators for the same source and
target experiments
Meta-features-based comparator works with the artificially created meta-features instead
of the samples. Consider we have a set of n meta-features that describe the underlying dataset
of the optimization problem. For the source and target experiment, the values of these meta-
features are known respectively (e.g., if we are dealing with the TSP problem, “the standard
deviation of distances” [59] is a meta-feature and the values As and At are defined). If all meta-
features have numerical values, the Euclidean distance [82] between the meta-features’ values
can be used as a simple similarity metric here. Thus, the steps of the Algorithm 1 are refined
for this method as follows:
Algorithm 4 Meta-features-based comparator
for all pairs (source task, target task) do
1. extract values of the defined meta-features ;
2. compute the average [Euclidean] distance between the corresponding meta-features’
values;
end for
3. define the number of the most similar tasks using clustering (see Section 4.1.2).
The Meta-features-based comparator is not included in our implementation, but this exam-
ple further proves the applicability of template method-based comparators for improving the
variability of transfer expediency determination.
As we may see, due to the template method-based structure, the comparator entity is flexible
enough to vary not only the metric used to define the distance between tasks but the comparable
task’s parameters as well. Concrete comparator classes refine the steps of the common algorithm
and allow the user to choose an appropriate expediency definition method depending on the
considered optimization use case.
4.1.2 Clustering to filter the most suitable experiments
Due to the usage of the template method-based comparator, we can define a degree of similarity
between the target and available source experiments according to the chosen metric. But is it
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enough to consider only one, the most similar experiment to transfer knowledge from? Or is it
better to choose some static number of the most similar experiments? We argue that the right
decision is to take as many experiments as are actually related to the target (i.e., some flexible
number).
As we mentioned in Section 3.2.5, the authors of [68] proposed to apply clustering approach for
this purpose. They cluster task-specific parameters (meta-features) and associate each cluster
with a subset of the tasks that will benefit from the mutual transfer. In our approach, we want
to develop this idea and use clustering in a broader sense: to cluster the values of any metric
used to determine the similarity of tasks. In other words, the values that are being clustered
are the corresponding values of the similarity metrics computed in Step 2 of the Algorithm 1.
In our implementation, we used the Mean Shift clustering algorithm for this purpose since it
does not require to define the number of clusters in advance. Let us briefly consider how this
algorithm works.
Mean Shift clustering
The Mean Shift clustering algorithm was proposed by Fukunaga and Hostetler back in 1975 [83].
It is based on Kernel Density Estimation (KDE), which is a non-parametric approach to data
analysis aimed at the estimation of probability density function [84]. Simply speaking, KDE
estimates the underlying distribution (also called the probability density function) for a set of
data points. Kernel in KDE is a weighting mathematical function.
Let us consider a number of points that must be clustered (in our case, all available source
tasks may be represented as points). KDE works by placing a kernel on each point in the data
set and adding up all individual kernels in order to get a probability surface (density function).
The Mean Shift algorithm iteratively shifts each point in a considered data set towards the
nearest highest density of data points, which is represented by the top of the nearest probability
surface peak, estimated by the KDE. These peaks are called cluster centroids.
Unlike the widely used K-means clustering [85], the Mean Shift algorithm does not require
any assumptions concerning the shape of the point distribution, the number of clusters, etc.;
hence it is a non-parametric algorithm. In the context of transfer expediency determination,
the fact that there is no need to explicitly define the number of clusters is especially important.
Since the user may not know in advance how many groups of similar experiments are actually
available in the database, it is highly desirable to avoid an explicit definition of the number of
clusters. The Mean Shift clustering exposes a single parameter called bandwidth instead. Based
on this parameter and available data points, the algorithm calculates an appropriate number of
clusters [83]. The bandwidth parameter may be automatically estimated, for example using the
sklearn.cluster.estimate bandwidth() function.1
Due to the variability brought by the template method-based structure of the comparator,
the clustering algorithm may be varied as well (being refined by the concrete comparator classes
within the cluster most similar tasks() method (see Figure 4.1).
Let us briefly summarize the results of this section. We proposed to improve the variability
of the expediency determination with the help of the template method-based comparator entity.
To improve the flexibility of this process, we proposed to use clustering. It allows us to define
an appropriate number of most similar experiments to transfer the knowledge from.
1https://scikit-learn.org/stable/modules/generated/sklearn.cluster.estimate_bandwidth.html
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4.2 Dynamic model recommendation in multi-surrogate-model setup
In this section, we aim at defining how to organize the model recommendation in multi-surrogate-
model optimization based on the time and performance criteria. To recommend some surrogate
model to be used within the new experiment, we first need to evaluate the performance and
runtime of the available surrogates from the source experiments (by the term “runtime”, we
mean the time needed to build a model and to predict a new configuration (see Section 3.4.1)).
Therefore, in this section, we mostly focus on choosing the most appropriate ways of evaluating
models’ combinations in multi-surrogate-model optimization. The goal is to choose the best
combination to be used in the target experiment.
4.2.1 Variable recommendation granularity
To the best of our knowledge, the approaches proposed in literature recommend a single surrogate
for the whole optimization run based on the gained knowledge. However, the researches of
Perrone [56] and Snoek [74] show that the performance and runtime of the surrogate models
may actually vary at different stages of the experiment. The authors describe, namely, the
problem of poor scalability of Gaussian process-based Bayesian Optimization (BO). With the
growing number of available evaluations, the time to build the model increases cubically.
This problem drove us to the idea that it could be worthwhile to change the models’ combina-
tions dynamically within the single optimization run. In this case, for example, we could get a
good performance of BO at the beginning of the optimization run and avoid its scaling issues at
the end, when the model already operates with many points, just by exchanging the surrogate
type. Elaborating on this idea we introduce a parameter named recommendation granularity.
This parameter indicates how often the mechanism of choosing an appropriate model (or rather
models’ combination) should be triggered. It can be done either once for the whole experiment,
each iteration, or once per k iterations. When the recommendation mechanism is triggered,
the surrogates from the source experiment should be evaluated at the corresponding stage of
the experiment (e.g., if we are going to recommend the combination for the interval from ith to
(i + k)th iteration, we evaluate the surrogates which were used at ith to (i + k)th iteration in
source experiment respectively).
Despite providing flexibility in models’ recommendation, this parameter introduces additional
challenges as well. Consider we have already applied the model recommendation with variable
recommendation granularity for the source experiment E1. Assume it is a single similar experi-
ment to a target one (E2), and we want to recommend the model for the target experiment with
recommendation granularity g2 = 100. However, the recommendation granularity for the E1 was
smaller and equaled 10 (g1 = 10). It results in multiple models’ combinations used in E1 within
the considered interval (see Figure 4.3). Which models’ combination should be recommended in
this case?
To answer this question, let us revisit the goal of the recommendation granularity in a multi-
surrogate-model setup. The goal is to recommend the models’ combination with the best perfor-
mance and runtime to be used in the target experiment. Since we are only interested in finding
the best surrogate, we propose to evaluate each of the available combinations (MC1,MC2,
and MC3 in Figure 4.3) by time and performance criteria and consider only the best one as a
candidate for a recommendation. If there exist multiple source experiments, the same must be
done for all of them, and as a result, the best models’ combination must be chosen among all
candidates.
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Figure 4.3: Variable recommendation granularity in multi-model setup
This concept requires choosing such a metric for combinations’ performance evaluation, which
would allow comparing models regardless of the number of iterations in which they were used.
Let us discuss the possible metrics and their application in the following section.
4.2.2 Model recommendation by time and performance criteria
Let us discuss the applicability of different performance metrics for choosing the best models’
combination in multi-surrogate-model optimization. To choose an appropriate metric, we first
need to define what should be evaluated. In a multi-model setup, multiple surrogate models act
together to deliver the prediction. So, should we evaluate the performance of each model within
the combination separately, or the combination as a whole?
Evaluating the performance of each surrogate separately is challenging since the widely used
performance metrics are mostly based on both:
• the predicted result of a configuration;
• the real result of a configuration.
These widely used metrics2 can be mentioned here: MES (Mean Squared Error), MAE (Mean
Absolute Error), R2 Error (shows how much the model is better than the baseline), etc.
However, how can we extract the predicted results from a separate model if it actually predicts
nothing by itself? The fact that the prediction is made by the combination as a whole drives us
to the decision to evaluate the performance of the models’ combination as a whole. But
which metric should we choose in this case?
MES, MAE, and R2 Error metrics give the performance of a model within a single iteration
of prediction. However, it may cause an unnecessary overhead to evaluate and recommend
the model combination on each iteration. Moreover, we introduced a variable recommendation
granularity (see Section 4.2.1), which requires an ability to evaluate models’ combination either
on each iteration or once per k iterations. That is why we are interested in those metrics that
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The authors of [86] use the BestFound and the AUC (Area Under Curve) metrics to evaluate
the optimization performance. BestFound denoted as fbest[T ] refers to the accuracy of the
prediction and records the best value of the objective function found in T iterations. AUC metric







where fLB is a specified lower bound, that ensures AUC to be always positive.
AUC and BestFound metrics feature the desired properties since they show the optimization
performance on an interval and do not depend on a model (models’ combination) used. How-
ever, these metrics show some drawbacks with respect to the peculiarities of the aforementioned
recommendation granularity. BestFound metric is not appropriate in the considered case be-
cause of the following problem: if different models (models’ combinations) were used during the
optimization, the best-found result in k iterations might be actually produced by the former
combination, and not that one under the evaluation. In other words, the BestFound metric
evaluates an absolute improvement got during the optimization. In contrast, the AUC metric
is able to evaluate a relative improvement showing the speed of improvement on an interval.
Although it is important to note that k may cover not only the interval from the 0th to kth itera-
tion but also an arbitrary interval within the experiment. That is why we do not talk about the
classical AUC metric within our approach, but rather about the relative improvement metric.
Revisiting the problem illustrated in Figure 4.3, we should additionally notice that it would
be unfair to evaluate relative improvement brought by the combination on an interval since the
combinations might act during different time intervals. The combination that worked longer
has more chances to bring better improvement than the one that has only been used for a
few iterations. That is why the metric that really suits our use case is an average relative






where fi and fi+k are the current best found values of the objective function at the i
th and
(i+ k)th iterations respectively.
In fact, it shows an average improvement, which a combination managed to bring in one
iteration. Considering the multi-model source task (see Figure 4.3), we propose to define the
maximal average relative improvement among all combinations used during the recommendation
interval.
The simplified proposed algorithm of dynamic model recommendation is shown by Algo-
rithm 5. Here, we calculate an average relative improvement for each models’ combination
MCj (lines 2 - 5 of the algorithm) and take the combination with the maximal value of met-
ric maxRIavg(MCj) (line 6). This mechanism helps us to define the most effective models’
combination on the desired interval, even if multiple combinations are available within a single
similar experiment. We repeat these steps for all similar experiments and sort all extracted
combinations by performance (line 8).
Let us discuss the second criterion which must be taken into account - the runtime of the sur-
rogate models. According to the discussion in Section 3.4.1, here we are interested in answering
the question: Should the runtime be estimated for each model separately or the combination
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Algorithm 5 Multi-surrogate-model recommendation by time and performance criteria
Input: current iteration of optimization i, recommendation granularity g, time-to-build threshold T ,
threshold type T type, list of similar experiments similar experiments
Output: recommended combination
Initialize: best combinations for tasks : list, RI avg : list
1: for all similar experiments do
2: models combinations← extract models combinations on interval(i, i+ g)
3: for combination in models combinations do
4: RI avg.add(get average relative improvement(combination))
5: end for
6: best combinations for tasks.add(max{RI avg}{models combinations})
7: end for
8: sort by performance← sort{RI avg}(best combinations for tasks)
9: for combination in sort by performance do
10: can be used← TRUE : boolean
11: for model in combination do
12: if time-to-build of model > T then
13: if T type == “hard” then
14: can be used← FALSE
15: break
16: else
17: if performance of model < RIavg(AV G) then






24: if can be used == TRUE then
25: recommended combination← combination
26: end if
27: end for
as a whole? From the first point of view, we may choose to evaluate the cumulative runtime
for a models’ combination, as well as we did for the performance evaluation. However, different
surrogates may scale differently, and thus, a single model within a combination may become
a bottleneck delaying the whole prediction process. That is why we would prefer to evaluate
the runtime of every single model within the combination separately to detect the
bottlenecks and recommend a surrogate that will avoid these delays instead.
So far, we decided to evaluate an average relative improvement for a models’ combination as a
whole and to evaluate the runtime of every surrogate within the combination separately. But how
to combine these performance and time criteria? To do this, we introduce a user-configurable
time threshold T and two types of this threshold: soft and hard thresholds, respectively. The
thresholds are checked for all available models from the list sorted by performance (lines 9 - 27
of the Algorithm 5). Let us consider this process in detail with the help of an example.
Consider we evaluated an average relative improvement RIavg(MC1) of a model combi-
nation MC1 and measured the runtimes of each model within this combination: t1(MC1),
t2(MC1),..., tn(MC1) (where n is the number of surrogates within the combination). Given the
two types of thresholds introduced, we have three options here:
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1. If (t1(MC1) < T and t2(MC1) < T and ... and tn(MC1) < T ) - the combination is a
candidate to be used. Performance criterion decides whether this combination should be
recommended or not.
2. Hard threshold:
If (t1(MC1) > T or t2(MC1) > T or ... or tn(MC1) > T ) - combination will not be used
(lines 13 - 15 of the Algorithm 5).
3. Soft threshold:
If (t1(MC1) > T or t2(MC1) > T or ... or tn(MC1) > T ) butRIavg(MC1) > RIavg(AV G) -
combination is a candidate to be used (RIavg(AV G) average value of the performance met-
ric among the all available models’ combinations) - see lines 16 - 21 of the Algorithm 5.
Thus, the user can trade-off the importance of the time criterion, varying the type of a
threshold. If the soft threshold is chosen, the focus is shifted to the performance criterion, and a
“slow” models’ combination may still be used if its performance is better than the average one.
In the case of a hard threshold type, any violation of the time threshold is prohibited. This type
is intended to support optimization cases where the runtime is critical.
Since the threshold check takes place in a list of models’ combinations sorted by performance,
the first combination which passes the threshold checks is recommended (lines 24 - 26).
Summarizing the proposed approach, we suggest organizing the model recommendation in
multi-surrogate-model optimization based on time and performance criteria as follows: the per-
formance metric should be evaluated for a models’ combination as a whole. A suitable metric
is an average relative improvement. We propose to take into account the time criterion using a
time threshold, which can be set to soft or hard. These types of thresholds help to trade-off the
importance of time criterion for the considered optimization use case. To take into account the
varying performance and execution time of surrogates at different stages of the experiment, the
notion of recommendation granularity is introduced.
4.3 Multi-task learning
As briefly introduced in Section 3.4.2, the idea of multi-task learning is to build a joint task
representation using evaluated samples from the source and target tasks. This idea is illustrated
in Figure 4.4.
As discussed in Section 3.4.2, multi-task learning requires a number of design decisions that
may influence its performance. To make the right design decisions, we are interested in revealing
the dependencies between the parameters of multi-task learning and its performance. These
parameters are the following:
1. The ratio between the source and target configurations (samples) in a joint task;
2. The appropriateness of transferring only the best source configurations versus transferring
all configurations;
3. The appropriateness of the uniform transfer of configurations from all similar experiments
versus transfer from the most similar experiment first.
To obtain these dependencies, we developed a so-called BRISE meta-tuning scheme (the
details about the BRISE framework you may find in Section 2.2.3). This scheme presumes
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Figure 4.4: The idea of multi-task learning
that we have 2 instances of BRISE: InstanceA and InstanceB (Figure 4.5). InstanceB deals
with solving the underlying optimization problem and uses multi-task learning to improve the
optimization results. The parameters of multi-task learning are exposed and can be configured by
the user or set up programmatically. InstanceA runs on a separate machine and communicates
with the InstanceB using the Secure Shell protocol
3 (SSH). This instance deals with the multi-
task learning optimization problem, optimizing the aforementioned parameters. An additional
script is added on the side of InstanceB to run BRISE in containers, get the results, and store
them in a file on the host machine. This file is then read by the remote InstanceA. The
architecture of the BRISE meta-tuning scheme is shown in Figure 4.5. Figure 4.6 illustrates the
sequence of calls between the instances within the meta-tuning process.
This scheme helps to tune the parameters of the tuning system itself, and that is why we
call it a meta-tuning scheme. It aims at revealing the dependencies between the parameters of
multi-task learning and its performance. To provide these dependencies and to answer the RQ3,
we will evaluate this concept and see its results in Chapter 5.
4.4 Implementation of the proposed concept
In this chapter, we discussed the details of the proposed concept of applying TL to multi-
surrogate-model optimization. Before we evaluate its efficiency, let us briefly discuss the imple-
mentation of this concept. As we mentioned in Section 2.2.3, we are going to use the BRISE
software product line for parameter tuning of version 2.5.0 as a code basis since it is designed
for multi-surrogate-model optimization.
Being a software product line (SPL), the BRISE framework consists of loosely-coupled modules
that can be configured and assembled to create a line of similar products. To keep this structure,
we implemented the transfer learning module as a separate configurable part of the framework
3https://www.ssh.com/ssh/
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Figure 4.5: High-level architecture of the BRISE meta-tuning scheme
as well. Within the container structure of the application, the TL module belongs to the BRISE
main node (see Figure 4.5). In Figure 4.7, we show the main classes involved in this module and
their cooperation.
The Transfer learning module plays the role of an orchestrator for all TL functionality of
the framework. As you may see, the comparator entity is an obligatory part of the Transfer learn-
ing module. The type of comparator can change at compile-time, but exactly one comparator is
needed to determine similar experiments during optimization. The Model Advisor encapsulates
the functionality of the multi-surrogate-model recommendation, whereas the Multi-task learning
module and Few-shot learning module implement the multi-task learning and few-shot learning
respectively.
Within the few-shot learning concept we implemented two strategies:
1. transfer of the built combination of surrogate models;
2. transfer of the best configuration found in a similar experiment.
These strategies presume either getting the built models’ combination from the most similar
experiment for transfer or getting the best-seen configuration to be transferred to the target ex-
periment, respectively. We are going to evaluate and compare these two strategies in Chapter 5.
To make the optimization process stopping after a few shots, we additionally implemented the
logic of the few-shot learning stopping condition. It stops optimization as soon as knowledge has
been transferred and applied in the target experiment (for example, when the transferred best
configuration has been evaluated).
The Transfer learning module can be either disabled or enabled, which makes it optional in
the whole structure of the SPL. Every part of the module, except for the comparator, can also
be enabled or disabled. It allows the user to benefit from a single or multiple TL aspects at once.
The parameters of the TL parts are exposed to the user for configuration. For the Comparator,
the number of samples to be used for the sampling-based comparison can be configured as well
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Figure 4.6: Sequence diagram of the BRISE meta-tuning process
as the usage of clustering (if clustering is disabled, the knowledge is transferred only from the
most similar experiment). For the Model Advisor, the user may choose the recommendation
granularity that was discussed in Section 4.2.1, as well as the time threshold and its type to
trade-off the importance of time criteria for the model recommendation. Multi-task learning
module allows configuring the ratio between old and new configurations in a joint task repre-
sentation. It also allows choosing whether to pay attention to the best configurations only and
whether to transfer the knowledge evenly from all experiments. We will revisit these parame-
ters in Section 5.5.2 since we are interested in revealing their influence on multi-task learning
performance empirically.
If the Transfer learning module is enabled, it acts within the whole BRISE-workflow as it is
shown in Figure 4.8.
If the experiment already contains a sufficient number of evaluated configurations (this number
is defined by one of the comparator’s parameters), the information about the available exper-
iments is extracted from the database, and the transfer expediency is determined for them. If
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Figure 4.7: Transfer learning module implementation
no similar experiments are found, the normal BRISE workflow runs. Otherwise, the knowledge
to be transferred is extracted from similar experiments based on the enabled TL approaches. In
Figure 4.8, the knowledge extraction is shown in parallel parts of the workflow to show the logical
independence of these activities. The extracted knowledge is injected into the surrogate-based
optimization process in the following forms:
• Model recommendation: the JSON-description of the recommended models’ combination
that should be instantiated. The BRISE Predictor module instantiates the models accord-
ing to this description.
• Multi-task learning: old configurations that are appended to the list of the measured
configurations in the current experiment. Based on all these configurations a new surrogate
model is built.
• Few-shot learning with model transfer: objects of the built models that comprise a com-
bination. The BRISE Predictor module does not instantiate new models in this case but
uses the transferred ones instead.
• Few-shot learning with the best configuration transfer: the transferred best configuration,
which directly comes to the repetition management and evaluation. The surrogate-based
optimization is skipped at the iteration.
The same process is repeated iteratively in each round of optimization, although the expedi-
ency determination is performed only once to avoid the overhead required to retrieve data from
the database.
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Figure 4.8: Transfer learning workflow integrated into the simplified BRISE workflow (the part
developed within the thesis is highlighted)
4.5 Conclusion of the proposed concept
In this chapter, we defined the strategies to implement transfer learning, which is able to work
in a multi-surrogate-model context.
1. We introduced the comparator entity to define the transfer expediency and organized
it according to the template method design pattern to improve the variability of the
expediency determination process.
2. We proposed to use clustering to define the number of the most similar experiments to
transfer the knowledge from. As a result, we improved the flexibility of the expediency
determination process.
3. We adapted the model recommendation approach to be used in a multi-surrogate model
setup. In our concept, both the performance and runtime criteria are taken into account
for the recommendation. We also tackled the problem of varying performance and runtime
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of the surrogates at different stages of the experiment. For this purpose, we introduced
the notion of variable recommendation granularity.
4. We proposed to tune the parameters of multi-task learning with the help of the BRISE
meta-tuning scheme to achieve a sub-optimal result of black-box optimization as fast as
possible.
The proposed concept defines the strategy for the implementation and adaptation of TL, i.e.,
it helps us to achieve the research objective. However, we need to prove the effectiveness
of this concept and to check whether the goal of the thesis has been reached (i.e., whether the
quality delivered by the multi-surrogate-model optimization has been improved). So, let us
move on to the evaluation part to see how TL affects the results of the multi-surrogate-model
optimization and to answer the research questions of this thesis.
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5. Evaluation
In Chapter 4, we proposed a concept that helps us to implement transfer learning for multi-
surrogate-model optimization. It improves the existing TL strategies and adapts them to the
multi-model setup. In this chapter, let us evaluate the effectiveness of proposed strategies and
answer the research questions with the help of empirical analysis. First of all, we will introduce
the optimization problems chosen to be solved by the multi-surrogate-model approach. Then we
will present an outline of our experiments and briefly describe the evaluation environment. After
that, we will consequentially analyze each proposed strategy and answer the research questions
of the thesis with the help of gathered empirical data.
5.1 Benchmark suite
To evaluate the proposed concept, we created a benchmark suite consisting of 3 optimization
problems:
1. APSP for the meta-heuristics over continuous optimization problems;
2. APSP for the meta-heuristics over combinatorial optimization problems;
3. HPO (hyperparameter optimization) of the Random Forest algorithm [72] performing clas-
sification for OpenML1 datasets.
The first two problems are dealing with the minimization, whereas for the third problem the
performance of Random Forest is being maximized.
For APSP problems, we actually consider two levels of optimization: external optimization
deals with the parameter tuning for the meta-heuristic algorithm, whereas the internal optimiza-
tion solves the underlying optimization problem (e.g., TSP problem). For the HPO problem, we
may also highlight two optimization levels: external optimization deals with the Random Forest
hyperparameter tuning, whereas the internal optimization solves the underlying classification
problem. Such multilevel types of optimization problems are especially interesting for evaluat-
ing knowledge transfer since TL works only with the search space of the external optimization
problem and has no information about the internal level. It complicates the task for TL since
the hidden internal level of optimization may operate with dissimilar problems that would not
benefit from mutual knowledge transfer.
We illustrated the considered optimization use cases schematically in Figure 5.1. Let us
explain each optimization use case and used problems in detail.
5.1.1 APSP for the meta-heuristics
As we briefly discussed in Section 2.2.2, APSP aims at solving the problem of dynamic heuristic
selection and tuning its parameters online. We considered 3 implementations of the meta-
heuristics that represent the choices for the APSP on the level of heuristic selection:
1. jMetalPy.SimulatedAnnealing - Simulated Annealing meta-heuristic algorithm implemented
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- Problem 1: APSP over continuous optimization problems
- Problem 2: APSP over combinatorial optimization problems
- Problem 3: Random Forest HPO over OpenML datasets
Figure 5.1: Schematic summary of optimization problems used for the evaluation
2. jMetalPy.EvolutionStrategy - Evolution Strategy meta-heuristic algorithm implemented
within the jMetalPy optimization framework.
3. jMetal.EvolutionStrategy - Evolution Strategy meta-heuristic algorithm implemented within
the jMetal3 optimization framework [87].
Simulated Annealing (SA) is one of the simplest and best-known meta-heuristic methods
for addressing difficult black-box global optimization problems [88]. It is based on an analogy
with the physical annealing of materials - a technique involving heating and controlled cooling of
a material to increase the size of its crystals and reduce their defects. At each step, SA considers
some neighboring state s∗ of the current state s, and probabilistically decides between moving
the system to state s∗ or staying in state s. If f(s∗) < f(s), then s∗ is accepted and it replaces s.
If f(s∗) > f(s), s∗ can also be accepted, with some probability p:




As we may see from the equation 5.1, SA operates with the controllable temperature param-
eter T , which decreases during the search process. Thus, at the beginning of the search, the
probability of accepting deteriorating moves is high, and it gradually decreases [89].
Unfortunately, the jMetalPy framework does not expose the temperature parameter T for
the users (exponential cooling schedule is provided instead). Nevertheless, within the jMet-
alPy.SimulatedAnnealing implementation, SA algorithm exposes 2 parameters to be controlled
by the APSP:
• mutation type - categorical parameter. The mutation operator is used in this implementa-




optimization problem to be solved and include PermutationSwapMutation and Scramble-
Mutation for permutation problems (e.g., TSP), PolynomialMutation, SimpleRandomMu-
tation, UniformMutation, and NonUniformMutation for float problems (e.g., optimization
of mathematical functions), and BitFlipMutation for binary problems (e.g., Knapsack
problem)4.
• mutation probability - numerical parameter varying from 0 to 1 respectively.
Evolution Strategy (ES) belongs to the class of Evolutionary Algorithms (EAs) that are
directly inspired by the evolution processes in nature. ES is based on three operations: recom-
bination, mutation, and selection [90]. A recombination operator selects the parent solutions to
be combined for producing the new solutions (offspring), and a mutation operator creates a new
solution, which is very similar to a basic one. The algorithm creates a set of new solutions apply-
ing both operators on each iteration (ES generates a population of µ individuals and λ offspring
in each iteration). After that, a selection operator is applied to all available solutions (parents
and offspring). It selects only the best solutions to keep the population size within the defined
boundaries. There exist two possible selection strategies: either (µ, λ) - discard all parents and
select only among offspring, or (µ + λ) - include predecessor solutions to the selection. The
second strategy is also called an elitist selection [90].
jMetalPy.EvolutionStrategy implementation exposes 5 parameters to be controlled by the
APSP:
• µ - numerical parameter showing the number of individuals on each iteration.
• λ - numerical parameter showing the number of offspring on each iteration.
• elitist - boolean parameter. If the value is True, the elitist strategy will be used for the
selection.
• mutation type - categorical parameter. Possible values are PermutationSwapMutation and
ScrambleMutation5.
• mutation probability - numerical parameter varying from 0 to 1 respectively.
In its jMetal implementation, ES exposes the same parameters, except for the mutation type,
which is fixed for this implementation.
The considered 3 implementations of the meta-heuristic algorithms and their parameters form
a search space for the external optimization problem that will be directly solved by BRISE 2.5.0.
However, the heuristics themselves are also dealing with the optimization problems at the in-
ternal optimization level. Let us briefly introduce these problems.
Underlying optimization problems for meta-heuristics
Mathematical functions. The continuous (float) optimization problems for the meta-heuristics
are represented by the optimization of complex mathematical functions. For these problems, the
values of the parameters, as well as the objective function, lie in a continuous space of values.











[x2i − 10cos(2πxi)] (5.2)
The search of the global optima of this function is challenging since the Rastrigin function
has several regularly distributed local minima (see Figure 5.2a). The global minimum of this
function is: f(x∗) = 0, at x∗ = (0, 0, ..., 0).
(a) 2-dimensional Rastrigin function (b) 2-dimensional Sphere function
Figure 5.2: Plotted mathematical functions used for the optimization6
Sphere function is another mathematical function that is easy to define but difficult to





The Sphere function has d local minima except for the global one (see Figure 5.2b). The
global minimum of this function is: f(x∗) = 0, at x∗ = (0, 0, ..., 0).
Within our evaluation, we used several instances of Rastrigin and Sphere problems with dif-
ferent number of variables: Rastrigin-500, Rastrigin-1000, Sphere-2500, Sphere-5000
with 500, 1000, 2500 and 5000 variables, respectively). This diversity of underlying problems
created an additional challenge for our expediency determination approach since the underly-
ing problem can not be explicitly observed but only indirectly detected by the experiments’
comparator.
Traveling salesman problem. The combinatorial problem being optimized by the meta-
heuristics is a Traveling salesman problem (TSP). This class of problems involves a finite number
of alternatives in a search space. The TSP is one of the most famous NP-complete problems
of combinatorial optimization, which is to find the shortest route passing through the specified
cities, visiting each of them exactly once, with the subsequent return to the starting city [59].




Within our evaluation, we focused on the rat783 instance of the TSP problem from the widely
used TSPLIB957 benchmark set. The problems’ representation in TSPLIB95 is compatible
with the used meta-heuristics from jMetal and jMetalPy, making the evaluation process easier.
rat783 TSP instance presumes finding the shortest route through 783 cities respectively. The
objective function here is the length of the path, which must be minimized. Since it would be
too simple for the proposed approach to choose similar experiments when only a single instance
of a problem is available, we executed the baseline experiment for 3 additional TSP instances as
well, namely: kroA100, pr439, pla7397 (with 100, 439 and 7397 cities respectively). It allowed
us to check the expediency determination more fairly and enable the execution of additional
experiments, where the transfer took place in absence of the same experiment instances in a
database.
5.1.2 Hyperparameter optimization of the Random Forest algorithm
Another optimization problem used to prove the efficiency of the proposed TL approach is
the hyperparameter optimization (HPO) of the Random Forest (RF) classification algorithm.
Random Forest is a tree-based ensemble with each tree depending on a collection of random
variables [91]. The trees used in Random Forests are based on the binary recursive partitioning
trees. These trees partition the predictor space using a sequence of binary partitions (“splits”)
on individual variables. The resulting trees are combined by unweighted voting if the response is
categorical (classification) or unweighted averaging if the response is continuous (regression) [91].
For our evaluation, we used an implementation of the RF from the scikit-learn8 machine
learning library for Python. Six parameters of the algorithm were tuned:
• n estimators - integer parameter, defining the number of trees in the forest.
• max depth - integer parameter, indicating the maximum depth of the tree.
• max features - numerical parameter. The number of features to consider when looking for
the best split.
• min samples leaf - numerical parameter, indicating the minimum number of samples re-
quired to be at a leaf node.
• min samples split - numerical parameter. The minimum number of samples required to
split an internal node.
• criterion - categorical parameter. The function to measure the quality of a split. Supported
criteria are “gini” for the Gini impurity and “entropy” for the information gain9.
As a reference case, we used a similar HPO experiment carried out by Perrone et al. [57].
They tuned the same parameters of the RF algorithm over 5 classification datasets provided by









1. Dataset No. 105011: PC3 Software defect prediction;
2. Dataset No. 104912: PC4 Software defect prediction;
3. Dataset No. 3113: German Credit data;
4. Dataset No. 147114: EEG-eye-state;
5. Dataset No. 151015: Breast Cancer Wisconsin (Diagnostic) Data Set (WDBC).
In our evaluation, we used these datasets as well to be classified by the Random Forest
algorithm while tuning its parameters with BRISE.
To evaluate the performance of classification with different parameters, we have chosen the





where P stays for the classification precision and R denotes the recall (please see [93] for more
information on these metrics).
Thus, the goal of the considered HPO is to maximize the F1 objective function varying the
parameters of the Random Forest classifier.
5.2 Environment setup
For the evaluation we used two identical host machines with the following characteristics:
• Hardware characteristics: Fujitsu ESPRIMO P958 computer with 64GB 2667MHz
RAM (16GB * 4 pcs), Intel Core i7-8700 CPU @ 3.2 GHz (6 cores * 2 threads) and
Samsung 1TB SSD.
• Software characteristics: GNU/Linux Fedora 29 host OS with installed Docker engine
version 1.13.1.
For all experiments except the meta-tuning (Section 5.5), BRISE 2.5.0 with the TL module
was deployed in Docker containers on a single host machine. Six BRISE workers were used. For
the meta-tuning experiment, two BRISE instances were deployed on two machines, respectively.
The instance performing meta-tuning used one worker.
5.3 Evaluation plan
First of all, let us define a baseline against which we will compare our proposed TL approach for
multi-surrogate-model optimization. Since TL in multi-surrogate-model setup is a new topic,
there exist no well-known benchmarks for comparison in this area (at least to the best of our
knowledge). Therefore, we decided to consider a multi-surrogate-model optimization with the








best models’ combination among those available in BRISE. The quality that it delivers without
TL will become a baseline for all further experiments.
Except the baseline definition, our evaluation consists of 4 logical parts dedicated to 4 research
questions, respectively. However, these parts are not completely independent, which motivates
us to change the order of the research questions under evaluation. Let us explain this state-
ment. Discussing the RQ1, we proposed the concept of transfer expediency determination with
improved scalability and flexibility. But to see the impact of these improvements on the final
TL result, we first need to see the results of TL in general. Therefore, we decided to start with
the RQ3 evaluation and base further assessment on its results. The plan of our evaluation is
presented in Table 5.1.
We have chosen one instance for each problem to discuss the results in detail and plot them in
text, and the results for all other instances are presented in Appendix A. The chosen instances
are:
• Rastrigin-500 - APSP for meta-heuristics optimizing continuous Rastrigin function with
500 variables;
• TSP-rat783 - APSP for meta-heuristics solving combinatorial TSP problem with 783 cities;
• OpenML-1049 - Random Forest HPO over OpenML classification dataset No. 1049.
APSP over continuous problems and HPO experiments take relatively little time to complete
and may be considered “short” experiments. For these experiments, the time to evaluate one
configuration equals approximately 3 and 10 seconds, respectively. Whereas for the APSP over
combinatorial problems (TSP), the execution time is much longer and equals 15 minutes per
configuration (see explanation in Section 5.4). In order to collect enough data to statistically
process the results, we repeated each “short” experiment 9 times. However, the TSP experi-
ments were repeated only 5 times since their evaluation takes quite a long time. Assuming all
experiments are executed sequentially on a single machine (the parameters of used hardware
may be found in Section 5.2), the total execution time for all experiments within the evaluation
would approximately constitute 509 days. To reduce the evaluation time, we used 6 BRISE
workers (i.e., let the evaluation to be performed in parallel) and executed the experiments on
2 physical machines in parallel as well. Therefore, total execution time approximately equals
509/12 ≈ 43 days, if we idealize parallelization and assume it gives 12x-speedup. However, it is
practically impossible to achieve a 6x-speedup using 6 workers, taking into account that some
time is needed to divide and gather the parallelly-executed tasks and to handle communication
between workers and the main node. Therefore, these calculations are rather approximate. Since
we also needed some time to prepare each experiment for execution, the total evaluation took
approximately 2 months.
5.4 Baseline evaluation
As we mentioned, the BRISE 2.5.0 execution with the best available models’ combination but
without TL was considered to be a baseline. Considered models’ combinations are:
1. FRAMAB + TPE - Fitness-Rate-Average-based MAB model operating on the upper level
of the search space and Tree-structured Parzen Estimators model on the lower level.
2. FRAMAB+BRR - Fitness-Rate-Average-based MAB model operating on the upper level
of the search space and Bayesian Ridge Regression model on the lower level.
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Table 5.1: Evaluation plan
Section
No.





- 4 instances of APSP contin.
- 5 instances of HPO
- 4 instances of APSP comb.






between the parameters of
multi-task learning and its
performance
- 1 instance of APSP contin.
(Rastrigin-500)
- 1 instance of HPO (OpenML-
1049)





the best found parameters
- 4 instances of APSP contin.
- 5 instances of HPO
- 1 instance of APSP comb.
(TSP-rat783)







as a variability point
- 4 instances of APSP contin.
- 5 instances of HPO
- 1 instance of APSP comb.
(TSP-rat783)
5.6.2
Flexible number of the most
similar experiments with the
help of clustering
- 4 instances of APSP contin.
- 5 instances of HPO
- 1 instance of APSP comb.
(TSP-rat783)
5.6.3
Influence of the number of
initial samples on the quality
of expediency determination
- 4 instances of APSP contin.












- 4 instances of APSP contin.
- 5 instances of HPO








of the built surrogate mod-
els’ combination
- 4 instances of APSP contin.
- 5 instances of HPO




of the best configuration
- 4 instances of APSP contin.
- 5 instances of HPO




from different experiment in-
stances
- 4 instances of APSP contin.
- 5 instances of HPO




3. BRR+BRR - Bayesian Ridge Regression model operating on both levels of the search
space.
4. BRR+TPE - Bayesian Ridge Regression model operating on the upper level of the search
space and Tree-structured Parzen Estimators model on the lower level.
For the APSP problems, we need to define a timeout for the heuristics to solve the underlying
optimization problem (either TSP or mathematical function optimization). Since the chosen
instances of the mathematical problems are relatively simple to solve, we gave each heuristic 3
seconds to find a sub-optimal solution. The rat783 instance of the TSP problem is much more
complicated, so the heuristics were not able to find any solution within the 3-seconds timeout.
To give them enough time to approach an optimal solution, we set the timeout for 15 minutes
for this problem.
For each instance of the “short” experiments (APSP over continuous optimization problems
and HPO), we measured 200 configurations in total. For the more complicated case (APSP
solving rat783 TSP problem), we extended the execution time to 15 hours, which allowed us to
evaluate about 400 configurations.
Figure 5.3 illustrates the results of evaluation for different models’ combinations for chosen
problem instances (Rastrigin-500, OpenML-1049, and TSP-rat783 ). The plotted lines show the
improvement of the optimization (i.e., each point represents the best yet found value of the
objective function). Please note that for the TSP-rat783 instance, an enlarged plot is shown
here and below to make the difference between the curves more noticeable. Full plots, as well
as plotted results for other problem instances, are shown in Appendix A.1.
































instance = TSP_rat783 (zoomed)
models mab_tpe mab_brr brr_tpe brr_brr
Figure 5.3: Baseline evaluation - comparison of models’ combinations
In Table 5.2, we gathered the aggregated results for each considered problem (e.g., the row
“APSP continuous” contains normalized averaged results for all instances of the APSP over con-
tinuous optimization, i.e., Rastrigin-500, Rastrigin-1000, Sphere-2500, Sphere-5000 ). Detailed
numerical results for each instance may also be found in Appendix A.1 in Table A.1. The arrows
next to the problem names indicate whether the minimization or maximization problem is being
solved within the experiment. The numbers in this table represent the mean and standard devi-
ation of the metric across all repetitions of all instances of considered problem. The best results
for each experiment are shown in bold. The column ”Average normalized AUC” in Table 5.2
indirectly shows the speed of improvement for a models’ combination. The normalized AUC
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metric is calculated as an area under the improvement curve [86], divided by the maximum
value of this metric among the values under comparison. The column ”Average normalized best
result” illustrates the best value of the objective function achieved by a combination within the
chosen time budget. These values are normalized and averaged across all considered instances
of each problem. For minimization experiments, the value of these two columns should be lower,
for maximization experiments - vice versa.
To simplify the comparison of models’ combinations, all results are additionally ranked.
Rank ”1” indicates the best result. The higher the rank, the worse the result, respectively.
Averaged ranks across all considered problems are gathered in Table 5.3.
















brr brr 0.977±0.055 3 0.985±0.07 3
brr tpe 0.968±0.098 2 0.89±0.126 2
mab brr 0.998±0.076 4 0.999±0.096 4
mab tpe 0.932±0.096 1 0.871±0.109 1
HPO ↑
brr brr 0.962±0.048 3 0.953±0.034 3
brr tpe 0.982±0.032 2 0.985±0.032 2
mab brr 0.96±0.038 4 0.948±0.033 4
mab tpe 0.999±0.041 1 0.999±0.024 1
APSP
combinatorial ↓
brr brr 1.0±0.05 4 0.989±0.042 3
brr tpe 0.981±0.04 3 1.0±0.038 4
mab brr 0.925±0.105 1 0.927±0.102 1
mab tpe 0.93±0.072 2 0.935±0.074 2
Table 5.3: Baseline evaluation - ranking-based comparison of models’ combinations (the lower











brr brr 3.33 3.00 6.33
brr tpe 2.33 2.66 5.00
mab brr 3.00 3.00 6.00
mab tpe 1.33 1.33 2.66
As we can see, the FRAMAB + TPE combination (blue line in Figure 5.3) outperformed other
models twice in terms of normalized AUC and the best found result (Table 5.2). In Table 5.3,
we may explicitly see the superiority of the FRAMAB + TPE. This combination has the lowest
ranks 1.33 by both metrics, and the lowest total rank, respectively. Therefore, we will use the




5.5 Meta-tuning for a multi-task learning approach
In this section, we aim at revealing the relationship between the parameters of multi-task learning
and its performance in different experiments. Talking about the performance of multi-task
learning, we mean the resulting value of the objective function, which BRISE 2.5.0 with the TL
module managed to provide for the underlying optimization problem (either APSP or HPO).
We are also interested in comparing the performance of the multi-task learning-assisted BRISE
with the baseline. Thus, we are going to discuss two sub-experiments here:
1. Revealing the dependencies between the parameters of multi-task learning and its perfor-
mance;
2. Evaluation of the multi-task learning performance with the best found parameters.
5.5.1 Revealing the dependencies between the parameters of multi-task learning
and its performance
Let us briefly recall which parameters of multi-task learning we are going to explore. These
parameters are:
1. The ratio between the source and target configurations in a joint task (referred to as
oldNewConfigsRatio parameter within the implementation);
2. The appropriateness of transferring only the best source configurations versus transferring
all configurations (referred to as transferBestConfigsOnly);
3. The appropriateness of the uniform transfer of configurations from all similar experiments
versus transfer from the most similar experiment first (referred to as transferFromMost-
SimilarExperimentFirst).
As described in Section 4.3, we used BRISE meta-tuning scheme to see how these parameters
influence the results of multi-task learning. We executed the meta-tuning for 48 hours, which
allowed us to evaluate approximately 50 different configurations of multi-task learning. Due
to the different complexity of the underlying optimization problems, we set up the experiment
slightly differently for the “short” problems (APSP over continuous optimization and HPO),
and the APSP over the combinatorial problem (TSP). That is, to evaluate each configuration
of multi-task learning:
• For the APSP over continuous problems and HPO, we executed the underlying optimiza-
tion experiment with 200 configurations, repeating each experiment 9 times to increase
the accuracy of the results. We used the same timeout for the APSP heuristics as for the
baseline evaluation (see Section 5.4).
• For the APSP over combinatorial problem (TSP), we reduced the execution time by re-
ducing the timeout for the heuristic to 1 minute (compared to 15 minutes in the baseline)
and avoided the repetitions of the underlying experiments16.
• Due to the limited time available for evaluation, the parameters were tuned for only one
instance of each problem. These instances are Rastrigin-500, OpenML-1049, and TSP-
rat783, respectively.
16Please note: these changes were performed only for parameters’ exploration. Because of these temporary
adjustments, we will not perform the comparison with the baseline for the TSP-based APSP in this sub-experiment
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Let us analyze the obtained empirical results. Figure 5.4 shows the dependencies on the
oldNewConfigsRatio parameter values for 3 considered problem instances. The value of this
parameter indirectly shows, how many configurations from the source experiments were trans-
ferred to the target experiment. The number of transferred configurations is not static and
is calculated based on the number of currently available measured configurations in the target
experiment. E.g., if in the current iteration we have 10 measured configurations in the tar-
get experiment, and the oldNewConfigsRatio = 2, 10 ∗ 2 = 20 “old” configurations will be
additionally injected as an input data for the surrogate models in this iteration.






































Figure 5.4: Multi-task learning: dependency between the optimization performance and the
ratio between the source and target configurations
The numerical data for this experiment is shown in Table 5.417. Here, we also used ranks to
compare the results more transparently. The averaged ranks are represented in Table 5.5.
Gathered results and their ranking-based comparison allows us to see the clear dependency
between the analyzed oldNewConfigsRatio parameter and the multi-task learning optimization
results:
• with a small number of transferred configurations (if oldNewConfigsRatio < 0.5) the
results are bad in all 3 experiments (the total average rank of this ratio equals 10.67);
• with an increase in the number of transferred configurations, the results generally improve
(see the column “Total average rank” in Table 5.5);
• the best results are obtained with the oldNewConfigsRatio ≈ 2.0...3.0 (even though for
the TSP-based APSP experiment the best result was achieved with a lower ratio, with the
oldNewConfigsRatio ≈ 2.0...3.0 we managed to get a second- and third-best result by
the normalized AUC metric).
Let us analyze the impact of the transferBestConfigsOnly parameter. If this parameter is
set to True, only configurations with the best objective function values are transferred from the
source experiments to the target one. Otherwise, configurations are randomly selected from the
17Please note: for this table, there is no need to aggregate the results across multiple problem instances (the
parameters were tuned for only one instance of each problem)
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Rastrigin-500 ↓ baseline 0.952 ± 0.201 5 3696.426 ± 1126.732 5
0.0 - 0.5 1.000 ± 0.195 6 4189.339 ± 1184.773 7
0.5 - 1.0 0.887 ± 0.191 4 3756.578 ± 1219.129 6
1.0 - 1.5 0.754 ± 0.146 2 2773.768 ± 726.291 2
1.5 - 2.0 0.754 ± 0.150 2 2826.678 ± 771.362 4
2.0 - 2.5 0.701 ± 0.175 1 2824.26 ± 984.321 3
2.5 - 3.0 0.771 ± 0.194 3 2684.556 ± 1006.563 1
OpenmlRF-1049 ↑ baseline 0.867 ± 0.075 7 0.612 ± 0.024 7
0.0 - 0.5 0.901 ± 0.073 6 0.617 ± 0.038 6
0.5 - 1.0 0.922 ± 0.069 5 0.638 ± 0.029 5
1.0 - 1.5 0.98 ± 0.065 4 0.649 ± 0.032 4
1.5 - 2.0 0.991 ± 0.053 2 0.666 ± 0.021 1
2.0 - 2.5 1.000 ± 0.040 1 0.664 ± 0.017 2
2.5 - 3.0 0.989 ± 0.046 3 0.661 ± 0.013 3
TSP-rat783 ↓ 0.0 - 0.5 1.0 ± 0.000 5 24831.0 ± 0.000 2
0.5 - 1.0 0.946 ± 0.0 1 24466.0 ± 0.000 1
1.0 - 1.5 0.99 ± 0.068 4 25377.286 ± 1740.173 4
1.5 - 2.0 0.993 ± 0.03 5 25684.6 ± 221.978 5
2.0 - 2.5 0.986 ± 0.033 3 25998.323 ± 681.703 6
2.5 - 3.0 0.961 ± 0.053 2 24925.5 ± 753.069 3
Table 5.5: Multi-task learning: ranking-based comparison of different ratios between the source











0.0 - 0.5 5.67 5.00 10.67
0.5 - 1.0 3.33 4.00 7.33
1.0 - 1.5 3.33 3.33 6.66
1.5 - 2.0 3.00 3.33 6.33
2.0 - 2.5 1.66 3.67 5.33
2.5 - 3.0 2.66 2.33 5.00
source experiments in the amount determined by the oldNewConfigsRatio parameter. The
dependency on the transferBestConfigsOnly parameter is shown in Figure 5.5.
These results are represented in numerical form in Table 5.6. For this experiment, it would be
overkill to summarize the averaged ranking-based results in a separate table. Let us discuss them
briefly in the text instead: for the case of transferBestConfigsOnly = True, the average rank
57
Chapter 5. Evaluation





























instance = TSP_rat783 (zoomed)
transferBestConfigsOnly baseline True False
Figure 5.5: Multi-task learning: dependency between the optimization performance and the
transferBestConfigsOnly parameter
equals 1.33 by the normalized AUC metric, and it equals 1 by the best result metric. Whereas
for transferBestConfigsOnly = False the ranks equal 1.66 and 2, respectively.

















Rastrigin-500 ↓ baseline 1.0 ± 0.211 3 3696.426 ± 1126.732 3
True 0.708 ± 0.128 1 2119.339 ± 787.519 1
False 0.8 ± 0.165 2 2849.092 ± 802.4 2
OpenmlRF-1049 ↑ baseline 0.86 ± 0.075 3 0.612 ± 0.024 3
True 1.0 ± 0.043 1 0.671 ± 0.017 1
False 0.985 ± 0.05 2 0.661 ± 0.021 2
TSP-rat783 ↓ True 1.0 ± 0.062 2 25404.714 ± 1737.69 1
False 0.991 ± 0.039 1 25448.125 ± 569.021 2
As it is possible to see in Figure 5.5, the True value of the transferBestConfigsOnly parame-
ter shows better results (green line in figure). This means that the model benefits primarily from
knowing good areas in the search space. Transferring the good and bad configurations evenly
has some advantages over the baseline, but the impact of this knowledge is lower. These results
are also confirmed by the average ranks: ranks for the case transferBestConfigsOnly = True
are better on both metrics.
Last but not least, let us analyze the dependencies between the multi-task learning perfor-
mance and the transferFromMostSimilarExperimentF irst parameter. If this parameter is
set to True, the number of configurations determined by the oldNewConfigsRatio parameter
will be taken from the most similar experiment first. If this experiment does not contain enough
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configurations, the next one among those sorted by similarity will be considered. Otherwise,
if the value of the transferFromMostSimilarExperimentF irst parameter is equal to False,
the list of these experiments is shuffled randomly, and the configurations are taken from random
experiments, respectively.
The results of analysis for this parameter are shown in Figure 5.6. Numerical results of the
experiment are gathered in Table 5.7, ranks for the results are also shown in the table. Averaged
ranking-based results are the following: for the case transferFromMostSimilarExperimentFirst=
True, the average rank equals 1 for the normalized AUC metric and 1 for the best result
metric. Whereas for transferFromMostSimilarExperimentFirst= False the ranks equal 2 and 2
respectively.




























instance = TSP_rat783 (zoomed)
transferFromMostSimilarExperimentsFirst baseline True False
Figure 5.6: Multi-task learning: dependency between the optimization performance and the
transferFromMostSimilarExperimentF irst parameter



















Rastrigin-500 ↓ baseline 1.0 ± 0.211 3 3696.426 ± 1126.732 3
True 0.786 ± 0.154 1 2815.316 ± 769.316 1
False 0.899 ± 0.209 2 2949.401 ± 1119.549 2
OpenmlRF-1049 ↑ baseline 0.867 ± 0.075 3 0.612 ± 0.024 3
True 1.0 ± 0.044 1 0.664 ± 0.018 1
False 0.969 ± 0.066 2 0.652 ± 0.028 2
TSP-rat783 ↓ True 0.998 ± 0.045 1 25468.182 ± 1413.1 2
False 1.0 ± 0.039 2 25317.0 ± 344.228 1
The results show that the True value for the transferFromMostSimilarExperimentF irst
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parameter also gives better performance (green line in Figure 5.6). Numerical values and ranks
confirm these results: True-value is better in all considered cases by both metrics. It proves,
once again, the importance of the correct definition of experiments’ similarity. The more similar
experiments are, the more they benefit from the mutual transfer.
The analysis of multi-task learning parameters and their impact on the performance of this
TL approach leads us to the following conclusions:
1. The ratio between old and new configurations in the target experiment should be about
2.0...3.0 to 1 to obtain the best result (i.e., it is advisable to introduce twice the number
of configurations from the source experiments compared to the number of measured con-
figurations in the target experiment). Please note: despite a quite clear tendency in the
data, we can not claim that the higher the ratio is, the better performance is obtained in
general since we did not evaluate the higher ratios. Thus, based on the evaluated data, we
conclude that the optimal ratio is 2.0...3.0 to 1.
2. It is better to transfer only the best configurations (i.e., those that correspond to the best
value of the objective function).
3. The more similar experiments are, the more they benefit from the mutual transfer. There-
fore, it is better to transfer the configurations mostly from the most similar source exper-
iment.
5.5.2 Multi-task learning performance with the best found parameters
In the previous section, we analyzed the dependencies between the parameters of multi-task
learning and the results it delivers. Now, let us evaluate how multi-task learning with the
best found parameters performs in comparison to the baseline. In Table 5.8, the best found
configurations of multi-task learning for problem instances used for tuning are shown.












Rastrigin-500 2.416 True False
OpenmlRF-1049 1.210 True True
TSP-rat783 1.031 True True
These configurations do not quite accurately reflect the revealed dependencies on the param-
eters of multi-task learning. In our opinion, this contradiction is twofold:
• When choosing the best configuration, we paid attention only to the final optimization
result and not to the speed of approaching the optimum, etc. While within the parameter




• The plots in the previous section aggregate the measurements of multiple configurations
in the considered ranges and are therefore more accurate (e.g., the range 2.0− 2.5 for the
oldNewConfigsRatio parameter reflects the averaged results of multiple discrete mea-
surements with oldNewConfigsRatio = 2.0...2.5).
Nevertheless, we took these configurations for comparing them with the baseline to see the
maximal capabilities of the multi-task learning that we can achieve in this setup. This time we
executed an experiment for all available problem instances. Figure 5.7 illustrates the best results
delivered by multi-task learning. The results for other instances are available in Appendix A.2.1.






























instance = TSP_rat783 (zoomed)
experiment_types multi-task learning baseline
Figure 5.7: Tuned multi-task learning compared to the baseline
To compare the performance with the baseline fairly, we also present the numeric difference
in the optimization results in Table 5.9. The numbers in the table represent the averaged
normalized results across the instances of each problem. The absolute results for each instance
may be found in Table A.2. The ”Average normalized AUC” metric is aimed to show the
difference in optimization speed (to evaluate the slope of the optimization improvement curve),
whereas the ”Average normalized best result” shows the difference in found solutions. The arrows
next to the problem names indicate whether the minimization or maximization problem is being
solved. The best results for each experiment are shown in bold. The ranks for the results are
also shown in Table 5.9, but it does not make sense to summarize the average ranks in a separate
table: the rank for multi-task learning is better and equals 1 for all considered problems by both
metrics.
As we may see, in all 3 cases, tuned multi-task learning managed to bring the higher slope to
the optimization curve (i.e., the speed of approaching the optimum was higher). It outperformed
the baseline by 19, 5.1 and 6.6%, respectively. The final results of the optimization were also
significantly better: by 26.7, 3.5 and 9.7%, respectively. The detailed results for each of the
problem instances may be found in Appendix A.2.1.
Let us summarize the results of the meta-tuning for multi-task learning. With the help of our
meta-tuning approach, we managed to reveal the dependencies between the parameters of multi-
task learning and its performance. This approach also helped us to find the best configuration
of multi-task learning, which showed significantly improved optimization results compared to
the baseline. Concluding this section, we answer the RQ3: How the parameters of multi-task
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baseline 1.0±0.105 2 1.0±0.132 2
multi-task learning 0.81±0.1 1 0.733±0.13 1
HPO ↑ baseline 0.949±0.038 2 0.965±0.022 2
multi-task learning 1.0±0.021 1 1.0±0.014 1
APSP
combinatorial ↓
baseline 1.0±0.077 2 1.0±0.08 2
multi-task learning 0.934±0.088 1 0.903±0.085 1
learning influence its performance? as follows: there exist a clear dependency between the
parameters of the multi-task learning and its performance, namely:
1. Transferring only the best configurations positively influences the performance of multi-
task learning. Thus, it is better to transfer the knowledge about the best configurations
rather than all of them from the previous experiments.
2. It is better to primarily consider the most similar experiment for knowledge transfer.
Uniform transfer from all similar experiments is less effective.
3. The optimal ratio between the target and source configuration should be about 2.0...3.0 to 1
(i.e., the number of transferred configurations should be more than twice bigger than the
current number of measured configurations in the target experiment).
In general, the multi-task learning approach brings significant improvements to the optimiza-
tion results (in terms of optimization speed as well as the final result quality). This technique
should be definitely used within the multi-surrogate-model TL. However, its parameters highly
influence the results and must be chosen thoughtfully.
5.6 Expediency determination approach
In this section, we aim at evaluating the efficiency of the proposed approach to increasing
variability and flexibility of transfer expediency determination. We divide our discussion into
three parts: the first two parts are devoted to variability and flexibility of the expediency
determination, respectively, and the third aims at testing the sensitivity of the implemented
approaches to the amount of knowledge available in the target experiment.
Transfer expediency determination is a mandatory step in every TL approach. In our imple-
mentation, we also must determine the expediency before applying any TL technique to detect
similar experiments and avoid the negative transfer. However, the expediency determination
brings no benefits to the optimization performance itself. How should we evaluate its efficiency
in this case? Since we are not able to see the hidden similarity between the tasks explicitly, we
are not able to compare the results of the expediency determination with some “real” similar-
ity. Therefore, we decided to evaluate the efficiency of the expediency determination indirectly,
based on the hypothesis: the better the definition of similarity, the more benefits the target
experiment will receive from the source ones, which will result in a better final result (and vice
versa: if the similarity was determined incorrectly, then knowledge from dissimilar experiments
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will spoil optimization results). Based on this hypothesis, in this section, we decided to revisit
the multi-task learning approach with its best parameters and compare its results with the base-
line. However, this time we will vary the parameters of the expediency determination (using
different comparator types, enabling and disabling clustering, etc.) Thus, we will be able to see
how expediency determination influences the final results of multi-surrogate-model optimization
with TL.
5.6.1 Expediency determination as a variability point
As discussed in Section 4.1, we introduced a comparator entity based on the template-method
design pattern to vary approaches to expediency determination. We implemented two sampling-
landmarks-based comparators, respectively: one is based on the ranking loss metric [50], and
the second one - on the norm of the difference function [66] (further referenced as the RGPE-
Sampling-Landmarks-based comparator and the NormDifference-Sampling-Landmarks-based com-
parator, respectively). Let us check how do these two comparators influence the final results of
the multi-surrogate-model optimization. The values of the remaining BRISE 2.5.0 parameters,
as well as the TL parameters, remain unchanged:
• Clustering is used to define the number of the most similar experiments (see Section 4.1.2).
• 10 configurations are statically sampled to give the comparators an initial knowledge about
the search space of the experiments.
• The best found TL configuration is used for multi-task learning in each experiment (see
Section 5.5.2).
In Figure 5.8, we may see the comparison of the optimization results for 3 cases:
1. Baseline (multi-surrogate-model optimization without TL) - the blue line on the plot.
2. Multi-surrogate-model optimization with multi-task learning and the NormDifference-
Sampling-Landmarks-based comparator used for transfer expediency determination - the
green line.
3. Multi-surrogate-model optimization with multi-task learning and the RGPE-Sampling-
Landmarks-based comparator used for transfer expediency determination - the yellow line.
Figure 5.8 shows the results for 3 selected problem instances. Plots for other instances may be
found in Appendix A.3.1, as well as the absolute numerical results for all instances. Aggregated
numerical results across all instances of each problem are gathered in Table 5.10.
As we may see in Table 5.10, for the APSP instances, the NormDifference-Sampling-Landmarks-
based comparator showed better results in terms of the final value of the objective function and
the speed of the optimization (the ranks in the table equal to 1 for both metrics). Whereas
for the HPO case (Random Forest HPO over the OpenML-1049 dataset) the RGPE-Sampling-
Landmarks-based comparator brought better results.
In our opinion, different behavior of these comparators in the mentioned cases may be caused
by the specificity of the experiments:
• Instances of the APSP experiments have a wide range of the objective values (e.g., for
the Rastrigin − 500 instance the values vary in range 2000 − 10000 (see Figure 5.8), but
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instance = TSP_rat783 (zoomed)
Type baseline NormDifferenceComparator RgpeComparator
Figure 5.8: Expediency determination as a variability point: comparison of implemented
comparators

















0.91±0.116 1 0.874±0.149 1
RgpeComparator 0.952±0.103 2 0.935±0.142 2




0.989±0.035 2 0.988±0.028 2
RgpeComparator 1.0±0.025 1 1.0±0.023 1





0.964±0.104 1 0.924±0.116 1
RgpeComparator 0.968±0.11 2 0.944±0.114 2
baseline 1.0±0.077 3 1.0±0.08 3
for the Rastrigin − 1000 these values lie in the range 10000 − 20000). Therefore, the
NormDifference-Sampling-Landmarks-based comparator easily distinguishes these 2 ex-
periments by the absolute values of their objective function and chooses the most similar
experiments from those belonging to the same problem instance. It simplifies the task for
the comparator and gives an additional guarantee that the experiments will belong to the
same problem instance and, therefore, will probably be similar.
• In contrast, all instances of the HPO problem have the same range of the objective function
values since the F1 metric, which is used as an objective function, varies from 0 to 1. There-
fore, distinguishing similar experiments by the absolute values of the objective function
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becomes much more complicated. NormDifference-Sampling-Landmarks-based compara-
tor makes errors here, but the RGPE-Sampling-Landmarks-based comparator performs
well since it does not pay attention to the absolute values of the objective function but
only to the ranking of the samples.
The obtained results prove the importance of variability within the transfer expediency de-
termination process. Due to the proposed approach, we are now able to vary the comparators
based on our knowledge about the experiments at hand and get better results with a suitable
comparator.
5.6.2 Flexible number of the most similar experiments with the help of clustering
Let us evaluate the impact of the proposed clustering approach to defining a flexible number of
the most similar source experiments. As well as in the previous experiment, here we are going
to observe the effect of clustering indirectly. Namely, we are going to compare 5 cases:
1. Baseline (multi-surrogate-model optimization without TL) - the blue line on the plot.
2. Multi-surrogate-model optimization with multi-task learning, where the configurations are
transferred from a single (the most similar) experiment - violet line.
3. Multi-surrogate-model optimization with multi-task learning, where the configurations are
transferred from static amount of similar experiments (25 experiments, as used by the
authors of [61]) - red line.
4. Multi-surrogate-model optimization with multi-task learning, where the configurations are
transferred from all available similar experiments - green line.
5. Multi-surrogate-model optimization with multi-task learning, where clustering is applied
to define the number of experiments to transfer configurations from - orange line.
Within the benchmark, both implemented comparators were evenly used (each of 5 cases
above was executed twice with different comparator types), and 10 initial configurations were
sampled as well. Figure 5.9 illustrates the impact of the clustering approach in comparison
with the variants mentioned above. The results for 3 selected problem instances are shown in
Figure 5.9, and the other plots may be found in Appendix A.3.2. The numerical results for all
considered instances may also be found in the appendix in Table A.4.
Let us analyze the aggregated numeric results across all instances of each problem (Table 5.11).
The arrows next to the problem names in the table indicate whether the minimization or maxi-
mization problem is being solved. The best results for each experiment are shown in bold. Here,
it also makes sense to extract the average ranks for each experiment into a separate table to
compare the results transparently. The ranking-based comparison is presented in Table 5.12.
As we may see, transferring from the single (the most similar) experiment shows not much
better results than the baseline, where no transfer was used at all. I.e., the knowledge from one
experiment is not enough for efficient transfer. The clustering approach shows its benefits for the
APSP over continuous problems (the rank for clustering equals 1 in Table 5.11). HPO and the
second APSP-based problem do not benefit that much from the clustering approach. Clustering
gives almost the same results as the transfer from all similar experiments and 25 of them. A
possible explanation for this result is the following: for these problems, an optimal ratio between
old and new configurations is relatively small and equals 1.210 and 1.031, respectively (see
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instance = TSP_rat783 (zoomed)
Experiment
baseline
transfer from single most similar
transfer from 25 most similar
transfer from all similar
transfer from clustered most similar
Figure 5.9: Analysis of the impact of the proposed clustering approach
Table 5.11: Clustering results compared to other available approaches to defining the number















baseline 1.0±0.105 5 0.996±0.132 5
25 most similar 0.938±0.102 2 0.873±0.143 2
all similar 0.951±0.101 3 0.926±0.122 3
clustering 0.803±0.093 1 0.72±0.12 1
single most similar 0.955±0.09 4 0.977±0.112 4
HPO ↑
baseline 0.939±0.037 5 0.958±0.022 5
25 most similar 0.993±0.025 2 0.991±0.024 3
all similar 0.998±0.026 1 0.998±0.022 1
clustering 0.989±0.021 3 0.992±0.014 2
single most similar 0.978±0.036 4 0.979±0.031 4
APSP
combinatorial ↓
baseline 1.0±0.077 5 1.0±0.08 5
25 most similar 0.936±0.15 1 0.916±0.153 1
all similar 0.969±0.089 3 0.918±0.097 2
clustering 0.956±0.06 2 0.934±0.042 3
single most similar 0.998±0.061 4 0.962±0.125 4
Section 5.5.2), whereas the transferFromMostSimilarExperimentFirst parameter equals True.
It means that those best configurations that were transferred were mostly taken from a couple
of the most similar experiments anyway. In this case, it did not matter how many similar
experiments were extracted by clustering since only a couple of them were used for transfer.
Anyway, analyzing the total average ranks for the obtained results (Table 5.12), we see that




Table 5.12: Clustering results compared to other available approaches to defining the number
of the most similar experiments: ranking-based comparison (the lowest rank








baseline 5 5 10
25 most similar 1.67 2 3.67
all similar 2.33 2 4.33
clustering 2 2 4
single most similar 4 4 8
5.6.3 Influence of the number of initial samples on the quality of expediency
determination
In Section 5.6.1, we illustrated the importance of variability for transfer expediency determi-
nation by comparing the performance of two implemented comparators. Both comparators
implement the sampling landmarks-based approach to defining the experiments’ similarity. It
means that they deal with the samples from the source and target experiments to compare
them. In previous evaluations, we used 10 samples by default (i.e., comparing these 10 samples
in source and target experiments, comparators defined the similarity between them). However,
we are interested in applying these methods to the optimization problems with a strictly limited
budget. Such problems may require to define the similarity based on just a couple of samples.
Therefore, in this section, we would like to check the applicability of the implemented sampling
landmarks-based comparators in the case of a limited number of samples.
For this evaluation, we executed multi-surrogate-model optimization with the multi-task learn-
ing approach again. The best configurations of multi-task learning defined in Section 5.5.2 were
used. We performed this evaluation step only for the “short” experiments since these measure-
ments are quite a time consuming (we need to evaluate 10 possible variants and repeat each
run to gather the statistical results). APSP over combinatorial problems (TSP) would require
approximately 3 weeks of execution on 2 machines with 6 BRISE workers. Therefore, here we
analyze the results for only two problems.
Figure 5.10 illustrates the dependency between the optimization quality and the number of
initial configurations used by the NormDifference-Sampling-Landmarks-based comparator to
define the similarity between the experiments. Table 5.13 shows the aggregated results across
all instances of considered problems. The detailed evaluation results for all instances (including
absolute values) may be found in Appendix A.3.3, Table A.5.
As we may see in Table 5.13, the obtained results differ for the two considered experiments:
for the APSP case, there exists a dependency between the optimization performance and the
number of the initial samples. The best results were obtained when 9 or 10 samples were used
for experiments’ comparison, whereas using 1 sample was not enough for obtaining good transfer
results. This can be clearly seen from the ranks shown in the table: in general, they improve with
an increase in the number of samples. For the HPO case, the difference in optimization results
is rather negligible. The best result was obtained with 4 initial samples (the rank equals 1
by both metrics). In general, summarizing the results for both problems, we can conclude
that the implemented sampling landmarks-based comparators are also suitable for optimization
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Figure 5.10: Influence of the number of initial samples on the quality of expediency
determination
Table 5.13: Influence of the number of initial samples on the quality of expediency

















1 0.998+/0.15 10 0.998+/0.226 10
2 0.959+/0.111 9 0.959+/0.112 9
3 0.905+/0.138 3 0.86+/0.143 4
4 0.913+/0.098 4 0.868+/0.132 5
5 0.938+/0.116 8 0.938+/0.184 8
6 0.924+/0.112 6 0.843+/0.149 2
7 0.924+/0.099 7 0.909+/0.133 7
8 0.915+/0.116 5 0.871+/0.153 6
9 0.88+/0.107 2 0.849+/0.135 3
10 0.795+/0.098 1 0.732+/0.13 1
HPO ↑
1 0.994+/0.023 3 0.99+/0.017 7
2 0.996+/0.018 2 0.994+/0.012 3
3 0.99+/0.026 5 0.992+/0.02 5
4 0.996+/0.024 1 0.998+/0.02 1
5 0.99+/0.021 6 0.992+/0.018 4
6 0.987+/0.024 8 0.988+/0.021 9
7 0.988+/0.024 7 0.986+/0.02 10
8 0.993+/0.022 4 0.994+/0.02 2
9 0.987+/0.023 9 0.989+/0.019 8
10 0.984+/0.021 10 0.992+/0.014 6
experiments with a limited budget. However, a larger number of initial samples have a positive
effect on the result.
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Let us briefly summarize the evaluation results for our expediency determination approach.
Here, we aimed at answering the RQ1: How to improve the variability and flexibility of the
transfer expediency determination? To improve the variability of this process, we introduced
a comparator entity based on the template-method design pattern and implemented two com-
parators according to the proposed structure. Evaluation results showed that we managed to
get the desired variability and apply various comparators in different experiments. Moreover,
the results proved the importance of variability for transfer expediency determination showing
a different efficiency of comparators in different use cases. Additionally, we saw that the imple-
mented sampling landmarks-based comparators are also suitable for optimization experiments
with a limited budget since the experiments’ similarity can be defined based on a few samples.
To improve the flexibility of the transfer expediency determination, we proposed to use clus-
tering for defining the number of similar experiments. This approach also showed a positive
impact on the final multi-surrogate-model optimization results. Therefore, we answer the RQ1
as follows: template-method-based comparator allows us to achieve the variability in transfer
expediency determination, whereas clustering improves the flexibility of this process and allows
us to define an appropriate number of the most similar source experiments.
5.7 Multi-surrogate-model recommendation
In this section, we are going to evaluate the results of the model recommendation approach
adapted to multi-surrogate-model optimization. Since we use the best models’ combination
(namely, a combination of the FRAMAB and TPE surrogates) as a baseline, we do not expect
any significant performance improvements from this concept compared to the baseline. The
model recommendation approach may suggest a better combination of models but will not
improve the performance of that combination. However, the proposed approach should at least
be able to select a good models’ combination among available ones to avoid full benchmarking
of the combinations at hand (as we did it within the baseline evaluation).
In Figure 5.11, the performance results of the model recommendation for the selected prob-
lem instances are shown. The model recommendation case is represented by the violet line. The
results for other instances are available in Appendix A.4, as well as the numerical results (see
Table A.6).
The aggregated results across all instances of the considered problems are gathered in Ta-
ble 5.14. The arrows next to the problem names indicate whether the minimization or maxi-
mization problem is being solved. The numbers in the table represent the mean and standard
deviation of the metric across all repetitions of all considered instances. Please note that Ta-
ble 5.14 also illustrates the runtime-based comparison, which is discussed later in this section.
The ranking-based comparison was added for this experiment as well. Averaged ranks for all
experiment instances are gathered in Table 5.15 to get a transparent overview of the obtained
results.
Talking about the model recommendation, we were interested not only in the performance of
the models but in their runtime as well. Therefore, let us compare an average time to build
models’ combination for different baseline combinations and the model recommendation case.
To compute an average time to build a combination, we summed up times to build all models for


















































Figure 5.11: Multi-surrogate-model recommendation: comparison with available models’
combinations by performance
Table 5.14: Multi-surrogate-model recommendation compared to available models’



































↓ mab tpe 0.932±0.096 2 0.871±0.109 2 0.009 ± 0.001 1
mab brr 0.998±0.076 5 0.999±0.096 5 0.032 ± 0.005 4
brr tpe 0.968±0.098 3 0.89±0.126 3 0.031 ± 0.004 3
brr brr 0.977±0.055 4 0.985±0.07 4 0.052 ± 0.005 5
model recom-
mendation





mab tpe 0.998±0.041 1 0.995±0.024 2 0.022 ± 0.002 1
mab brr 0.96±0.038 5 0.945±0.032 5 0.079 ± 0.011 4
brr tpe 0.982±0.032 3 0.981±0.031 3 0.074 ± 0.01 3
brr brr 0.962±0.048 4 0.95±0.034 4 0.138 ± 0.021 5
model recom-
mendation










mab tpe 0.928±0.071 2 0.935±0.074 3 0.011 ± 0.001 1
mab brr 0.924±0.106 1 0.927±0.102 2 0.033 ± 0.001 4
brr tpe 0.978±0.04 4 1.0±0.033 5 0.032 ± 0.003 3
brr brr 1.0±0.051 5 0.989±0.042 4 0.064 ± 0.002 5
model recom-
mendation
0.956±0.065 3 0.925±0.115 1 0.017 ± 0.005 2
70
Chapter 5. Evaluation
Table 5.15: Multi-surrogate-model recommendation compared to available combinations by












mab tpe (baseline) 1.67 2.33 1 5
mab brr 3.67 4 4 11.67
brr tpe 3.33 3.67 3 10
brr brr 4.33 4 5 13.33
model recommendation 2 1 2 5
where N is the number of iterations within the experiment, where surrogate models were used
(at some iterations, configurations are sampled randomly, e.g., to gather the initial samples for
the experiments’ comparator); k is the number of surrogate models within the combination;
timeToBuildij is the time to build j
th surrogate model at the ith iteration respectively. In the
current implementation, the process of building models within the combination is sequential,
therefore the sum
∑k
j=1 timeToBuildij actually denotes the time to build the whole combination
at ith iteration.
Figure 5.12 illustrates the comparison between the model recommendation experiment and
the baseline concerning the average time to build models’ combination. The same results are
shown in Table 5.14 in numbers. The numbers in the table represent the mean and standard






















































































































Runtime of models` combinations
TSP-rat783
(c) TSP-rat783
Figure 5.12: Multi-surrogate-model recommendation: comparison with available models’
combinations by runtime (time to build a combination) in seconds
As we can see from Table 5.14, our multi-surrogate-model recommendation concept shows
positive results by performance criterion (represented by the normalized AUC and the best result
metrics), following the baseline or even outperforming it in the case of APSP over continuous
problems. In Table 5.15, we may see that the average rank of the proposed approach equals 2
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by the normalized AUC criterion, whereas the best available models’ combination has a rank
of 1.67. The proposed approach has the best rank of 1 concerning the quality of the found result.
The total rank of multi-surrogate-model recommendation equals 5, which is equal to the rank
of the best available models’ combination.
This means that if we had a system with tens or hundreds of possible models’ combinations,
we would not have to benchmark them all for the considered experiment to find out which
combination to choose. The model recommendation approach suggests a good model directly by
extracting knowledge from similar previous experiments. The proposed approach even managed
to outperform the baseline, and we believe that it, once again, proves the feasibility of changing
surrogates within the experiment since the performance of the model may differ at different
stages of the experiment.
Due to considering the runtime criterion, the multi-surrogate-model recommendation is also
the second-best in terms of runtime among the available combinations of surrogate models (it
can be explicitly seen in Table 5.15, column “Average rank by runtime”, where the average
rank for the proposed approach equals 2). The FRAMAB + TPE combination is still faster
to build (on average), but it probably has worse performance on some stages of the experiment
(since the proposed approach did not choose it for the whole experiment run and benefited by
performance criterion). Please note that due to the variable recommendation granularity, we
are not able to see explicitly, which models’ combinations were actually used on different stages
of the experiments, but the fact is that these models had a good performance (Figure 5.11) and
runtime (Figure 5.12) simultaneously.
Thus, the proposed multi-surrogate-model recommendation concept is the second-best by
the combined runtime and performance criteria and is outperformed by the best FRAMAB +
TPE combination only. We consider these results to be very good since even if we had not
benchmarked all possible models’ combinations, we would still be able to pick a very efficient
one with the help of a multi-surrogate-model recommendation.
Let us briefly consider the impact of the recommendation granularity parameter on the op-
timization performance (see Section 4.2.1). This experiment was executed for only 3 prob-
lem instances due to the limited time for the evaluation. These instances are Rastrigin-500,
OpenML-31, and TSP-rat783. Figure 5.13 shows the optimization improvement plots for the
model recommendation experiments with different values of the recommendation granularity
(recommendation granularity 1 means that the models’ combination is recommended at each
iteration and inf means that the single models’ combination is recommended for the whole
experiment). The numerical results are shown in Table 5.16 and the ranking-based summary of
these results may be found in Table 5.17.
Unfortunately, we are not able to see any explicit dependency between the recommendation
granularity and the performance of multi-surrogate-model optimization with the model recom-
mendation. It may be caused by the fact that the recommendation granularity does not show
how often the combination was actually changed within the experiment. Even if the recommen-
dation granularity equals 1 (i.e., the model is recommended at each iteration), it does not mean
that the model will be actually changed at each iteration since the recommendation mechanism
may decide to keep the previous combination again and again.
Let us summarize the evaluation results for the proposed multi-surrogate-model recommen-
dation concept. The proposed approach allows us to choose the best combination of surrogate
models at the particular stage of the experiment keeping the trade-off between the performance
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Figure 5.13: Multi-surrogate-model recommendation: dependency between the
recommendation granularity and optimization performance
Table 5.16: Multi-surrogate-model recommendation: dependency between the recommendation














Rastrigin-500 ↓ 1 0.936 ± 0.203 4 3701.463 ± 1136.43 5
5 0.904 ± 0.222 2 3485.772 ± 1325.321 2
15 0.946 ± 0.187 5 3674.587 ± 1034.533 4
30 0.823 ± 0.194 1 2865.907 ± 1271.60 1
100 0.923 ± 0.193 3 3669.294 ± 1119.633 3
150 1.0 ± 0.177 7 4063.195 ± 629.816 6
inf 0.979 ± 0.176 6 4159.628 ± 854.327 7
OpenmlRF-31 ↑ 1 0.97 ± 0.074 4 0.659 ± 0.019 2
5 0.991 ± 0.064 2 0.657 ± 0.018 3
15 0.967 ± 0.068 5 0.652 ± 0.012 5
30 0.964 ± 0.075 6 0.655 ± 0.021 4
100 1.0 ± 0.044 1 0.669 ± 0.009 1
150 0.96 ± 0.078 7 0.651 ± 0.02 6
inf 0.973 ± 0.067 3 0.651 ± 0.022 6
TSP-rat783 ↑ 1 1.0 ± 0.028 7 26072.5 ± 152.028 7
5 0.961 ± 0.037 2 25217.333 ± 367.182 3
15 0.967 ± 0.05 3 24933.5 ± 341.533 1
30 0.983 ± 0.05 5 25415.0 ± 650.814 4
100 0.993 ± 0.0 6 25671.0 ± 0.0 6
150 0.969 ± 0.051 4 25589.25 ± 844.055 5
inf 0.94 ± 0.0 1 25006.0 ± 0.0 2
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Table 5.17: Multi-surrogate-model recommendation: ranking-based comparison of different









1 5 4,67 9,67
5 2 2,67 4,67
15 4,33 3,33 7,67
30 4 3 7
100 3,33 3,33 6,67
150 6 5,67 11,67
inf 3,33 5 8,33
of surrogate models and their runtime. As a result, we managed to improve optimization per-
formance in comparison to the baseline while approaching the best runtime among available
model combinations. Thus, we answer the RQ2: How to organize model recommendation in
multi-surrogate-model optimization based on the time and performance criteria? as follows: in
order to recommend the best models’ combination efficiently, it is reasonable:
1. to evaluate the average relative improvement of a model combination;
2. to evaluate the time to build each model separately and check time thresholds according
to either a “soft” or “hard” scheme;
3. to vary recommendation granularity to cope with the variable models’ behavior at different
stages of the experiment.
In general, the evaluation showed that the proposed multi-surrogate-model recommendation
approach is useful when there is a wide variety of possible models’ combinations, but infor-
mation on their efficiency is not known. The approach allows us to select a combination with
good performance and time to build among all available combinations at runtime, taking into
account possible changes at different stages of the experiment. The recommendation granularity
parameter did not have an obvious effect on the final optimization result. But we still consider
this parameter to be important because it allows the user to deal with variable performance and
runtime of models’ combinations.
5.8 Few-shot learning
In this section, we are going to compare two possible approaches to solving a few-shot learning
problem (the problem of getting a sub-optimal optimization result after a few evaluations with
the help of TL). The first approach involves transferring the built combination of surrogate
models from a similar experiment, and the second one transfers the best previously found con-
figuration to be evaluated in a new experiment. At first glance, both of these approaches are
promising. They transfer rich knowledge from the end of previous experiments to the beginning
of a new one, immediately bringing it closer to the optimal result. We decided to analyze the
empirical results to compare these approaches and choose a better one.
Furthermore, this section is partially devoted to an interesting aspect of transfer learning,
namely how efficient it can be if the available similar experiments include no runs of exactly
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the same problem instances. For example, if we have already found the optimal solution to the
APSP problem over the 500-dimensional Rastrigin function, but we do not have any runs of the
APSP over the 2500-dimensional Sphere function yet; and we try to improve the results of a
new Sphere2500 instance with the help of the knowledge at hand. These APSP experiments
have the same search space, but can the knowledge from the weakly similar experiment still
significantly improve the results? Let us discuss this aspect in Section 5.8.3.
5.8.1 Transfer of the built surrogate models’ combination
The main idea of this few-shot learning approach is to get the built models’ combination from
the last iteration of the most similar experiment and to let it predict a new configuration in the
target experiment. Since the models have already been built, they contain information about
the search space layout from a similar experiment and are likely to predict a good configuration
for a new experiment as well. Wherein, in principle, we do not need the evaluations from the
new experiment since the models do not use them. However, we still perform several evaluations
(10 in our case) in order to define similar experiments to transfer the knowledge from. Although,
if the knowledge about the experiments’ similarity is already provided, one may transfer the built
surrogate models’ combination and get a sub-optimal result after just one iteration.
We used NormDifference-Sampling-Landmarks-based comparator with 10 initial samples and
clustering to define the most similar experiments here. Since few-shot learning aims at getting
the result in a few iterations, we stop the experiment as soon as the configuration predicted by
the transferred model is evaluated in the target experiment.
The results of few-shot learning by transferring the built surrogate models’ combination are


































instance = TSP_rat783 (zoomed)
experiment_types few-shot learning (model transfer) baseline
Figure 5.14: Few-shot learning: Transfer of the built surrogate models’ combination
For a more accurate comparison of the achieved results, we have collected them in Table 5.18.
The table shows which sub-optimal result was achieved and how many iterations were saved
compared to the baseline (i.e., how many iterations it took for both approaches to achieve this
result). The arrows next to the instance names indicate whether the minimization or maxi-
mization problem is being solved. The numbers in the table represent the mean and standard
deviation of the sub-optimal result achieved by the few-shot learning approach across all repe-
titions for a considered instance.
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Table 5.18: Few-shot learning with models’ combination transfer - overview of the achieved
results
Instance Experiment Achieved sub-optimal result At iteration
Rastrigin-500 ↓ baseline 7193.206 ± 60.045 10
model transfer 15
OpenmlRF-1049 ↑ baseline 0.512 ± 0.048 67
model transfer 20
TSP-rat783 ↓ baseline 27107.0 ± 4191.533 30
model transfer 19
As we may see, we managed to achieve a slightly better result for the HPO and APSP over the
combinatorial problem (TSP) in comparison with the baseline on the same iteration but got no
improvements for the APSP over the continuous problems. Within the analysis, we came to the
conclusion that these results are rather natural: the built surrogate model has the knowledge
about the search space layout, but it still continues to explore the search space, and there is
no guarantee that it will give better and better results at each iteration. Of course, having
this knowledge at hand model will predict better configurations more often, but sometimes it
will try the worse ones or even go to the yet unexplored areas of the search space, balancing
the exploration and exploitation. Thus, by transferring the models’ combination to the target
experiment and giving it a single chance to pick a good configuration, we have only a limited
chance for success.
5.8.2 Transfer of the best configuration
This strategy presumes the direct transfer and further evaluation of the best previously seen
configuration. Since this configuration has already brought good results in previous experiments,
it is supposed to be good for the new one as well. Unlike the previously discussed strategy (see
Section 5.8.1), this approach does not suffer from the randomness caused by the stochastic
nature of the surrogate-based prediction process. Let us evaluate its performance for achieving
few-shot learning.
Here we used the same setup as for the previous experiment: NormDifference-Sampling-
Landmarks-based comparator with 10 initial samples and clustering for the transfer expediency
determination. The experiment stops as soon as the configuration is transferred from a similar
experiment and evaluated. In our implementation, we transfer the configuration that has the best
objective function value in the most similar experiment to the target experiment. The results
of the best configuration transfer as a few-shot learning strategy are presented in Figure 5.15.
We also gathered these results in a numerical form in Table 5.19. We added the results of
the previously considered models’ combination transfer strategy to the table as well to compare
these two approaches. The arrows next to the instance names indicate whether the minimization
or maximization problem is being solved. The numbers in the table represent the mean and
standard deviation of the sub-optimal result achieved by the few-shot learning approach across
all repetitions for a considered instance.
As we may see, this strategy shows much better results for all considered experiments. We
managed to ”save” 57, more than 185, and 74 iterations to get a sub-optimal result for the
considered experiments, respectively. Please note: the notion “> 200” in the table means that
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instance = TSP_rat783 (zoomed)
experiment_types few-shot learning (best config. transfer) baseline
Figure 5.15: Few-shot learning: Transfer of the best configuration
Table 5.19: Few-shot learning with the best configuration transfer - overview of the achieved







5142.541 ± 106.269 72
best config. transfer 15
baseline




0.647 ± 0.077 > 200
best config. transfer 15
baseline




22453.25 ± 6438.347 91
best config. transfer 17
baseline
27107.0 ± 4191.533 30
model transfer 19
the result got by few-shot learning was not achieved at all within the 200-configurations-budget
in the baseline. This can happen if the transferred configuration is even better in the target
experiment than in the source one.
The results of comparison from Table 5.19 prove our hypothesis that the direct transfer of
the best found configuration is a more reliable way to achieve few-shot learning since it does
not suffer from the stochastic nature of the surrogate-based prediction process. This approach
is also more straightforward than the transfer of the surrogates’ combination. There still exists
a possibility that the same configuration will give completely different results in two similar
experiments, but are these experiments really similar in this case? The empirical results show
that the direct transfer of the best found configuration outperforms the competing strategy for
all considered problem instances (see Appendix A.5.2).
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5.8.3 Transfer from different experiment instances
Let us evaluate the two aforementioned strategies in more difficult conditions. Here, we assume
that executing the experiment, we do not have any available runs of the same problem instance
at hand. There still exist some similar experiments in the database, but not those that are
directly related to the target experiment (e.g., when considering the HPO over OpenML-1049
problem, we exclude all previous runs of the same problem from the database. However, the
HPO over OpenML-31, OpenML-1050, OpenML-1471, and OpenML-1510 are still available for
transfer).
Transfer of the built surrogate models’ combination
Let us start by evaluating the models’ combination transfer. The following experiment setup
was used here: NormDifference-Sampling-Landmarks-based comparator with 10 initial samples
and clustering to define the transfer expedience. The experiment is stopped as soon as the
configuration predicted by the transferred model is evaluated in the target experiment. All
available records belonging to the same experiment instance are preliminarily removed from the
database. The database is also cleaned between the runs to avoid storing the previous repetitions
of the considered instance. The results of the models’ transfer in the absence of instances of the
same experiment are shown in Figure 5.16. To get a comprehensive overview of the few-shot
learning in the absence of the same problem instances, we gathered all numerical results in
Table 5.20.




































instance = TSP_rat783 (zoomed)
experiment_types few-shot learning (model transfer) baseline
Figure 5.16: Models’ combination transfer in absence of the same experiment’s instances
available for transfer
Let us postpone the analysis of these results until the second approach is evaluated.
Transfer of the best configuration
To evaluate the transfer of the best configuration in absence of the same experiment instances, we
used the same experiment setup: NormDifference-Sampling-Landmarks-based comparator with
10 initial samples and clustering to define the transfer expediency. The experiment is stopped
as soon as the configuration is transferred from a similar experiment and evaluated. You may
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see the results in Figure 5.17 and the numerical values are shown in Table 5.20 together with
the previous few-shot learning results.
































instance = TSP_rat783 (zoomed)
experiment_types few-shot learning (best config. transfer) baseline
Figure 5.17: Few-shot learning in absence of the same experiment’s instances available for
transfer
Table 5.20: Models’ combination and best configuration transfer from different experiment







4061.356 ± 1136.868 > 200
best config. transfer 16
baseline




0.679 ± 0.155 > 200
best config. transfer 23
baseline




26548.0 ± 7417.55 30
best config. transfer 17
baseline
27384.6 ± 2581.021 30
model transfer 18
The results show that even if the same experiment instances are not available for transfer,
optimization still benefits from the knowledge transferred from the weaker related experiments.
Moreover, this benefit is significant. Comparing the two considered few-shot learning strategies
in this setup, we may see that the transfer of the best configuration still outperforms the models’
combination transfer. For the APSP over continuous problems, it helps to save more than
184 evaluations, whereas the second strategy allows saving only 10. For the HPO experiment, the
difference is also significant: transferring the best configuration, we managed to save more than
177 evaluations and transferring the models’ combination – about 100 evaluations. Although for
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the APSP over combinatorial problems (TSP) this difference is not so big (13 and 12 evaluations,
respectively). The results of this experiment conducted for other problem instances are available
in Appendix A.5.3.
Thus, few-shot learning strategies significantly improve the optimization results, even trans-
ferring the knowledge from weakly-related experiments. Wherein, the transfer of the best con-
figuration remains a better strategy compared to the models’ combination transfer.
Let us summarize the results of the evaluation dedicated to the few-shot learning problem.
Talking about few-shot learning, we were interested in answering the RQ4: Which strategy is
more suitable for finding a sub-optimal solution in “few shots”? The analysis of the empirical
results showed us that transferring the best found configuration from the most similar experiment
to the target one is a better approach to few-shot learning. It allows getting a sub-optimal
result after a few evaluations even if the same experiment’s instances are not available for
transfer. An alternative strategy (transfer of the built surrogate models’ combination) also
brings some improvements in terms of the short-term optimization result, but this approach is
rather unreliable because of the stochastic nature of the surrogate-based prediction process.
5.9 Summary of the evaluation results
In this section, we evaluated the proposed concept and got the answers to the research questions
of this thesis. We performed the evaluation for 3 optimization problems: APSP problem over
continuous optimization, HPO of the Random Forest classification algorithm over the OpenML
datasets, and APSP problem over combinatorial optimization. Several instances of each prob-
lem were considered (10 instances in total). The evaluation took approximately 43 days (pure
execution on 2 machines with task parallelization on 6 workers), therefore we, unfortunately,
were not able to prove our concept on more than 10 problem instances. We have chosen the
corresponding results of the BRISE 2.5.0 without TL and with the FRAMAB + TPE surrogate
models’ combination for the considered problem instances as a baseline.
Evaluation of the proposed approach to transfer expediency determination showed that we
managed to improve the variability of this process with the help of the introduced template-
method-based comparator entity. Different comparators showed different efficiency for the con-
sidered problem instances, which proves the importance and applicability of the proposed ap-
proach. Additionally, we evaluated the efficiency of clustering for defining the flexible number of
the most similar experiments. The evaluation results showed that applying clustering results in
a better optimization solution in 5 out of 10 considered cases. Namely, this approach positively
influenced the results for the APSP-based problems.
The evaluation also found that the proposed multi-surrogate-model recommendation approach
effectively combines performance and runtime criteria. It managed to improve the optimization
results, remaining the second-best among the available models’ combinations in terms of time
criterion.
In this section, we also tuned the parameters of multi-task learning using the proposed BRISE
meta-tuning scheme. For the considered problem instances, tuned multi-task learning outper-
formed the baseline by 19, 5.1 and 6.6% according to the normalized AUC criterion and by 26.7,
3.5 and 9.7% in the quality of the final optimization result. The tuning process showed that to
improve the optimization results, it is better to transfer only the best configurations, primarily
from the most similar experiments, in the ratio of 2.0...3.0 source configurations to 1 measured
configuration in the target experiment.
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We have empirically analyzed two possible strategies for achieving few-shot learning. Accord-
ing to the evaluation results, direct transfer of the best found configuration brings much better
results than the transfer of the built models’ combination. Using this strategy, we managed
to achieve a sub-optimal result in 10 - 25 iterations, whereas the baseline, in general, had to
execute more than 70 iterations to reach such a good value of the objective function.
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In this thesis, we aimed at improving the quality of black-box optimization by implementing
transfer learning, which is able to work in a multi-surrogate-model context. This research
objective was achieved with the help of the proposed concept. It consists of four main parts,
each of which covers an important design decision for the implementation of TL. These parts
are:
1. Transfer expediency determination approach with improved variability and flexibility;
2. Multi-surrogate-model recommendation;
3. Tuned multi-task learning;
4. Few-shot learning.
Transfer expediency determination is an essential step of every TL approach since it helps to
avoid the negative transfer. Therefore, we implemented it within our work. In our implementa-
tion, we also managed to improve the transfer expediency determination approaches available in
the literature. Namely, we introduced a template-method-based comparator entity that allows
users to vary the expediency determination algorithms and applied clustering to flexibly deter-
mine the number of the most similar experiments. The evaluation of both improvements showed
positive results. By varying the comparators, we observed their different performance for differ-
ent optimization problems, and thus, we proved the importance of variability. We have also seen
that clustering helps to define the number of similar experiments more precisely and improves
the optimization results in this way. As a result, we answered the RQ1: How to improve the
variability and flexibility of the transfer expediency determination? as follows: the variability of
transfer expediency determination may be improved with the help of the template-method-based
comparator whereas clustering improves the flexibility of this process.
Once we learned how to determine the expediency of transfer, we had to decide what knowledge
to transfer and how to do it. After reviewing the literature, we decided to focus on three
promising TL strategies: model recommendation, multi-task learning, and few-shot learning.
For the first strategy, we needed to answer the RQ2: How to organize model recommendation
in multi-surrogate-model optimization based on the time and performance criteria? The design
decision here required to find an appropriate metric, which would evaluate both the performance
and time to build the models’ combination. Further recommendation is made based on this
metric. To deal with this problem, we proposed:
1. to evaluate the average relative improvement of a model combination;
2. to evaluate the time to build each model separately and check time thresholds according
to either a “soft” or “hard” scheme;
3. to vary recommendation granularity to cope with the variable models’ behavior at different
stages of the experiment.
Thus, we combined both criteria and adapted the model recommendation approach to the
multi-surrogate-model setup. The evaluation results showed that the proposed approach follows
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the best available models’ combination by performance and even outperforms it in some cases,
remaining the second-best among the available models’ combinations by time criterion.
The multi-task learning approach did not require any special adaptations to the multi-surro-
gate-model setup. However, the design decision to be made here involves the choice of the
optimal values of the multi-task learning parameters. To reveal the dependencies between these
parameters and optimization performance, we designed a so-called meta-tuning scheme. With
the help of this scheme we answered the RQ3: How the parameters of multi-task learning
influence its performance? as follows:
1. Transferring only the best configurations positively influences the performance of multi-
task learning. Thus, it is better to transfer the knowledge about the best configurations
rather than all of them from the previous experiments.
2. It is better to primarily consider the most similar experiment for knowledge transfer.
Uniform transfer from all similar experiments is less efficient.
3. The optimal ratio between the target and source configuration should be about 2.0...3.0 to 1
(i.e., the number of transferred configurations should be more than twice bigger than the
current number of measured configurations in the target experiment).
The tuned multi-task learning approach allowed us to improve the optimization result by 26.7,
3.5, and 9.7%, respectively, for the discussed optimization problems. It also helped to get the
higher slope of the optimization curve, improved by 19, 5.1, and 6.6%, respectively.
For few-shot learning, we implemented and compared two strategies: the transfer of the built
models’ combination, and the transfer of the best found configuration to be evaluated in the
target experiment. We asked ourselves in the RQ4: Which strategy is more suitable for finding
a sub-optimal solution in “few shots”? Empirical results showed that transferring the best
configuration gives better results. This strategy allowed us to get the sub-optimal results in
15− 17 iterations, whereas the baseline experiment executed 72, > 200, and 91 iterations to get
the same results for the considered problem instances respectively.
The contributions delivered by this thesis can be formulated as follows:
1. The transfer expediency determination approach with improved variability and flexibility
was proposed and evaluated.
2. The model recommendation approach was adapted to the multi-surrogate-model optimiza-
tion, taking into account the performance and runtime criteria when evaluating the models’
combinations to be recommended.
3. The meta-tuning scheme was proposed to reveal the dependencies between the multi-task
learning parameters and its performance. These dependencies were analyzed empirically,
and the best parameters’ values were recommended.
4. Two strategies for achieving few-shot learning were analyzed, and the best strategy was
chosen.
Thus, we implemented transfer learning for the multi-surrogate-model optimization and thus
reached the research objective of the thesis. The goal of the thesis was also achieved since
the TL-assisted multi-surrogate-model optimization delivers a better quality within the limited
budget compared to its basic version.
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From our point of view, the future work of this thesis may encompass the following directions:
• Other approaches to TL, which were not selected during the analysis of the literature,
should also be implemented and, if needed, adapted to multi-surrogate-model optimiza-
tion. These approaches include in particular self-paced learning, search space pruning, and
parameters’ importance definition (see Section 3.3).
• It is interesting to investigate other methods of transfer expediency determination. In
this thesis, we focused on the sampling-landmarks-based approaches and analyzed the
implementation possibilities for the meta-features-based approaches. However, it would
be meaningful to implement some of the known meta-features-based strategies within the
proposed template-method-based structure and to analyze the implementation possibilities
of the surrogate-model-based and relative-landmarks-based approaches as well.
• The proposed strategy to taking into account the time to build a models’ combination
within the model recommendation approach has a potential limitation: this time may
vary significantly depending on the hardware where the experiments are executed. Within
our evaluation, we used the homogeneous hardware, which allowed us to compare the
absolute values of the models’ runtime. However, for the heterogeneous hardware setup,
it is not the case. This fact must be taken into account, and the multi-surrogate-model
recommendation approach must be improved, respectively.
• In this thesis, we were only focused on single-objective black-box optimization. It would
be useful to analyze the applicability of the considered approaches for multi-objective
optimization and adapt them, respectively.
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[36] James Bergstra, R. Bardenet, Balázs Kégl, and Y. Bengio. Algorithms for hyper-parameter
optimization. 12 2011.
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Figure A.1: Comparison of baseline models’ combinations
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Table A.1: Comparison of baseline models’ combinations. Numerical results
Instance Models Normalized AUC Best result
Rastrigin-500 ↓
mab tpe 0.892 ± 0.188 3696.426 ± 1126.732
mab brr 1.000 ± 0.168 4719.736 ± 1070.339
brr tpe 0.892 ± 0.235 3607.694 ± 1439.64
brr brr 0.933 ± 0.08 4677.88 ± 475.709
Rastrigin-1000 ↓
mab tpe 0.937 ± 0.074 11230.171 ± 932.686
mab brr 1.000 1.0 ± 0.053 13192.098 ± 785.165
brr tpe 0.998 ± 0.068 12004.063 ± 1134.978
brr brr 0.974 ± 0.063 12514.330 ± 1078.581
Sphere-2500 ↓
mab tpe 0.939 ± 0.082 14714.771 ± 1379.306
mab brr 0.999 ± 0.053 16392.668 ± 1163.624
brr tpe 0.981 ± 0.062 14778.955 ± 1316.688
brr brr 1.000 ± 0.051 16407.264 ± 1158.351
Sphere-5000 ↓
mab tpe 0.959± 0.041 35248.187 ± 1641.731
mab brr 0.993 ± 0.029 36998.574 ± 940.259
brr tpe 1.000 ± 0.027 36525.344 ± 1193.34
brr brr 1.000 ± 0.024 37075.213 ± 946.084
TSP-rat783 ↓
mab tpe 0.930 ± 0.072 22265.6 ± 1770.351
mab brr 0.925 ± 0.105 22080.6 ± 2434.161
brr tpe 0.981 ± 0.040 23820.75 ± 902.62
brr brr 1.000 ± 0.050 23549.4 ± 1008.045
OpenmlRF-31 ↑
mab tpe 1.000 ± 0.055 0.658 ± 0.013
mab brr 0.894 ± 0.073 0.574 ± 0.041
brr tpe 0.974 ± 0.053 0.657 ± 0.018
brr brr 0.878 ± 0.106 0.587 ± 0.045
OpenmlRF-1049 ↑
mab tpe 1.000 ± 0.087 0.612 ± 0.024
mab brr 0.938 ± 0.091 0.548 ± 0.051
brr tpe 0.953 ± 0.069 0.580 ± 0.051
brr brr 0.969 ± 0.108 0.557 ± 0.059
OpenmlRF-1050 ↑
mab tpe 1.000 ± 0.043 0.488 ± 0.026
mab brr 0.978 ± 0.004 0.475 ± 0.006
brr tpe 0.984 ± 0.019 0.481 ± 0.02
brr brr 0.976 ± 0.0 0.473 ± 0.0
OpenmlRF-1471 ↑
mab tpe 0.995 ± 0.014 0.490 ± 0.001
mab brr 0.992 ± 0.016 0.491 ± 0.001
brr tpe 1.000 ± 0.017 0.489 ± 0.002
brr brr 0.989 ± 0.018 0.490 ± 0.002
OpenmlRF-1510 ↑
mab tpe 0.998 ± 0.006 0.958 ± 0.005
mab brr 1.000 ± 0.006 0.962 ± 0.003
brr tpe 0.999 ± 0.004 0.958 ± 0.002
brr brr 0.998 ± 0.006 0.960 ± 0.002
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A.2 Multi-task learning
A.2.1 Multi-task learning with the best found parameters

































































































Figure A.2: Multi-task learning with the best found parameters
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Table A.2: Multi-task learning with the best found parameters. Numerical results
Instance Experiment Normalized AUC Best result
Rastrigin-500 ↓ baseline 1.000 ± 0.211 3696.426 ± 1126.732
multi-task learning 0.651 ± 0.112 1622.430 ± 644.418
Rastrigin-1000 ↓ baseline 1.000 ± 0.079 11230.171 ± 932.686
multi-task learning 0.816 ± 0.095 8707.359 ± 1069.163
Sphere-2500 ↓ baseline 1.000 ± 0.088 14714.771 ± 1379.306
multi-task learning 0.858 ± 0.139 12202.314 ± 2782.806
Sphere-5000 ↓ baseline 1.000 ± 0.043 35248.187 ± 1641.731
multi-task learning 0.917 ± 0.052 31314.259 ± 2123.6
TSP-rat783 ↓ baseline 1.000 ± 0.077 22265.6 ± 1770.351
multi-task learning 0.934 ± 0.088 20112.6 ± 1899.337
OpenmlRF-31 ↑ baseline 0.946 ± 0.052 0.658 ± 0.013
multi-task learning 1.000 ± 0.022 0.664 ± 0.008
OpenmlRF-1049 ↑ baseline 0.860 ± 0.075 0.612 ± 0.024
multi-task learning 1.000 ± 0.036 0.663 ± 0.02
OpenmlRF-1050 ↑ baseline 0.955 ± 0.041 0.488 ± 0.026
multi-task learning 1.000 ± 0.031 0.535 ± 0.011
OpenmlRF-1471 ↑ baseline 0.987 ± 0.014 0.490 ± 0.001
multi-task learning 1.000 ± 0.012 0.491 ± 0.002
OpenmlRF-1510 ↑ baseline 0.997 ± 0.006 0.958 ± 0.005
multi-task learning 1.000 ± 0.005 0.957 ± 0.003
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A.3 Transfer expediency determination
A.3.1 Expediency determination as a variability point


































































































Figure A.3: Expediency determination as a variability point: comparison of implemented
comparators
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Rastrigin-500 ↓ baseline 1.0 ± 0.198 4175.434 ± 1166.393
NormDifference
Comparator
0.801 ± 0.189 2722.774 ± 1019.245
RgpeComparator 0.888 ± 0.176 3360.014 ± 1003.244
Rastrigin-1000 ↓ baseline 1.0 ± 0.075 12235.165 ± 1195.43
NormDifference
Comparator
0.881 ± 0.101 10290.967 ± 1327.573
RgpeComparator 0.898 ± 0.11 10307.343 ± 1877.299
Sphere-2500 ↓ baseline 1.0 ± 0.07 15573.415 ± 1466.481
NormDifference
Comparator
0.889 ± 0.102 13266.468 ± 2015.215
RgpeComparator 0.921 ± 0.066 13833.837 ± 1223.999
Sphere-5000 ↓ baseline 1.0 ± 0.036 36461.83 ± 1377.987
NormDifference
Comparator
0.931 ± 0.056 33116.644 ± 2279.149
RgpeComparator 0.955 ± 0.042 34322.497 ± 1604.677
TSP-rat783 ↓ baseline 1.0 ± 0.077 22265.6 ± 1770.351
NormDifference
Comparator
0.964 ± 0.104 20579.667 ± 2575.249
RgpeComparator 0.968 ± 0.11 21017.778 ± 2545.825
OpenmlRF-31 ↑ baseline 0.936 ± 0.052 0.658 ± 0.013
NormDifference
Comparator
0.995 ± 0.024 0.669 ± 0.009
RgpeComparator 1.0 ± 0.023 0.67 ± 0.008
OpenmlRF-1049 ↑ baseline 0.858 ± 0.074 0.612 ± 0.024
NormDifference
Comparator
0.976 ± 0.087 0.651 ± 0.041
RgpeComparator 1.0 ± 0.046 0.662 ± 0.028
OpenmlRF-1050 ↑ baseline 0.946 ± 0.041 0.488 ± 0.026
NormDifference
Comparator
0.977 ± 0.048 0.517 ± 0.032
RgpeComparator 1.0 ± 0.047 0.539 ± 0.029
OpenmlRF-1471 ↑ baseline 0.979 ± 0.014 0.49 ± 0.001
NormDifference
Comparator
0.996 ± 0.009 0.491 ± 0.001
RgpeComparator 1.0 ± 0.006 0.492 ± 0.002
OpenmlRF-1510 ↑ baseline 0.994 ± 0.006 0.958 ± 0.005
NormDifference
Comparator
0.999 ± 0.006 0.961 ± 0.004
RgpeComparator 1.0 ± 0.005 0.961 ± 0.003
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A.3.2 Flexible number of the most similar experiments with the help of clustering




























































































transfer from single most similar
transfer from 25 most similar
transfer from all similar
transfer from clustered most similar
Figure A.4: Clustering for improved flexibility of expediency determination
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Table A.4: Clustering results compared to other available approaches to defining the number of
the most similar experiments. Numerical results
Instance Experiment Normalized AUC Best result
Rastrigin-500 ↓ baseline 1.000 ± 0.211 3696.426 ± 1126.732
clustering 0.651 ± 0.112 1622.430 ± 644.418
all similar 0.917 ± 0.162 3228.684 ± 756.968
25 most similar 0.912 ± 0.183 2908.699 ± 1015.569
single most similar 0.903 ± 0.179 3536.971 ± 934.246
Rastrigin-1000 ↓ baseline 1.000 ± 0.079 11230.171 ± 932.686
clustering 0.816 ± 0.095 8707.359 ± 1069.163
all similar 0.939 ± 0.11 10462.522 ± 1398.955
25 most similar 0.924 ± 0.106 9819.366 ± 1643.739
single most similar 0.970 ± 0.071 11407.381 ± 952.959
Sphere-2500 ↓ baseline 1.000 ± 0.088 14714.771 ± 1379.306
clustering 0.828 ± 0.111 11590.362 ± 2235.722
all similar 0.963 ± 0.091 13785.200 ± 1850.617
25 most similar 0.952 ± 0.067 13270.602 ± 1329.665
single most similar 0.962 ± 0.065 14339.591 ± 920.594
Sphere-5000 ↓ baseline 1.000 ± 0.043 35248.187 ± 1641.731
clustering 0.917 ± 0.052 31314.259 ± 2123.6
all similar 0.986 ± 0.041 34415.856 ± 1291.594
25 most similar 0.966 ± 0.052 33203.334 ± 2209.759
single most similar 0.983 ± 0.045 34440.712 ± 1702.195
TSP-rat783 ↓ baseline 0.983 ± 0.076 22265.6 ± 1770.351
clustering 0.919 ± 0.086 20112.6 ± 1899.337
all similar 0.953 ± 0.094 20996.8 ± 2381.737
25 most similar 0.95 ± 0.133 21050.9 ± 3329.758
single most similar 1.0 ± 0.057 22335.6 ± 2397.428
OpenmlRF-31 ↑ baseline 0.936 ± 0.052 0.658 ± 0.013
clustering 0.989 ± 0.021 0.664 ± 0.008
all similar 1.000 ± 0.024 0.670 ± 0.008
25 most similar 0.999 ± 0.024 0.669 ± 0.008
single most similar 0.998 ± 0.023 0.673 ± 0.007
OpenmlRF-1049 ↑ baseline 0.848 ± 0.074 0.612 ± 0.024
clustering 0.987 ± 0.035 0.663 ± 0.02
all similar 0.993 ± 0.038 0.663 ± 0.02
25 most similar 1.000 ± 0.051 0.666 ± 0.031
single most similar 0.926 ± 0.101 0.634 ± 0.05
OpenmlRF-1050 ↑ baseline 0.938 ± 0.04 0.488 ± 0.026
clustering 0.982 ± 0.031 0.535 ± 0.011
all similar 1.000 ± 0.056 0.542 ± 0.033
25 most similar 0.967 ± 0.04 0.520 ± 0.029
single most similar 0.966 ± 0.048 0.513 ± 0.034
OpenmlRF-1471 ↑ baseline 0.980 ± 0.014 0.490 ± 0.001
clustering 0.993 ± 0.012 0.491 ± 0.002
from all similar 1.000 ± 0.006 0.492 ± 0.001
25 most similar 0.999 ± 0.006 0.492 ± 0.002
single most similar 1.000 ± 0.007 0.492 ± 0.002
OpenmlRF-1510 ↑ baseline 0.992 ± 0.006 0.958 ± 0.005
clustering 0.995 ± 0.005 0.957 ± 0.003
all similar 0.995 ± 0.006 0.960 ± 0.005
25 most similar 1.000 ± 0.004 0.963 ± 0.003
single most similar 1.000 ± 0.003 0.962 ± 0.002
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A.3.3 Influence of the number of initial samples on the quality of expediency
determination






















































































Figure A.5: Influence of the number of initial samples on the quality of expediency
determination
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Table A.5: Influence of the number of initial samples on the quality of expediency
determination. Numerical results
Problem Number of initial
samples
Normalized AUC Best result
Rastrigin-500 ↓
1 1.0 +/- 0.303 3629.455 +/- 1714.616
2 0.937 +/- 0.192 3232.504 +/- 497.245
3 0.825 +/- 0.296 2651.149 +/- 1167.541
4 0.856 +/- 0.153 2485.977 +/- 723.965
5 0.866 +/- 0.226 3279.597 +/- 1337.189
6 0.883 +/- 0.183 2335.606 +/- 597.525
7 0.839 +/- 0.18 3026.827 +/- 757.603
8 0.845 +/- 0.149 2680.984 +/- 792.553
9 0.779 +/- 0.162 2683.343 +/- 784.483
10 0.645 +/- 0.111 1622.43 +/- 644.418
Rastrigin-1000 ↓
1 1.0 +/- 0.131 11831.831 +/- 2612.265
2 0.964 +/- 0.131 11948.227 +/- 2301.718
3 0.913 +/- 0.123 11009.419 +/- 1493.991
4 0.896 +/- 0.126 11195.737 +/- 2108.003
5 0.949 +/- 0.1 11657.888 +/- 1767.246
6 0.906 +/- 0.16 10235.642 +/- 2730.145
7 0.953 +/- 0.101 11274.851 +/- 1793.587
8 0.964 +/- 0.093 11520.48 +/- 1584.874
9 0.874 +/- 0.13 9973.425 +/- 2129.291
10 0.772 +/- 0.09 8707.359 +/- 1069.163
Sphere-2500 ↓
1 1.0 +/- 0.115 14535.481 +/- 2576.926
2 0.946 +/- 0.087 13749.672 +/- 1246.63
3 0.916 +/- 0.09 12296.861 +/- 1238.74
4 0.918 +/- 0.076 12816.074 +/- 1641.328
5 0.938 +/- 0.075 12778.546 +/- 1743.586
6 0.944 +/- 0.064 13402.248 +/- 2352.386
7 0.928 +/- 0.073 13011.375 +/- 1431.083
8 0.928 +/- 0.11 12560.449 +/- 1879.408
9 0.921 +/- 0.082 12695.106 +/- 1124.469
10 0.848 +/- 0.137 12202.314 +/- 2782.806
Sphere-5000 ↓
1 0.993 +/- 0.052 34294.316 +/- 1222.452
2 0.988 +/- 0.035 34275.512 +/- 1185.188
3 0.966 +/- 0.044 32362.236 +/- 1376.793
4 0.983 +/- 0.036 33271.764 +/- 1279.247
5 1.0 +/- 0.062 34120.611 +/- 3436.838
6 0.963 +/- 0.043 32576.906 +/- 1442.095
7 0.978 +/- 0.043 33005.443 +/- 2553.847
8 0.922 +/- 0.112 31445.251 +/- 4569.553
9 0.947 +/- 0.054 32519.32 +/- 2340.719
10 0.913 +/- 0.051 31314.259 +/- 2123.6
OpenmlRF-31 ↑
1 0.999 +/- 0.024 0.672 +/- 0.009
2 1.0 +/- 0.025 0.673 +/- 0.005
3 0.987 +/- 0.033 0.669 +/- 0.012
4 0.985 +/- 0.025 0.667 +/- 0.006
5 0.995 +/- 0.028 0.672 +/- 0.013
6 0.984 +/- 0.026 0.665 +/- 0.008
7 0.983 +/- 0.031 0.667 +/- 0.011
Continued on next page
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Table A.5 – Continued from previous page
Problem Number of initial
samples
Normalized AUC Best result
8 0.994 +/- 0.021 0.671 +/- 0.01
9 0.986 +/- 0.029 0.669 +/- 0.01
10 0.979 +/- 0.021 0.664 +/- 0.008
OpenmlRF-1049 ↑
1 0.994 +/- 0.04 0.67 +/- 0.017
2 1.0 +/- 0.025 0.669 +/- 0.013
3 0.989 +/- 0.042 0.668 +/- 0.019
4 0.998 +/- 0.036 0.671 +/- 0.017
5 0.99 +/- 0.038 0.67 +/- 0.019
6 0.983 +/- 0.028 0.658 +/- 0.014
7 0.981 +/- 0.027 0.654 +/- 0.014
8 0.991 +/- 0.037 0.665 +/- 0.019
9 0.974 +/- 0.044 0.659 +/- 0.027
10 0.977 +/- 0.035 0.663 +/- 0.02
OpenmlRF-1050 ↑
1 0.98 +/- 0.04 0.515 +/- 0.022
2 0.985 +/- 0.032 0.526 +/- 0.015
3 0.98 +/- 0.049 0.525 +/- 0.027
4 1.0 +/- 0.052 0.539 +/- 0.03
5 0.968 +/- 0.032 0.52 +/- 0.02
6 0.974 +/- 0.054 0.525 +/- 0.035
7 0.984 +/- 0.054 0.523 +/- 0.031
8 0.989 +/- 0.043 0.532 +/- 0.027
9 0.981 +/- 0.033 0.525 +/- 0.018
10 0.979 +/- 0.031 0.535 +/- 0.011
OpenmlRF-1471 ↑
1 1.0 +/- 0.008 0.492 +/- 0.002
2 0.997 +/- 0.007 0.492 +/- 0.002
3 0.996 +/- 0.005 0.491 +/- 0.001
4 0.999 +/- 0.007 0.492 +/- 0.003
5 0.996 +/- 0.005 0.492 +/- 0.002
6 0.993 +/- 0.01 0.49 +/- 0.002
7 0.994 +/- 0.006 0.491 +/- 0.002
8 0.993 +/- 0.007 0.491 +/- 0.001
9 0.994 +/- 0.006 0.492 +/- 0.001
10 0.988 +/- 0.012 0.491 +/- 0.002
OpenmlRF-1510 ↑
1 0.999 +/- 0.004 0.961 +/- 0.003
2 0.997 +/- 0.003 0.96 +/- 0.002
3 0.999 +/- 0.003 0.962 +/- 0.002
4 0.998 +/- 0.002 0.959 +/- 0.002
5 1.0 +/- 0.003 0.962 +/- 0.002
6 0.999 +/- 0.003 0.962 +/- 0.002
7 0.998 +/- 0.002 0.96 +/- 0.002
8 0.999 +/- 0.003 0.961 +/- 0.003
9 0.998 +/- 0.003 0.959 +/- 0.003
10 0.995 +/- 0.005 0.957 +/- 0.003
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A.4 Multi-surrogate-model recommendation




























































































Figure A.6: Multi-surrogate-model recommendation: comparison with available models’
combinations by performance
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Table A.6: Multi-surrogate-model recommendation. Numerical results
Instance Experiment Normalized AUC Best result
Rastrigin-500 ↓ mab tpe 0.892 ± 0.188 3696.426 ± 1126.732
mab brr 1.000 ± 0.168 4719.736 ± 1070.339
brr tpe 0.892 ± 0.235 3607.694 ± 1439.640
brr brr 0.933 ± 0.08 4677.88 ± 475.709
model recommendation 0.809 ± 0.171 2768.206 ± 1078.738
Rastrigin-1000 ↓ mab tpe 0.937 ± 0.074 11230.171 ± 932.686
mab brr 1.000 ± 0.053 13192.098 ± 785.165
brr tpe 0.998 ± 0.068 12004.063 ± 1134.978
brr brr 0.974 ± 0.063 12514.330 ± 1078.581
model recommendation 0.961 ± 0.116 11656.121 ± 1782.777
Sphere-2500 ↓ mab tpe 0.939 ± 0.082 14714.771 ± 1379.306
mab brr 0.999 ± 0.053 16392.668 ± 1163.624
brr tpe 0.981 ± 0.062 14778.955 ± 1316.688
brr brr 1.000 ± 0.051 16407.264 ± 1158.351
model recommendation 0.941 ± 0.068 14229.275 ± 1206.291
Sphere-5000 ↓ mab tpe 0.959 ± 0.041 35248.187 ± 1641.731
mab brr 0.993 ± 0.029 36998.574 ± 940.259
brr tpe 1.000 ± 0.027 36525.344 ± 1193.34
brr brr 1.000 ± 0.024 37075.213 ± 946.084
model recommendation 0.971 ± 0.032 35174.312 ± 2233.979
TSP-rat783 ↓ mab tpe 0.929 ± 0.072 22265.6 ± 1770.351
mab brr 0.924 ± 0.106 22080.6 ± 2434.161
brr tpe 0.978 ± 0.040 23809.4 ± 782.104
brr brr 1.000 ± 0.051 23549.4 ± 1008.045
model recommendation 0.956 ± 0.065 22025.0 ± 2731.793
OpenmlRF-31 ↑ mab tpe 1.000 ± 0.055 0.658 ± 0.013
mab brr 0.894 ± 0.073 0.574 ± 0.041
brr tpe 0.974 ± 0.053 0.657 ± 0.018
brr brr 0.878 ± 0.106 0.587 ± 0.045
model recommendation 0.992 ± 0.043 0.669 ± 0.009
OpenmlRF-1049 ↑ mab tpe 1.000 ± 0.087 0.612 ± 0.024
mab brr 0.938 ± 0.091 0.548 ± 0.051
brr tpe 0.953 ± 0.069 0.580 ± 0.051
brr brr 0.969 ± 0.108 0.557 ± 0.059
model recommendation 0.982 ± 0.091 0.607 ± 0.056
OpenmlRF-1050 ↑ mab tpe 1.000 ± 0.043 0.488 ± 0.026
mab brr 0.978 ± 0.004 0.475 ± 0.006
brr tpe 0.984 ± 0.019 0.481 ± 0.020
brr brr 0.976 ± 0.000 0.473 ± 0.000
model recommendation 0.994 ± 0.039 0.490 ± 0.029
OpenmlRF-1471 ↑ mab tpe 0.995 ± 0.014 0.490 ± 0.001
mab brr 0.992 ± 0.016 0.491 ± 0.001
brr tpe 1.000 ± 0.017 0.489 ± 0.002
brr brr 0.989 ± 0.018 0.490 ± 0.002
model recommendation 0.991 ± 0.018 0.490 ± 0.001
OpenmlRF-1510 ↑ mab tpe 0.997 ± 0.006 0.958 ± 0.005
mab brr 0.999 ± 0.006 0.962 ± 0.003
brr tpe 0.997 ± 0.004 0.958 ± 0.002
brr brr 0.996 ± 0.006 0.960 ± 0.002
model recommendation 1.000 ± 0.006 0.961 ± 0.005
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A.5 Few-shot learning


























































































experiment_types few-shot learning (model transfer) baseline
Figure A.7: Few-shot learning: Transfer of the built surrogate models’ combination
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Table A.7: Few-shot learning: Transfer of the built surrogate models’ combination. Numerical
results
Instance Experiment Achieved sub-optimal re-
sult
At iteration
Rastrigin-1000 ↓ baseline 15593.552 ± 365.319 24
model transfer 18
Sphere-2500 ↓ baseline 18806.371 ± 248.226 25
model transfer 16
Sphere-5000 ↓ baseline 40063.524 ± 344.196 16
model transfer 17
OpenmlRF-31 ↑ baseline 0.538 ± 0.055 33
model transfer 28
OpenmlRF-1050 ↑ baseline 0.488 ± 0.026 200
model transfer -
OpenmlRF-1471 ↑ baseline 0.464 ± 0.018 41
model transfer 29
OpenmlRF-1510 ↑ baseline 0.951 ± 0.007 84
model transfer 29
A.5.2 Transfer of the best configuration
Table A.8: Few-shot learning: Transfer of the best configuration. Numerical results
Instance Experiment Achieved sub-optimal re-
sult
At iteration
Rastrigin-1000 ↓ baseline 14107.877 ± 244.438 53
best config. transfer 11
Sphere-2500 ↓ baseline 16594.358 ± 1133.087 64
best config. transfer 15
Sphere-5000 ↓ baseline 38583.600 ± 944.243 49
best config. transfer 15
OpenmlRF-31 ↑ baseline 0.666 ± 0.104 > 200
best config. transfer 15
OpenmlRF-1050 ↑ baseline 0.521 ± 0.021 > 200
best config. transfer 15
OpenmlRF-1471 ↑ baseline 0.485 ± 0.005 104
best config. transfer 15
OpenmlRF-1510 ↑ baseline 0.959 ± 0.016 > 200
best config. transfer 15
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Figure A.8: Few-shot learning: Transfer of the best configuration
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A.5.3 Models’ combination transfer from different experiment instances

























































































experiment_types few-shot learning (model transfer) baseline
Figure A.9: Models’ combination transfer in absence of the same experiment’s instances
available for transfer
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Table A.9: Models’ combination transfer in absence of the same experiment’s instances
available for transfer. Numerical results
Instance Experiment Achieved sub-optimal re-
sult
At iteration
Rastrigin-1000 ↓ baseline 15236.209 ± 816.37 33
model transfer 19
Sphere-2500 ↓ baseline 18673.874 ± 539.348 25
model transfer 17
Sphere-5000 ↓ baseline 39863.786 ± 708.612 19
model transfer 18
OpenmlRF-31 ↑ baseline 0.5 ± 0.08 29
model transfer 17
OpenmlRF-1050 ↑ baseline 0.488 ± 0.026 200
model transfer -
OpenmlRF-1471 ↑ baseline 0.476 ± 0.018 65
model transfer 20
OpenmlRF-1510 ↑ baseline 0.944 ± 0.008 46
model transfer 20
A.5.4 Best configuration transfer from different experiment instances
Table A.10: Best configuration transfer in absence of the same experiment’s instances available
for transfer. Numerical results
Instance Experiment Achieved sub-optimal re-
sult
At iteration
Rastrigin-1000 ↓ baseline 11824.960 ± 598.594 > 200
best config. transfer 15
Sphere-2500 ↓ baseline 15524.611 ± 1210.924 > 200
best config. transfer 14
Sphere-5000 ↓ baseline 34920.929 ± 1494.402 > 200
best config. transfer 15
OpenmlRF-31 ↑ baseline 0.650 ± 0.081 150
best config. transfer 15
OpenmlRF-1050 ↑ baseline 0.551 ± 0.048 > 200
best config. transfer 22
OpenmlRF-1471 ↑ baseline 0.487 ± 0.024 116
best config. transfer 40
OpenmlRF-1510 ↑ baseline 0.960 ± 0.001 > 200
best config. transfer 21
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