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We present a density-matrix model applicable to midinfrared quantum cascade lasers. The model is based
on a Markovian master equation for the density matrix that includes in-plane dynamics, preserves positivity
and does not rely on phenomenologically introduced dephasing times. Nonparabolicity in the bandstructure
is accounted for with a 3-band k dot p model, which includes the conduction, light-hole and spin-orbit
split-off bands. We compare the model to experimental results for QCLs based on lattice-matched as well
strain-balanced InGaAs/InAlAs heterostructures grown on InP. We find that our density-matrix model is in
quantitative agreement with experiment up to threshold and is capable of reproducing results obtained using
the more computationally expensive nonequilibrium Green’s function formalism. We compare our density-
matrix model to a semiclassical model where off-diagonal elements of the density matrix are ignored. We
find that the semiclassical model overestimates the threshold current density by 29% for a 8.5-µm-QCL based
on a lattice-matched heterostructure and 40% for a 4.6-µm QCL based on a strain-balanced heterostructure,
demonstrating the need to include off diagonal density matrix elements for accurate description of midinfrared
QCLs.
PACS numbers: 73.63.-b,73.21.-b,05.60.Gg
I. INTRODUCTION
Quantum cascade lasers (QCLs) are unipolar light-
emitting sources in the midinfrared and terahertz parts
of the electromagnetic spectrum.1,2 The gain medium in
QCLs is a vertically-grown semiconductor heterostruc-
ture made of alternating layers of quantum wells and
barriers. A population inversion between quasibound
quantum states is achieved by a careful design of the
layer structure and application of electrical bias. In this
work, we focus on midinfrared QCLs based on a In-
GaAs/InAlAs heterostructure grown on InP substrates.
QCLs based on this material system have achieved room-
temperature, continuous-wave, high-power operation in
the midinfrared range,3–5 and have found applications in
the fields of remote sensing6 and metrology.7
Numerical simulations play an essential role in the de-
velopment of QCLs and can provide detailed insights
into the microscopic details of QCL operation.8,9 Elec-
tron transport in quantum cascade lasers in both midin-
fared and terahertz regimes has been simulated via semi-
classical (rate equations10–12 and Monte Carlo13–16) and
quantum techniques (density matrix8,17–20 and nonequi-
librium Green’s functions (NEGF)21–25). Semiclassical
models are attractive due to their low computational
costs, allowing inclusion of advanced phenomena such
as nonequilibrium phonons16. However, semiclassical
models involve the assumption that off-diagonal density-
matrix (DM) elements (coherences) are much smaller
than the diagonal ones (occupations). This approxima-
a)Electronic mail: ojonasson@wisc.edu
b)Electronic mail: karimi2@wisc.edu
c)Electronic mail: knezevic@engr.wisc.edu
tion has been shown to fail in QCLs working in the ter-
ahertz18,26 as well as the midinfrared range.27
While NEGF simulations have been demonstrated
to accurately capture quantum transport in QCLs,21,23
they are very computationally demanding, especially for
low-wavelength devices, where a large energy and in-
plane wavevector range must be considered. Density-
matrix models offer a compromise between speed an
accuracy. They are capable of describing partially-
coherent transport and require considerably less com-
putational resources than NEGF. Despite the advan-
tage in computational complexity, previous theoretical
work on QCLs using density-matrix approaches have
significant drawbacks. One drawback is the simpli-
fied treatment of in-plane dynamics, where either a
thermal distribution (Maxwell or Fermi-Dirac) is as-
sumed18,24, or the density matrix is assumed to be sep-
arable into the cross-plain and in-plane directions (same
in-plane distribution assumed for all subbands).28 How-
ever, QCLs operate far from equilibrium, so in-plane
distributions can deviate strongly from a thermal dis-
tribution and in-plane distributions can vary drastically
between subbands.16,24,29 Another drawback with exist-
ing density-matrix approaches is that transport is treated
semiclassically within a subregion of a device (typically
a single stage separated by thick injection barriers),
while coupling between adjacent subregions is treated
quantum mechanically using phenomological dephasing
times.18,20,24,26
In this paper we derive a computationally tractable
density-matrix model applicable for QCLs in the midin-
frared and THz regime. The model is an improvement
over previous density-matrix approaches in the following
aspects: (1) Full in-plane dynamics are included without
assuming a thermal distribution or separation of the DM
into in-plane and cross-plane components. (2) The entire
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2simulation domain is treated on an equal footing, sup-
planting the need for phenomenological dephasing times
to describe coupling through thick potential barriers. (3)
Nonparabolicity in the band-structure is treated using a
3-band k · p model, while previous models incorporated
nonparabolicity via an energy-dependent effective mass,
which requires additional approximations and has the
unwanted results of nonorthogonal eigenstates9,30. The
model is based on a Markovian master equation for the
density matrix that preserves positivity and accounts for
the relevant scattering mechanisms with phonons, impu-
rities, interface roughness, and random alloy scattering.
This paper is organized as follows. Section II con-
tains an overview of the theory, where we demonstrate
how electronic eigenstates (bandstructure) are calcu-
lated, and derive a Markovian master equation that gov-
erns the time evolutions of the single-electron density
matrix and the linear-response to a harmonic electric
field. In Sec. III, we discuss details regarding the nu-
merical solution of the master equation and derive an
iterative scheme to efficiently solve for the steady-state
and linear-response density matrices. In Sec. IV, we
verify the model by simulating midinfrared QCLs based
on InGaAs/InAlAs heterostructures grown on InP. We
consider an 8.5 µm-QCL based on a lattice-matched
heterostructure and a 4.6-µm-QCL based on a strain-
balanced heterostructure. We compare our results to ex-
periment, as well as theoretical results based on NEGF,
and a semiclassical model where only diagonal values of
the density matrix are considered. Concluding remarks
are given in Sec. V.
II. THEORY
Electrons interacting with an environment can be de-
scribed using a Hamiltonian on the form
H = H0 +Hi +HE , (1)
where H0 is the unperturbed electron Hamiltonian (in
our case a semiconductor superlattice under an applied
electric field), HE is the Hamiltonian of the environment
(e.g., free-phonon Hamiltonian), and Hi contains inter-
action terms (e.g., electron–phonon interaction or scat-
tering due to interface roughness). For transport calcu-
lations we will use the eigenstates of H0 as a basis, which
are calculated using a 3-band k ·p Hamiltonian described
in Sec. II A. We denote the transport direction (growth
direction) as z, and assume that the device area in the
direction perpendicular to transport (x-y plane) is macro-
scopic compared to the the length of a single period. The
eigenstates (including in-plane motion) are labelled as
|n,k〉 = |n〉 ⊗ |k〉, where the discrete index n labels the
eigenstates in the transport direction (z-direction) and
the continuous parameter k labels the wavevector associ-
ated with free motion in the x-y plane (in-plane motion).
Throughout this work, we assume translational invari-
ance in the in-plane direction (we ignore edge effects and
spatial in-plane variation). Using this approximation, the
reduced density matrix of the electrons is diagonal in k
and only depends on the magnitude k = |k|. The cen-
tral quantities of interest are then the matrix elements
ρEkN,M , which for N 6= M represent the coherence be-
tween eigenstates |N〉 and |M〉, at the in-plane energy
Ek while, ρ
Ek
N,N represents the occupation of eigenstate
|N〉 at in-plane energy Ek.
When working with periodic systems, it is more con-
venient to work with the density matrix in relative coor-
dinates fEkN,M ≡ ρEkN,N+M , with M = 0 terms giving occu-
pations and terms with |M | > 0 represent coherences be-
tween states |N〉 and |N +M〉. Relative coordinates are
convenient because fEkN,M is periodic in N , with a period
of Ns, where Ns is the number of eigenstates in a single
period. We also have fEkN,M → 0 as |M | → ∞, providing
an obvious truncation scheme |M | ≤ Nc, where Nc is a
number we refer to as a coherence cutoff. Section II B is
devoted to the derivation of a Markovian master-equation
(MME) for fEkN,M that preserves the positivity of the
density matrix and includes electron–phonon interaction
while interactions with other scattering mechanism are
covered in appendix A.
We will show that the MME for the matrix elements
fEkN,M has the form
∂fEkN,M
∂t
= −i∆N,N+M
~
fEkN,M +DEkN,M , (2)
where ∆N,M is the energy spacing between states N and
M and we have defined the matrix elements of the dissi-
pator
DEkN,M = −
∑
n,m,g,±
Γout,g,±NMnmEkf
Ek
N,n
+
∑
n,m,g,±
Γin,g,±NMnmEkf
Ek∓Eg+∆N+M,N+M+m
N+n,M+m−n + h.c..
(3)
Here, Γin,g,±NMnmEk and Γ
out,g,±
NMnmEk
are the quantum-
mechanical generalizations of semiclassical scattering
rates.9,15 In this context, h.c. should be understood as
the matrix elements of the Hermitian conjugate (it is not
simply the complex conjugate because indices need to be
swapped as well). In this work we will refer to them as
scattering rates (or simply rates). The g index represents
the different scattering mechanisms, +(−) refers to ab-
sorption (emission), and Eg is the energy associated with
scattering mechanism g (i.e., phonon energy). For elastic
scattering mechanisms such as ionized-impurity scatter-
ing, we have Eg = 0.
In this work, we are interested in the steady-state so-
lution of Eq. (2). Once the steady-state density matrix
is known, observables can easily be calculated. Detailed
information regarding the different observables, such as
the current density and charge density, are given in Sec-
tion. II C. In Section II D, we derive an expression for
3the optical gain by considering the linear response of the
steady-state density matrix to an optical field, treated
as a small perturbation. This section concludes with
Sec. II E, where we provide a comparison with semiclas-
sical models (the Pauli master equation),31 where only
the diagonal values of the density matrix are included.
A. Electronic States
Within the envelope function approximation, the elec-
tron eigenfunctions near a band extremum k0 (Γ valley
in this work) can be written as a combination of envelope
functions from different bands32,33
Ψnk(r, z) =
∑
b
φ
(b)
n,k(r, z)u
(b)
k=k0
(r, z), (4)
where the b sum is over the considered bands, u
(b)
k0
(k, z)
is a rapidly varying Bloch function that has the period
of the lattice, and φ
(b)
n,k(r, z) are slowly varying envelope
functions belonging to band b. We make the approxima-
tion that the envelope functions factor into cross-plane
and in-plane direction according to
φ
(b)
n,k(r, z) = Nnormψ
(b)
n (z)e
ik·r, (5)
where ψ
(b)
n (z) = φ
(b)
n,k=0(r, z) is the envelope function for
k = 0 and Nnorm is a normalization constant. This sep-
aration of in- and cross-plane motion is a standard ap-
proximation when describing QCLs and other superlat-
tices.9 Without it, a separate eigenvalue problem for each
k would need to be calculated, which is very computa-
tionally expensive.
In order to model QCLs based on III-V semiconduc-
tors, accurate calculation the Γ-valley eigenstates is cru-
cial. The simplest approach is the Ben Daniel–Duke
model, in which only the conduction band is consid-
ered.32 The Schro¨dinger equation for the conduction-
band envelope function ψ
(c)
n (z) in Eq. (5) reduces to the
1D eigenvalue problem9[
−~
2
2
d
dz
1
m∗(z)
d
dz
+ V (c)(z)
]
ψ(c)n (z) = Enψ
(c)
n (z) (6a)
En,k = En + Ek, (6b)
where V (c)(z) is the conduction-band profile, and m∗(z)
is the spatially dependent cross-plane effective mass of
the conduction band. Typically, a parabolic dispersion
relation Ek = ~2k2/(2m∗‖) is assumed. A single-band
approximation such as Eq. (6b) can be justified when
electrons have energy close to the conduction-band edge
(compared with the bandgap Egap) and quantum well
widths are larger than ∼10 nm.32,34 This is the case for
THz QCLs, where single-band approximations can give
satisfactory results29,35. However, in mid-IR QCLs, the
well thicknesses can be below 2 nm36 and the energy of
the lasing transition can exceed 150 meV, which is a sig-
nificant fraction of typical bandgaps of the semiconductor
materials, especially for low-bandgap materials contain-
ing InAs. In this case, including nonparabolicity in the
electron Hamiltonian is important.
Nonparabolicity has previously been included in semi-
classical,9,37 density-matrix24,38 and NEGF-based22,24,39
approaches using single-band models, where only the con-
duction band is modeled, but the influence of the va-
lence bands is included via an energy-dependent effective
mass. One of the most important effects of nonparabol-
icity is the energetic lowering of the high-energy states,
such as the upper lasing level. This effect results from
higher effective mass at high energies, reducing the ki-
netic energy term in the Schro¨dinger equation.30 How-
ever, an energy-dependent effective mass has an unde-
sirable trait in density-matrix and semiclassical models,
the resulting eigenfunctions are not orthogonal.9 In this
work, we will calculate the bandstructure using a 3-band
k ·p model, which includes the conduction (c), light hole
(lh) and spin-orbit split-off (so) bands.40 The 3-band k·p
model has previously been used in semiclassical work on
QCLs,15,16 however present work is the first quantum
mechanical simulation of QCLs using such a model.
The 3-band Hamiltonian can be derived from an 8-
band Hamiltonian for bulk zinc-blende crystals,41 which,
at in-plane wavevector k = 0, reduces to 3 bands due to
spin degeneracy and the heavy-hole band factoring out.
The 3× 3 Hamiltonian for a strained bulk crystal can be
written as a sum of three terms
HB = HB,edge +HB,kin +HB,strain. (7)
The first term in Eq. (7) is diagonal and contains the
band edges
HB,edge =
Ec 0 00 Ev 0
0 0 Ev −∆so
 , (8)
where Ec (Ev) is the conduction (valence) band edge and
∆so is the spin-orbit split-off energy.
The second term in Eq. (7) contains the kinetic contri-
butions as well as coupling between the different bands
which involve the cross-plane wavenumber kz
HB,kin =
(1 + 2F )
~2k2z
2m0
√
~2EP
3m0
kz
√
~2EP
6m0
kz√
~2EP
3m0
kz −(γ1 + 2γ2)~
2k2z
2m0
−√2γ2 ~
2k2z
m0√
~2EP
6m0
kz −
√
2γ2
~2k2z
m0
−γ1 ~
2k2z
2m0
 , (9)
with EP the Kane-energy,
42 m0 the free-electron mass, F
is a correction to the conduction band effective mass due
to higher energy Γ valleys,42 γ1 and γ2 are the modified
4Luttinger parameters43 given by41
γ1 = γ
L
1 −
EP
3Egap + ∆so
γ2 = γ
L
2 −
1
2
EP
3Egap + ∆so
,
(10)
where γL1 and γ
L
2 are the standard Luttinger parame-
ters,44 and Egap is the Γ-valley bandgap. For a brief
overview of the different material parameters, we refer
the reader to Ref. 45.
The third term in Eq. (7) contains the effects of strain
for a layer grown on a (001)-oriented (z-direction) sub-
strate,33
HB,strain =
Aε 0 00 −Pε +Qε √2Qε
0
√
2Qε −Pε
 , (11)
with
Aε = 2ac
(
1− c12
c11
)
a0 − a
a
(12a)
Pε = 2av
(
1− c12
c11
)
a0 − a
a
(12b)
Qε = −b
(
1 + 2
c12
c11
)
a0 − a
a
, (12c)
where ac, av and b are the Bir-Pikus deformation poten-
tials46 with the sign convention of all being negative, a0
and a are the lattice constant of the substrate and the
grown material (in the absence of strain), respectively
and c11 and c12 are the elastic stiffness constants of the
strained material. Numerical values for all material pa-
rameters used in this work are given in Appendix C.
Equation (7) is valid for a bulk III-V semiconductors,
where kz refers to crystal momentum in the [001] direc-
tion. However, for a heterostructure under bias, kz is no
longer a good quantum number and must be replaced by
a differential operator kz → −i ∂∂z . In addition, all the
material properties become functions of position. Care
must be taken when applying Eq. (7) to heterostructures
because the proper operator symmetrization must be per-
formed to preserve the hermiticity of the Hamiltonian. In
this work, we follow the standard operator symmetriza-
tion procedure in k · p theory for heterostructures47
f(z)kz → 1
2
(f(z)kz + kzf(z)) ,
g(z)k2z → kzg(z)kz,
(13)
where f(z) and g(z) are arbitrary functions of position
(e.g., Kane energy, or Luttinger parameter). The electron
Hamiltonian for a heterostructure can then be written as
Hhet =
 Hc Hc,lh Hc,soH†c,lh Hlh Hlh,so
H†c,so H
†
lh,so Hso
 , (14)
with
Hc = Ec(z)− ~
2
2m0
∂
∂z
(1 + 2F (z))
∂
∂z
+Aε(z),
Hlh = Ev(z) +
~2
2m0
∂
∂z
(γ1(z) + 2γ2(z))
∂
∂z
− Pε(z) +Qε(z),
Hso = Ev(z)−∆so(z) + ~
2
2m0
∂
∂z
γ1(z)
∂
∂z
− Pε(z),
Hc,lh = − i
2
√
~2EP (z)
3m0
∂
∂z
− i
2
∂
∂z
√
~2EP (z)
3m0
,
Hc,so = − i
2
√
~2EP (z)
6m0
∂
∂z
− i
2
∂
∂z
√
~2EP (z)
6m0
,
Hlh,so =
√
2
~2
m0
∂
∂z
γ2(z)
∂
∂z
+
√
2Qε(z).
(15)
From Eq. (15) we see that the electron Hamiltonian
now depends on spatial derivatives of material func-
tions such as the Kane energy EP (z) and modified Lut-
tinger parameters γ1(z), and results will be sensitive
to how an interface between two different materials is
treated. One choice is to treat the material functions
as piecewise-constant. However, with that choice, spa-
tial derivatives become delta functions (and derivatives
of delta functions) that are difficult to treat numeri-
cally. In this work we will assume that material param-
eters are smooth functions that have slow variations on
length scales shorter than a single monolayer LML (in
heterostructures grown on InP, LML ' 0.29 nm at room
temperature). The material parameters that we use are
obtained using
f(z) =
1√
piσ
∫
fpc(z
′)e−(z−z
′)2/σ2dz′, (16)
where we use σ = 12LML and fpc(z) is a piecewise con-
stant material function that is discontinuous at mate-
rial interfaces. As an example, Fig. 1 shows the Kane
energy as well as the piecewise-constant variant for a
single period of the QCL studied in section IV A, with
σ = 0.29 nm.
The eigenfunctions of the Hamiltonian Hhet given in
Eqs. (14)-(15) satisfy
Hhetψn(z) = Enψn(z), (17)
where ψn are three-dimensional vectors of envelope func-
tions ψn(z) =
(
ψcn(z), ψ
lh
n (z), ψ
so
n (z)
)T
. In later sections,
we will use Dirac notation |n〉, with 〈z|n〉 = ψ¯n(z) and
|n,k〉 with 〈r, z|n,k〉 = Nnormψ¯n(z)eik·r and normaliza-
tion 〈n,k|n′,k′〉 = δn,n′δ(k − k′). The electron proba-
bility density is obtained by summing over the different
bands
|ψn(z)|2 = | 〈z|n〉 |2 =
∑
b
|ψbn(z)|2 (18)
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FIG. 1. Kane energy as a function of position for a single
period of the InGaAs/InAlAs-based mid-IR QCL described in
section IV A. The dashed curve shows the piecewise constant
version and the dashed curve is the smoothed version given
by Eq. (16), with σ = 0.29 nm. This is double the value of σ
we typically use and is chosen for visualization purposes. The
region of higher Kane energy corresponds to InGaAs.
and matrix elements of an operator B such as 〈n|B|n′〉
are understood as
〈n|B|n′〉 =
∑
b
∫
dz
[
ψ(b)n (z)
]∗
B(b)ψ
(b)
n′ (z) , (19)
where the sum is over the considered bands, with
B =
B(c) 0 00 B(lh) 0
0 0 B(so)
 . (20)
Note that B(b) is an operation working on component b
of the envelope function ψn(z). In this work all operators
are assumed to be identical for all three bands (B(c) =
B(lh) = B(so)) except for the interaction potential due
to interface roughness. The interaction potential due to
interface roughness is not the same for all bands because
the band discontinuities at material interfaces are not the
same for different bands [see appendix A 1].
The eigenfunctions |n〉 are calculated in a similar man-
ner as in previous semiclassical work.9,15,16 A typical
computational domain is shown in Fig. 2(a), where the
conduction band of a single period of the QCL from
Ref. 36 is marked by a dashed rectangle. The compu-
tational domain contains 3–4 periods, padded with tall
potential barriers, placed far away from the central re-
gion in order for the boundary conditions not to effect
the eigenfunctions near the center of the computational
domain. We solve the eigenvalue problem in (17) us-
ing a basis of Hermite functions (eigenfunctions of the
harmonic oscillator), with two example basis functions
shown in Fig. 2(a). We used Hermite functions because
they are easy to compute and required less computational
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FIG. 2. (a) Conduction band Ec(z) and valence band Ev(z)
used for the calculation of eigenfunctions. Dashed rectan-
gle shows a single period of the conduction band. Potential
barriers are imposed to the far left and far right for both con-
duction and valence bands. Also show, are two of the Hermite
functions (n = 0 and n = 10) used as basis functions. (b) Af-
ter discarding the high and low-energy states, about 80 states
are left, most of which have an energy high above the conduc-
tion band or are greatly affected by the boundary conditions
on the right. (c) After choosing 8 states with the lowest E˜n
and discarding copies from adjacent stages (see main text),
the states in the central stage (bold curves) are left. States
belonging to adjacent periods (thin curves) are calculated by
translating states from the central stage in position and en-
ergy.
resources than finite-difference methods. We typically
use a basis of ∼ 400 Hermite functions for each band, re-
sulting in a matrix with dimension 1200× 1200. The di-
agonalization procedure results in 1200 eigenstates, most
of which are far above the conduction band or far below
the valence bands. For transport calculations, we only in-
clude the states close to the conduction-band edge. This
bound-state approach is known to produce spurious so-
lutions, which are states with high amplitude far above
the conduction band edge. In order to systematically
single out the relevant states, we first “throw away” the
states that have energies far (∼ 1 eV) below or far above
the conduction-band edge. This step typically reduces
6the number of states to ∼ 100. Figure 2(b) shows the
conduction-band edge along with the remaining eigen-
states. Next we remove the states that are obtained by
translation of a state from the previous/next period (e.g.,
remove duplicates). We do accomplish this by calculating
each eigenstate’s ”center of mass”,
zn =
∫
z|ψn(z)|2dz, (21)
and only keep states within a range z ∈ [zc, zc + LP ],
where LP is the period length. We will refer to this
range as the center period. The choice of zc is arbitrary
and we typically use zc = −LP /4. Lastly, we follow
the procedure in Ref. 9 and, for the remaining states,
calculate the energy with respect to the conduction-band
edge using
E˜n = En −
∫
Ec(z)|ψn(z)|2dz. (22)
States with E˜n < 0 are valence-band states and are dis-
carded. We keep Ns states, with the lowest positive val-
ues of E˜n. The value of Ns is chosen such that all eigen-
states below the conduction band top are included. After
this elimination step, Ns is the number of states used in
transport calculations. The remaining states for Ns = 8
are shown in bold in Fig. 2(c). States belonging to other
periods (needed to calculate coupling between different
periods) are finally obtained by translation in space and
energy of the Ns states belonging to the center period.
These states are identified by thin curves in Fig. 2(c).
B. Dissipator for Electron–Phonon Interaction
The total Hamiltonian, describing electrons, phonons
and their interaction can be written as
H = H0 +Hph +Hi, (23)
where H0 is the electron Hamiltonian described in
Sec. II A. Hph is the free-phonon Hamiltonian and Hi
describes the interaction between electrons and phonons.
In the interaction picture (with ~ = 1), the equation of
motion for the density matrix can be written as
∂ρ˜
∂t
= −i
[
H˜i(t), ρ˜(t)
]
, (24a)
ρ˜(t) = ρ˜(0)− i
∫ t
0
[
H˜i(s), ρ˜(s)
]
ds, (24b)
where A˜(t) = ei(H0+Hph)tAe−i(H0+Hph)t denotes operator
A in the interaction picture. We will assume that the
electron–phonon interaction is weak enough to warrant
the assumption that the phonon distribution is negligibly
affected by the electrons and write the density matrix as
a product ρ˜(t) = ρ˜e(t)⊗ ρ˜ph, where ρ˜e(t) is the electron
density matrix and ρ˜ph is the thermal equilibrium density
matrix for the phonons. This approximation is called the
Born approximation. Inserting Eq. (24a) into Eq. (24b)
and tracing over the phonon degrees of freedom gives
∂ρ˜e
∂t
= −iTrph
{[
H˜i(t), ρ˜e(0)⊗ ρ˜ph
]}
−
∫ t
0
dsTrph
{[
H˜i(t),
[
H˜i(s), ρ˜e(s)⊗ ρ˜ph
]]}
.
(25)
The first term on the RHS is zero for interaction Hamil-
tonians that are linear in creation/annihilation opera-
tors,48 which is the case for the electron–phonon interac-
tion Hamiltonians considered in this work. If we are only
interested in the density matrix for long times t, an alter-
native justification for its omission is that we can assume
that after a sufficiently long time, the density matrix has
no memory of its initial state ρ˜e(0). Next we assume that
the time evolution of the density matrix is memoryless
(Markov approximation), and replace ρ˜e(s) in the inte-
grand of Eq. (25) by the density matrix at the current
time ρ˜e(t), giving
∂ρ˜e
∂t
= −
∫ t
0
dsTrph
{[
H˜i(t),
[
H˜i(s), ρ˜e(t)⊗ ρ˜ph
]]}
.
(26)
Equation (26) is the Redfield equation and is not com-
pletely positive. Making the change of variables s→ t−s
and extending the range of integration to infinity (in do-
ing that we assume environmental correlations decay fast
with increasing |t− s|) gives
∂ρ˜e
∂t
= −
∫ ∞
0
dsTrph
{[
H˜i(t),
[
H˜i(t− s), ρ˜e(t)⊗ ρ˜ph
]]}
.
(27)
In order to show that the the above Markovian master-
equation guarantees the positivity of the steady-state
density matrix, we need to show that it can be rewritten
in the Lindblad form. To do so, it suffices to show that
the net energy change in the electron system due to the
two H˜i is zero.
49 The energy change has two components:
The in-plane energy change and the transport-direction
energy change. Since we assumed that the density ma-
trix is translational invariant in the in-plane direction,
i.e., 〈nk|ρ|mk′〉 = ρEkn,mδ(k−k′), we will see [Eq. (37) af-
ter integration of k2, k3 and k4] that the in-plane energy
change is zero. Also, because in the transport direction
the energy levels are discrete, in the limit t→∞ we can
use the rotating wave approximation, which states the
terms resulting in non-zero energy changes average out
to zero, and shows that the transport-direction energy
change vanishes as well (see Eq. 3.132 in Ref. 49) There-
fore, it is possible to write Eq. (27) in the Lindblad form,
i.e., it is completely positive and trace preserving.
Equation (27) is a Markovian master equation but still
contains time dependence in the interaction Hamiltoni-
ans. We can remove the time dependence by switching
7back to the Schro¨dinger picture
∂ρe
∂t
= −i [H0, ρe(t)]−
∫ ∞
0
dsTrph (28){[
Hi,
[
e−i(H0+Hph)sHiei(H0+Hph)s, ρe(t)⊗ ρph
]]}
,
which can be written as a sum consisting of unitary time
evolution as well as a dissipative term that includes in-
teraction with phonons,
∂ρe
∂t
= −i [H0, ρe(t)] +D[ρe(t)], (29)
where the superoperator D will be referred to as the dis-
sipator. Expanding the commutators in Eq. (28) gives 4
terms, which can be split into two Hermitian conjugate
pairs
D[ρe(t)] =
∫ ∞
0
dsTrph{
+Hiρe(t)⊗ ρphe−i(H0+Hph)sHiei(H0+Hph)s
−Hie−i(H0+Hph)sHiei(H0+Hph)sρe(t)⊗ ρph}
+ h.c..
(30)
In order to proceed, we assume a Fro¨lich-type Hamilto-
nian for the description of an electron interacting with a
phonon bath in the single electron approximation50
Hi =
1√
V
∑
Q
M(Q)(bQeiQ·R − b†Qe−iQ·R). (31)
Here, b†Q (bQ) is the creation (annihilation) operator for
a phonon with wavevector Q and the associated matrix
element M(Q) and V is the quantization volume. Note
that the matrix elements are anti-Hermitian M(Q)∗ =
−M(Q), making the interaction Hamiltonian Hermitian.
Inserting Eq. (31) into Eq. (30) gives
D = 1
V
∫ ∞
0
ds
∑
Q,Q′
M(Q)∗M(Q′)Trph
{
−
(
bQe
iQ·R − b†Qe−iQ·R
)
ρe(t)⊗ ρphe−i(H0+Hph)s×(
bQ′e
iQ′·R − b†Q′e−iQ
′·R
)
e−i(H0+Hph)s
+
(
bQe
iQ·R − b†Qe−iQ·R
)
e−i(H0+Hph)s×(
bQ′e
iQ′·R − b†Q′e−iQ
′·R
)
ei(H0+Hph)sρe(t)⊗ ρph
}
+h.c.. (32)
In order to proceed, we use the fact that the thermal
equilibrium-phonon density matrix is diagonal, so only
terms with Q = Q′ survive the trace over the phonon
degree of freedom. We also use that only terms contain-
ing both creation and annihilation operators are nonzero
after performing the trace. Using the two simplifications,
we get
D = 1
V
∫ ∞
0
ds
∑
Q
|M(Q)|2Trph
{
+ bQe
iQ·Rρe(t)⊗ ρphe−iH0se−iHphsb†QeiHphse−iQ·ReiH0s
+ b†Qe
−iQ·Rρe(t)⊗ ρphe−iH0se−iHphsbQeiHphseiQ·ReiH0s
− bQeiQ·Re−iH0se−iHphsb†QeiHphse−iQ·ReiH0sρe(t)⊗ ρph
− b†Qe−iQ·Re−iH0se−iHphsbQeiHphseiQ·ReiH0sρe(t)⊗ ρph
}
+ h.c.. (33)
Performing the trace, and going from a sum over Q to
an integral, we get
D = 1
(2pi)3
∑
±
∫ ∞
0
ds
∫
d3Q|M(Q)|2
× { ( 12 ∓ 12 +NQ) e∓iEQseiQ·Rρe(t)e−iH0se−iQ·ReiH0s
− ( 12 ∓ 12 +NQ) e±iEQse−iQ·Re−iH0seiQ·ReiH0sρe(t)}
+ h.c., (34)
where EQ refers to the energy of a phonon with wavevec-
tor Q and we have defined the expectation value of the
phonon number operator Trph{ρphb†QbQ} = NQ. Note
that the upper (lower) sign refers to absorption (emis-
sion) terms. In the following, we will assume phonons
are dispersionless, so EQ = E0 and NQ = N0 =
(eE0/kBT − 1)−1, T is the lattice temperature, and kB
is the Boltzmann constant. In order to keep expressions
more compact, we define the scattering weight
W±(Q) = ( 12 ∓ 12 +N0) |M(Q)|2. (35)
We can then write the dissipator due to a single disper-
sionless phonon type as (after reintroduction of ~),
D = 1
~2(2pi)3
∑
±
∫ ∞
0
ds
∫
d3Q
{
+W±(Q)e∓iE0s/~eiQ·Rρe(t)e−iH0s/~e−iQ·ReiH0s/~
−W±(Q)e±iE0s/~e−iQ·Re−iH0s/~eiQ·ReiH0s/~ρe(t)
}
+h.c., (36)
where the total dissipator will be obtained later by sum-
ming over the different relevant phonon branches. The
dissipator can be written as D = Din +Dout, correspond-
ing to the positive and negative terms in (36) respec-
tively. We will derive the form of the matrix elements
of the in-scattering term. The out-scattering term is less
complicated and can be obtained by inspection of the in-
scattering term and only the final results will be given.
By using the completeness relation 4 times, we can
8write
Din = 1
~2(2pi)3
∫
d3Q
∫ ∞
0
ds
∑
n1234,±
∫
d2k1234
× 〈n1,k1|eiQ·R|n2,k2〉 e∓iE0s/~W±(Q)
×
〈
n3,k3|e−iH0s/~e−iQ·ReiH0s/~|n4,k4
〉
× 〈n2,k2|ρe|n3,k3〉 |n1,k1〉 〈n4,k4|+ h.c., (37)
where
∑
n1234 and
∫
d2k1234 refer to summation over n1
through n4 and integration of k1 through k4 respectively.
Integration of k2 through k4 and shifting the integration
variable Q→ −Q+ k1 gives
Din = 1
~2(2pi)3
∫
d3Q
∫ ∞
0
ds
∑
n1234,±
∫
d2k1
×W±(Q− k1) (n1|n2)Qz (n3|n4)
∗
Qz
ρEqn2,n3
× e−i s~ (∆n3,n4−Ek1±E0+Eq) |n1,k1〉 〈n4,k1|+ h.c.,
(38)
where Ek is the in-plane dispersion relation, q =√
Q2x +Q
2
y is the magnitude of the in-plane component
of Q, ∆nm = En−Em is the energy spacing of the cross-
plane eigenfunctions and
(n|m)Qz =
∑
b
∫ ∞
−∞
[ψ(b)n (z)]
∗eiQzzψ(b)m (z)dz , (39)
where the sum is over the considered bands (conduction,
light-hole and split-off bands in this work). In order to
perform the s integration, we use∫ ∞
0
e−i∆s/~ = pi~δ(∆)− i~P 1
∆
, (40)
where P denotes the Cauchy principal value, which
causes a small shift to energies called the Lamb shift.49
By omitting the Lamb shift term and dropping the sub-
script on the k1 integration variable, we get
Din = pi
~(2pi)3
∑
n1234,±
∫
d2k
∫
d3QW±(Q− k)
(n1|n2)Qz (n3|n4)
∗
Qz
ρ
Ek+∆n4n3∓E0
n2,n3 (41)
δ[Eq − (Ek + ∆n4n3 ∓ E0)] |n1,k〉 〈n4,k|+ h.c..
Multiplying by 〈N | from the left and |N +M〉 from
the right and renaming the sum variables n2 → n and
n3 → m gives the matrix elements of the in-scattering
contribution of the dissipator, giving(
∂fEkN,M
∂t
)in
=
pi
~(2pi)3
∑
n,m,±
∫
d3QW±(Q− k)
(N |n)Qz (m|N +M)
∗
Qz
× ρEk+∆N+M,m∓E0n,m
δ[Eq − (Ek + ∆N+M,m ∓ E0)] + h.c.. (42)
The sums involving n and m are over all integers. How-
ever, it is convenient to numerical reasons to shift the
sum variables in such a way that terms with small |n|
and |m| dominate, and terms with large |n| and |m| ap-
proach zero. This can be done by making the switch
n→ N + n and m→ N +M +m, giving(
∂fEkN,M
∂t
)in
=
pi
~(2pi)3
∑
n,m,±
∫
d3QW±(Q− k)×
(N |N + n)Qz (N +M +m|N +M)
∗
Qz
×
ρ
Ek+∆N+M,N+M+m∓E0
N+n,N+M+m δ[Eq − (Ek + ∆N+M,N+M+m ∓ E0)]
+ h.c.. (43)
In order to write the RHS in Eq. (43) in terms of fEkN,M ,
we use
ρEkN+n,N+M+m = ρ
Ek
N+n,N+n+(M+m−n) = f
Ek
N+n,M+m−n
(44)
and get(
∂fEkN,M
∂t
)in
=
pi
~(2pi)3
∑
n,m,±
∫
d3QW±(Q− k)
(N |N + n)Qz (N +M +m|N +M)
∗
Qz
×
f
Ek+∆N+M,N+M+m∓E0
N+n,M+m−n δ[Eq − (Ek + ∆N+M,N+M+m ∓ E0)]
+ h.c.. (45)
or(
∂fEkN,M
∂t
)in
=
∑
n,m,±
Γ±,inNMnmEkf
Ek+∆N+M,N+M+m∓E0
N+n,M+m−n
+ h.c., (46)
where we have defined the in-scattering rates
Γ±,inNMnmEk =
pi
~(2pi)3
∫
d3QW±(Q− k)
(N |N + n)Qz (N +M +m|N +M)
∗
Qz
×
δ[Eq − (Ek + ∆N+M,N+M+m ∓ E0)]. (47)
Note that the RHS in Eq. (47) looks like it depends on
the direction of k. However, the scattering weight only
depends on the magnitude |Q − k|, so the coordinate
system for the Q integration can always been chosen rel-
ative to k, which means the RHS only depends on the
magnitude |k|.
In order to proceed, we need to specify the in-plane
dispersion relation Ek, as well as the scattering mecha-
nism, which determines the form of the scattering weight
W±(Q−k). In this work, we will assume a parabolic dis-
persion relation Ek = ~2k2/2m∗‖, with a single in-plane
effective mass m∗‖, defined as the average effective mass
of the Ns considered eigenstates
1
m∗‖
=
1
Ns
Ns∑
n=1
∑
b
∫ |ψ(b)n (z)|2
m∗b(z)
dz, (48)
9where m∗b(z) is the position-dependent effective mass
of band b, calculated using the procedure given in ap-
pendix C. The approximation of a parabolic in-plane
dispersion relation can fail in short-wavelength QCLs,
where electrons can have in-plane energies comparable
to the material bandgap.37 It is possible to go beyond
a parabolic dispersion relation by including a term pro-
portional to k4 (in-plane nonparabolicity). However, the
inclusion of a k4 term would significantly complicate the
integration over q in Eq. (47) and is beyond the scope of
this work.
Since we do not have an analytical expression for the
eigenfunctions, the products (n|m)Qz have to be calcu-
lated numerically. For a more compact notation, we de-
fine
In,m,k,`(Qz) = (n|m)Qz (k|`)
∗
Qz
. (49)
Switching to cylindrical coordiates d3Q → qdqdθdQz,
making the change of variables Eq = ~2q2/2m∗‖ and in-
tegrating over Eq gives
Γ±,inNMnmEk =
m∗‖
2pi~3
u[Ek + ∆N+M,N+M+m ∓ Es]
×
∫ ∞
0
dQzIN,N+n,N+M+m,N+M (Qz) (50)
×
[
1
2pi
∫ 2pi
0
dθW±(Q− k)
]
Eq=Ek+∆N+M,N+M+m∓E0
,
where the term in the square brackets is the scattering
weight averaged over the angle between Q and k, with the
in-plane part of Q constrained by energy conservation,
and u[x] is the Heaviside function, which is zero when
no positive value of Eq can satisfy energy conservation.
Note that we have also taken advantage of the fact that
the real part of the integrand is even in Qz, allowing
us to limit the range of integration to positive Qz. The
resulting expressions from the angle-averaged scattering
weight can be quite cumbersome, so we define the angle-
averaged scattering weight
W˜±(Ek, Qz, Eq) = 1
2pi
∫ 2pi
0
dθW±(Q− k), (51)
simplifying the in-scattering rate to
Γ±,inNMnmEk =
m∗‖
2pi~3
u[Ek + ∆N+M,N+M+m ∓ E0]
×
∫ ∞
0
dQzIN,N+n,N+M+m,N+M (Qz)
× W˜±(Ek, Qz, Ek + ∆N+M,N+M+m ∓ E0).
(52)
In order to proceed we need to specify the scattering
weight, which depends on the kind of phonon interaction
being considered. Calculations of scattering rates for lon-
gitudinal acoustic phonons and polar optical phonons is
performed in appendix B.
C. Steady-State Observables
Once the steady-state density matrix elements have
been calculated from Eq. (2), the expectation value of
any observable A can be calculated using
〈A〉 =
Ns∑
N=1
Nc∑
M=−Nc
∫
dEk 〈N |A|N +M〉 fEkN,M , (53)
where Ns is the number of eigenstates per period and Nc
is a coherence cutoff (see further discussion in Sec. III A).
The observable A can depend on position z, any deriva-
tive of position ∂
n
∂zn , as well as in-plane energy. The most
important steady-state observable is the drift velocity v,
which is used to calculate the expectation value of cur-
rent density J = qn3D 〈v〉, where n3D is the average 3D
electron density in the device
n3D =
1
LP
∫ LP
0
ND(z)dz, (54)
with LP the period length of the QCL and ND(z) the
doping density. Matrix elements of the drift velocity op-
erator are obtained from the time derivative of the posi-
tion operator using
〈n|v|m〉 =
〈
n
∣∣∣∣dzdt
∣∣∣∣m〉 〈n| [H, z] |m〉
=
i
~
(En − Em) 〈n|z|m〉 = i~ (En − Em)zn,m,
(55)
where we have used 〈n| [Hi, z] |m〉 = 0 because the inter-
action potentials in this work only contain the position
operator z, but not momentum pz. The steady-state cur-
rent density can be written as
J = qn3D
Ns∑
N=1
Nc∑
M=−Nc
∫
dEkvN,N+Mf
Ek
N,M . (56)
In this work, electron–electron interaction is treated
on a mean-field level by obtaining a self-consistent so-
lution with Poisson’s equation (see further discussion
Sec. III A). We therefore need to calculate the spatially
resolved electron density nel(z) using
nel(z) =n3D
Ns∑
N=1
Nc∑
M=−Nc
∫
dEk
×
∑
b
[
ψ
(b)
N (z)
]∗
ψ
(b)
N+M (z)f
Ek
N,M ,
(57)
where the sum involving b is over the considered bands.
We define the occupation of state N using
fN =
∫
dEkf
Ek
N,0 (58)
and the average coherence between states N and M as
ρN,M =
∫
dEkρ
Ek
N,M =
∫
dEkf
Ek
N,M−N . (59)
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The magnitude of the coherences relative to the occupa-
tions give us an idea how important is it to include off-
diagonal elements of the density matrix and when semi-
classical treatment is sufficient.
In order to quantify the amount of electron heating
that takes place under operating conditions, we define
the expectation value of in-plane energy using
〈Ek〉 =
Ns∑
N=1
∫
dEkEkf
Ek
N,0 (60)
and the expectation value of in-plane energy of a single
subband using
〈Ek〉N =
∫
dEkEkf
Ek
N,0∫
dEkf
Ek
N,0
. (61)
For low bias, we have 〈Ek〉N ' kBT , where T is the
lattice temperature. However, as will be shown in Sec-
tion IV A 4, for electric fields around and above thresh-
old, 〈Ek〉N can greatly exceed kBT at lattice temper-
ature and differ substantially between subbands. It is
possible to define electronic temperature of state N us-
ing TN = 〈Ek〉N /kB . The electron temperature can be a
useful quantity because it is an input parameter for sim-
plified DM models, where a thermal in-plane distribution
is assumed.20,24 However, we note that the in-plane en-
ergy distribution under typical operational electric fields
can deviate strongly from a Maxwellian. The term elec-
tron temperature should therefore only be interpreted as
the temperature equivalent of the average in-plane en-
ergy.
D. Optical Gain
The z-component of an electric field propagating in the
x-direction, with frequency ω and amplitude E0, can be
written as a plane wave of the form51
Ez(x, ω) = E0einBωx/ce−α(ω)x/2, (62)
where c is the speed of light in vacuum, nB is the back-
ground index of refraction (which we assume is frequency
independent in the frequency range of interest in this
work), and α(ω) is the absorption coefficient. We note
that the electric field in typical QCL waveguides (oper-
ating in a TM mode) also has a nonzero x-component.9
However, only the dipole matrix element in the z direc-
tion are nonzero, so the x-component is not amplified.
Optical gain is defined as g(ω) = −α(ω) and can be ob-
tained from the complex susceptibility using51
g(ω) = − ω
cnB
Im[χ(ω)]. (63)
In order to calculate the complex susceptibility, we follow
the approach in Ref. 21. We treat the optical field as a
small perturbation and consider the linear response in
the frequency domain. We assume the wavelength of the
optical field is long and ignore the position dependence
of the electric field across the QCL. We can then write
the perturbation potential as
Vω(z) = qE0ze−iωt . (64)
Using linear-response theory, the density matrix can be
written as
ρ(t) = ρ0 + ρωe
−iωt, (65)
where ρ0 is the steady-state solution for E0 = 0. The
equation of motion for ρ(t) can be written as
i~
∂ρ
∂t
= [H0 + Vω, ρ0 + ρω] +D[ρ0 + ρω]
= [H0, ρ0] +D[ρ0] + [Hω, ρω] + [H0, ρω]
+ [Vω, ρ0] +D[ρω]
' [H0, ρω] + [Vω, ρ0] ,
(66)
where the first two terms in the second line of Eq. (66)
add up to zero and the third term is proportional to
e−2iωt (second harmonic). The second-harmonic term
is a product of two small quantities (Vω and ρω) and
is ignored. Combining Eqs. (64)-(66) and dividing both
sides by e−iωt gives an equation for ρω
~ωρω = [H0, ρω] +D[ρω] + eE0 [z, ρ0] . (67)
In the same way we defined the matrix elements fEkNM ,
we can define the matrix elements of ρω in relative coor-
dinates as fEkNM (ω) = ρ
Ek
N,N+M (ω). Equation (67) gives
the following equation for the matrix elements
ρEkN,M (ω)
[
i
∆N,N+M
~
− iω
]
= AEkN,M +DEkN,M (ω), (68)
where DEkN,M (ω) are matrix elements of the dissipator act-
ing on the linear-response density matrix and
AEkN,M = −i
eE0
~
∑
n
zN,N+nf
Ek
N+n,M−n + h.c., (69)
where zn,m is a matrix elements of the z-position opera-
tor. Using Eqs. (68) and (69), we can calculate fEkNM (ω)
for relevant values of ω. Note that the dissipator term de-
pends on many of the matrix elements ρEkN,M (ω), so solv-
ing for ρEkN,M (ω) is not as trivial as it looks in Eq. (68).
Our numerical method for solving Eq. (68) is given in
Sec. III.
Once fEkNM (ω) is known, we can calculate the field-
induced polarization using
p(ω) = Tr [dρω] = e
∫
dEk
∑
N,M
zN,N+Mf
Ek
N,M (ω) , (70)
where d is the dipole operator d = qz. Note that the
density matrix is normalized to one, so p(ω) gives the
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induced polarization per electron. To get the polariza-
tion per unit volume, we use P(ω) = n3Dp(ω), where
n3D is the average electron density. The polarization is
then used to calculate the complex susceptibility χ(ω)
using21,51
χ(ω) =
P(ω)
ε0E0 . (71)
Alternatively, the complex susceptibility can be calcu-
lated using the induced current density, which is the time
derivative of the polarization J(ω) = −iωP, giving
χ(ω) =
i
ω
J(ω)
ε0E0 . (72)
We have calculated the susceptibility using both Eq. (71)
and Eq. (72), and both expressions give the same result
(within numerical accuracy). Once the complex suscep-
tibility has been calculated, the gain is obtained using
Eq. (63).
E. Comparison With Semiclassical Models
Equation (2) can be thought of as a generalization of
the semiclassical Pauli master equation, with rates calcu-
lated using Fermi’s golden rule.9,15 This fact can be seen
by looking at the diagonal terms (M = 0) and limiting
the out-scattering sum to n = 0, and the in-scattering
sum to n = m, giving
∂fEkN,0
∂t
=− 2
∑
m,g,±
Γout,g,±N,0,0,m,Ekf
Ek
N,0
+ 2
∑
n,g,±
Γin,g,±N,0,n,n,Ekf
Ek+∆N,N+n∓Es
N+n,0 .
(73)
By defining
fEkN = f
Ek
N,0,
Γ˜out,g,±N,n,Ek = 2Γ
out,g,±
N,0,0,n,Ek
,
Γ˜in,g,±N,n,Ek = 2Γ
in,g,±
N,0,n,n,Ek
,
(74)
we can write Eq. (73)
∂fEkN
∂t
=−
∑
n,g,±
Γ˜out,g,±N,n,Ekf
Ek
N
+
∑
n,g,±
Γ˜in,g,±N,n,Ekf
Ek+∆N,N+n∓Es
N+n ,
(75)
which is equivalent to the Boltzmann equation for the
occupation of state n with in-plane energy Ek (See for
example Equation (129) in Ref. 9). The factor of 2 in
front of the rates comes from the addition of the Hermi-
tian conjugate (which is identical for the diagonal of the
density matrix). Because of the similarities between the
semiclassical Boltzmann equation in (75) and the quan-
tum mechanical results in Eq. (2), we can easily compare
results obtained using both models and investigate when
semiclassical models give satisfactory results and when
off-diagonal density matrix elements must be included.
When calculating current density using semiclassical
models, we cannot directly use Eq. (56) because matrix
elements of the velocity operator given in Eq. (55) are
zero for n = m (in other words, all the current is given
by off-diagonal matrix elements). In order to calculate
drift velocity, we first define
Γ˜outNnEk =
∑
g,±
Γ˜out,g,±N,n,Ek , (76)
which gives the total rate at which an electron in subband
N with in-plane energy Ek is scattered to subband N+n.
We then define the semiclassical drift velocity as
vc =
∫
dEk
Ns∑
N=1
Nc∑
n=−Nc
(zN − zN+n)fEkN ΓoutNnEk , (77)
with zN = 〈ψN |z|ψN 〉. The current density is then cal-
culated using Jc = qn3Dvc. Equation (77) can be inter-
preted as summing up the flux of electrons from position
zN to zN+n. This intuitive expression for vc can be de-
rived from Eq. (56) by approximating the off-diagonal
density matrix elements using diagonal ones.52
If the optical frequency ω is much larger than typical
scattering rates (due to phonons, impurities etc.), the
gain can be calculated from the diagonal density matrix
elements using9,53,54
g(ω) =
q2ωm∗‖
~3cε0nBLP
Ns∑
N=1
Nc∑
M=−Nc
∆N,N+M
|∆N,N+M | |zN,N+M |
2
×
∫
dEk(f
Ek
N − fEkN+M )LN,N+M (Ek, ω), (78)
with the Lorentzian broadening function
Ln,m(Ek, ω) = γn,m(Ek)
γ2n,m(Ek) + [ω −∆nm/~]2
. (79)
The broadening of a transition γn,m(EK) is calculated
using9
γn,m(Ek) =
1
2
[γn(Ek) + γm(Ek)] , (80)
where γn(Ek) is the total intersubband scattering rate
from subband n at energy Ek, calculated using
γn(Ek) =
∑
n 6=0
Γ˜outNnEk . (81)
III. NUMERICAL METHOD
A. Steady-State Density Matrix
The central quantities of interest are the matrix el-
ements of the steady-state density matrix ρEkN,N+M =
12
fEkN,M . Because of periodicity, we have f
Ek
N,M = f
Ek
N+Ns,M
,
where Ns is the number of states in a single period. The
index M strictly runs from −∞ to +∞ but is truncated
according to |M | ≤ Nc, where Nc is a coherence cutoff.
The coherence cutoff needs to be large enough such that
overlaps between states |N〉 and |N +Nc〉 is small for
all N . Typical values for Nc are slightly larger than Ns,
however, the specific choice of Nc is highly system depen-
dent. We also have to discretize the continuous in-plane
energy Ek into NE evenly spaced values. This truncation
scheme results in Ns(2Nc + 1)NE matrix elements.
In order to calculate the steady-state matrix elements
fEkN,M , we set the time derivative in Eq. (2) to zero and
get
0 = −i∆N,N+M
~
fEkN,M −
∑
n,m,g,±
Γout,g±NMnmEkf
Ek
N,n
+
∑
n,m,g,±
Γin,g,±NMnmEkf
Ek∓E0+∆N+M,N+M,m
N+n,M+m−n + h.c..
(82)
Note that the sums in the Eq. (82) run over matrix
elements and energies outside the center period (e.g.,
N > Ns or N < 1), which are calculated by taking
advantage of periodicity. We also encounter terms for
which |M | > Nc, where we assume fEkN,M = 0. The exact
values of Ns, Nc, and NE are very system specific, for
example, in order to simulate the 8.5 µm-QCL consid-
ered in Sec. IV A, we use Ns = 8, Nc = 12 and NE = 251
resulting in 50, 200 matrix elements and for the 4.6-µm-
QCL studied in section IV B we use Ns = 12, Nc = 14
and NE = 251 resulting in 87, 348 matrix elements. This
high number of variables makes it impractical to solve
Eq. (82) as a matrix equation, so we resorted to iterative
methods.
In order to solve Eq. (82) using the Jacobi iterative
method,55 we need to write fEkN,M in terms of all other
terms f
E′k
N ′,M ′ for N
′ 6= N , M ′ 6= M , and E′k 6= Ek.
From the dissipator term in (82), we see that the terms
containing fEkN,M in the out-scattering part are the n =
M terms. As for the in-scattering part, only the elastic
terms (E0 = 0) with n = m = 0 contain f
Ek
N,M . Note
that the Hermitian conjugate part also contains terms
proportional to fEkN,M , which are obtained using f
Ek
N,M =
[fEkN+M,−M ]
∗, which is equivalent to ρEkN,M = [ρ
Ek
M,N ]
∗. It is
convenient to define the reduced dissipator D˜EkN,M , where
the terms containing fEkN,M are excluded. Summing up
all the terms multiplying fEkN,M gives
γNMEk = −
∑
m,g,±
[
Γout,g±N,M,M,m,Ek + Γ
out,g±
N+M,−M,−M,m,Ek
]
+
∑
E0=0,±
[
Γin,g,±N,M,0,0,Ek + Γ
in,g,±
N+M,−M,0,0,Ek
]
,
(83)
where E0 = 0 represents summing over all elastic scat-
tering mechanisms. Using Eq. (83), we can write the
reduced dissipator as
D˜EkN,M = DEkN,M − γNMEkfEkNM , (84)
which can depend on all matrix elements of the density
matrix except for fEkNM . Using Eqs. (84)-(83), we can
write Eq. (82) as
fEkN,M =
D˜EkNM
i
~∆N,N+M − γN,M,Ek
, (85)
where the RHS does not depend on fEkN,M . Equation (85)
is then used as a basis for an iterative solution for fEkNM
using a weighted Jacobi scheme55
f
Ek,(j)
NM = (1− w)fEk,(j−1)NM (86)
+
DEk,(j−1)NM − γNMEkfEk,(j−1)NM
i
~∆N,N+M − γN,M,Ek
w, (87)
where w ∈ [0, 1] is a weight. The quantity DEk,(j)NM should
be understood as matrix elements of the dissipator acting
on the j-th iteration of the density matrix. As an initial
guess, we assume a diagonal density matrix, where all
subbands are equally occupied with a thermal distribu-
tion
f
Ek,(1)
NM = AδM,0e
−Ek/(kBT ), (88)
where A is normalization constant. In the current work,
we used w = 0.6. However, we did not find convergence
speed to depend strongly on the specific value. However,
we found the numerical method to be more stable when
w > 0.5. We iterate Eq. (86) until the follow convergence
criteria is satisfied∑
N,M
∫
dEk|fEk,(j)NM − fEk,(j−1)NM | < δiter, (89)
where we used δiter = 10
−3 in this work. Note that the
density matrix is normalized to one, making δiter unitless.
Typically, 50 − 150 iterations are needed to reach the
convergence criteria.
In order to include corrections due to electron–electron
interaction on a mean-field level, the iterative solution
method described above is supplemented with a self-
consistent solution with Poisson’s equation. The solu-
tions to Poisson’s equation is obtained using an outer
self-consistency loop (the inner loop is the iterative so-
lution described earlier). At the end of the inner (iter-
ative) loop, corrections to the bandstructure VP (z) are
calculated based on a self-consistent solution with Pois-
son’s equation. If the change in VP (z) is above a certain
threshold, the eigenfunctions and rates are recalculated
and the inner iterative loop is repeated with the new
eigenfunctions and rates. The process is repeated un-
til VP (z) converges. To quantify when convergence is
reached, we define the largest first-order correction to
the eigenfunctions
δself = max
m
∣∣∣∣∫ dz|ψm(z)|2 [V newP (z)− V oldP (z)]∣∣∣∣ , (90)
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where |ψm(z)|2 is the probability density of eigenfunction
m. In this work we use δself = 0.1 meV, which is small
compared with a typical energy spacing in QCLs. The
number of iterations needed to satisfy the convergence
criterion in Eq. (90) depends on the electron density in
the device (higher density means more iterations). For
the device considered in Section. IV A, 2 − 5 iterations
are needed for the first value of applied electric field.
For other values of electric field, the number of iteration
needed can be kept to a minimum by sweeping the field
and using results from previous fields as the initial guess
for the next value of the electric field.
B. Linear-Response Density Matrix
Once we have calculated the steady-state density ma-
trix using the procedure described in Sec. III A, we
can calculate the linear-response density matrix elements
fEkNM (ω) using Eqs. (68) and (69). By following the same
steps as in Section III A, we get
f
Ek,(j)
NM (ω) = (1− w)fEk,(j−1)NM (ω) (91)
+
DEk,(j−1)NM (ω)− γNMEkfEk,(j−1)NM (ω) +AEk,(j−1)N,M
i
~ (∆N,N+M − ~ω)− γNMEk
w.
where the matrix elements A
Ek,(j)
N,M only depend on the
steady-state density matrix and are given by Eq. (69).
Note that the matrix elements DEk,(j)NM (ω) cannot be cal-
culated directly using Eq. (3) because Fourier compo-
nents of the linear-response density matrix are not Her-
mitian and the resulting dissipator cannot be written as
a pair of Hermitian conjugate terms. The calculations
will not be shown here but the result is
DEkNM (ω) = −
∑
n,m,g,±
Γout,g±NMnmEkf
Ek
N,n(ω)
+
∑
n,m,g,±
Γin,g,±NMnmEkf
Ek∓Es+∆N+M,N+M+m
N+n,M+m−n (ω)
−
∑
n,m,g,±
Γout,g±N+M,−M,n,m,Ekf
Ek
N+M+n,−n(ω)
+
∑
n,m,g,±
Γin,g,±N+M,−M,n,m,Ekf
Ek∓Es+∆N,N+m
N+m,M−m+n (ω),
(92)
which would reduce to Eq. (3) if the linear response DM
were Hermitian. Equation (91) is iterated until
|g(j)(ω)− g(j−1)(ω)| < 10−3 cm−1, (93)
where g(j)(ω) is the gain calculated from f
Ek,(j)
NM (ω), using
Eq. (71). This process is repeated for multiple values of
ω in the frequency range of interest.
IV. RESULTS
A. Lattice-matched design
In order to verify the accuracy of our model, we simu-
lated a midinfrared QCL proposed in Ref. 36. We chose
this device because it has previously been successfully
modeled using both NEGF and simplified density ma-
trix approaches,24 allowing us to compare our results to
existing theoretical results. The QCL was designed for
wide voltage tuning, emitting around 8.5 µm (146 meV),
with a tuning range of almost 100 cm−1 (12 meV). The
device is based on the In0.47Ga0.53As/In0.52Al0.48As ma-
terial system, which is lattice-matched to InP, eliminat-
ing the effects of strain. With this material composition,
In0.47Ga0.53As acts as potential wells and In0.52Al0.48As
as barriers with approximately a 520 meV conduction-
band discontinuity between materials. All material pa-
rameters relating to band structure (e.g., Kane en-
ergy) as well as other constants such as phonon energy
and interface-roughness parameters are provided in Ap-
pendix C.
1. Bandstructure
Figure 3 shows the conduction-band diagram and the
probability density of the relevant eigenfunctions slightly
above threshold (50 kV/cm). The figure shows the 8 con-
sidered states belonging to a single period in bold and
states belonging to neighboring periods are represented
as thin curves. The lasing transition is between states
8 and 7, and state 6 is the main extractor state. State
number 1 is the energetically lowest state in the injector
(often denoted as the ground state). In order to ver-
ify the accuracy of the bandstructure shown in Fig. 3,
we compare various calculated energy differences ∆n,m
to results obtained from experimentally determined elec-
troluminescence spectra.36 Figure 4 shows the calculated
energy differences ∆8,7, ∆8,6 and ∆8,5 as a function of
electric field (symbols) and a comparison to experimen-
tally obtained values (curves). From Fig. 4 we can see
that for low field strength (41.6 and 45.9 kV/cm), the
deviation from experiment is small and the largest er-
ror is 3 meV (less than a 2% relative difference) for the
∆8,6 energy spacing for a field strength of 46 kV/cm.
For higher field strengths (54.7 and 62.7 kV/cm), the
energy differences are overestimated by up to 13 meV
(8% relative error) for the ∆8,6 energy spacing for a field
strength of 62.7 kV/cm. The reason for the discrepancy
between experiment and theory at high fields is not clear.
A possible reason is the low bandgap of the well mate-
rial (∼ 0.74 meV) compared with the lasing transition
at higher fields (∼ 0.15 eV), limiting the accuracy of the
3-band k · p model.
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FIG. 3. Conduction-band edge (thin curve bounding
gray area) and probability densities for the 8 eigenstates
used in calculations (bold curves) for a field strength of
50 kV/cm. States belonging to neighboring periods are
denoted by thin gray curves. The states are numbered
in increasing order of energy, starting with the ground
state in the injector. Using this convention, the lasing
transition is from state 8 to state 7. The length of one
period is 44.9 nm, with a layer structure (in nanometers),
starting with the injector barrier (centered at the origin)
4.0/1.8/0.8/5.3/1.0/4.8/1.1/4.3/1.4/3.6/1.7/3.3/2.4/3.1/
3.4/2.9, with barriers denoted bold. Underlined layers are
doped to 1.2 × 1017 cm−3, resulting in an average charge
density of n3D = 1.74 × 1016 cm−3 over the stage.
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FIG. 4. Calculated energy differences ∆8,7 (lowest red
curve), ∆8,6 (middle green curve) and ∆8,5 (top blue curve)
as a function of field. The symbols show results based on
experimentally determined electroluminescence spectra from
Ref. 36.
2. Current Density vs Field
Figure 5 shows results for current density vs electric
field calculated using the density-matrix formalism pre-
sented in this work, along with a comparison with two
different experiments and theoretical results based on the
NEGF formalism. Note that neither theoretical result
takes the laser field into account, so we can only ex-
pect results to agree with experiment below and around
threshold (denoted by dashed vertical lines in Fig. 5).
The two experimental results are based on the same
QCL-core design but with different waveguide designs.
Experiment 1 (E1) refers to the sample from Ref. 36,
which is based on a buried-heterostructure waveguide de-
sign. Experiment 2 (E2) refers to a sample based on
a double-trench waveguide design with higher estimated
losses than experiment 1.24 From Figure 5, we can see
that our results based on the density-matrix formalism
shows excellent agreement with the NEGF results for low
fields (less than 40 kV/cm) and slightly higher current
density for higher fields. Our density-matrix results are
in quantitative agreement with experiments up to thresh-
old for both experiments, while the NEGF underestimate
current density for fields higher than 40 kV/cm. Above
threshold, our density-matrix results underestimate the
current density due to the omission of the laser electro-
magnetic field.
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FIG. 5. Calculated current density vs field based on this
work and comparison to results using NEGF.24 Also shown
are experimental results from Ref. 36 (E1) and a regrown de-
vice from Ref. 24 (E2). Experimentally determined threshold
fields of 48 kV/cm (E1) and 52 kV/cm (E2) are denoted by
dashed vertical lines. Both theoretical results are given for a
lattice temperature of 300 K. Experimental results are pro-
vided for pulsed operation, minimizing the effect of lattice
heating above the heatsink temperature of 300 K.
In order to get an idea how important the inclusion of
off-diagonal density-matrix elements are, Fig. 6 shows a
comparison between the current density obtained using
the full density matrix and results obtained using only
the diagonal matrix elements (semiclassical results). The
importance of including off-diagonal matrix elements is
known to be greater for thicker injection barriers, where
transport is limited by tunneling through the injection
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barrier.26 For this reason, results are also plotted for dif-
ferent injection barrier widths in Figs. 6(b) and (c). Fig-
ure 6(a) shows the results for the same device as in Fig. 5
(4-nm-thick injection barrier), while (b) and (c) show the
results for a thicker (5 nm) and thinner (3 nm) injection
barrier, respectively (but otherwise identical devices). In
Fig. 6(a), we see that even for a midinfrared QCL, where
transport has previously been reported to be mostly in-
coherent,13 the difference is noticeable and the current
density is overestimated by about 10–60% by semiclas-
sical methods. The relative difference around threshold
(∼48 kV/cm) is about 29%. This is a much bigger dif-
ference than the previously reported value of only a few
percent for a different midinfrared QCL design.13 The dif-
ference could be a result of the different device design, or
the assumption of a factorized (in-plane and cross-plane)
density matrix employed in Ref. 13, while we do not make
that assumption. Figure 6(b) shows that, for a thicker
injection barrier (5 nm), a semiclassical model fails com-
pletely, with a relative difference ranging between 22 and
90% and about 30% difference around threshold. The
semiclassical results also show peaks and negative dif-
ferential resistance (NDR) regions that are absent (or
much less pronounced) in the DM results. Figure 6(c)
shows that, for the thinner barrier (3 nm), the difference
is smaller (between 8 and 32%) and about 9% around
threshold. We can see that the considered device design
with a 4-nm-thick injection barrier is on the border of
admitting a semiclassical description.
3. Optical Gain and Threshold Current Density
Figure 7(a) shows the peak gain as a function of electric
field calculated using our density-matrix and semiclassi-
cal models. Also shown is a comparison with the results
based on NEGF.24 The estimated threshold gain24,36
Gth ' 10 cm−1 from experiment E1 is denoted by a hor-
izontal dashed line. From Fig. 7(a), we see that our DM
results predict a threshold field of Eth = 48.0 kV/cm
and a threshold current density of Jth = 1.55 kA/cm
2.
The results are in good agreement with experiment
(Eth = 48.0 kV/cm and Jth = 1.50 kA/cm
2). Our
results are also in fair agreement with the NEGF re-
sults (Eth = 47.6 kV/cm and Jth = 1.20 kA/cm
2). In
Fig. 7(a), we see that the semiclassical model gives the
same qualitative behavior as the density-matrix results.
However, the gain is overestimated for all field values
above threshold. The agreement between our DM re-
sults and the NEGF results is excellent, except for very
high field values (> 70 kV/cm), where our DM model
gives slightly higher gain.
Figure 7(b) shows the energy corresponding to the
maximum gain in Fig 7(a). We see that both the DM
and NEGF models give similar results, where the ener-
getic position of the gain maximum is higher than the
experimentally observed photon energy for all field val-
ues and the difference is greater at higher fields. How-
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FIG. 6. Comparison between the current density obtained
using the full density matrix (solid blue curve) and semiclassi-
cal results with only diagonal elements included (short-dashed
red curve). The relative difference between the two results is
also shown (long-dashed black curve). (a) Results for the
same device considered in Fig. 5. (b) Results for a device
with a thicker injection barrier (5 nm). (c) Results for a de-
vice with a thinner injection barrier (3 nm).
ever, both models agree with experiment slightly above
threshold (52 kV/cm). The overestimation of the peak
gain energy might look surprising considering the excel-
lent agreement of the energy spacing between the upper
and lower lasing level (∆8,7) shown in Fig. 4. However,
other transitions such as 8 → 6 also contribute to gain
(more pronounced at higher fields) and the energy spac-
ing ∆8,6 is overestimated by 3–13 meV. Another notice-
able feature is the disagreement between the DM and
semiclassical results at fields higher than 65 kV/cm. We
attribute the difference to underestimation of the gain
broadening using the semiclassical model, which leads to
two distinct gain peaks, corresponding to ∆8,7 and ∆8,6.
However, when using the full density matrix, the gain
broadening is strong enough to combine the two peaks.
4. In-Plane Dynamics
Figure 8 shows the in-plane distribution fEkN,0 for N
corresponding to the upper lasing state (ULS) and lower
lasing state (LLS). Results are shown far below thresh-
old (30 kV/cm), at threshold (48 kV/cm), and above
threshold (55 kV/cm). For comparison, a Maxwellian
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FIG. 7. (a) Peak gain vs electric field. (b) Energy corre-
sponding to peak gain as a function of electric field. Results
are given for calculations using the full density-matrix (green
circles), a semiclassical model (violet squares), and a com-
parison with NEGF (dashed blue line). Experimental results
from Ref. 36 are denoted by a thick solid black line. The
NEGF results are from Ref. 24.
thermal distribution with a temperature of 300 K is also
shown. For each value of electric field, the electron tem-
peratures calculated using Eq. (61) are shown, as well
as the weighted average for all subbands using (60). For
low fields (30 kV/cm), the in-plane distribution is close
to a Maxwellian distribution and the weighted average
electron temperature is only 11 K higher than the lat-
tice. For higher fields, significant electron heating takes
place and in-plane distributions strongly deviate from a
Maxwellian. There is a striking difference in shape and
temperature between the ULS and LLS distributions at
high fields. At threshold (48 kV/cm), the ULS is slightly
(73 K) “hotter” than average, with a distribution that
bears some resemblance to a thermal distribution, with
most electrons having energy below 50 meV. However,
the ULS in-plane distribution has a much thicker tail
than the thermal distribution, resulting in a high elec-
tron temperature. The LLS is considerably hotter than
average electron temperature, with a distribution that is
flat up to around 150 meV (approximate lasing energy)
and then slowly decays with a thick tail. These results are
intuitive because the LLS has a low occupation and most
of the occupation comes from electrons that recently scat-
tered from the ULS with a large excess in-plane energy
of ' 150 meV (corresponding to about 1740 K), making
the LLS very hot. On the other hand, electrons in the
ULS come from long-lifetime states in the injector, where
electrons have had time to emit many LO-phonons and
get rid of excess energy.
We note that the inclusion of the optical-field feedback
(not included in this work) is known to reduce the tem-
perature of the LLS, because electrons can then tran-
sition from the ULS to the LLS via stimulated emis-
sion without acquiring any excess in-plane energy.37 In-
clusion of electron-electron scattering (also not included
in this work) would also reduce the difference between
the in-plane distributions of different subbands,56 even
for the relatively low sheet doping density of n2D =
7.8 × 1010 cm−2 in the considered device. However,
we do not expect electron–electron interaction to signifi-
cantly change the average electron temperature, because
electron–electron scattering conserves the total energy of
the electron system.
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FIG. 8. In-plane energy distribution for the ULS (solid red)
and LLS (dashed blue). For comparison, a Maxwellian ther-
mal distribution with a temperature of 300 K is also shown
(thin black). Results are shown for electric fields of 30 kV/cm
(top), 48 kV/cm (middle), and 55 kV/cm (bottom). For each
value of the electric field, the electron temperatures of the
ULS and LLS calculated using Eq.(61) are shown, as well
as the weighted average electron temperature, Tavg, obtained
using Eq. (60).
The electron temperatures shown in Fig. 8 are consid-
17
erably higher than previously reported for the same de-
vice using NEGF.24 For example, at a field of 55 kV/cm,
we obtain TULS = 682 K, compared with NEGF results
of TULS = 398 K.
24 The agreement is better for the
LLS, where we obtain TLLS = 1358 K, while NEGF gives
TLLS = 1305 K (private communications with the au-
thors of Ref. 24). Despite the disagreement, our results
are similar to experimental and theoretical results for dif-
ferent QCL designs with similar wavelengths. For exam-
ple, at threshold, electronic temperature of 800 K (at
room temperature) has been experimentally estimated57
for the GaAs-based QCL proposed in Ref. 58, which had
a similar lasing wavelength λ ∼ 9 µm. Even higher ex-
cess electron temperatures have been estimated by Monte
Carlo calculations for a 9.4-µm QCL,56 where the authors
obtained electron temperature of about 700 K at thresh-
old for a lattice temperature of 77 K.
Figure 9(a) shows the average excess electron temper-
ature Te − T as a function of electric field for different
values of lattice temperature T . The average electron
temperature is calculated using Eq. (60). In Fig. 9(a),
we see that considerable electron heating takes place
for fields higher than ∼ 40 kV/cm. For example, at
a lattice temperature of 300 K, we observe an excess
electron temperature of 225 K (Te = 525 K) around
threshold (48.0 kV/cm) and a maximum value of 705 K
(Te = 1005 K) for E = 66 kV/cm. We see that, for fields
below ∼ 46 kV/cm, electron heating is more pronounced
at higher temperatures, while at higher fields there is no
clear trend.
Every time an electron traverses a single stage of length
LP , it gains energy E0, equal to the potential drop over
a single period. It is therefore instructive to consider the
excess electron temperature as a function of the normal-
ized input power density
pinput =
v
LP
E0 = JE
n3D
(94)
where v is the drift velocity, E the electric field, J the cur-
rent density and n3D the average electron density. The
normalized electrical power input gives the power trans-
ferred to each electron and is more convenient to compare
between different devices than the (unnormalized) elec-
trical power input Pinput = JE, which depends linearly
on the electron density (for low doping, as long as scatter-
ing rates and the Hartree potential are weakly affected).
Figure 9(b) shows a scatter plot of the excess electron
temperature as a function of the normalized input power
for several values of the lattice temperature. The rea-
son for a scatter plot is that the electron temperature is
not a single-valued function of pinput because J is not an
invertible function of in-plane energy (J is not a mono-
tonically increasing function of electric field, as there are
regions of negative differential resistance, so it cannot be
inverted). Figure 9(b) shows that electron heating is well
described with a simple energy-balance equation (EBE)
Te − T = τE pinput
kB
(95)
with an energy dissipation time τE . A least-squares fit to
Eq.(95) for the 300 K results gives τE = 0.79 ps, which is
of the same order of magnitude as typical POP scattering
times.59
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FIG. 9. (a) Average excess electron temperature Te − T
as a function of field, where Te is calculated using Eq. (61).
Results are shown for T = 200 K (blue stars), T = 300 K
(orange squares) and T = 400 K (red circles). The dashed
vertical line represent threshold field of 48 kV/cm for the
room-temperature results. (b) Average excess electron tem-
perature Te − T as a function of electrical input power per
electron, defined by Eq. (94). The black line shows a best fit
with the energy-balance equation (95). The vertical line has
the same meaning as in panel (a).
B. Strain-balanced design
In order to verify the accuracy of our model for
QCLs based on strain-balanced heterostructures, we sim-
ulated the 4.6-µm QCL proposed in Ref. 60, with ad-
ditional information in Ref. 61. The device is based
on alternating layers of In0.669Ga0.331As (well material)
and In0.362Al0.638As (barrier material), with an approx-
imate conduction-band discontinuity of 820 meV, en-
abling strong confinement of electrons at the considered
wavelength of 4.6 µm (∼270 meV). All material parame-
ters relating to band structure (e.g., Kane energy) as well
as other constants such as phonon energy and interface-
roughness parameters are provided in Appendix C.
Figure 10 shows the conduction-band diagram (layer
structure given in figure caption) and the probability den-
sity of the relevant eigenfunctions. The figure shows the
12 considered states belonging to a single period in bold
and states belonging to neighboring periods are repre-
sented as thin curves. The lasing transition is between
states 11 and 9, and state 12 is an unwanted leakage
path. State number 1 is the energetically lowest state in
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the injector (often denoted as the ground state).
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FIG. 10. Conduction-band edge (thin curve bounding gray
area) and probability densities for the 12 eigenstates used in
calculations (bold curves) for a field strength of 78 kV/cm.
States belonging to neighboring periods are denoted by thin
gray curves. The states are numbered in increasing order of
energy, starting with the ground state in the injector. Us-
ing this convention, the lasing transition is from state 11 to
state 9, and state 12 is an unwanted leakage path. The length
of one period is 50.4 nm, with a layer structure (in nanome-
ters), starting with the injector barrier (centered at the origin)
3.8/1.2 /1.3/4.3/1.3/3.8/1.4/3.6/2.2/2.8/1.7/2.5/1.8/2.2
/1.9/2.1/2.1/2.0/2.1/1.8/2.7/1.8, with barriers denoted
bold. Underlined layers are doped to 1.1× 1017 cm−3, result-
ing in an average charge density of n3D = 2.70 × 1016 cm−3
over a single stage.
Figure 11 shows results for current density vs elec-
tric field calculated using the density-matrix model and
a comparison with experiment as well as semiclassical
results. We obtain excellent agreement between our
density-matrix model and experiment up field strengths
of 66 kV/cm, which is slightly above the experimentally
determined threshold of 64 kV/cm. Above threshold,
current density is overestimated due to the omission of
the laser field in the theoretical results. Another possi-
ble reason for the underestimation of current density at
high fields is lattice heating (experimental results are in
continuous-wave operation), which is not included in this
work. As in the case of the 8.5 µm QCL considered in
section IV A, the semiclassical model overestimates cur-
rent density for all field values. For example, around
threshold (64 kV/cm), the density-matrix model predicts
a current density of 1.48 kA/cm2, while the semiclassi-
cal model gives 2.23 kA/cm2, which is a relative differ-
ence of 40%. The biggest absolute difference between the
density-matrix and semiclassical results is 1.57 kA/cm2,
for a field strength of 76 kV/cm, while the biggest relative
error is 56%, at a field strength of 52 kV/cm.
Figure 12 shows the peak gain as a function of electric
field calculated using our density-matrix and semiclassi-
cal models. No estimate for the threshold gain Gth was
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FIG. 11. Calculated current density vs electric field ob-
tained using our density-matrix (green circles) and semiclas-
sical (violet squares) models. Also shown are experimental re-
sults (black curve) from Ref. 60. Experimentally determined
threshold field of 64 kV/cm is denoted by dashed vertical
line. Both theoretical results are given for a lattice tem-
perature of 300 K and experimental results are given for a
heatsink temperature of 300 K. Experimental results are pro-
vided for continuous-wave operation, so some lattice heating
is expected to take place for high current density and field.
given in Ref. 60 so the threshold gain (vertical dashed
line) is simply the peak gain at the experimentally deter-
mined threshold field of 64 kV/cm, which gives a thresh-
old gain of 13.5 cm−1. From Fig. 12, we see that the
density-matrix and semiclassical models give similar re-
sults up to threshold, while for higher fields, the gain
is overestimated by the semiclassical model. This is the
same trend as for the 8.5-µm-QCL considered in section
IV A.
The inset of Fig. 12 shows the energy corresponding
to the maximum gain for electric field strengths above
threshold. From the inset we see that the photon energy
corresponding to maximum gain depends weakly on field
strength for both DM and semiclassical models, where
energies range from 267 to 270 meV (4.60 to 4.65 µm) us-
ing the DM model and 265 to 269 meV (4.62 to 4.69 µm)
using the semiclassical model, in very good agreement
with experiment (4.6 µm).
V. CONCLUSION
We derived a Markovian master equation for the single-
electron density matrix that conserves the positivity of
the density matrix and is applicable to electron trans-
port in both midinfrared and terahertz quantum cascade
lasers. The master equation contains both the coher-
ent (unitary) evolution of the density matrix as well as
all relevant elastic and in-elastic scattering mechanism.
Nonparabolicity in the band structure was accounted for
by using a 3-band k · p model, which includes the con-
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FIG. 12. Peak gain vs electric field. Results are given for
calculations both with off-diagonal density-matrix elements
(green circles) and without them (violet squares). Dashed
horizontal line shows the threshold gain Gth = 13.5 cm
−1, cal-
culated using the experimentally determined threshold field of
64 kV/cm.60 The inset shows the energy position correspond-
ing to peak gain as a function of electric field. All results are
for a lattice temperature of 300 K.
duction band, light-hole band, and the spin-orbit split-
off band. The model is an improvement of previous work
employing density matrices because it does not rely on a
phenomenological treatment of dephasing across thick in-
jection barriers20 or a factorization of the density matrix
into cross-plane and in-plane distribution.62 We demon-
strated the validity of the model by simulating QCLs
based in lattice-matched as well as strain-balanced het-
erostructures, with lasing wavelengths of 8.5 µm and
4.6 µm respectively. We compared our results to exper-
iment as well as theoretical results based on NEGF and
a semiclassical model.
For the 8.5-µm-QCL, we calculated the current density
vs electric field strength and obtained excellent agree-
ment with experiments for electric fields below threshold,
while current density was underestimated above thresh-
old due to our omission of the laser electromagnetic
field. We obtained a good agreement with NEGF for low
field values (< 42 kV/cm) and fair agreement for higher
fields. At room temperature, we obtained a threshold
electric field of Eth = 48.0 kV/cm and threshold cur-
rent density of Jth = 1.55 kA/cm
2, in good agreement
with experimental results of Eth = 48.0 kV/cm and
Jth = 1.50 kA/cm
2 and in fair agreement with NEGF
results of Eth = 47.6 kV/cm and Jth = 1.2 kA/cm
2.
Comparison with a semiclassical model shows that off-
diagonal matrix elements play a significant role. The
semiclassical model (off-diagonal matrix elements are ig-
nored) was found to overestimate current density by 29%
around threshold and up to 60% for other electric field
values. Our results for maximum gain vs field were in
good agreement with NEGF except for very high (>
70 kV/cm) field values. The semiclassical model was
found to overestimate the peak gain above threshold,
while giving fair agreement with DM and NEGF results
below threshold. We predict significant electron heat-
ing, with in-plane distribution deviating strongly from
a thermal distribution, especially the lower lasing state.
We obtained an average electron temperature of 535 K
around threshold, which is 235 K above the lattice tem-
perature of 300 K. From a simple energy-balance equa-
tion, we obtained an energy-dissipation time of 0.79 ps
for the considered device, which is similar to the scatter-
ing time due to polar-optical phonons.
For the 4.6-µm-QCL, we calculated current density
vs electric field strength at room temperature and ob-
tained excellent agreement with experiment for fields up
to 66 kV/cm, which is slightly above the experimentally
determined threshold of 64 kV/cm. Above threshold,
the calculated current density was below experimental
results due to our omission of the laser electric field as
well effects of lattice heating in continuous-wave opera-
tion. As in the case of the 8.5-µm-QCL We found that a
semiclassical model overestimates current density for all
field values. The semiclassical model was found to over-
estimate current density by 40% around threshold and
up to 58% for other electric field values, demonstrating
the need to include off-diagonal elements of the density
matrix.
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Appendix A: Dissipator for Elastic Scattering Mechanism
In addition to electron–phonon scattering, there are
numerous elastic scattering mechanisms that are rele-
vant to QCLs. The most important ones are interface
roughness, ionized impurities, and alloy scattering.9,21,23
The derivation of the corresponding scattering rates is
slightly different from the case for phonons and will be
demonstrated for the case of interface roughness, which
is a very important elastic scattering mechanism for both
THz and mid-IR QCLs54,63,64 and has been found to de-
crease the upper lasing state lifetime by a factor of 2 at
room temperature in mid-IR QCLs.64 For other elastic
scattering mechanisms, we only briefly discuss the inter-
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action potential and give final expressions for rates in
Appendix B.
1. Interface Roughness
For an electron in band b, deviation from a perfect
interface between two different semiconductor material
can be modeled using an interaction Hamiltonian on the
form65
H
(b)
IR =
∑
i
∆i(r)
∂V (b)
∂z
∣∣∣∣
z=zi
'
∑
i
∆V
(b)
i δ(z − zi)∆i(r) ,
(A1)
where i labels an interface located at position zi, V
(b)(z)
the band edge corresponding to band b and ∆V
(b)
i is the
band discontinuity at interface i. The function ∆i(r)
represents the deviation from a perfect interface at dif-
ferent in-plane positions r. For the conduction band of
an InGaAs/InAlAs heterostructure, the sign of ∆V
(b)
i is
positive when going from well material to barrier mate-
rial (from the left) and negative when going from barrier
to well material. For the light-hole and split-off bands,
the signs are opposite (with respect to the conduction
band).
The introduction of the interaction Hamiltonian in
Eq. (A1) breaks translational invariance in the xy-plane,
and the resulting density matrix will no longer be diag-
onal in the in-plane wavevector. In order to get around
this limitation, we follow the treatment in Refs. 9, 21, and
66 and only consider statistical properties of the interface
roughness, which is contained in the correlation function
〈∆i(r)∆j(r′)〉 = δijC(|r− r′|) (A2)
where 〈...〉 denotes an average over the macroscopic in-
terface area, C(|r|) is the spatial autocorrelation func-
tion and the Kronecker delta function means that we
neglect correlations between different interfaces. In this
work, we employ a Gaussian correlation function C(|r|) =
∆2e−|r|
2/Λ2 , characterized by standard deviation ∆ and
correlation length Λ. However, calculations will be taken
as far as possible without specifying a correlation func-
tion. When calculating rates, we will mainly use its
Fourier transform,
C(|q|) =
∫
d2C(|r|)e−ir·q. (A3)
The derivation for the interface-roughness scattering
rates proceeds the same way as for electron–phonon scat-
tering until Eq. (30). For the case of interface roughness,
there is no phonon degree of freedom to trace over and
we get
DIR =
∫ ∞
0
ds{+HIRρe(t)e−iH0sHIReiH0s
−HIRe−iH0sHIReiH0sρe(t)}+ h.c.. (A4)
After using the completeness relation 4 times and per-
forming the s integration, the in-scattering term in
Eq. (A4) becomes
DinIR =
pi
~
∑
n1234
∫
d2k1234δ[E(n4,k4)− E(n3,k3)]
〈n2,k2|ρe|n3,k3〉 × 〈n1,k1|HIR|n2,k2〉
〈n3,k3|HIR|n4,k4〉 |n1,k1〉 〈n4,k4|+ h.c..
(A5)
Integrating over k3 gives
DinIR =
pi
~
∑
n1234
∫
d2k124δ[E(n4,k4)− E(n3,k2)]ρEk2n2,n3
× 〈n1,k1|HIR|n2,k2〉 〈n3,k2|HIR|n4,k4〉 (A6)
× |n1,k1〉 〈n4,k4|+ h.c.
Now let us focus on the part of the integrand containing
the interaction Hamiltonian
〈n1,k1|HIR|n2,k2〉 〈n3,k2|HIR|n4,k4〉 =∑
i,j
(n1|n2)zi,IR (n3|n4)
∗
zj ,IR
× (A7)∫
d2rd2r′ 〈r|k1〉∗ 〈r|k2〉 〈r′|k2〉∗ 〈r′|k4〉∆i(r)∆j(r′),
where we have defined
(n|m)zi,IR =
∑
b
∆V
(b)
i ψ
∗
n(zi)ψm(zi), (A8)
where the sum is over the conduction (c), light hole (lh),
and spin-orbit split-off bands (so). We use a convention
where the band discontinuity ∆V
(b)
i is positive for the
conduction band. In order to proceed, we replace the
product ∆i(r)∆j(r
′) with the Fourier decomposition of
its spatial average using Eqs. (A2)-(A3) and get
〈n1,k1|HIR|n2,k2〉 〈n3,k2|HIR|n4,k4〉 =∑
i
(n1|n2)zi,IR (n3|n4)
∗
zi,IR
1
(2pi)2
(A9)∫
d2qδ[k2 − (k1 − q)]δ[k4 − (k2 + q)]C(|q|) .
Inserting Eq. (A9) into Eq. (A6) and integrating over k4
and k2, dropping the subscript index of k1 and shifting
the integration variable q→ −q+ k gives
DinIR =
pi
~(2pi)2
∑
n1234
∫
d2k
∫
d2qδ[Eq −∆n4,n3 − Ek]∑
i
(n1|n2)zi,IR (n3|n4)
∗
zi,IR
C(|q− k|) (A10)
ρEqn2,n3 |n1,k〉 〈n4,k1|+ h.c..
Switching to polar coordinates d2q → qdqdθ and per-
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forming the change of variables Eq = ~2q2/(2m∗‖) gives
DinIR =
m∗‖
2~3
∑
n1234
∫
d2k
∑
i
(n1|n2)zi,IR (n3|n4)
∗
zi,IR
× 1
2pi
∫ 2pi
0
∫ ∞
0
dEqδ[Eq −∆n4,n3 − Ek]
× C(|q− k|)ρEqn2,n3 |n1,k〉 〈n4,k1|+ h.c.. (A11)
Performing the Eq integration, renaming the dummy
variables n3 → m and n2 → n and multiplying from
the left by 〈N | and from the right with |N +M〉 gives(
∂fEkN,M
∂t
)in
IR
=
m∗‖
2~3
∑
n,m
u[∆N+M,m + Ek]
×
∑
i
(N |n)zi,IR (m|N +M)
∗
zi,IR
× C˜(Ek,∆N+M,m + Ek)ρ∆N+M,m+Eknm + h.c..
(A12)
where we have defined the angle-averaged correlation
function
C˜(Ek, Eq) = (A13)
1
2pi
∫ 2pi
0
dθC
√2m∗‖
~2
√
Ek + Eq − 2
√
EkEq cos(θ)
 .
Shifting the sum variables n→ N +n, m→ N +M +m
and using Eq. (44), we can write(
∂fEkN,M
∂t
)in
IR
=
m∗‖
2~3
∑
n,m
u[∆N+M,N+M+m + Ek]
×
∑
i
(N |N + n)zi,IR (N +M +m|N +M)
∗
zi,IR
× C˜(Ek,∆N+M,N+M+m + Ek)f∆N+M,N+M+m+EkN+n,M+m−n + h.c.
= 2
∑
n,m
Γin,IR,±NMnmEkf
∆N+M,N+M+m+Ek
N+n,M+m−n + h.c., (A14)
where we have defined Γin,IR,±NMnmEk , the in-scattering rate
due to interface roughness. The purpose of the factor of
two in the definition of the rate is so we can write(
∂fEkN,M
∂t
)in
IR
=
∑
n,m,±
Γin,IR,±NMnmEkf
∆N+M,N+M+m+Ek
N+n,M+m−n + h.c..
(A15)
In other words, we have split the interface roughness scat-
tering into two identical absorption and emission terms
to be consistent with the notation for phonon scattering
in Section II B. In order to calculate the rates, we need
to choose a correlation function. The rates are calcu-
lated in Appendix B for a Gaussian correlation function,
which is often used to model QCLs.9,24 The reason we
choose a Gaussian correlation function is that it results
in a simple analytical expression for the angle-averaged
correlation function C˜, given by Eq. (A13). Another pop-
ular choice is an exponential correlation function.9,21,23
However, angle-averaged expressions for the correlation
function are more complicated, involving elliptical inte-
grals.9,21
2. Ionized Impurities
The effects of the long-range Coulomb interaction from
ionized impurities is already included to lowest order with
a mean-field treatment (Poisson’s equation). The goal of
this section is to include higher order effects by includ-
ing scattering of electrons with ionized impurities. We
assume a 3D doping density of the form
N(z) = N2Dδ(z − z`) , (A16)
which is a delta-doped sheet at cross-plane position z`.
The advantage of Eq. (A16) is that an arbitrary doping
density can be approximated by a linear combination of
closely spaced delta-doped sheets. Typically, in QCLs,
only one35 or a few36,61 layers are doped and the doping
is kept away from the active region to minimize nonra-
diative transitions from the upper to lower lasing level.
Note that, in this context, a layer refers to a barrier or
a well, not atomic layers. The corresponding scattering
rates due to the ionized-impurity scattering distribution
in Eq. (A16) is calculated in Appendix B 4.
3. Random Alloy Scattering
In ternary semiconductor alloys AxB1−xC, the energy
of band b can be calculated using the virtual crystal ap-
proximation,65 where the alloy band energy is obtained
by averaging over the band profiles of the two materials
AC and BC
Vb,VCA(R) =
∑
n
[
xVb,AC(R−Rn)
+ (1− x)Vb,BC(R−Rn)
]
,
(A17)
where the sum is over all unit cells n and Vb,AC(R−Rn)
and Vb,BC(R−Rn) are the corresponding bands of the AC
and BC material respectively. The difference between an
alloy and a binary compound is that, in alloys, periodicity
of the crystal is broken by the random distribution of
AC and BC unit cells. This deviation from a perfect
lattice can be modeled as a scattering potential, which
can be considered much weaker than Eq. (A17). The
scattering potential is given by the difference between
the real band energy and the band energy obtained using
the virtual crystal approximation. We will follow the
treatment of alloy scattering in Refs. 9, 23, and 67 and
write the scattering potential (which we assume is the
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same for all bands) as
Valloy(R) =
∑
n
Cxnδ(R−Rn), (A18)
where the sum is over all unit cells and Cxn is a random
variable, analogous to the interface-roughness correlation
function in Eq. (A2), with
〈Cxn〉 = 0
〈CxnCxm〉 = δnmxn(1− xn)(VnΩ)2,
(A19)
where Ω = a3/4 is equal to one-fourth of the volume of a
unit cell and Vn the alloy scattering potential in unit cell
n, which can be approximated as the conduction band
offset of the two binary materials, corresponding to x = 0
and x = 1. The presence of the Kronecker delta function
δnm means that the location of A and B atoms are as-
sumed to be completely uncorrelated. The derivation
of corresponding scattering rates proceeds in the same
way as for interface roughness scattering and results are
given in Appendix B. The final expressions for the rates
are considerably simpler than the ones due to interface
roughness due to the local nature of the interaction po-
tential in Eq. (A18).
Appendix B: Calculation of Scattering Rates
1. Longitudinal Acoustic Phonons
We will start with longitudinal acoustic (LA) phonons,
which have the following scattering weight for absorp-
tion65
W+LA(Q) = NQ
~2D2acQ2
2ρEQ
=
(
eEQ/kT − 1
)−1 D2acEQ
2ρv2s
,
(B1)
where we have used the LA phonon dispersion relation
EQ = ~vsQ, where vs is the speed of sound in the
medium, ρ the mass density andDac is the acoustic defor-
mation potential. We cannot directly use the expression
in Eq. (B1) because the phonon energy is not constant,
which was an approximation we used to derive Eq. (52).
It is possible to discretize the relevant range of Q and
treat LA phonons with different magnitude Q as inde-
pendent scattering mechanism. However, we would need
to calculate and store the corresponding rates for each
value of Q, which is prohibitive in terms of CPU time
as well as memory use. Another option is to consider
the limit EQ  kT and treat the LA phonons as an
elastic scattering mechanism. However, because the LA
phonons can exchange an arbitrarily small energy with
the lattice, they play the important role of low energy
thermalization at energies much smaller than the polar
optical phonon. A second reason to include a nonzero
energy for the LA phonons is that they tend to smooth
the in-plane energy distribution of the density matrix,
greatly facilitating numerical convergence. For this rea-
son we follow the treatment in Ref. 21 and approximate
acoustic phonons as having a single energy ELA  kT .
Typically we will assume the LA phonon energy is equal
to the energy spacing in the simulation (0.5-2 meV). Us-
ing this approximation, we get
W±LA(Q) =
(
1
2 ∓ 12 +NLA
) D2acELA
2ρv2s
, (B2)
with NLA = (exp(ELA/kT ) − 1)−1. The expression in
Eq. (B2) is isotropic (does not depend on Q), so the
angular integration in Eq. (52) is trivial and we get
Γ±,in,LANMnmEk =
(
1
2 ∓ 12 +NLA
) D2acELAm∗‖
4pi~3ρv2s
u[Ek + ∆N+M,N+M+m ∓ ELA]∫ ∞
0
dQzIN,N+n,N+M+m,N+M (Qz).
(B3)
The corresponding out scattering rates are
Γ±,out,LANMnmEk =
(
1
2 ∓ 12 +NLA
) D2acELAm∗‖
4pi~3ρv2s
× u[Ek + ∆N+n,N+M+m ± ELA]
×
∫ ∞
0
dQzIN+M,N+M+m,N+M+m,N+n(Qz).
(B4)
2. Polar Longitudinal-Optical Phonons
The scattering weight for polar longitudinal-optical
(LO) phonons is65
W±LO(Q) =
(
1
2 ∓ 12 +NLO
)
βLO
Q2
(Q2 +Q2D)
2
, (B5)
with
βLO =
e2ELO
2ε0
(
1
ε∞s
− 1
ε0s
)
, (B6)
where ε0 is the permittivity of vacuum, ε
∞
s and ε
0
s are
the high-frequency and low-frequency relative bulk per-
mittivities respectively, ELO is the polar-optical phonon
energy and QD is the Debye screening wavevector defined
by Q2D = n3De
2/(ε∞s kBT ), with n3D the average 3D elec-
tron density in the device. We note that QCLs are typ-
icially low-doped, so the effect of screening is minimal.
However, the screening facilitates numerical calculations
by avoiding the singularity when |Q| = 0 in Eq. (B5).
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Integration over the angle between Q and k gives
W˜±LO(Ek, Qz, Eq)(
1
2 ∓ 12 +NLO
)
βLO
=
1
2pi
∫ 2pi
0
|Q− k|2
(|Q− k|2 +Q2D)2
=
1
2pi
∫ 2pi
0
dθ
Q2z + q
2 + k2 − 2qk cos(θ)
(q2z + q
2 + k2 − 2kq cos(θ) +Q2D)2
=
1
Q2z + q
2 + k2
×
[
1 +
Q2D
Q2z + q
2 + k2
− 4k
2q2
(Q2z + q
2 + k2)2
]
×
[(
1 +
Q2D
Q2z + q
2 + k2
)2
− 4k
2q2
(Q2z + q
2 + k2)2
]− 32
,
(B7)
which can be written as
W˜±LO(Ek, Qz, Eq) =
~2
2m∗
(
1
2 ∓ 12 +NLO
)
βLO
Ez + Ek + Eq
×
[
1 +
ED
Ez + Eq + Ek
− 4EkEq
(Ez + Eq + Ek)2
]
×
[(
1 +
ED
Ez + Eq + Ek
)2
− 4EkEq
(Ez + Eq + Ek)2
]− 32
,
(B8)
with Ez = ~2Q2z/(2m∗‖). Note that this definition of Ez
is only for convenience, it has nothing to do with en-
ergy quantization in the z-direction. The in- and out-
scattering rates can now be written as
Γ±,in,LONMnmEk =
m∗‖
2pi~3
u[Ek + ∆N+M,N+M+m ∓ ELO]
×
∫ ∞
0
dQzIN,N+n,N+M+m,N+M (Qz)
× W˜±LO(Ek, Qz, Ek + ∆N+M,N+M+m ∓ ELO)
(B9)
Γ±,out,LONMnmEk =
m∗‖
2pi~3
u[Ek + ∆N+n,N+M+m ± ELO]
×
∫ ∞
0
dQzIN+M,N+M+m,N+M+m,N+n(Qz)
× W˜±LO(Ek, Qz, Ek + ∆N+n,N+M+m ± ELO),
(B10)
with the angle-averaged scattering weights W˜±LO given by
Eq. (B8).
3. Interface Roughness
In order to calculate the scattering rates due to in-
terface roughness in Eq. (A14), we need to calculate
the angle-averaged correlation function C˜(Ek, Eq). In
this work, we employ a Gaussian correlation function
C(|r|) = ∆2e−|r|2/Λ2 , with a corresponding Fourier trans-
form C(|q|) = pi∆2Λ2e−|q|2Λ2/4. The angle-averaged cor-
relation function can be calculated using
C˜(Ek, Eq) =
1
2pi
∫ 2pi
0
C(|q− k|)dθ
=
1
2pi
∫ 2pi
0
dθC
√m∗‖
2~2
√
Ek + Eq − 2
√
EkEq cos(θ)

= ∆2Λ2
∫ pi
0
dθe−
m∗‖Λ
2
2~2 (Ek+Eq−2
√
EkEq cos(θ))
= pi∆2Λ2e−
m∗‖Λ
2
2~2 (Ek+Eq)I0(
√
EkEqm
∗
‖Λ
2/~2), (B11)
where we have used Eq. (3.339) from Ref. 68∫ pi
0
e−x cos(θ)dθ = piI0(x), (B12)
with I0(x), the modified Bessel function of the first kind
of order zero. The in-scattering rates can now be written
as
Γin,IR,±NMnmEk =
m∗‖
4~3
u[∆N+M,N+M+m + Ek]
×
∑
i
(N |N + n)zi,IR (N +M +m|N +M)
∗
zi,IR
× C˜(Ek,∆N+M,N+M+m + Ek),
with the corresponding out-scattering rates
Γout,IR,±NMnmEk =
m∗‖
4~3
u[∆N+n,N+M+m + Ek]
×
∑
i
(N +M |N +M +m)zi,IR (N +M +m|N + n)
∗
zi,IR
× C˜(Ek,∆N+n,N+M+m + Ek), (B13)
where we have split the rates into identical absorption
(+) and emission (−) terms.
4. Ionized Impurities
The potential due to a single ionized impurity situated
at Ri, can be written as
V (R) = − e
2
4piε
e−β|R−Ri|
|R−Ri| , (B14)
where β is the inverse screening length. Now suppose
there are many impurities, situated on a sheet Ri =
(ri, z`). The resulting interaction Hamiltonian can be
written as
HII = − e
2
4piε
∑
i
e−β
√
(r−ri)2+(z−z`)2√
(r− ri)2 + (z − z`)2
=
−e2
8pi2ε
∑
i
∫
d2qeiq·(r−ri)
e−
√
β2+q2|z−z`|√
β2 + q2
, (B15)
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where the second line in Eq. (B15) is the 2D Fourier
decomposition of the first line. We now proceed as we
did with interface roughness scattering up until Eq. (A6)
and get the in-scattering part of the dissipator due to
ionized-impurities
DinII =
pi
~
∑
n1234
∫
d2k124δ[E(n4,k4)− E(n3,k2)]ρEk2n2,n3
× 〈n1,k1|HII|n2,k2〉 〈n3,k2|HII|n4,k4〉 |n1,k1〉 〈n4,k4|
+ h.c..
(B16)
Inserting Eq. B15 into Eq. (B16), we can simplify the
integrand using
〈n1,k1|HII|n2,k2〉 〈n3,k2|HII|n4,k4〉
=
e4
64pi4ε2
∑
ri,rj
∫
d2qd2q′
1√
β2 + q2
1√
β2 + q′2
× e−iq·rie−iq′·rj (n1|n2)IIq,` (n2|n3)IIq′,`
× 〈k1|k2 + q〉 〈k2|k4 − q′〉 . (B17)
with
(n|m)IIq,` =
∑
b
∫
dz[ψ(b)n (z)]
∗ψ(b)m (z)
e−
√
β2+q2|z−z`|√
β2 + q2
,
(B18)
where the sum is over the considered bands. Equa-
tion (B17) depends the detailed distribution of impuri-
ties, just as Eq. (A7) depends on the detailed in-plane
interface roughness ∆i(r). By averaging over all possi-
ble distribution of impurities ri and rj , we can see that
terms with ri = rj and q = q
′ dominate. Limiting the
sum to ri = rj and going from sum over ri to integral
gives∑
i
e−iri·(q−q
′) '
∫
d2riN2De
−iri·(q−q′)
= (2pi)2N2Dδ[q− q′].
(B19)
Inserting Eq. (B19) into Eq. (B17) gives
〈n1,k1|HII|n2,k2〉 〈n3,k2|HII|n4,k4〉
=
e4
16pi2ε2
N2D
∫
d2q
1
β2 + q2
(n1|n2)IIq,` (n2|n3)IIq,`
× δ[k2 − (k1 − q)]δ[k4 − (k2 + q)]. (B20)
Inserting Eq. (B20) into Eq. (B16) and integrating over
k4 and k2, dropping the subscript on k1 and shifting the
integration variable q→ −q+ k gives
DinII = −
e4N2D
16piε2~
∑
n1234
∫
d2k
∫
d2qδ(Eq −∆n4,n3 − Ek)
× (n1|n2)II|q−k|,` (n3|n4)II|q−k|,` ρEqn2,n3 .
(B21)
Calculating the scattering rates from Eq. (B20) proceeds
the same way as for interface roughness in Eqs. (A10)-
(A14). The total rate due to ionized impurities is ob-
tained by summing over all delta-doped sheets located
at positions z = z` with sheet densities N2D,`. The re-
sult for the in-scattering rates is
Γ±,in,IINMnmEk =
e2m∗‖
16ε2~3
u[Ek + ∆N+M,N+M+m]
∑
`
N2D,`
2pi
×
[ ∫ 2pi
0
dθ (N |N + n)II|q−k|,`
× (N +M +m|N +M)II∗|q−k|,`
]
Eq=∆N+M,N+M+m+Ek
(B22)
and the corresponding out-scattering rates are given by
Γ±,out,IINMnmEk =
e2m∗‖
16ε2~3
u[Ek + ∆N+n,N+M+m]
∑
`
N2D,`
2pi
×
[ ∫ 2pi
0
dθ (N +M |N +M +m)II|q−k|,`
× (N +M +m|N + n)II∗|q−k|,`
]
Eq=∆N+n,N+M+m+Ek
.
(B23)
The products involving the wavefunctions (n|m)II|q−k|,`
are more complicated than in the case for both the
phonon and interface roughness interaction. This is be-
cause the interaction potential for ionized impurities in
Eq. (B15) does not factor into the cross plane and in-
plane directions and the products involving eigenfunc-
tions ψn(z) are coupled with the in-plane motion. To
overcome this issue, we numerically calculate and store
the quantity
Fnm`(b) =
1
b
∫
ψ∗n(z)ψm(z)e
−b|z−z`|dz (B24)
using an evenly spaced mesh [bmin, bmax] for the relevant
range of b. Typical values are bmin = β and bmax =
10 nm−1. We then perform the θ integration numerically
with the stored values of Fnm`(b) and convert between b
and θ using
b(θ) =
√
2m∗‖
~2
√
ED + Ek + Eq − 2
√
EkEq cos(θ).
(B25)
with ED = ~2β2/(2m∗‖) the Debye energy.
5. Alloy Scattering
Inserting the alloy interaction potential given by
Eq. (A7) into Eq. (A6) gives the in-scattering part of
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the dissipator due to random alloy scattering
Dinalloy =
pi
~
∑
n1234
∫
d2k124δ[E(n4,k4)− E(n3,k2)]ρEk2n2,n3
× 〈n1,k1|Valloy|n2,k2〉 〈n3,k2|Valloy|n4,k4〉
× |n1,k1〉 〈n4,k4|+ h.c..
(B26)
The matrix elements involving the interaction potential
can be simplified using
〈n1,k1|Valloy|n2,k2〉 〈n3,k2|Valloy|n4,k4〉
=
∑
i,j
(n1|n2)alloy (zi) (n3|n4)alloy (zj)Cxi Cxj
× 〈k1|δ(r− ri)|k2〉 〈k2|δ(r− rj)|k4〉
= Ω0
∑
i
(n1|n2)alloy (zi) (n3|n4)alloy (zi)xi(1− xi)V 2i
× 〈k1|δ(r− ri)|k2〉 〈k2|δ(r− ri)|k4〉 ,
(B27)
where we have replaced the product Cxi C
x
j with the corre-
lation function in Eq. (A19) and defined the alloy matrix
element
(n|m)alloy (zi) =
∑
b
[ψ(b)n (zi)]
∗ψ(b)m (zi), (B28)
where the sum is over the considered bands. Going from
sum to integral using
∑
i → 1Ω0
∫
d3Ri and following the
same procedure as for interface roughness scattering in
Eqs. (A6)-(A14) gives the scattering rates
Γ±,in,alloyNMnmEk =
m∗‖Ω0
4~3
u[Ek + ∆N+M,N+M+m]
×
∫
dz (N |N + n)alloy (z) (N +M +m|N +M)alloy (z)
× x(z)(1− x(z))V (z)2
and
Γ±,out,alloyNMnmEk =
m∗‖Ω0
4~3
u[Ek + ∆N+n,N+M+m]
×
∫
dz (N +M |N +M +m)alloy (z)
(N +M +m|N + n)alloy (z)× x(z)(1− x(z))V (z)2,
where x(z) is the alloy fraction at position z and V (z)
is the alloy strength parameter at position z, which we
assume is the same for all bands.
Appendix C: Material parameters
Table I lists all material specific parameters relating
to the III-V binaries used in this work, as well as other
parameters such as polar-optical-phonon energy and den-
sity. The temperature-dependent lattice constant is cal-
culated using
a(T ) = a(T = 300 K) + αL(T − 300 K), (C1)
with a(T = 300K) the lattice constant at 300 K and
the thermal expansion coefficient αL given in table I.
In order to calculate the temperature-dependent Γ-valley
bandgap, we use the empirical Varshni functional form69
Egap(T ) = Egap(T = 0)− α
ΓT 2
T + βΓ
, (C2)
where Egap(T = 0) is the zero-temperature Γ-valley
bandgap and αΓ and βΓ are the Varshni parameters given
in table I. All parameters relating to bandstructure in ta-
ble I are taken from Ref. 45 with the exception of Kane
energy for GaAs and InAs, which were chosen to give
room-temperature effective electron masses of 0.063m0
and 0.023m0, respectively (m0 is the free electron mass).
Note that the conduction-band effective mass can be
written in terms of the parameters in table I
m0
m∗c
= (1 + 2F ) +
EP (Egap + 2∆so/3)
Egap(Egap + ∆so)
. (C3)
Material parameters such as Kane energy for ternary
alloys (A1−xBxC) as a function of alloy composition x
are obtained using a second order interpolation formula
on the form70
EP (A1−xBxC) = (1− x)EP (A) + xEP (B)
− x(1− x)Cb, (C4)
where EP (A) and EP (B) are the Kane energies of binary
AC and BC respectively and the bowing parameter Cb
accounts for deviation from linear interpolation. Gener-
alization to other material parameters is straightforward.
Exceptions to Eq. (C4) are interpolations for the Kane
energy and F parameters of the In1−xGaxAs alloy, which
contain a third order term due to the sensitivity of en-
ergy spacing to the effective mass of the well material.
This third order term is described in more detail later in
this appendix.
Nonzero bowing parameters for the In1−xGaxAs and
In1−xAlxAs alloys are given in table II. All parameters
are obtained from Ref. 45, except for the Kane energy
and F parameter in In1−xGaxAs, which in this work were
chosen to give a room-temperature electron effective mass
of 0.041m0 for In0.53Ga0.47As (lattice-matched to InP).
Note that when interpolating Luttinger parameters, the
light holes (m∗lh) and heavy hole (m
∗
hh) masses should
be interpolated using the bowing parameters in table II
and corresponding Luttinger parameters calculated af-
terwards using
m0
m∗lh
= γL1 + 2γ
L
2
m0
m∗hh
= γL1 − 2γL2 .
(C5)
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TABLE I. Various material parameters for GaAs, AlAs and InAs.
Parameter Symbol GaAs AlAs InAs
Lattice constant at 300 K (A˚) a(T = 300 K) 5.65325 5.6611 6.0583
Thermal expansion coefficient (10−5A˚/K) αL 3.88 2.90 2.74
Bandgap (Γ valley) at 0 K (eV) Egap(T = 0) 1.519 3.099 0.417
Varshni parameter (meV/K) αΓ 0.5405 0.885 0.276
Varshni parameter (K) βΓ 204 530 93
Spin-orbit splitting (eV) ∆so 0.341 0.28 0.39
Luttinger parameter γL1 6.98 3.76 20.0
Luttinger parameter γL2 2.06 0.82 8.50
Kane energy (eV) EP 28.6 21.1 20.7
F parameter F −1.94 −0.48 −2.9
Valence-band offset (eV) VBO −0.80 −1.33 −0.59
Conduction band deformation potential (eV) ac −7.17 −5.64 −5.08
Valence band deformation potential (eV) av −1.16 −2.47 −1.00
Shear deformation potential (eV) b −2.00 −2.30 −1.80
Elastic constant (GPa) c11 122.1 125.0 83.3
Elastic constant (GPa) c12 56.6 53.4 45.3
Polar-optical phonon energy (meV) EPOP 35 50 30
Mass density (g/cm3) ρ 5.32 3.76 5.68
Low-frequency relative dielectric constant ε0s 12.90 10.06 15.15
High-frequency relative dielectric constant ε∞s 10.89 8.16 12.30
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TABLE II. Nonzero bowing parameters for the In1−xGaxAs
and In1−xAlxAs alloys.
Parameter In1−xGaxAs In1−xAlxAs
EΓgap (eV) 0.477 0.70
∆so (eV) 0.15 0.15
m∗hh −0.145 0.00
m∗lh 0.0202 0.00
EP (eV) 3.20 −4.81
F −1.00 −4.44
VBO (eV) −0.38 −0.64
ac (eV) 2.61 −1.40
As shown in Sec. IV A, the material parameters pre-
sented in tables I and II give results in very good agree-
ment with experiment as well as theory based on NEGF
for lattice-matched designs. However, for the strain-
balanced design in section IV B, the peak gain wavelength
was overestimated by 0.2 µm, with an associated shift to
lower electric fields in the current density vs electric field
curve. We attribute this disagreement to underestima-
tion of the electron mass in the well material (lower mass
means smaller energy spacing) and addressed the issue
by adding a cubic term
−x(1− x)(x− 0.47)D (C6)
to the alloy interpolation formula [Eq. (C4)] for Kane
energy and F parameter in In1−xGaxAs. This functional
form was chosen to not change the lattice-matched results
for x = 0.47, or the binary results (x = 0 and x = 1).
Values of D = 32 eV for Kane energy and D = 15 for
the F parameter were found to reproduce experimental
results with an energy spacing of 270 meV (correspond-
ing to λ = 4.6 µm) between the upper and lower lasing
states. These values of D might seem excessively high.
However, D is multiplied by 3 numbers that have mag-
nitudes smaller than 1.
We will end this appendix with a discussion of the
parameters related to interface-roughness scattering. We
used the same interface-roughness correlation length Λ =
9 nm as in Refs. 22 and 24. We estimate the RMS
value for interface roughness (∆) by using the fact that
interface-roughness scattering is the main broadening
mechanism of the gain spectrum.1 We followed the pro-
cedure in Ref. 22 and fix the correlation length at 9 nm
and vary ∆ such that the gain spectra produces a peak
with a FWHM of 25 meV, matching experimental re-
sults for electroluminescence spectra at a field strength
of 53 kV/cm.36 We note that the resulting value of
∆ = 0.08 nm is smaller than the value of ∆ = 0.1 nm
used in Ref. 24 to simulate the same device. We attribute
the difference to the different electron Hamiltonian used
in this work (3-band k ·p), resulting in higher amplitude
of eigenfunctions at material interfaces.
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