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Abstract
A new procedure for the global construction of the Casimir invariants and Darboux canonical
form for finite-dimensional Poisson systems is developed. This approach is based on the concept
of matrix congruence, and can be applied without the previous determination of the Casimir
invariants (recall that their prior knowledge is unavoidable for the standard reduction methods,
thus requiring either the integration of a system of PDEs or solving some equivalent problem).
Well the opposite, in the new congruence method both the Darboux coordinates and the Casimir
invariants arise simultaeously as the outcome of the reduction algorithm. In fact, the congruence
algorithm proceeds only in terms of matrix-algebraic transformations and direct quadratures, thus
avoiding the need of previously integrating a system of PDEs and therefore improving previously
known approaches. Physical examples illustrating different aspects of the theory are provided.
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1. Introduction
In terms of coordinates x1, . . . , xn, a finite-dimensional Poisson system (for instance, see [1]
for an introductory review) is a smooth dynamical system defined in a domain Ω ⊂ Rn, of the
form
x˙ ≡ dx
dt
= J (x) · ∇H(x) (1)
where x = (x1, . . . , xn)
T , superscript T denotes the transpose matrix, the smooth time-independent
first integral H(x) is the Hamiltonian, and the n× n structure matrix J (x) is composed by the
structure functions Jij(x) which must be also smooth and verify the Jacobi PDEs:
n∑
l=1
(
Jli(x)∂lJjk(x) + Jlj(x)∂lJki(x) + Jlk(x)∂lJij(x)
)
= 0 , i, j, k = 1, . . . , n (2)
where ∂l ≡ ∂/∂xl. Structure functions are also skew-symmetric: Jij(x) = −Jji(x) for all i, j.
Poisson systems are present in most fields of nonlinear dynamics, including domains such
as mechanics, electromagnetism, optics, population dynamics, control theory, plasma physics,
etc. Making use of the Poisson format, many techniques and specific methods adapted to such
systems have been developed, including stability analysis, bifurcation methods, characterization
of chaotic dynamics, perturbation methods, numerical integration, integability properties, etc.
(e.g. see [2, 3] and references therein for the previous statements). Poisson systems constitute
a generalization of classical Hamiltonian vector fields [1], allowing for odd-dimensional flows,
the classical symplectic matrices of Hamiltonian theory now becoming just special instances of
constant structure matrices. Nicely, formal invariance of equations (1) is not limited to canonical
transformations, but every smooth diffeomorphism maps a Poisson system into another one. On
the other hand, Poisson systems retain the essence of Hamiltonian dynamics: this dynamical
equivalence is based on Darboux’ theorem. In spite that the Darboux canonical form always
exists, Darboux theorem is not constructive (it is an existence theorem) and applies only locally
(in the neigborhood of every point, in domains in which the structure matrix has constant rank).
However, diverse efforts have been devoted to the explicit and global construction of the Darboux
coordinates (for instance, see [2]-[9]). This is relevant not only as a natural way to improve the
scope of Darboux’ theorem, but also as a useful reduction of a Poisson system into a classical
Hamiltonian flow (often of lower dimension) with the advantages and plethora of specific methods
inherent to the latter format.
In this work, a new procedure for the global construction of the Darboux canonical form
is presented. This approach is based on the concept of matrix congruence, and can be applied
without the previous determination of the Casimir invariants (it is worth recalling that their prior
knowledge is one of the requisites of the standard reduction, thus requiring the integration of the
system of PDEs J (x) · ∇C(x) = 0, or solving some equivalent problem [10]). Well the opposite,
now both the Darboux coordinates and a complete set of independent Casimir invariants arise
simultaneously as the outcome of the new reduction algorithm. In addition, the congruence
method proceeds only in terms of matrix-algebraic transformations and direct quadratures, thus
avoiding the need of previously integrating a system of PDEs.
The structure of the article is the following. In Section 2 the basic procedure is presented. Its
generalization by means of new-time transformations is developed in Section 3. The work con-
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cludes in Section 4 with some final remarks. Several examples of physical significance illustrating
different aspects of the theory are provided in Sections 2 and 3.
2. Global Darboux construction via congruence
2.1. Classical congruence for constant matrices and constant structure matrices
For the following developments it is necessary to begin by briefly recalling some results about
constant matrices (see [11] for further details) which shall also be analyzed from the Poisson
structure point of view. Every constant skew-symmetric real matrix A of size n × n and (even)
rank r is congruent with matrix S(n,r) given by:
S(n,r) =
(
0 1
−1 0
) r/2︷ ︸︸ ︷
⊕ . . .⊕
(
0 1
−1 0
)
⊕O(n−r)×(n−r) (3)
where O(n−r)×(n−r) denotes the (n − r) × (n − r) null matrix. In other words, there exists a
real and invertible n × n matrix K such that S(n,r) = K · A · KT . In fact, such reduction
can be accomplished by means of a sequence of elementary row and column transformations.
These are performed through left and right matrix multiplications by the corresponding row and
column elementary matrices, respectively. Such elementary matrices can be of three types and,
in each case, the column elementary transformation matrix is the transpose of its associated row
elementary transformation matrix. There are three kinds of elementary transformations:
• Type 1: Permutation of the i-th and j-th row (matrix PR[i, j]) or column (matrix PC [i, j]):
(PR[i, j])pq =
{
1 if (p, q) = {(i, j), (j, i), (k, k)} for k 6= i, j
0 otherwise
(4)
Since PR[i, j] is symmetric, we now have PC [i, j] = (PR[i, j])
T = PR[i, j].
• Type 2: Multiplication by a nonzero constant c ∈ R of the i-th row (MR[i; c]) or column
(MC [i; c]):
(MR[i; c])jk =


1 if j = k 6= i
c if j = k = i
0 otherwise
(5)
As anticipated, it is MC [i; c] = (MR[i; c])
T =MR[i; c].
• Type 3: Linear combination in which c ∈ R times the j-th row (or column) is added to
the i-th row (or column). These shall be denoted by LR[i; c, j] and LC [i; c, j], respectively:
(LR[i; c, j])kl =


1 if k = l
c if (k, l) = (i, j)
0 otherwise
(6)
And LC [i; c, j] = (LR[i; c, j])
T .
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As indicated, in congruence transformations the row and column elementary transformations are
applied in parallel, the row (column) operations being left (right) multiplications by the row
(column) elementary transformation matrices. Since the column transformation matrices are the
transpose of the row ones, this produces by construction a congruence transformation of the
original skew-symmetric matrix in which the outcome is another skew-symmetric matrix. Thus,
the reduction to the canonical form (3) can be always achieved constructively by means of the
following algorithm:
1. Given the skew-symmetric matrix A ≡ (aij), assume without loss of generality a12 6= 0.
If this is not the case and A is the null matrix, then A is already in canonical form;
alternatively if A is not the null matrix, then use of row and column permutations can
always be made in order to have a nonzero element in positions (1,2) and (2,1).
2. We now multiply row 1 and column 1 by the nonzero constant 1/a12. The result is:
A∗ =MR[1; (1/a12)] · A ·MC [1; (1/a12)] =


0 1 B2×(n−2)
−1 0
−BT(n−2)×2 C(n−2)×(n−2)


where B and C are submatrices of the sizes indicated by their subindexes.
3. Using elementary transformations of the third kind LR[i; c, j] and LC [i; c, j] the previous
matrix A∗ can be transformed by congruence into:
A∗∗ =


0 1 O2×(n−2)
−1 0
O(n−2)×2 C
∗
(n−2)×(n−2)


where O denotes the null submatrix and C∗ is also a submatrix, both of the given sizes.
4. Now if C∗ is the (n − 2) × (n − 2) null submatrix then the reduction is complete. On the
contrary, if C∗ is not the null submatrix, then the process continues according to steps 1
to 3, this time operating over submatrix C∗ until the canonical form (3) is reached.
According to this reduction procedure, the canonical form is constructed by means ofm successive
row and column operations (Ki and K
T
i respectively, i = 1, . . . ,m) as:
S(n,r) = Km ·Km−1 · . . . ·K1 ·A ·KT1 · . . . ·KTm−1 ·KTm
Thus, the congruence matrix relating the original matrix A to its canonical form S(n,r) is by
construction K =
∏m
i=1Km−i+1.
These classical matrix algebra results regarding congruence of skew-symmetric matrices have
a meaningful interpretation in the framework of Poisson structures. The starting point is to
notice the identity between the set of constant structure matrices for finite-dimensional Pois-
son systems and the set of constant real skew-symmetric matrices, since the latter are always
solutions of the Jacobi PDEs (2). The second issue to be noticed is the identity between the
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canonical form (3) and the Darboux canonical form structure matrix. The third element is the
realization of the fact that the transformation rule for structure matrices under diffeomorphisms
is a matrix congruence. Recall that after an arbitrary smooth diffeomorphism y ≡ y(x) of a
Poisson system (1), Hamiltonian H(x) is transformed in the new Hamiltonian H∗(y) = H(x(y)),
and the structure matrix J (x) becomes a new structure matrix J ∗(y) according to the rule:
J∗ij(y) =
n∑
k,l=1
∂yi
∂xk
Jkl(x)
∂yj
∂xl
, i, j = 1, . . . , n (7)
Actually, equation (7) can be rewritten as J ∗(y) = D(y(x)) · J (x) ·DT (y(x)), where D(y(x)) =
∂(y1(x), . . . , yn(x))/∂(x1, . . . , xn) is the Jacobian matrix of the diffeomorphic change of coordi-
nates. In the previous case of constant congruence matrices what we actually have is constant
Jacobian matrices or, in other words, the Jacobians of invertible linear transformations. Con-
sequently, the congruence reduction just described for constant matrices can be reexpressed as
follows: every constant structure matrix can be globally reduced in Rn to the Darboux canonical
form by means of a linear and invertible transformation whose Jacobian matrix is the congruence
matrix. Moreover, the reduction can be constructed algorithmically by means of elementary row
and column transformation matrices, which themselves implement elementary invertible linear
transformations. Then, when an elementary row transformation (of matrix K) and its associated
column transformation (of matrix KT ) are performed, the constant structure matrix J is submit-
ted to the invertible linear transformation y = K ·x and the outcome is the transformed structure
matrix J ∗ = K · J · KT . In this way, successive elementary linear transformations (acting as
paired elementary row and column matrix multiplications) produce the overall invertible linear
transformation leading to the Darboux canonical form in Rn for every constant structure matrix.
This approach is not limited to constant structure matrices, but can be extended to the most
general case. This is the purpose of the following two subsections.
2.2. Functional congruence for general structure matrices
Let us now consider the case of a general n × n structure matrix J (x) defined in a domain
Ω ⊂ Rn and of constant rank r in Ω. It is thus always possible to construct a congruence (and
thus invertible) matrixK(x) such that S(n,r) = K(x)·J (x)·KT (x). However, in this framework it
is not necessarily true that K(x) is the Jacobian matrix of a diffeomorphism in Ω. The following
result puts this issue in perspective:
Theorem 1. Let J (x) be a structure matrix of dimension n and constant rank r in a domain
Ω ⊂ Rn. Then:
a) For every x ∈ Ω there exists a subdomain Ω∗, with x ∈ Ω∗ ⊂ Ω, such that there exists an
n × n congruence matrix K(x) invertible and smooth everywhere in Ω∗, namely S(n,r) =
K(x) · J (x) ·KT (x) for all x ∈ Ω∗.
b) The congruence matrix K(x) considered in item (a) is the Jacobian matrix of a smooth
diffeomorphism in that subdomain Ω∗ ⊂ Ω (and therefore such diffeomorphism leads to the
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Darboux canonical form for J (x) globally in Ω∗) if and only if the entries Kij(x) of K(x)
satisfy everywhere in Ω∗ the conditions:
∂Kij(x)
∂xk
=
∂Kik(x)
∂xj
, for all i, j, k = 1, . . . , n. (8)
Proof.
Statement (a) can be proved constructively by means of the generalization of the elemen-
tary transformations (introduced in the previous subsection) which proceeds as follows. Type
1 transformations remain exactly the same than for the constant matrix case (4), and thus
they are still denoted by matrices PR[i, j] and PC [i, j]. Type 2 transformations now become
the multiplication by a smooth function ξ(x) (with ξ(x) 6= 0 for every x ∈ Ω∗) of the i-th row
(matrix MR[i; ξ(x)]) or column (MC [i; ξ(x)] = (MR[i; ξ(x)])
T ) defined as in the constant case
after substitution of the constant c by function ξ(x) in (5). To conclude, Type 3 is given by a
linear combination in which ξ(x) times the j-th row (or column) is added to the i-th row (or
column) for ξ(x) an arbitrary smooth function. These shall be now denoted by LR[i; ξ(x), j] and
LC [i; ξ(x), j] = (LR[i; ξ(x), j])
T , respectively, and again the definition is the same than in the
constant case (6) after substitution of the constant c by function ξ(x). In particular, it is worth
recalling that every elementary transformation matrix thus defined is by construction smooth and
invertible everywhere in a subdomain Ω∗ ⊂ Ω, but not necessarily everywhere in Ω. The source
of this difference are the sets in which the entries of J (x) vanish, which may induce a partition
of Ω in subdomains. Regarding smoothness, recall that Poisson systems and structure matrices
are defined as smooth. Then, by construction the congruence matrix K(x) is smooth in Ω∗ (see
Example 2 for a counterexample proving and illustrating that Ω∗ ⊂ Ω may be different from Ω).
Now the reduction procedure is entirely similar to the one described for the constant case, the
result being a congruence matrix K(x) =
∏m
i=1Km−i+1(x) which is formed by the composition
of m elementary transformations of matrices Ki(x), i = 1, . . . ,m.
For part (b), recall that a diffeomorphic transformation leading to the Darboux canonical form
must be smooth, and consequently the Jacobian of such transformation must be smooth in Ω∗,
which is verified according to statement (a). In addition, matrixK(x) will be the Jacobian matrix
of a smooth diffeomorphism y ≡ y(x) provided its entries are of the form Kij(x) = ∂yi(x)/∂xj .
This is possible [12] if and only if:
∂Kij(x)
∂xk
=
∂2yi(x)
∂xj∂xk
=
∂Kik(x)
∂xj
, i, j, k = 1, . . . , n
These identies are precisely those in (8). The proof is thus complete. ✷
Now some remarks are in order. In first place, it is worth noting that a congruence matrix
K(x) verifying the conditions described in item (a) of Theorem 1 is never unique (it is clear that
−K(x) is also a congruence matrix if K(x) is, in the same subdomain Ω∗ and having the same
properties). Moreover, it is possible that different congruence matrices exist, each defined on
different subdomains of Ω for the same x ∈ Ω. In general, there are additional degrees of freedom
for non-uniqueness to take place, because neither the set of elementary transformations to be
applied, nor their order of application, are always unique (this is also true in the case of constant
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structure matrices, see Example 1). As a result, different congruence matrices may be produced
(this issue shall be illustrated in Examples 1 and 2).
A natural question derived from the point of view of the construction of the Darboux canonical
form is whether or not the congruence matrix to be determined is a Jacobian matrix. In this sense,
it is interesting to establish a distinction between row and column elementary transformation
matrices (ETMs in what follows) defined in the Proof of Theorem 1, and Jacobian elementary
transformation matrices (JETMs from now on). A row ETMK(x) and its counterpart the column
ETM KT (x) will be termed JETMs iff K(x) is a Jacobian matrix in the domain of interest. This
distinction is relevant because not every ETM is a JETM. The consequences of this are important
for the problem of interest, and are developed in the following:
Theorem 2. Let Let J (x) be a structure matrix defined in a domain Ω ⊂ Rn, and let 1 ≤ i, j ≤ n
be integers with i 6= j. Then:
a) Matrices PR[i, j] and PC [i, j] are always JETMs in Ω. The congruence K(x) · J (x) ·KT (x),
with K(x) = PR[i, j] produces a transformed structure matrix J ∗(y) which is the result of
performing the diffeomorphic (in fact affine linear) transformation y = K · x+ c (with c a
vector of arbitrary constants).
b) Matrices MR[i; ξ(x)] and MC [i; ξ(x)], with ξ(x) smooth and nonvanishing in Ω, are JETMs
in Ω if and only if ξ(x) ≡ ξ(xi). The congruence K(x) · J (x) · KT (x), with K(x) =
MR[i; ξ(xi)] produces a transformed structure matrix J ∗(y) which is the result of performing
the diffeomorphic transformation in Ω given by {yi =
∫
ξ(xi)dxi , yj = xj , for j 6= i}.
c) Matrices LR[i; ξ(x), j] and LC [i; ξ(x), j], with ξ(x) smooth in Ω, are JETMs in Ω if and only
if ξ(x) ≡ ξ(xj). The congruence K(x) · J (x) ·KT (x), with K(x) = LR[i; ξ(xj), j] produces
a transformed structure matrix J ∗(y) which is the result of performing the diffeomorphic
transformation in Ω given by {yi = xi +
∫
ξ(xj)dxj , yk = xk , for j 6= i and k 6= i}.
d) A sufficient condition for a matrix to be a Jacobian in Ω is that it is the product of JETMs
in Ω. This condition is not necessary, namely it is possible that a Jacobian matrix in Ω is
the product of ETMs in Ω such that not all of them are JETMs.
Proof.
For part (a), taking the set of linear transformations y = PR[i, j] · x + c, with c a vector of
arbitrary constants, we have that the constant matrix PR[i, j] is the Jacobian of such transfor-
mations. According to rule (7) the congruence transformation J ∗(y) = PR[i, j] ·J (x) · (PR[i, j])T
leads to the structure matrix J ∗(y) in the new variables.
Regarding item (b), both MR[i; ξ(x)] and MC [i; ξ(x)] = (MR[i; ξ(x)])
T are the same diagonal
matrix. In this case, the only nontrivial identities (8) are those of the form ∂jKii = ∂jξ(x) =
∂iKij , for i 6= j, where it is necessarily ∂iKij = 0. The identities then amount to ∂jξ(x) = 0 for all
j 6= i, or ξ(x) ≡ ξ(xi). Now if we compute the Jacobian of transformation {yi =
∫
ξ(xi)dxi , yj =
xj , for j 6= i} it can be seen that it is preciselyMR[i; ξ(xi)]. To conclude, use of rule (7) completes
the proof of this statement.
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For part (c), consider first matrix K(x) = LR[i; ξ(x), j]. Recall that the only nonzero entries
of the i-th row of such matrix are that of value 1 at position (i, i) and that of value ξ(x) at position
(i, j), with j 6= i. Accordingly, the only nontrivial PDE from the set (8) is given by ∂kKij = ∂jKik,
with k 6= j (note that case k = j amounts to a trivial identity). This leads to ∂kξ(x) = 0 for k 6= j,
or ξ(x) ≡ ξ(xj). The reasoning is entirely similar for matrix LC [i; ξ(x), j], where we also conclude
ξ(x) ≡ ξ(xj), consistently with the fact that LC [i; ξ(xj), j] = (LR[i; ξ(xj), j])T . Accordingly, the
Jacobian of the transformation family {yi = xi +
∫
ξ(xj)dxj , yk = xk , for j 6= i and k 6= i} is
precisely LR[i; ξ(xj), j]. Then rule (7) accounts for the congruence transforming J (x) into J ∗(y)
with LR[i; ξ(xj), j] as congruence matrix.
Regarding statement (d), in one sense it is known that the matrix product of Jacobian matrices
produces the Jacobian matrix of the composite transformation. In the opposite sense, it can be
shown by means of a counterexample that the product of ETMs not all of them being JETMs
can produce a Jacobian matrix. Such counterexample shall be provided in Example 7, to which
the reader is referred. This completes the proof of Theorem 2. ✷
According to the previous results, the procedure to be used in order to construct globally the
Darboux canonical form consists of the use of JETMs in order to find a congruence between the
initial structure matrix J (x) and the Darboux canonical matrix S(n,r). The sucessive composition
of smooth diffeomorphic transformations leads to a direct smooth diffeomorphism y ≡ y(x)
reducing J (x) to the Darboux form. In this sense, some remarks deserve an explicit mention:
• The first one is that the method is constructive and proceeds entirely in terms of matrix
algebra: the integration of ODEs or PDEs is not necessary in order to find the Jacobian of
the transformation.
• In addition, the explicit diffeomorphic transformation y ≡ y(x) can be found from the Ja-
cobian K(x) ≡ (Kij(x)) by means of simple quadratures of the form yi(x) =
∫
Kij(x)dxj =∫
(∂yi(x)/∂xj)dxj , j = 1, . . . , n. The compatible solutions of these quadratures provide
the diffeomorphism, up to an arbitrary set of integration constants. (See Examples 1, 3, 4,
5, 7, and 8 for instances of this procedure).
• Alternatively, the explicit diffeomorphic transformation y ≡ y(x) can also be found as
the composition of the successive elementary transformations associated with each JETM
performed, which were explicitly characterized in Theorem 2 (see Example 5 for an illus-
tration).
• Contrarily to the case in other reduction procedures, now a complete set of functionally
independent Casimir invariants {Cr+1(x), . . . , Cn(x)} of J (x) needs not to be known in
advance. Recall that such previous knowledge implies the resolution of the set of coupled
PDEs J (x) · ∇C(x) = 0 (or some equivalent formulation of the problem [10]). In fact, the
use of the congruence method provides the Casimir invariants through the purely algebraic
construction of matrix K(x): notice that the congruence between J (x) and S(n,r) as defined
in (3) implies that a complete set of functionally independent Casimir invariants of J (x)
is given by the expressions: Ci(x) = yi(x) , i = r+1, . . . , n, obtained from the last (n− r)
equations of transformation y ≡ y(x). See Examples 3, 4, 5 and 7 for instances of this issue.
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• When it exists, a Darboux congruence reduction is global in scope (in the sense of being
defined in a domain, and not just in a point-dependent neighborhood). Recall that Darboux’
theorem is not constructive (it is an existence theorem) and it is only local in scope, being
valid in principle in a neighborhood of every point x. In practice, such reduction has been
constructed globally for many solution families of structure matrices [2]-[9], while in many
other cases there is no known global reduction (which, in fact, might not exist). In a similar
way, the existence of a congruence reduction is not guaranteed in advance (in other words,
a congruence matrix always exists but it is not necessarily a Jacobian matrix, as shown in
Theorem 1). Examples 1 and 2 provide instances in this sense.
All features mentioned throughout this subsection (including the counterexamples proving
some of the statements made) shall be illustrated in detail.
2.3. Examples
Example 1. Two-dimensional Poisson systems.
It is well-known that every 2-d smooth skew-symmetric matrix is a structure matrix:
J (x1, x2) =
(
0 f(x1, x2)
−f(x1, x2) 0
)
(9)
Provided f(x1, x2) 6= 0 in Ω ⊂ R2, we have Rank(J ) = 2 in Ω. The congruence matrix is
not unique. One possibility is K(x) = MR(1; 1/f(x1, x2)) = diag(1/f(x1, x2), 1). In this case,
application of conditions (8) shows that K(x) is a Jacobian matrix iff ∂2f(x1, x2) = 0, namely
f(x1, x2) ≡ f(x1). Then the smooth transformation leading to the Darboux canonical form
is {y1 =
∫
(1/f(x1))dx1, y2 = x2}. Alternatively, it is possible a different choice of the type
K∗(x) = MR(2; 1/f(x1, x2)) = diag(1, 1/f(x1, x2)). In this case, K
∗(x) is a Jacobian matrix iff
∂1f(x1, x2) = 0, or f(x1, x2) ≡ f(x2), with transformation {y1 = x1, y2 =
∫
(1/f(x2))dx2}. In
addition, when f(x1, x2) = c 6= 0 is constant, this shows non-uniqueness of the congruence matrix
for constant skew-symmetric matrices, since we obtain K = diag(1/c, 1) and K∗ = diag(1, 1/c)
which are equal only in the trivial case c = 1. On the other hand, when f is a simultaneous
function of x1 and x2 none of the congruence matrices is a Jacobian matrix, and the Darboux
reduction method is not applicable. A generalization of the congruence reduction procedure
applicable to such case will be developed in the next section (see also Example 6).
Example 2. Lie-Poisson so(3) structure matrix.
We shall now consider the so(3) structure matrix, well known in mechanics [1]:
J (x) =

 0 −x3 x2x3 0 −x1
−x2 x1 0

 (10)
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Since J is smooth and Rank(J ) = 2 everywhere except at the origin, we now have Ω = R3 −
{(0, 0, 0)}. Following the reduction algorithm to form (3), we can define the following ETMs:
K1(x) =MR[1;−1/x3] = (MC [1;−1/x3])T =

 −1/x3 0 00 1 0
0 0 1


K2(x) = LR[3;x2/x3, 2] = (LC [3;x2/x3, 2])
T =

 1 0 00 1 0
0 x2/x3 1


K3(x) = LR[3;−x1, 1] = (LC [3;−x1, 1])T =

 1 0 00 1 0
−x1 0 1


We then have the following congruence reduction:
K3(x) ·K2(x) ·K1(x) · J (x) ·KT1 (x) ·KT2 (x) ·KT3 (x) = S(3,2) =

 0 1 0−1 0 0
0 0 0

 ,
Now it is relevant to note that K1(x) and K2(x) are smooth and invertible in Ω
∗
+ ⊂ Ω and
Ω∗
−
⊂ Ω, where Ω∗+ = {x ∈ R3 : x3 > 0}, and Ω∗− = {x ∈ R3 : x3 < 0}. This is the
counterexample anticipated in the proof of Theorem 1: we see thus that for every x ∈ Ω there
exists a subdomain Ω∗ ⊂ Ω in which congruence is possible in terms of elementary matrices
smooth and invertible in Ω∗ (in this case, note that if we are interested in congruence for points
different from the origin but lying on the plane x3 = 0, then there are analogous constructions
in which the singular planes are x1 = 0 or x2 = 0, the congruence matrices being smooth at the
points for which x3 = 0).
Notice in addition that matrices K1 and K2 are not JETMs, while K3 is. The global congru-
ence matrix is:
K(x) = K3(x) ·K2(x) ·K1(x) =

 −1/x3 0 00 1 0
x1/x3 x2/x3 1

 ,
It is simple to verify that K(x) is not a Jacobian matrix, for instance it is ∂3K11(x) 6= ∂1K13(x).
The next section develops an extension of the congruence method leading to the Darboux reduc-
tion for matrices such as this one (see Example 7).
It is worth giving also an illustration of the remarks presented after Theorem 1, in which non-
uniqueness of congruence matrices was anticipated. For instance, the following is an alternative
sequence: K∗1 = MR[3;x3/x2], K
∗
2 = LR[3; 1, 2], K
∗
3 = LR[3;x1/x2, 1], and K
∗
4 = MR[1; 1/x3].
The outcome is another congruence reduction to S(3,2) with a different congruence matrix K∗ =∏4
i=1K
∗
5−i which is not a Jacobian (in addition, note that K
∗
i is not a JETM for i = 1, 3, 4).
10
Example 3. Kermack-McKendrick system.
The following structure matrix appears in the Poisson formulation of the well-known Kermack-
McKendrick model [13]:
J (x) = bx1x2

 0 1 −1−1 0 1
1 −1 0

 (11)
Matrix (11) is defined for b > 0 and Ω = Int(R3+) and has been classified as a multiseparable
structure matrix (see [2] for details) where the global reduction to the Darboux canonical form
was constructed. However, such reduction is quite elaborate, and a much simpler procedure is now
possible in terms of the congruence approach. This is done by literally following the steps of the
algorithm in terms of four JETMs: K1(x) = LR[3; 1, 1], K2(x) = LR[3; 1, 2], K3(x) =MR[1; 1/x1],
K4(x) = MR[2; 1/(bx2)]. Since all of them are JETMs, the outcome is an overall Jacobian
congruence matrix:
K(x) = K4(x) ·K3(x) ·K2(x) ·K1(x) =

 1/x1 0 00 1/(bx2) 0
1 1 1


In other words, K(x) · J (x) · KT (x) = S(3,2). In addition, the congruence matrix K(x) leads
to the direct construction of the diffeomorphism {y1(x) = log x1; y2(x) = (1/b) log x2; y3(x) =
x1 + x2 + x3}, as well as to the only independent Casimir invariant of J (x), which is C(x) =
y3(x) = x1 + x2 + x3.
Example 4. Poisson bracket for the Toda lattice.
Toda system, when expressed in Flaschka’s variables [14, 15] (α1, . . . , αN−1, β1, . . . , βN ) has a
Poisson structure of rank 2(N − 1) with brackets {αi, βi} = −αi, {αi, βi+1} = αi, while the rest
of elementary brackets vanish. For the sake of conciseness the case N = 3 shall be considered in
what follows (the procedure is analogous for arbitrary N , but N = 3 is the first instance of rank
≥ 4, a case in which the global Darboux reduction is not known in general [3]).
Let (α1, α2, β1, β2, β3) ≡ (x1, . . . , x5). The reduction is performed by means of five con-
secutive JETMs: K1(x) = LR[4; 1, 3], K2(x) = LR[5; 1, 4], K3(x) = MR[1;−1/x1], K4(x) =
MR(2;−1/x2), K5(x) = PR[2, 3]. The total Jacobian congruence matrix thus obtained is:
K(x) = K5(x) ·K4(x) ·K3(x) ·K2(x) ·K1(x) =


−1/x1 0 0 0 0
0 0 1 0 0
0 −1/x2 0 0 0
0 0 1 1 0
0 0 1 1 1

 (12)
It is then K(x) · J (x) ·KT (x) = S(5,4). From (12) it is direct to find the Darboux coordinates
{y1(x) = − log x1; y2(x) = x3; y3(x) = − log x2; y4(x) = x3+x4; y5(x) = x3+x4+x5}, and the
only independent Casimir invariant is just C(x) = y5(x) = x3 + x4 + x5.
Example 5. Separable structure matrices.
Separable structure matrices [6] are defined in terms of a set of smooth nonvanishing one-
variable functions ϕi(xi), i = 1, . . . , n, and a constant n × n skew-symmetric matrix A = (aij)
of rank r. Thus, the entries of a separable structure matrix J (x) are of the form Jij(x) =
aijϕi(xi)ϕj(xj), for all i, j = 1, . . . , n. As shown, separable structure matrices involve many
different Poisson systems of physical interest (see [6] for details). Here we shall see how both
the construction of the Darboux canonical form and the determination of Casimir invariants
arise naturally in this case. For this, we consider first the Jacobian congruence matrix K1(x) =
diag(1/ϕ1(x1), . . . , 1/ϕn(xn)). This matrix has an obvious decomposition in terms of n JETMs
K [1], . . . ,K [n] of the form
(
K [i]
)
jk
= δjk[1+(−1+1/ϕi(xi))δki], for i, j, k = 1, . . . , n, where symbol
δ denotes Kronecker’s delta. The outcome is K1(x) · J (x) ·KT1 (x) = A. According to the theory
reviewed in Subsection 2.1, there exists a second (constant, and then Jacobian) congruence matrix
K2 = P ≡ (pij) such that P ·A · P T = S(n,r). As it is known from the congruence algorithm for
constant matrices, K2 also has a decomposition in terms of constant JETMs. The joint Jacobian
K(x) = K2 · K1(x) has entries Kij(x) = pij/ϕj(xj), for i, j = 1, . . . , n. After straightforward
integration, this provides the diffeomorphism leading to the Darboux canonical form as:
yi(x) =
n∑
j=1
pij
∫
1
ϕj(xj)
dxj , i = 1, . . . , n (13)
In addition, the procedure constructs also for J (x) a complete set of independent Casimir in-
variants which does not need to be known in advance, given by {Cr+1(x) = yr+1(x), . . . , Cn(x) =
yn(x)} in (13). This approach is equivalent to, but clearly more efficient than, the one in [6].
This concludes the present examples. We can now proceed to the analysis of the problem in
its full generality. This is the aim of the next section.
3. Generalization by means of new-time transformations
3.1. Generalization of the method
A new-time transformation (NTT in what follows) of a Poisson system (1) is defined as a
time reparametrization of the form:
dτ =
1
η(x)
dt (14)
where t is the original time variable, τ is the new time and η(x) : Ω ⊂ Rn → R−{0} is a function
which does not vanish and is smooth in Ω. Accordingly, after NTT (14) an arbitrary Poisson
system (1) defined in Ω becomes:
dx
dτ
= η(x)J (x) · ∇H(x)
NTTs are necessary for the construction of Poisson structures in different physical problems
[3],[16]-[21]. Moreover, in the particular (but prominent) case of classical Hamiltonian systems,
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the use of NTTs is well-known for the integrability analysis [22]-[24], in stability theory [25],
etc. Given that NTTs preserve topology in phase-space, very often the global reduction to the
Darboux canonical form is possible by means of a diffeomorphism followed by an NTT [3],[26]-
[28]. Note however that NTTs do not preserve in general the Poisson structure, namely η(x)J (x)
may not be a structure matrix in spite that J (x) is. In previous articles [3, 20] the following
results were developed:
Let J (x) be an n × n structure matrix of constant rank r defined in a domain Ω ⊂ Rn, let
C(x) be a Casimir invariant of J (x) in Ω, and let η(x) be a smooth function in Ω. Then:
• Property 1: The product η(x)J (x) is a structure matrix in Ω for every smooth function
η(x) if and only if r ≤ 2.
• Property 2: C(x)J (x) is a structure matrix everywhere in Ω for arbitrary r.
• Property 3: For n ≥ 4, if J (x) is symplectic (namely r = n) then the product η(x)J (x) is
a structure matrix in Ω if and only if η(x) is a constant.
If, according to the previous three properties, the product η(x)J (x) remains a structure ma-
trix after NTT (14), then function η(x) is termed a reparametrization factor for J (x). This
framework can be employed in order to generalize the congruence procedure for the global con-
struction of the Darboux canonical form:
Theorem 3. Let J (x) be a structure matrix of constant rank r defined in a domain Ω ⊂ Rn, and
let η(x) : Ω ⊂ Rn → R − {0} be a function smooth in Ω. Then the Darboux canonical form can
be constructed globally in Ω for J (x) provided there exists in Ω a smooth Jacobian congruence
matrix K(x) such that:
K(x) · J (x) ·KT (x) = 1
η(x)
S(n,r) (15)
Proof.
The proof is constructive. After a diffeomorphism y ≡ y(x) of Jacobian K(x), matrix J (x)
becomes the structure matrix J ∗(y) = (1/η(x(y))S(n,r). Since both S(n,r) and J ∗(y) are struc-
ture matrices, we conclude that η(x(y)) is by definition a reparametrization factor of J ∗(y).
Consequently, a smooth diffeomorphism y ≡ y(x) of Jacobian K(x) applied to the initial Poisson
system of structure matrix J (x), followed by an NTT of the form dτ = (1/η(x(y)))dt performed
on the transformed Poisson system of structure matrix J ∗(y) lead to the construction of the
global Darboux reduction for J (x) in Ω. ✷
Equation (15) and the method just described constitute a generalization of the congruence
method as developed in Section 2, since now there exists an additional degree of freedom (as-
sociated with the reparametrization factor) allowing the Darboux reduction. In other words, it
can be said that the congruence method shown in Section 2 corresponds to the particular case
η(x) = 1 in identity (15). As we shall see in Subsection 3.2 by means of some examples, the use
of NTTs increases significantly the scope of the method.
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3.2. Examples
Example 6. Two-dimensional Poisson systems (continued).
As shown in Example 1, two-dimensional structure matrices (9) cannot be reduced to Darboux
canonical form by means of a pure congruence, except in some special cases. However, the
reduction is now direct in general provided that the rank is 2 in the domain Ω of interest. This
implies f(x1, x2) 6= 0 everywhere in Ω, and allows the direct Darboux reduction by means of the
time reparametrization dτ = f(x1, x2)dt, which in the present framework appears as a special
case of the method just exposed in Subsection 3.1.
Example 7. Lie-Poisson so(3) structure matrix (continued).
Consider the structure matrix (10), on which the following six JETMs are performed: K1(x) =
MR[1;x1], K2(x) = MR[2;x2], K3(x) = MR[3;x3], K4(x) = LR[1; 1, 2], K5(x) = LR[3; 1, 1],
K6(x) =MR[1;−1]. The composite congruence matrix is the Jacobian:
K(x) =
6∏
i=1
K7−i(x) =

 −x1 −x2 00 x2 0
x1 x2 x3

 (16)
This leads to the transformed structure matrix J ∗(y) = K(x)·J (x)·KT (x) = x1(y)x2(y)x3(y)S(3,2).
From Jacobian (16) it is direct to integrate the transformation {y1(x) = −(x21 + x22)/2; y2(x) =
x22/2; y3(x) = (x
2
1 + x
2
2 + x
2
3)/2}, as well as the only independent Casimir invariant C(x) =
y3(x) = (x
2
1 + x
2
2 + x
2
3)/2 of J (x). Now assume without loss of generality that x ∈ Int(R3+)
(similar procedures can be determined for any other case). Then η(y) = x1(y)x2(y)x3(y) =
2
√
2[y2(−y1 − y2)(y1 + y3)]1/2 and the NTT dτ = η(y)dt completes the construction of the Dar-
boux canonical form.
In order to provide additional perspective, let us consider again structure matrix (10), this
time with the following ETMs: K˜1(x) = LR[3;x1/x3, 1], K˜2(x) = LR[3;x2/x3, 2], and K˜3(x) =
MR[3;x3]. Note that K˜1(x) and K˜2(x) are not JETMs, while K˜3(x) is. These tree ETMs produce
the congruence matrix:
K˜(x) = K˜3(x) · K˜2(x) · K˜1(x) =

 1 0 00 1 0
x1 x2 x3


We then have K˜(x) · J (x) · K˜T (x) = (−x3)S(3,2). Moreover, K˜(x) is a Jacobian matrix, which
can be easily integrated to provide the transformation {y1(x) = x1, y2(x) = x2, y3(x) = (x21 +
x22 + x
2
3)/2}. As a consequence, this implies that a Casimir function for J (x) in (10) is C(x) =
y3(x) = (x
2
1 + x
2
2 + x
2
3)/2. In addition, this counterexample proves that a Jacobian matrix may
arise as the product of ETMs, not all of them being JETMs, as anticipated in the proof of
Theorem 2(d). Thus, the reduction to Darboux canonical form is completed by means of the
time reparametrization dτ = −x3(y)dt = ∓(2y3 − y21 − y22)1/2dt.
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Example 8. Dψ-solutions.
Let us now look at some instances of Dψ-solutions (a subset of D-solution structure matrices,
see [29] for details). In first place, consider the following structure matrix, previously analyzed
in [29]:
J (x) =


0 ψ(C3, C4) −ψ(C3, C4) −ψ(C3, C4)
−ψ(C3, C4) 0 0 ψ(C3, C4)
ψ(C3, C4) 0 0 −ψ(C3, C4)
ψ(C3, C4) −ψ(C3, C4) ψ(C3, C4) 0

 (17)
In (17), ψ(z1, z2) is a smooth nonvanishing function of two real variables, while C3(x) = x2 + x3
and C4(x) = x1+x2+x4 are two independent Casimir invariants (since Rank(J )= 2). We proceed
to the reduction to the Darboux canonical form by first using three JETMs: K1(x) = LR(4; 1, 1),
K2(x) = LR(4; 1, 2) and K3(x) = LR(3; 1, 2). The outcome is:
K3 ·K2 ·K1 · J (x) ·KT1 ·KT2 ·KT3 = ψ(C3(x), C4(x))S(4,2) = ψ(y3, y4)S(4,2)
As usual, we denote as y ≡ y(x) the new variables {y1(x) = x1; y2(x) = x2; y3(x) = x2 +
x3; y4(x) = x1 + x2 + x4} obtained from the linear diffeomorphism of constant Jacobian K =
K3 ·K2 ·K1. Now the reduction is completed with NTT dτ = ψ(y3, y4)dt.
Actually this example can be generalized to arbitrary dimension and rank as follows: consider
an n × n skew-symmetric constant real matrix A of rank r, and let {vr+1, . . . , vn} be a basis
of Ker{A}. In addition, let ψ(z1, . . . , zn−r) be a smooth nonvanishing function. Then matrix
J (x) = ψ(vr+1 · x, . . . , vn · x)A is a particular case of Dψ-solution of dimension n and rank r
which generalizes (17). In addition, reduction to the Darboux canonical form can be carried
out by a procedure entirely analogous to the one just described for (17). In fact, notice that
(according to the theory presented in Subsection 2.1) there exists a constant (thus Jacobian of
a linear transformation) matrix K such that K · A · KT = S(n,r), thus the outcome of such
diffeomorphism being J ∗(y) = ψ∗(yr+1, . . . , yn)S(n,r) in the new variables y ≡ y(x), where ψ∗
is also smooth and nonvanishing (not necessarily equal to ψ). The procedure is completed with
NTT dτ = ψ∗(yr+1, . . . , yn)dt. It is worth noting that in [29] the global Darboux reduction for
non-constant D-solutions was only considered for the case n = 3, r = 2. Accordingly, this is the
first time in the literature (to the author’s knowledge) that such construction is performed for a
family of non-constant D-solutions of arbitrary dimension and rank.
4. Final remarks
In this contribution, an algebraic method for the global construction of the Darboux canonical
form has been developed. Such procedure has several remarkable features: (i) it is applicable to
structure matrices of arbitrary dimension, rank and degree of nonlinearity; (ii) it leads to the
simultaneous determination of a complete set of independent Casimir invariants; (iii) it does not
require the integration of ODEs or PDEs, but it proceeds entirely in terms of elementary algebraic
matrix operations and direct quadratures; (iv) it is inclusive, in the sense that every structure
matrix globally reducible to the Darboux canonical form has by definition a functional congruence
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matrix globally defined providing such reduction, namely the Jacobian of the transformation.
(Similarly, in the generalized case of diffeomorphism followed by an NTT, the procedure is also
inclusive, in the same sense just described); and (v) reciprocally, if a structure matrix has no
global diffeomorphic reduction to Darboux canonical form, then a Jacobian congruence matrix
globally defined does not exist and the congruence procedure is not applicable. Consequently,
if we consider the standard approach consisting of a previous characterization of the Casimir
invariants followed by a reduction to the level set of the symplectic leaves, then we can conclude
that the congruence procedure provides new insight as well as some improvements that may lead
to further developments in the future.
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