In this paper we show how connections and their generalizations on transitive Lie algebroids are related to the notion of connections in the framework of the derivation-based noncommutative geometry. In order to compare the two constructions, we emphasize the algebraic approach of connections on Lie algebroids, using a suitable differential calculus. Two examples allow this comparison: on the one hand, the Atiyah Lie algebroid of a principal fiber bundle and, on the other hand, the space of derivations of the algebra of endomorphisms of a SL(n, C)-vector bundle. Gauge transformations are also considered in this comparison.
Introduction
Connections on principal fiber bundles and their associated covariant derivatives on vector bundles admit several generalizations. In this paper, we shall deal with two contexts in which such generalizations have been proposed and well-studied.
In noncommutative geometry [6] , there is a natural notion of covariant derivative on modules which mimics the ordinary properties of a covariant derivative. Using differential calculi on noncommutative associative algebras, this notion can be expressed in terms of differential forms. Using these structures to build out gauge field theories, the noncommutative algebra is considered as a substitute for a principal fiber bundle together with its gauge group [7, 5, 25, 4] .
Lie algebroids are now widely studied as a natural generalization of vector fields on a manifold ( [1] , [17] , [26] and references in [22] and [9] ). Natural notions of covariant derivatives can be defined, where elements of a Lie algebroid are mapped into first order differential operators on a vector bundle.
In this paper we show that these two different generalizations of the ordinary notion of connections turn out to be strongly related between themselves. We perform an explicit comparison which relies on Atiyah Lie algebroids to which a particular noncommutative situation is related.
In Section 4 the comparison is achieved by using explicit descriptions of involved spaces of differential forms in terms of which connections are written. Gauge symmetries and their actions on connections are also compared.
On the one hand, for Atiyah Lie algebroids, the space of forms is identified to the space of basic forms in a larger differential calculus which involves the space of de Rham forms on the underlying principal fiber bundle. This permits to compare, in equation (4.7), 1-forms associated to connections on Atiyah Lie algebroids and to connections on the principal fiber bundle. Likely, 1-forms associated to generalizations of connections on Atiyah Lie algebroids are described in equation (4.8) in terms of 1-forms on the principal fiber bundle.
On the other hand, we consider the derivation-based noncommutative geometry of the algebra of endomorphisms of a SL(n, C)-vector bundle for which the space of derivations of this algebra is a transitive Lie algebroid [13] . We show in Proposition 4.7 that it is isomorphic to the Atiyah Lie algebroid associated to the underlying SL(n, C)-principal fiber bundle and we show in Theorems 4.10 and 4.11 that the two notions of "generalized" connections in this situation are actually the same.
The noncommutative geometry we are interested in uses the algebraic language of differential forms. A similar language can be used on transitive Lie algebroids where a convenient differential calculus can help to describe connections without making any reference to covariant derivatives on vector bundles. Inspired by examples in noncommutative geometry, we depart from the usual interpretation of Lie algebroids as generalization of vector fields to get closer to an interpretation of transitive Lie algebroids as generalizations of (an infinitesimal version of) principal fiber bundles, where the kernel of the transitive Lie algebroid represents the "fiber structure". This interpretation is consistent with the case of Atiyah Lie algebroids of principal bundles (see [21] for instance).
We shall be concerned only with "infinitesimal" constructions in the sense that we only consider (transitive) Lie algebroids. Accordingly, we shall not deal with "global" constructions related to Lie groupoids, which would address, in particular, integrability questions [9] .
General definitions and properties of Lie algebroids

Transitive Lie algebroids
In this section we fix notations about transitive Lie algebroids. We refer to the monograph [22] for details. In order to get closer to noncommutative structures, we have written some of the structures presented here in an algebraic language.
for any X, Y ∈ A and f ∈ C ∞ (M) where Γ(T M) denotes as usual the space of smooth vector fields on M.
The notation A ρ → Γ(T M) will be used for a Lie algebroid A over the manifold M with anchor ρ. Using the Serre-Swan theorem, the requirement that A be a finite projective module makes the definition equivalent to the usual one using fiber bundle theory.
Let A The kernel L = ker ρ of a transitive Lie algebroid is a Lie algebroid with null anchor on M. It is well-known that there exists a locally trivial vector bundle in Lie algebras L such that L = Γ(L). The Lie bracket on L is inherited from the Lie bracket of the Lie algebra on which the fiber bundle L is modeled.
One can summarize the structure of a transitive Lie algebroid in the short exact sequence of Lie algebras and
Representation
Let E be a vector bundle over the manifold M. Denote by A(E) the associative algebra of smooth sections of the fiber bundle of endomorphisms End(E) of E and denote by D(E) the space of first-order differential operators on E with scalar symbols. Let σ : D(E) → Γ(T M) be the symbol map. Then
is the transitive Lie algebroid of derivations of E [18, 19] . A representation of a transitive Lie algebroid A ρ − → Γ(T M) on a vector bundle E → M is a morphism of Lie algebroids φ : A → D(E) [22] .
In that case one has the commutative diagram of exact rows
where 
∨ . means omission of the ith argument.
In this definition, φ(X)·s is the action of the first order differential operator φ(X) on a section s ∈ Γ(E). Because φ is a morphism of Lie algebras, one has
In the following, we are interested in three particular differential calculi constructed for three specific representations of A.
Let E = M × C. Then D(E) = Γ(T M) and the natural representation we consider is the anchor map of A. This space of forms is the one usually considered in the theory of Lie algebroids [2, 8, 9, 10, 15, 22] . It has been also used to define cohomologies on Lie algebroids. We will not enter into this subject here, and we refer to the aforementioned references for details.
Let E = L be the vector bundle for which L = Γ(L). There is a natural representation of A on L, called the adjoint representation. It is defined as follows. For any X ∈ A and any ℓ ∈ L, the Lie bracket ad X (ℓ) = [X, ℓ] is defined to be the unique element in L such that ι([X, ℓ]) = [X, ι(ℓ)], see [22] for instance.
) is the graded differential Lie algebra of forms on A with values in the kernel L associated to the adjoint representation.
Notice that this differential space is naturally a graded differential module on the graded commutative differential algebra Ω
• (A). Let E be a vector bundle which supports a representation φ of A. Then there is a natural induced representation φ of A on the vector bundle End(E) defined by φ(X)·a = [φ(X), a] for any X ∈ A and any a ∈ A(E) = Γ(End(E)).
Definition 3.4. (Ω
• (A, A(E)), d E ) is a graded differential algebra of forms on A with values in the associative algebra A(E) for the previously defined representation.
Notice that (Ω
is a graded differential module on this graded differential algebra.
Cartan operations
Let (Ω • (A, E), d φ ) be the graded differential space associated to a representation of E. For any X ∈ A and p ≥ 1, the inner operation i X :
When the differential complex is an algebra (Ω • (A) or Ω • (A, A(E)) for instance), i X is a graded derivation of degree −1 and L X is a graded derivation of degree 0.
These structures lead naturally to the following notion (see [16] for instance).
is given by the following data: for any X ∈ B, for any p ≥ 1, there is a map i X :
We will denote by (B, i, L) such a Cartan operation on (Ω
For instance, the kernel L of A defines a natural Cartan operation when the map i is restricted to elements in L ⊂ A.
Given such a Cartan operation (B, i, L), one can define horizontal, invariant and basic elements in Ω
• (A, E): Ω • (A, E) Hor will denote the the graded subspace of horizontal elements, Ω
• (A, E) Inv the graded subspace of invariant elements and Ω
Inv the graded subspace of basic elements.
This notion of Cartan operation will be relevant in order to characterize differential forms on Atiyah Lie algebroids in sub-section 4.2.
Gauge transformations
A locally trivial vector bundle E gives rise to the natural group of vertical automorphisms, which plays an important role in the theory of connections. Definition 3.6. The gauge group of E is the group of vertical automorphisms of the vector bundle E. It is denoted by Aut(E). This is the group of invertible elements in A(E).
If further structures are defined on E then it is possible to restrict the gauge group to vertical automorphisms compatible with these structures. For instance, an hermitean structure on E would give rise to the group of unitary elements in A(E) for the natural involution on this algebra induced by the hermitean structure. We will not use such an extra structure here, but many of the definitions and properties given below where gauge elements appear can be adapted to such a restriction.
Gauge transformations have been used to study the moduli space of irreducible Lie algebroids connections in [20] . The infinitesimal version of the gauge group of E is the Lie algebroid A(E). The diagram (2.1) then suggests to consider infinitesimal version of gauge transformations on a transitive Lie algebroid A in the following way: This definition, applied to the Atiyah Lie algebroid gives the usual infinitesimal gauge transformations of the principal fiber bundle (see 4.2) .
If L is equipped with supplementary structures, for instance a metric, infinitesimal gauge transformations can be required to be compatible in a suitable way with these structures. In that case, the space of infinitesimal gauge transformations can be strictly included in L.
Connections
The ordinary notion of connection on transitive Lie algebroid is the following.
Definition 3.8 ([22]). Let
The curvature of ∇ is defined to be the obstruction of being a morphism of Lie algebras:
For any connection ∇ there is an algebraic object which allows concrete computations. It is defined as follow. For any X ∈ A, let X = ρ(X). Then X − ∇ X ∈ ker ρ, so that there is an element α(X) ∈ L such that
Proposition 3.9. Let ∇ be a connection on the transitive Lie algebroid A.
for any ℓ ∈ L. It is called the connection 1-form of the connection ∇. Any
Proof. These assertions can be checked directly. 
Proof. This is just a straightforward calculation using standard relations on graded differential Lie algebras.
The connection 1-form α is called connection reform in [22] , but our sign convention (3.4) is just the opposite. The covariant differential defined above is the same as the one introduced in [22, p. 192] . Then, relation (3.5) can be compared with the formula given in [22, Proposition 5.2.21] where the covariant differential is used instead of the differential d. The Bianchi identity can be expressed using this covariant differential as D R = 0.
Let E be a vector bundle. 
connection on D(E). This defines the action of the gauge group Aut(E) on the space of connections on the Lie algebroid D(E).
Proof. This is just a straightforward verification.
We have seen that on A only infinitesimal gauge transformations make sense. We can define in a coherent way the action of infinitesimal gauge transformations using the previous situation as an archetype and the fact that, given a representation φ : A → D(E), a connection on A induces a connection on D(E).
Definition 3.12. The action of an infinitesimal gauge transformation
as a formal development in Taylor series in ξ of a connection ∇ ξ on A. Using the language of forms, one has:
where α is the connection 1-form associated to ∇.
One has L ξ α = −( dξ + [α, ξ]) so that the action of an infinitesimal gauge transformation on the connection 1-form is given by the Lie derivative of the connection 1-form along the direction of the infinitesimal gauge transformation.
The infinitesimal action of a gauge transformation ξ on the curvature is given
Proof. Straightforward computations.
The notion of connections on Lie algebroids admits generalizations under different names ( [14] and references therein): A-connections or A-derivatives. Let E be a vector bundle over M.
where we use the fact that the expression in the right-hand side is C
∞ (M)-linear on Γ(E) so that it is in ι(A(E)).
Such a A-connection on E is a "generalized representation" (on E) in the sense that the compatibility with Lie bracket is not required anymore and its curvature measures the failure to be a morphism of Lie algebras. A flat Aconnection is then a representation in the sense of 2.2 [14] .
In Definition 3.14, the Lie algebroid A is considered as a replacement of the space of vector fields on the base manifold M, so that ∇ E is a generalization of the ordinary notion of covariant derivatives on E. In particular, A is not required to be a transitive Lie algebroid.
Differential structures appear in the following easy to prove proposition.
Proposition 3.15. The space of A-connections on E is an affine space modeled over the vector space Ω 1 (A, A(E)).
Suppose now that φ : A → D(E) is a representation of A on E, and let
This accordingly completes the diagram (2.1) as
, which, for any X, Y ∈ A, can be computed as
The 2-form R E satisfies the Bianchi identity
Proposition 3.17. Let g ∈ Aut(E) be a gauge group element and let
In all these expressions products with g or g −1 take place in A(E).
It is easy to verify that this association ∇ E → ∇ E embeds the space of connections of the transitive Lie algebroid D(E) into the space of A-connections on E and that this injection is compatible with the notions of curvature and gauge transformations.
As mentioned before, Lie algebroids are commonly used as natural replacement of the space of vector fields on a manifold. We would like to use transitive Lie algebroids as replacement of (an infinitesimal version of) principal fiber bundles. This is possible because any principal fiber bundle gives rise to its Atiyah transitive Lie algebroid which encodes most of the differential and geometrical structures used in relation to connection theory [22, 21] . In this point of view, a vector bundle which carries a representation of a transitive Lie algebroid is a replacement of an associated vector bundle.
In this spirit, we define another notion of generalized connection in a purely algebraic way. 
As for infinitesimal gauge transformations, if L carries additional structures, some compatibility relations may be required on this 1-form, so that a priori the space of "compatible" generalized connections is strictly smaller than Ω 1 (A, L). As seen in Prop. 3.9, the usual notion of connection on A gives rise to a L-normalized 1-form α. This definition says that any 1-form can now plays the role of a connection on A. This definition is motivated by some relations we will establish in 4.3 with connections in noncommutative geometry.
Given a representation φ :
Obviously, all the A-connections on E can not be obtained in this way.
Using this relation between generalized connection 1-forms on A and induced A-connections on E, we can define the infinitesimal action of gauge transformations on generalized connection 1-forms in a coherent way. 
In an obvious way, the space of ordinary connections on A is contained in the space of generalized connection 1-forms and this inclusion is compatible with the notions of curvature and (infinitesimal) gauge transformation.
Relation to ordinary geometry and to noncommutative geometry
Trivial Lie algebroid
Let M be a manifold and g be a finite dimensional Lie algebra. Consider the vector bundle A = T M ⊕ (M × g). The space of smooth sections A = Γ(A) of A is a Lie algebroid for the following structure:
A is called the trivial Lie algebroid over M modeled on the Lie algebra g. We will use the (not common but convenient) notation TLA(M, g) for this Lie algebroid (Trivial Lie Algebroid).
TLA(M, g) is transitive and the vector bundle defining the kernel of ρ is the trivial vector bundle L = M × g. Trivial Lie algebroids are special cases of Atiyah Lie algebroids introduced in the next sub-section. The triviality comes from the triviality of the underlying principal fiber bundle.
The graded commutative differential algebra (Ω • (A), d A ) identifies with the total complex of the bigraded commutative algebra Ω
• (M) ⊗ • g * equipped with the two differential operators Let η be a representation of g on a vector space E. Then the trivial fiber bundle E = M × E carries a natural representation of TLA(M, g) which we denote by η also. The graded differential algebra (Ω • (A, A(E)), d E ) identifies with the total complex of the bigraded algebra Ω
• (M)⊗ • g * ⊗L(E) with an obvious differential. For further references, we shall denote by (Ω
At this stage, it is worth recalling that the underlying local fiber theory makes possible to study locally Lie algebroids as (local) trivial Lie algebroids [22] . A local description of A over an open subset U ⊂ M is an isomorphism of Lie algebroids S : TLA(U, g) 
for any X, Y ∈ Γ(T U ) and any f ∈ C ∞ (U ). For any X ∈ Γ(T U ) and any γ ∈ Γ(U × g), one has the compatibility relation
A transitive Lie algebroid can be completely characterized using a Lie algebroid atlas which is a collection of triples {(U i , Ψ i , ∇ 0,i )} i∈I such that i∈I U i = M and each triple (U i , Ψ i , ∇ 0,i ) is a local trivialization of A. The family (U i , Ψ i ) realizes a system of local trivializations of the fiber bundle in Lie algebras L. On any
These local structures will be used to examine relations between Atiyah Lie algebroids and similar structures in noncommutative geometry.
The Atiyah Lie algebroid of a principal bundle
Let P be a G-principal bundle over a smooth manifold M. Let π be its projection on M. Denote by R g : P → P, R g (p) = p·g, the right action of G on P. Denote by g the Lie algebra of the Lie group G.
Define the two spaces
They are Lie algebras: the Lie bracket on Γ(T P) restricts to Γ G (T P) and the Lie bracket on Γ(P, g), induced by the Lie bracket on g, restricts to Γ G (P, g).
. The first space defines vector fields on P which are projectable to the base manifold. We denote by π * : Γ G (T P) → Γ(T M) the well defined morphism of Lie algebras and C ∞ (M)-modules. For computational purposes, the property of R-invariance of a vector field X ∈ Γ(T P) is equivalent to the following property about its flow
The second space Γ G (P, g) is the space of ( R, Ad)-equivariant maps v : P → g, which is also the space of sections of the associated vector bundle P × Ad g.
For any ξ ∈ g denote by ξ P the fundamental (vertical) vector field on P associated to ξ for the right action R of G. The map ι :
is an injective morphism of Lie algebras and it is C ∞ (M)-linear.
Definition 4.1. The short exact sequence of Lie algebras and
as a transitive Lie algebroid over M. This is the well-known Atiyah Lie algebroid associated to P [3] .
We shall be interested in the description of the space of forms on the Lie algebroid Γ G (T P) with values in its kernel Γ G (P, g). To simplify notations, we denote it by (Ω 
From now on, we assume that the structure group G is connected and simply connected.
Then a map v : P → g is in Γ G (P, g) if and only if ξ P ·v + [ξ, v] = 0 for any ξ ∈ g. Let us introduce the following subspace of Γ(T P ⊕ (P × g)) = TLA(P, g):
The Lie algebra g equ defines a natural Cartan operation on the differential complex (Ω In [22] it is shown that the differential complex (Ω
, which ought to correspond to g equ -invariant forms in our terminology.
In order to prove Proposition 4.2, we need the following technical constructions and preliminary results.
Let Z be defined as the C ∞ (P)-module generated by g equ , and let define
We define the C ∞ (P)-linear map Γ(P × g) → Γ(T P), written as γ → γ P , by the following relation. For any p ∈ P,
is not the flow of the vector field γ P , except in two situations: for a constant γ ∈ g this corresponds to the usual definition of fundamental (vertical) vector fields, and for γ ∈ Γ G (P, g) this corresponds to the vector field −ι(γ).
By definition, any element z ∈ Z is a sum of elements of the type f (ξ P ⊕ ξ) where f ∈ C ∞ (P) and ξ ∈ g. Using the C ∞ (P)-linearity of γ → γ P , one shows that z = γ P ⊕ γ where γ ∈ Γ(P × g) is the projection of z ∈ Z ⊂ TLA(P, g) onto Γ(P × g).
Proposition 4.3.
1. For any v ∈ Γ G (P, g) and any γ P ⊕ γ ∈ Z, one has
Z is a Lie ideal and a C
Proof. 1. For any f ∈ C ∞ (P) and any ξ ∈ g, one has (f ξ v] , which shows the relation is true on the generators of Z of the type f (ξ P ⊕ ξ). 2. It is sufficient to establish the fact on an element f (ξ P ⊕ ξ) where f ∈ C ∞ (P) and ξ ∈ g. One has [X ⊕ γ, f (ξ
With X ⊕ γ ∈ g equ in the previous relation, one shows that Z is a Lie algebra. For any X ∈ Γ G (T P) and any ξ P ⊕ ξ ∈ g equ with ξ ∈ g, the Lie bracket [X ⊕ 0, ξ P ⊕ ξ] in TLA(P, g) takes the form [X, ξ P ] ⊕ 0. Recall that the flow φ X,t of X satisfies φ X,t (p·g) = φ X,t (p)·g for any g ∈ G and that the flow of ξ P is φ ξ,s (p) = p·e sξ . Then one has
By the previous result, this implies that [X ⊕ 0, ξ
Notice that in the proof we have shown that [Γ G (T P), g equ ] = 0. As a consequence of this proposition, one has the splitting of the short exact sequence of Lie algebroids over M
Proposition 4.4. Let U ⊂ M be an open subset which trivializes P and which is also a open subset for a chart on M. Then there exists a family {X
i } i=1,...,dim P of right invariant vector fields in Γ G (T P |U ) such that: 1. For any p ∈ P |U , {X i (p)} is a basis of T p P.
This family generates Γ G (T P |U ) as a C ∞ (U )-module and the decomposition
This family generates Γ(T P |U ) as a C ∞ (P |U )-module and the decomposition X = g i X i ∈ Γ(T P |U ) defines some unique functions g i ∈ C ∞ (P |U ).
Two such families differ by linear combinations whose coefficients are functions in C ∞ (U ).
We will call such a family a local family of generators in Γ G (T P).
Proof. In the local trivialization P |U ≃ U × G, denote by x = (x µ ) some local coordinates on U , so that we can write p ≃ (x, g) ∈ U × G with g ∈ G. One has T p P ≃ T x U ⊕ T g G. Denote by {e a } a basis of g, and consider the e a 's as left invariant vector fields on G so that they also define a basis of T g G at each point g ∈ G.
Consider a particular smooth vector field x → X(x) = X µ (x)∂ µ +X a (x)e a ∈ T x U ⊕ T e G whose coordinate functions do not depend on g ∈ G. Then, applying the right translation T (x,e) R g on these vectors, one gets a local right invariant vector fields (
Let us now begin with a smooth family x → X i (x) ∈ T x U ⊕ T e G of vector fields as before, for i = 1, . . . , dim P, which defines a basis of the vector space T x U ⊕ T e G for each x ∈ U . Then the family of right invariant extensions (x, g) → X
i (x, g) ∈ T x U ⊕T g G defines also a basis of the vector spaces T x U ⊕T g G for each (x, g) ∈ U × G. This is point 1.
Any right invariant vector field X ∈ Γ G (T P |U ) can be written as
)'s form a basis at each point. This is point 2.
Point 3 is proved similarly. Let us assume given a second family Y i ∈ Γ G (T P |U ) of right invariant vector fields with the same properties. Then using point 2, there are unique functions α
Corollary 4.5. Γ G (T P)
generates the space Γ(T P) as a C ∞ (P)-module and N generates the space TLA(P, g) as a C ∞ (P)-module.
Proof. Using the structure of C ∞ (M)-module of Γ(T P) and a partition of unity subordinated to a covering of M by open subsets which both trivialize P and are open subsets for charts on M, the problem is to show that Γ G (T P |U ) generates Γ(T P |U ) as a C ∞ (U )-module for such any open subset U ⊂ M. This is a direct consequence of point 3 of Proposition 4.4.
Any element X ⊕ γ ∈ TLA(P, g) can be written as (X − γ P ) ⊕ 0 + (γ P ⊕ γ) where γ P ⊕ γ ∈ Z. Thus, it remains to show that the vector field X − γ P is in the C ∞ (P)-module generated by Γ G (T P), which is indeed the case by the previous result.
Proof of Proposition 4.2. Recall that Ω
• TLA (P, g) is the space of forms from TLA(P, g) to g. Let us define a canonical map
For any ω ∈ Ω r TLA (P, g) gequ , we define α = λ( ω) ∈ Ω r Lie (P, g) as follows. To any X 1 , . . . , X r ∈ Γ G (T P), we associate any X 1 , . . . , X r ∈ N such that ρ P (
is well defined because, as a g equ -horizontal form, ω vanishes on g equ , and so on Z. For any ξ P ⊕ ξ ∈ g equ , the Lie derivative in the direction ξ P ⊕ ξ takes the explicit form
The commutators [ξ P ⊕ ξ, X i ] are in Z because X i ∈ N and ξ P ⊕ ξ ∈ Z, so that each term in the last sum is zero. The g equ -invariance of ω then im-
, which means that
). When applied to invariant forms and to elements in N = Γ G (T P) ⊕ Z, the differential d TLA = d+s ′ reduces to the differential d given by (4.4). The defined map is then a morphism of differential graded complexes.
The injectivity of λ is a consequence of Corollary 4.5: if α(X 1 , . . . , X r ) = 0 for any
. . , X r ∈ N , so that ω = 0 by C ∞ (P)-linearity. Let us show that λ is surjective. It is sufficient to work over a subset U ⊂ M which trivializes P. Consider a local family
|U with values in maps P |U → g given by
for any z k ∈ Z |U . Because two local families of generators in Γ G (T P |U ) are related by functions in C ∞ (U ) and because α is C ∞ (U )-linear, this definition makes sense and does not depend on the choice of the local family of generators in Γ G (T P).
Using the uniqueness of the decomposition X = g i X i ∈ Γ(T P |U ) we can impose C ∞ (P |U )-linearity on ω in order to extend ω as a C ∞ (P |U )-multilinear antisymmetric map defined on (Γ(T P |U ⊕ (U × g)) r = TLA(P |U , g) r , so that ω ∈ Ω r TLA (P |U , g). Once again, note that this extension is well defined because changing the local families of generators in Γ G (T P |U ) requires only coefficients in C ∞ (U ) for which linearity is already given. By construction ω is g equ -horizontal. Using the fact that α(X i1 , . . . , X ir ) ∈ Γ G (P |U , g), it is easy to show, using (4.6), that ω is g equ -invariant. This means that ω ∈ Ω r TLA (P |U , g) gequ .
Let us now consider connections of the Atiyah Lie algebroid. It is wellknown that connections on the Atiyah Lie algebroid are exactly connections on the principal fiber bundle from which this Lie algebroid is constructed. The splitting ∇ : Γ(T M) → Γ G (T P) corresponds to the horizontal lift X → X h defined by the connection 1-form ω on the principal fiber bundle.
In terms of differential forms, the connection 1-form ω on P is an element of Ω 1 (P) ⊗ g which is ( R, Ad)-equivariant and normalized on vertical vector fields by ω(ξ P ) = ξ for any ξ ∈ g. We consider ω as an element of
Recall that θ(ξ) = ξ for any ξ ∈ g. We can extend θ by C ∞ (P)-linearity to an element θ ∈ C ∞ (P) ⊗ 1 g * ⊗ g so that θ(γ) = γ for any γ : P → g. Then, for any ξ ∈ g and γ : P → g, one has (
It is now easy to show that the 1-form ω = ω − θ ∈ Ω 1 TLA (P, g) is g equ -basic, and that
corresponds by Proposition 4.2 to the 1-form α ∈ Ω 1 Lie (P, g) associated in Proposition 3.9 to the connection ∇. Conversely, Proposition 4.2 associates to a 1-form
) which is basic for the Cartan operation of g equ . Necessarily one has ω = ω − θ where ω ∈ Ω 1 (P) ⊗ g has the properties of an ordinary connection 1-form on P. The curvature of α as a Lie algebroid connection is given by the expression
where Ω is the curvature of the connection ω. Using the usual properties of the curvature 2-form Ω ∈ Ω 2 (P) ⊗ g, it is readily shown that as an element in Ω 2 TLA (P, g) it is g equ -basic. By Proposition 4.2 and the previous relations, Ω ∈ Ω 2 TLA (P, g) gequ corresponds to R ∈ Ω 2 Lie (P, g). In the same way, to any generalized connection 1-form α on Γ G (T P) in the sense of Definition 3.18, one can associate by Proposition 4.2 a 1-form
which is basic for the Cartan operation of g equ . Note that ω and φ are g equinvariant, but ω is not necessarily a connection 1-form on P and φ is not necessarily related to the Maurer-Cartan form on G.
Let E be a vector space and ℓ g : E → E be a linear representation of the structure group G. Denote by E = P × ℓ E the associated vector bundle. Recall that the space of sections of E is given by
E carries a natural representation of the Lie algebroid Γ G (T P) given by
Denote by End(E) the space of linear operators on the vector space E and by η the representation of the Lie algebra g on E induced by ℓ, so that η(v) ∈ End(E) for any v ∈ g. The kernel A(E) of D(E) as a transitive Lie algebroid is
The Lie algebra g equ defines a Cartan operation on the graded differential algebra (Ω
the graded differential sub-algebra of basic elements for this operation. By adapting the proof of Proposition 4.2, one shows that
This identification permits to associate to any
which is basic for the Cartan operation of g equ . As already recalled, it is well known that Γ G (P, g) is the Lie algebra of the gauge group of the principal fiber bundle P. The notion of infinitesimal gauge transformations given by Definition 3.7 and the corresponding action on connections given by Definition 3.12 (and its explicit expression on the connection 1-forms given by Proposition 3.13) turn out to be generalizations of those obtained in the context of the Atiyah Lie algebroid. For Atiyah Lie algebroids, one can define gauge transformations as vertical automorphisms of the principal fiber bundle P, so that the gauge group turns out to be well defined in this case.
Local trivializations of the Lie algebroid Γ G (T P) are constructed using local trivializations of the principal fiber bundle P. Let {(U i , ϕ i )} be a system of trivializations of P, with ϕ i :
is decomposed over U i into two pieces: X = π * (X) ∈ Γ(U ) and γ i : U i → g. The explicit expressions for the triples (U i , Ψ i , ∇ 0,i ) are given by:
All the relations which are required to be satisfied both by the α ij 's and the χ ij 's can be easily established using some standard computations performed in the theory of fiber bundles. This description of Γ G (T P) in terms of local trivializations will be used in the next sub-section.
The Lie algebroid of the derivations of the endomorphism algebra
The Lie algebroid described in this sub-section takes its roots into a particular situation well studied in the context of the derivations based noncommutative geometry. This example will help us to understand the relationship between the generalized notions of connections on Lie algebroids and in noncommutative geometry.
Let E be a SL(n, C)-vector bundle over the manifold M with fiber C n . Consider End(E), the fiber bundle of endomorphisms of E. We shortly denote by A the algebra of sections of End(E) (previously denoted by A(E)). This is the algebra of the endomorphism algebra of a SL(n, C)-vector bundle.
This algebra has been studied from the point of view of its noncommutative geometry based on derivations [13, 24] . In Appendix A, a brief review is given for the essential structures introduced according to this noncommutative geometry. The noncommutative geometry of the endomorphism algebra A presented here has been summarized in [25] . Here we collect only the necessary results to render explicit the relationship with the notion of connection on Lie algebroids.
Let us denote by Der(A) the Lie algebra of derivations of A. This is also a module over the center of A, which is C 
defines Der(A) as a transitive Lie algebroid over M, with ι = ad [13] . Let P be the principal SL(n, C)-fiber bundle to which E (and then End(E)) is associated and consider its Atiyah Lie algebroid Γ G (T P).
Let {(U i , ϕ i )} be a system of local trivializations of P, with ϕ i :
. This also defines a system of trivializations of End(E). Denote by Ψ i :
Let θ be the Maurer-Cartan form on SL(n, C). Let π 2 : U i × SL(n, C) → SL(n, C) be the projection on the second factor. Then ω i = ϕ * i π * 2 θ is a local flat connection on P |Ui . This flat connection defines a covariant derivative ∇ 0,i on End(E |Ui ), which is also a derivation of A |Ui . Then the triples (U i , Ψ i , ∇ 0,i ) define an Lie algebroid atlas for Der(A).
Any element X ∈ Der(A) can be written locally as X i = X ⊕ γ i , with Tr(γ i ) = 0. The gluing relations of these trivializations on In both cases, the local descriptions of an element of these Lie algebroids is given by (X, γ) on U ⊂ M. For Der(A), γ is promoted to an inner derivation ad γ acting on A |U and for Γ G (T P), γ is promoted to a vertical vector field in Γ G (T P |U ).
Denote by (Ω 
for any ω ∈ Ω It has been shown in [13] (see also [25] ) that the splittings as C ∞ (M)-modules of the short exact sequence (4.10) are in one-to-one correspondence with connections on the vector bundle E. To any connection ∇ E on E, it can be associated a unique noncommutative 1-form α ∈ Ω 1 Der (A) such that
where ∇ is the connection on the vector bundle End(E) induced by ∇ E . This construction leads to the fact that any connection on E defines a noncommutative connection on the right A-module M = A, the one determined by this noncommutative 1-form α by Proposition A.8.
In [13] , it is proved that the space of noncommutative connections on the right A-module M = A contains the space of connections on E and that this inclusion is compatible with the notions of curvature and gauge transformations.
This result must be compared with similar properties carried by connections on transitive Lie algebroids. The relation (4.11) is the same as the expression (3.3) which defines a similar 1-form on a transitive Lie algebroid. In fact, they both rewrite the splitting given by ∇ of the corresponding short exact sequence in terms of algebraic objects. With the identifications of the spaces of forms, it is clear that the obtained 1-forms in these two situations are the same:
Locally, any section s of the vector bundle E is trivialized as s i : U i → C n . The gluing relations between these trivializations are given by s i = g ij s j . For any X ∈ Der(A) written locally as X i = X ⊕ γ i , with Tr(γ i ) = 0, and for any s ∈ Γ(E), a straightforward computation shows that
which means that there is a well-defined representation φ : Der(A) → D(E). Proof. The isomorphism between 1 and 2 is a trivial consequence of Proposition 4.7 and the fact that the representations of these two Lie algebroids on E are the same as it can be easily checked. Moreover, a Der(A)-connection on E is completely determined by its as-
Lie (A) (Proposition 3.16). As a 1-form in Ω 1 Der (A) (Proposition 4.9), ω E determines an unique noncommutative connection (Proposition A.8). As already noticed, the gauge group Aut(E) is the space of invertible elements in A(E) = A, so that it coincides with the gauge group of the A-module M = A (Proposition A.8).
The identification between connections is compatible with the various expressions for curvatures and gauge transformations (Propositions 3.16, 3.17 and A.8).
Let us say that a noncommutative connection on the right A-module M = A is traceless if its noncommutative 1-form is traceless. Notice that ordinary connections on E give rise to traceless noncommutative connections. Then one has: In order to see that, one has to introduce a bigger algebra B = C ∞ (P)⊗M n , which is the algebra of matrix valued functions on P. Then the algebra A identifies with
The Lie algebra of derivations of B has the following trivial structure:
) is the de Rham differential calculus on the manifold P, and (Ω
′ ) is the noncommutative derivation-based differential calculus on the matrix algebra M n . This differential calculus is described in Proposition A.9.
As in 4.2, let us define g equ = {ξ v + ad ξ / ξ ∈ sl n }. . Now, with E = C n , one has L(E) = M n , so that it is straightforward to check the following:
Obviously, Proposition 4.9 can be proved again with these two last results. For this particular transitive Lie algebroid, besides the notion of infinitesimal gauge transformations as defined in Definition 3.7, one has the notion of gauge transformations when a A-module is given. These gauge transformations are defined using the noncommutative framework, and they exactly coincide with the usual notion of gauge transformations on the associated principal fiber bundle P for the right A-module A itself. However, as for gauge transformations on Lie algebroids, notice that this definition requires a representation of the algebra implementing the underlying symmetry.
Conclusions
In this paper we have exhibited relations between ordinary connections on principal fiber bundles, connections and their generalizations on transitive Lie algebroids (A-connections, generalized connection 1-forms) and connections in the framework of the derivation-based noncommutative geometry. The Atiyah transitive Lie algebroid appears as the common corner stone on which all these notions of connections turn out to be explicitly formulated and compared.
In particular, we have shown that the space of generalized connections on the Atiyah transitive Lie algebroid of a SL(n, C)-principal fiber bundle is isomorphic to the space of noncommutative connections on the derivation-based noncommutative geometry of the algebra of endomorphisms of a C n -vector bundle associated to this principal fiber bundle. In this correspondence, gauge transformations are compatible. 
A.2. Noncommutative connections
Connections on noncommutative algebras are defined using modules, which play the role of representations of the algebra. Let M be a right A-module. The gauge group is identified with the invertible elements g ∈ A by Φ g (a) = ga and the gauge transformations on ∇ take the explicit form ω → ω g = g −1 ωg+ g −1 dg and Ω → Ω g = g −1 Ωg. ∇ 0 X , defined by a → X·a, is a noncommutative connection on A.
A.3. The matrix algebra
Let us describe the derivation-based noncommutative geometries of the finite dimensional algebra of complex n × n matrices A = M n (C) = M n . We refer to [11, 12, 23] for further properties.
Proposition A.9. One has:
• Z(M n ) = C.
• Der(M n ) = Int(M n ) ≃ sl n = sl(n, C) (traceless matrices). The explicit isomorphism associates to any γ ∈ sl n (C) the derivation ad γ : a → [γ, a].
• Ω • There exits a canonical noncommutative 1-form iθ ∈ Ω • iθ satisfies the relation d ′ (iθ) − (iθ) 2 = 0. This makes iθ looks very much like the Maurer-Cartan form in the geometry of Lie groups (here SL n (C)).
• For any a ∈ M n , one has d ′ a = [iθ, a] ∈ Ω
