Proteins were classified into their families using a classification tree method which is based on the coefficient of variations of physico-chemical and geometrical properties of the secondary structures of proteins. The tree method uses as splitting criterion the increase in purity when a node is split into two subnodes and the size of the tree is controlled by a threshold level for the improvement of the apparent misclassification rate (AMR) of the tree after each splitting step. The classification tree method seems effective in reproducing similar structural groupings as the method of dynamic programming. For comparison, we also used another two methods: neural networks and support vector machines. We could show that the presented classification tree method performs better in classifying proteins into their families. The presented algorithm might be suitable for a rapid preliminary classification of proteins into their corresponding families.
Introduction
Proteins are macromolecular products of the cellular biosynthetic machinery and consist of a linear chain of amino acids, which is encoded by the sequence of nucleotides in the DNA. While currently the primary structure (amino acid sequence) of tens of thousands of proteins is known, the tertiary structure Table 1 The groups and families of the proteins used for the classification tree algorithm (three-dimensional folding) of only a few hundred sequences have been solved. The tertiary structure is built up of secondary structure elements whose main components are -helices and -strands which are connected via short loops of amino acids. The three-dimensional structure of a protein can be described by a set of variables which are functions of the angles and distances between the secondary structure elements [1] . Using data derived from these variables (see method) we used a classification tree method in order to classify and identify families of a set of 75 proteins with known structures (Table 1 ). The classification tree method is a non-parametric discrimination method and therefore it is a distribution-free method.
The results obtained by applying the classification tree method are compared with the findings of Orengo et al. [2] , who used the dynamic programming method, an elaborate and a time-consuming method, to study the same set of proteins.
The results of the presented tree classification algorithm are also related to the results obtained after training a neural network on our data. The surge of interest in neural networks over the last years and their ability for generalised pattern recognition has also led to their application in predicting protein classes and secondary structures [3, 4] . The comparison shows that under certain conditions the tree method gives considerably better results than the neural network.
In addition, the protein structures were classified using support vector machines (SVM) [5] . The tree method may be advantageous in classifying the proteins into their families.
Methods
Various physico-chemical and geometrical measures have been suggested to classify proteins [6, 2] . In this study, we use a set of eight variables per protein for the classification process. Seven of these variables are derived from measurements between secondary structures as defined by Orengo et al. [2] . We also added another variable which is a measure of the size of the protein and is defined as the number of possible interactions between secondary structures of the protein (v 1 =n(n−1)/2, n being the number of secondary structures). The following list summarises the variables used for classifying proteins (see also Fig. 1 as the coefficient of variation (CV). The CV is defined as the standard deviation divided by the mean and it is independent of the units of the measurement. It can be used to summarise the distribution of each measured variable and is commonly used in biological sciences for distribution comparisons [7] . This statistic has already been used for classifying successfully a small set of proteins by Zintzaras et al. [8] . In the following analysis, the v 1 and the CVs of the variables v 2 .v 8 were used for classifying the 75 protein structures (Table 2 shows these data for typical proteins of each family). The classification tree method was applied to these variables as follows: if v 1 .v 8 are the derived variables (the v 1 and the CVs of v 1 .v 8 , respectively) of each protein, the method first sorts the individual proteins according to each variable. It then finds for each variable the point that results in the best split, i.e. the split which results in the purest subsets. After choosing the variable with the overall best possible split the data set is divided into two subsets. Finally, in a recursive manner, the subsets are split according to the same procedure as the initial data set.
The partition algorithm is represented as a tree. The node t is split into two subnodes t l and t r in such a way that the subnodes are purer than the original node. The proportion of individual proteins in t that go to t l and t r are p l and p r , respectively. A node is pure if it contains only individuals from one class. The goodness of a split, s, is defined by the increase in purity D(s) and is given by
where
is the proportion of individuals of class i in node t and c is the number of different classes [1] .
The measure of performance of the classification tree is the resubstitution estimate (R) of the true misclassification rate. This is the estimate of the proportion of misclassified individuals by using the resubstitution method. Using the resubstitution method, a tree is constructed with the data of the 75 proteins as a training set and we see how the tree classifies each protein [9] .
The tree is growing in the following way: each time after a split classes are assigned to the new nodes using the majority rule and the AMR of the tree is calculated. If the split improves the AMR by a certain percentage the split is performed, otherwise the node becomes a terminal node [1, 8] .
Orengo et al. [2] have developed a method for classifying protein families. The method first recognises related proteins by sequence similarity and subsequently performs detailed structural comparison to establish a set of unique fold families. The proteins are structurally compared using dynamic programming which obtains the optimal alignment between every pair of protein structures [10] .
The neural networks were constructed using the Stuttgart neural network simulator (SNNS) [11] . The nets constructed possess eight input units (corresponding to the eight variables), two hidden layers with ten and six units and four, respectively, 15 output units. The standard backpropagation algorithm has been used for learning with a learning parameter, , of 0.2. The variables v 1 .v 8 were used for input. For this purpose v 1 was normalised before training. For learning the data set of 75 proteins has been split into a training set of 50 proteins and a validation set of 25 proteins. Every ten training cycles learning was interrupted and the error on the validation set was calculated. Learning was stopped in the minimum of the validation set error. At this point the net generalises best. If learning is continued, overtraining occurs and the performance of the net on the whole data decreases, despite the fact that the error on the training set still gets smaller.
For pruning, the method of finding the "non-contributing units" has been used. Again, standard backpropagation was used as learning function with 1000 cycles for the first training and 100 cycles for each retraining. Only pruning of input nodes was allowed, no hidden units were pruned.
Another classification technique that has become popular in recent years is support vector machines (SVMs) [5] . The 75 proteins of our study represent a multi-class problem, since they can either be assigned to four groups or fifteen families. Originally, SVMs could only be applied to binary clustering problems, but in recent years variants have been developed, that can also cope with multi-class problems. We used libSVM 2.6 [12] for this purpose. As a pre-processing step, the eight variables (v 1 .v 8 ) were scaled to the range of −1 to 1 with a libSVM utility program and were then used for classification.
Results
The 75 proteins belong to four groups and each group consists of families; in total there are fifteen families. The groups are predominantly proteins, predominantly proteins, serine proteases and mixed proteins (Table 1) .
Classification trees
We applied the tree method to the data of the 75 and when a 6% improvement in the AMR was used as threshold a tree with four terminal nodes resulted (Fig. 2) . The misclassification rate of the tree is R=48%. Most proteins from the same groups are segregated in the four terminal nodes. The only discrepancies are the cytochromes (Cyt), which are mixed with the serine proteases, and the mixed family and the copper and calcium binding proteins (Cop, Cal) as well as the hemerythrins (Hem), which too are mixed with proteins from the mixed family group. However, overall the tree method based on the proposed eight variables was able to identify the four main groups of proteins. Table 1 ). The threshold for splitting a node was based on a 6% improvement of the AMR. At each terminal node the number of individuals from each protein family is shown. In terminal node 5 for instance there are three members of the cytochromes (3XCyt) and thirteen members of the family of serine proteases (13XSer).
When the threshold value for improvement is reduced, the size of the tree increases. The maximum tree consists of terminal nodes equal to the number of proteins, i.e. 75. By varying this threshold a tree results with terminal nodes that represents the protein families.
When a 2% improvement for the AMR is used as threshold a tree with 14 terminal nodes is generated and the misclassification rate of the whole tree is R = 12% (Fig. 3) . Two cytochromes are mixed with the lysozymes (node 8) and the copper binding proteins (node 17). In addition one calcium binding protein is mixed with the lysozymes (node 8). The method has also problems to separate subtilisins and dinucleotide binding proteins (nodes 22 and 26). And finally the immunoglobins heavy and light chains are segregated together in one terminal node (node 15).
In general, the tree method together with the eight proposed variables (v 1 .v 8 ) classified the proteins into their families. The most used variables for growing the tree are v 1 and v 2 with three splits each. But also v 3 , v 5 and v 7 are important with two splits each. However, two variables (v 6 and v 8 ) were not involved in the construction of the tree at all.
The dynamic programming method of Orengo et al. [2] has classified the 75 proteins to their families successfully; however, the method has not been applied for classifying the proteins to their groups.
Neural nets
We also used neural nets for the classification of proteins. In particular, we used the Stuttgart Neural Network Simulator (SNNS) to construct and train two networks to classify the proteins into their groups and families, respectively (for detail on how the nets were trained see methods). We used a training and Fig. 3 . Using a splitting threshold of 2% a much more detailed tree of the protein groups and families can be obtained. Below each terminal node the family is shown to which the node has been assigned according to the majority rule. Fig. 4 . Development of the mean square error (MSE) for the validation and the trainings set during the learning phase of the net which was used to classify protein families. The arrow points to the minimum of the MSE of the validation set which it reaches after 1080 learning cycles. For details on training parameters see methods.
a validation set to decide on the optimal number of learning cycles. Fig. 4 shows the results of a learning session for the net which was trained to identify individual protein families. The mean square errors (MSE) of the training set as well as the validation set keep decreasing until cycle 1080, where the error for the validation set reaches a minimum and begins increasing again. This is the point when overtraining starts and the training of the net has to be stopped.
After training the two nets (for group and family identification) to this optimum the ability of the nets to classify the 75 proteins was tested. After presenting a specific input pattern (v 1 .v 8 ) the output unit with the highest value decided on group or family membership. The results are summarised in Table 3. Table 3 Classification results of the 75 proteins for classification trees, neural nets and support vector machines. For group classification the proteins were assigned to four different groups and for family classification the proteins were assigned to 15 different families (see Table 1 For group classification, the neural net method resulted in less misclassifications while the classification tree method performed much better when the proteins were classified into families.
To find out if the neural network method predominantly uses the same input variables as the tree method, we used a pruning algorithm provided by SNNS to successively prune the least important input node. Fig. 5 shows the result after four pruning steps. The order in which the input nodes were pruned is
Support vector machines
For a further comparison we used the SVM package libSVM of Chang and Lin [12] . The protein data were scaled and then classified using the radial basis function (RBF) kernel and a five-fold cross validation. The parameters gamma and C fine tune the behaviour of the radial basis function. Gamma influences the width of the RBF and controls the generalization vs. overfitting behaviour. C is a cost factor associated with misclassified examples. To find optimal values for both parameters, the 2D parameter space was sampled at regular intervals (on a logarithmic scale) and a contour map of the resulting cross validation accuracy is generated. As can be seen in Fig. 6 , the highest accuracy for family classification of 68% was achieved for C = 2 6.8 = 111.4 and = 2 −3.3 = 0.1. This translates to a misclassification rate of 24/75 (Table 3) for the classification of protein families. For the classification of groups the misclassification rate was 8/75 with optimal C = 32 and = 0.5.
Discussion
The results indicate that the derived variables (CVs) may be used for classifying proteins into their families. The classification tree has some advantages over other conventional multivariate methods [9] like linear discriminant analysis, because it allows to see the structure of the data at each growing stage of the algorithm. Using a large threshold of 6% (which gives rise to few terminal nodes) the four major groups of proteins could be identified (Fig. 2) . Using a smaller value of 2% the classification process reproduced most of the individual protein families (Fig. 3) .
It is not surprising that the most polluted group in Fig. 2 is the mixed family group. As the name indicates, this group contains a mixture of families which do not share such clearly defined properties as the -helix or -strand groups. Under these considerations the classification results are surprisingly good and indicate that other common properties have been used by the tree algorithm. Although the classification into individual family using a lower threshold is not perfect (Fig. 3) , there are only relatively few exceptions. In most cases families were grouped together, which belong to the same group (nodes Fig. 5 . Diagram of the neural network which classified protein families after several pruning steps of input nodes. The net consists of an input layer with 8 units (I1-I8), two hidden layers with ten and six units (H11-H110 and H21-H26) and an output layer with 15 units (O1-O15). Initially the network is completely connected, but after pruning of the input units from I5 to I8 their links are no longer shown. 8, 15, 22, 26) . Only once, families of different groups were mixed when cytochromes and copper binding proteins were assigned to the same terminal node (node 17).
The analysis of the variables used for the thirteen splits in Fig. 3 shows that v 1 and v 2 are used most often (three times), but one dominant variable does not exist. Instead it is more interesting that v 6 and v 8 have not been used at all. It seems that the hydrophobic moment vector angles (v 6 ) and the connecting loop length (v 8 ) are not relevant for the classification process.
The described method cannot only be used for classification, but also to predict the family of a new protein. For this purpose the variables v 1 .v 8 have to be measured for the new protein. The protein can then be dropped into the tree which has been constructed with well-known proteins. The algorithm then uses the splitting variables and values calculated for the construction of the tree and assigns the unknown protein to a terminal node. The family assigned to this node is the predicted family of the new protein.
The dynamic programming method classifies successfully the proteins into their families, as it was anticipated, since it is a method based on a detailed topological analysis of the protein structures. However, the method can be used only on powerful machines, it is complicated and time consuming.
Using the Stuttgart Neural Network Simulator we constructed two feedforward nets and compared their ability to classify the proteins of our data set with the results of the classification tree method. When the neural nets were used to identify the four major groups ( -helix, -strands, serine proteases and mixed) there were only two misclassifications in contrast to 13 for the tree method. However, the situation was reversed when the aim was to identify the 15 different families. The tree method had only nine false classifications while there were 26 for the neural network. As can be seen from Fig. 2 , the most mistakes of the tree method were in assigning proteins to the mixed family group (ten out of 30 are assigned erroneously). As mentioned earlier, the mixed family group is a very heterogeneous group which makes it difficult for the tree method to identify. The bad performance of the neural net in classifying individual protein families is probably caused by the small size of our data set. Considering that the data set had to be split (for creating a training and validation set) and two neural nets had to be constructed and trained, it seems that especially for small data sets the presented classification tree method is superior and simpler to use compared to the neural network approach.
In Fig. 5 , the results after four successive rounds of input node pruning are shown. The pruning algorithm provided by SNNS removes the least important node and retrains the net afterwards. The input nodes were removed in the order I5 (v 5 ), I6 (v 6 ), I7 (v 7 ) and I8 (v 8 ). Although difficult to compare it seems that for both methods the derived variables v 1 .v 4 are more relevant than the variables v 5 .v 8 .
Support vector machines performed very badly in classifying proteins into their families. The family results are similar to the high misclassification rate of neural nets. While neural nets performed significantly better than the tree method in classifying proteins into their groups, the results of SVMs are in between the misclassification rate of classification trees and neural nets. For the classification of families, the tree method outperformed both, SVMs and neural nets.
The classification tree method may be advantageous to support vector machine analysis and to neural networks when a small data set (e.g. 75 individuals) is considered. The classification tree method could provide a fast and preliminary analysis, and a more detailed topological analysis can afterwards be provided by more elaborate methods such as the dynamic programming method Orengo et al. [2] .
Summary
In this paper, a classification tree method for classifying proteins into their groups and families, based on physico-chemical and geometrical measures of their secondary structures is described. The results were compared with the findings of three other methods: dynamic programming, neural networks and support vector machines. The tree method produces similar structural groupings with the dynamic programming, and may perform better than neural networks and support vector machines in classifying proteins into their families.
