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 Sommario
La relazione illustra gli obiettivi, i risultati e il processo di sviluppo seguiti du-
rante la realizzazione del progetto di tesi, il quale è stato realizzato in collabora-
zione con il Laboratorio di Domotica presso l’Istituto di Scienza e Tecnologie 
dell’Informazione ISTI “Alessandro Faedo” del CNR di Pisa.
Lo scopo del progetto è stato quello di sviluppare un sistema di apprendimento 
automatico che fosse in grado di imparare le abitudini di un utente di un sistema 
domotico al fine di configurare automaticamente i dispositivi facenti parte del-
l'impianto.
Sono stati analizzati diversi meccanismi di apprendimento e si è poi optato per 
un classificatore  bayesiano che, eseguendo un'analisi dei dati di utilizzo dei di-
spositivi, fosse in grado di apprendere le azioni ricorrenti e di  offrire la possibili-
tà di sostituirsi all'utente nell'esecuzione delle medesime.
Allo scopo di illustrare i risultati teorici  è stato realizzato un prototipo con il 
quale sono stati eseguiti dei test su un insieme di dati che simulavano quelli rac-
colti durante l'utilizzo del sistema. Anche se le informazioni utilizzate non sono 
derivate da un'installazione reale e l'arco di tempo durante il quale sono state rac-
colte si limita a quello dello svolgimento della tesi, i risultati ottenuti in questa 
fase sono stati positivi. Infatti il programma individua correttamente le azioni più 
comuni, a partire da queste produce opportunamente delle regole e  queste ven-
gono infine schedulate ed eseguite al momento opportuno.
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1 Lo stato dell'arte della domotica
1.1 Cos'è la domotica
Il termine “domotica” deriva dal greco domos (δοµος) che significa casa e ti-
cos (τικος) - suffisso che indica le discipline di applicazione1. Con tale termine si 
indica l'insieme delle tecnologie atte a migliorare la qualità della vita della casa o 
più in generale di qualunque ambiente frequentato da esseri umani.
La domotica nasce allo scopo di fornire i seguenti servizi2:
• comfort:
l'ambiente domestico può essere adattato alle abitudini e alle esigenze, anche 
particolari (come ad esempio quelle di disabili ed anziani), degli abitanti;
• sicurezza:
grazie al monitoraggio automatico e costante degli ambienti, un sistema do-
motico è in grado di reagire prontamente a situazioni potenzialmente perico-
lose (quali possono essere le fughe di gas, i cortocircuiti e le intrusioni);
• prolungamento dell'autonomia:
persone con bisogni particolari, quali possono essere disabili e anziani, posso-
no sfruttare quanto offerto dal sistema domotico per mantenere la loro indi-
pendenza;
• risparmio energetico:
attraverso il controllo del sistema è possibile ottenere informazioni che per-
mettono una distribuzione più efficiente dei carichi energetici consentendo 
1 http://it.wikipedia.org/wiki/Domotica 
2 (Bianchi Bandinelli R, 2007)
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una gestione più accurata dei consumi;
• divertimento:
è  possibile  usufruire  delle  più  moderne  tecnologie  multimediali  al  fine  di 
adattare l'ambiente ai gusti dell'utente;
• controllo remoto:
il controllo sulla casa può essere facilmente centralizzato e monitorato anche 
da postazioni remote (ad esempio via internet o via telefono)
• accesso a servizi esterni:
grazie all'uso di residental gateway è possibile accedere ed interagire con pro-
vider di servizi esterni (ne è un esempio il ricevitore digitale terrestre).
Una prima osservazione che può essere fatta è che è possibile ottenere alcuni 
di questi stessi risultati pur senza ricorrere all'installazione di un sistema domoti-
co. Nella progettazione e costruzioni di  abitazioni tradizionali si hanno a disposi-
zione una serie di impianti separati (ad esempio elettrico, idrico, riscaldamento, 
allarme) che permettono di ottenere alcuni  dei servizi  descritti in precedenza. 
Ciò che contraddistingue e rende preferibile l'utilizzo della domotica è che 
tale   tecnologia  permette  l'integrazione  degli  impianti  tecnologici  presenti  in 
un’abitazione. 
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1.2 Classificazione dei sistemi domotici
L'ultimo decennio ha visto un continuo proliferare di sistemi dedicati all'auto-
mazione della casa. L'aumentare della concorrenza ha conseguentemente portato 
un aumento dell'offerta e una diminuzione dei prezzi. Se da un lato questo ha fa-
vorito la diffusione di tali sistemi, dall'altro è diventa sempre più difficile, sia per 
l'utente finale che per il personale tecnico (installatori e progettisti), riuscire a di-
stricarsi all'interno di un mercato  ricco di alternative. In questo contesto ad innu-
merevoli soluzioni a buon mercato, ma poco documentate e di dubbia affidabili-
tà, si contrappongono sistemi standard per i quali è difficile mantenere dei costi 
contenuti. I sistemi standard possono essere suddivisi in due categorie: proprieta-
ri e aperti3. 
I sistemi proprietari hanno la caratteristica di essere sviluppati da un singolo 
produttore. I vantaggi di questi sistemi sono molteplici. Sono ampiamente dispo-
nibili sul mercato  con dei costi  generalmente competitivi e rendono semplice la 
realizzazione di impianti medio/piccoli. D'altro canto il costruttore ha interesse 
che le specifiche dei propri prodotti non vengano divulgate in modo da impedirne 
la produzione da parte di terzi. Conseguentemente l'utente finale è soggetto ad 
una certa dipendenza commerciale nei confronti del costruttore con tutti i  relativi 
svantaggi procurati da questa dipendenza.(ad esempio nel caso che il costruttore 
termini l'attività o nell'impossibilità di utilizzare prodotti equivalenti più econo-
mici ma sviluppati da altri costruttori). Parte di questi svantaggi possono essere 
ammortizzati affidandosi ad aziende di prestigio che, nel tempo, sono riuscite a 
3 (Ferri M.; Perrone M.; Traversi M., 2006)
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ritagliarsi un'importante fetta di mercato diventando standard de facto.
I sistemi open o “standard” sono quelli le cui specifiche di costruzione e fun-
zionamento dei dispositivi sono rese pubbliche allo scopo di permetterne la co-
struzione da parte di terzi. Spesso sono proprio dei consorzi di grandi aziende ad 
occuparsi dello sviluppo e del rilascio di tali specifiche, al fine di creare dei punti 
di riferimento che vengono perciò definiti come standard. Affinché un dispositivi 
venga riconosciuto conforme ad un  certo standard occorre ottenere delle certifi-
cazioni i cui costi elevati si riflettono spesso sul prodotto finale. I principali van-
taggi di questi sistemi sono la reperibilità di prodotti compatibili, l'interoperabili-
tà  e  la  scalabilità.  Per  cui  vengono  utilizzati  soprattutto per  installazioni 
medio/grandi e sono in grado di soddisfare qualsiasi tipo di esigenza.
Un altro modo di suddividere i sistemi domotici deriva dal tipo di architettura 
che li contraddistingue, cioè da come i vari dispositivi sono collegati e comunica-
no fra di loro. Possiamo individuare tre classi di architetture, e l'appartenenza a 
una di queste è determinata da dove è localizzata la “capacità decisionale” all'in-
terno del sistema domotico:4
• sistemi centralizzati;
• sistemi distribuiti;
• sistemi ibridi.
Alla prima classe appartengono tutti quegli impianti che hanno una sola unità 
4 Ibidem
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decisionale centralizzata la quale può in alcuni casi essere distribuita secondo 
uno schema master-slave. Alla periferia di tali sistemi troviamo sensori e attuato-
ri.  Lo schema di funzionamento è piuttosto semplice: da un lato i sensori moni-
torizzano l'ambiente inviando i risultati delle misurazioni effettuate all'unità cen-
trale, questa elabora i dati pervenuti e fornisce poi delle istruzioni per gli attuato-
ri. In favore di questi sistemi abbiamo i costi contenuti e la facilità di program-
mazione e riconfigurazione, in quanto queste operazioni andranno effettuate su di 
un solo dispositivo. Ma la centralità dell'impianto rappresenta sia un punto di for-
za che una possibile debolezza. Infatti, in caso di guasti più o meno gravi sull'u-
nità centrale la funzionalità dell'intero sistema viene compromessa.
Nell'architettura distribuita ognuno dei dispositivi connessi è dotato di sensori 
ed attuatori ed ha una propria intelligenza  che gli permette di elaborare i dati rac-
colti dai propri sensori o da quelli di altri dispositivi della rete. Il principale van-
taggio di questo tipo di schema è la flessibilità e la robustezza. Se infatti un di-
spositivo viene a mancare si perdono solo le funzionalità legati a quel particolare 
apparecchio mentre il resto del sistema continuerà a funzionare. Questa caratteri-
stica però si riflette sui costi e su una maggiore difficoltà di configurazione ri-
spetto ad un sistema centralizzato.
Nelle configurazioni ibride si hanno una serie di dispositivi collegati tra di loro 
in maniera simile a quanto avviene per le architetture distribuite, poi questi di-
spositivi sono a loro volta connessi a delle centraline che sono distribuite nell'edi-
ficio. Si tratta di sistemi che sono molto efficienti e scalabili che, per via dei costi 
e della complessità di configurazione e installazione, trova applicazione solo in 
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grossi edifici con esigenze particolari (si passa dalla home automation alla buil-
ding automation).
Figura 1.1: schema di architettura 
centralizzata
Figura 1.2: schema di architettura distribuita
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Indipendentemente dal tipo di architettura occorre inserire i dispositivi in qual-
che tipo di rete che permetta lo scambio di messaggi. Una casa tradizionale può 
5 (Bianchi Bandinelli R, 2007) 
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incorporare al suo interno un numero elevato di reti: elettrica, telefonica, idrica, 
LAN di calcolatori, etc. Risulta pertanto evidente che vi sia l'esigenza di un siste-
ma di comunicazione unico e separato dall'alimentazione, denominato  bus,  sul 
quale collegare tutti i dispositivi.
Figura 1.3: schema di impianto tradizionale
Figura 1.4: schema di impianto con bus
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In una tale visione dell'impianto troviamo da una parte una linea di alimenta-
zione che fornirà l'energia ai vari dispositivi e dall'altra un bus di comunicazione 
che permetterà lo scambio di messaggi tra i vari apparecchi. L'insieme di device 
che possono essere connessi ad un sistema domotico di questo tipo è molto vasto 
e copre praticamente tutto ciò che possiamo trovare all'interno di un'abitazione 
standard: elettrodomestici, dispositivi di illuminazione, sensori, attuatori, condi-
zionatori, impianti multimediali audio/video, termoregolatori e così via.
I vantaggi che si avrebbero dall'adozione di un tale sistema sono principalmen-
te due:
• semplificazione e riduzione del cablaggio;
• possibilità di connettere/disconnettere dispositivi in maniera dinamica.
Per poter ottenere questi risultati è necessario che i vari device comunichino fra 
di loro utilizzando uno  stesso linguaggio. Attualmente sul mercato sono invece 
disponibili un'incredibile pluralità di standard, e proprio questa assenza di un uni-
co punto di riferimento universalmente riconosciuto rappresenta una delle princi-
pali cause della limitata diffusione dei sistemi domotici.
Qualunque sia il protocollo di comunicazione, il bus viene utilizzato per invia-
re dei pacchetti di informazione detti  frame o telegrammi i quali possono essere 
distinti in base al tipo di informazione che trasportano:
• comandi da eseguire;
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• allarmi (fughe di gas, tentativi di intrusione, etc);
• misurazione fatte sull'ambiente dai sensori (temperatura, luminosità, etc);
• acknowledgement dell’esecuzione di azioni;
• notifiche dello stato dei  dispositivi  (spento/accesso,  funzionante/non-fun-
zionante, etc).
Affinché sia possibile connettere un qualsiasi dispositivo al bus è necessario il 
device in questione sia dotato di un speciale componente elettronico detto BCU 
(Bus Coupling Unity). Esso fornisce al dispositivo un'interfaccia da e verso il 
bus, cioè è in grado di scrivere, leggere e interpretare i pacchetti in transito sulla 
linea. Ogni BCU è dotato di un indirizzo che lo individua nella rete, tale identifi-
cativo non è necessariamente unico, ad esempio può essere utile che tutte le lam-
padine di una ambiente condividano lo stesso indirizzo in modo da poterle spe-
gnere o accendere tutte in una volta.
    I sistemi bus possono, indipendentemente dal protocollo, utilizzare diversi 
mezzi trasmissivi:
• Onde convogliate (PL = Power Line):
si utilizzano i cavi della rete che distribuisce l’alimentazione elettrica (in 
Europa si tratta di corrente alternata 220 volt - 50 Hz) alla quale si aggiun-
ge un basso voltaggio modulato (da 3 a 148 KHz) che non influisce in 
modo significativo sulla potenza distribuita. Poiché le onde convogliate 
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viaggiano nello stesso cavo che porta l’alimentazione elettrica le BCU do-
vranno essere equipaggiate di una componente elettronica che separa la 
comunicazione del BUS dall’alimentazione. Questo mezzo trasmissivo è 
molto utilizzato in quanto permette la realizzazione di un bus  evitando ca-
blaggi aggiuntivi (tutte le case posseggono una rete elettrica), l'inquina-
mento da onde radio e permettendo il raggiungimento tutte le parti della 
casa dove esistono dispositivi elettrici. 
Le frequenze utilizzabili (vedi tabella 1.1) sono state regolamentate in Eu-
ropa dal CENELEC (Comitato Europeo per la Standardizzazione Elettro-
tecnica )6. Negli USA vi è un ente analogo al CENELEC, detto FCC, il 
quale permette bande più ampie, fino a 450 Khz, le quali però possono in-
terferire con le trasmissioni radio sulle onde lunghe. In ambito europeo la 
maggiore limitazione è dovuta all’ampiezza della banda ammessa, le velo-
cità che si possono raggiungere sono dell’ordine di qualche Kbps (Kilo bit 
per secondo), per la precisione da 1,2 fino ad un massimo di  5,4 Kbps. 
Velocità superiori sono tecnicamente raggiungibili, ma non sono contem-
plate dalla normativa. Per la gestione di comandi non si sente la necessità 
di velocità superiori escludendo di fatto  la trasmissione di segnali 
audio/video.
Per quanto riguarda la trasmissione dei frame sul bus vi sono alcune limi-
tazioni legate ai disturbi provenienti dall'esterno, che possono essere eli-
minati con l'introduzione di un apposito filtro subito dopo il contatore e al-
6 http://www.cenelec.eu
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l'attenuazione del segnale che può essere risolta con l'utilizzo di appositi 
ripetitori.
Frequenze (Khz) Vincoli Impiego
3 - 95 Accesso riservato Fornitori dienergia elettrica
95 - 125 Accesso libero Sistemi domotici
125 - 140 Accesso  regolamentato  CENE-
LEC
Sistemi domotici
140 - 148,5 Accesso riservato Allarmi e
sicurezza
Tabella 1.1: Regolamentazione sull’assegnazione delle frequenze.
• Doppino di rame (TP = Twisted Pair):
La trasmissione dei pacchetti viene convogliata su doppino di rame, simile 
al doppino telefonico. Da un confronto con il bus a onde convogliate 
emerge che il bus TP è meno soggetto ai disturbi esterni (e quindi più affi-
dabile) i quanto, diversamente dal sistema PL, l'alimentazione e la comu-
nicazione viaggiano su linee separate.  Inoltre può supportare velocità su-
periori (vedi tabella 1.2) e negli edifici in costruzione ha costi d’installa-
zione  ragionevolmente non troppo superiori.
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Categorie Velocità di trasmissione (Mbps) Esempi di applicazioni
1 1 Linee telefoniche analogiche e di-
gitali (POTS – ISDN)
2 4 IBM  Cabling  System for  Token 
Ring networks 
3 16 Ethernet  10Base-T  (reti  locali  - 
voce e dati) 
4 20 IBM Token Ring 16 Mbps 
5 100 155 Mbps ATM – Gigabit Ether-
net (4 coppie 1000 Mbps)
Tabella 1.2: Velocità di trasmissione su bus TP
• Cavo coassiale (CX = CoaXial cable):
È usato sopratutto per trasportare segnali ad alta frequenza, come ad esem-
pio quelli provenienti da antenne televisive terrestri o digitali, e  permette 
di creare comunicazioni digitali ad alta velocità. Viene usato in alternativa 
al  bus TP nei casi in cui oltre ai comandi vogliamo trasportare un segnare 
multimediale ad alta definizione.
Di seguito si presentano alcuni tipi di bus, che pur non essendo stretta-
mente coassiali, rientrano in questa categoria per motivi storici:
○ Firewire:
Creato dalla Apple e in seguito reso standard come IEEE 1394,  viene 
poi adottato da Sony che lo rinomina iLink. Utilizza un cavo a 6 o 8 
fili schermato che, oltre alla comunicazione , è in grado di fornire an-
che l’alimentazione. Ne esistono due verioni che differiscono essen-
zialmente per la velocità di trasmissione;
○ USB (Universal Serial Bus):
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È stato creato per sostituire le vecchie porte seriali RS232 e parallela 
Centronics. Utilizza un cavo a 6 fili schermato e, come il firewire,  ol-
tre alla comunicazione fornisce anche l’alimentazione. Come per il Fi-
reWire vi sono due versioni che differiscono per la velocità di trasmis-
sione dei dati;
Bus Velocità  versione 
1 (Mbps)
Velocità  versione 
2 (Mbps)
Applicazioni ver-
sione 1
Applicazioni ver-
sione2
FireWire 400 800 Audio, video, HD 
esterni, ecc.
Collegamenti  an-
cora più veloci
Usb 12 480 Dispositivi lenti
(mouse, 
modem...)
Audio, video, HD 
esterni, ecc.
Tabella 1.3: confronto tra Firewire e Usb
• Onde radio (RF = Radio Frequency):
Invia i frame utilizzando frequenze corrispondenti alla banda dei 2.4 GHz 
che non interferiscono con altre radio frequenze di uso domestico quali 
possono ad esempio essere radio, TV, telefoni cellulari e telecomandi RF. 
Attualmente sul mercato stanno emergendo diversi standard basati su RF:
○ IEEE 802.11b:
È meglio conosciuto col nome di WiFi (Wireless Fidelity)7 ed è intero-
perabile con le reti Ethernet. La massima velocità raggiungibile su tale 
bus è di circa 11 Mbps ma per il futuro è previsto un “salto” alla banda 
dei 5GHz (IEEE 802.11 a) con una velocità sufficientemente adeguata 
7 http://it.wikipedia.org/wiki/IEEE_802.11
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(100 Mbps) anche alla trasmissione multimediale. Attualmente è im-
piegato  in impianti altamente tecnologici, nell'automazione di elettro-
domestici, per la costruzione di reti locale  di calcolatori e per fornire 
l'accesso ad Internet;
○ Bluetooth8:
Adatto per trasmissioni a distanza limitata (< 10 metri) risulta essere 
particolarmente robusto alle interferenze grazie all'uso di una tecnica 
di hopping. A partire dalle specifiche del Bluetooth è stato costruito lo 
standard IEEE 802.15.1 per WPAN9 (Wide Personal  Area Network). 
Viene sostanzialmente utilizzato in  trasmissione dati e voce, sopratutto 
nell'ambito della telefonia fissa e mobile;
○ Zigbee10:
Ha una portata maggiore rispetto al Bluetooth(< 100 metri) ed è parti-
colarmente  robusto  alle  interferenze.  È  basato  sullo  standard  IEEE 
802.15.4-2003 per la LW-WPAN11 (Low Rate-WPAN).  Viene caratte-
rizzato da un bassissimo consumo energetico, basti  pensare che una 
singola batteria può durare per diversi anni. Viste le sue caratteristiche 
viene utilizzato sopratutto sulle reti di  sensori, per il monitoraggio di 
ambienti;
8 http://bluetooth.com/Bluetooth/Technology/Works/
9 http://ieeexplore.ieee.org/iel5/45/29958/01368913.pdf
10 http://www.zigbee.org/en/index.asp
11 http://www.ieee802.org/15/pub/TG4.html
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Nome  Com-
merciale
Standard Dimensioni rete Velocità  di  tra-
smissione (Kbps)
Distanza  massima 
(metri)
Bluetooth 802.15.1 7 720 10
Zigbee 802.15.4 Senza limiti 20-250 100
WiFi 802.11b 32 11.000 100
Tabella 1.4: confronto tra i principali standard a radio frequenze (2.4 GHz)
• Raggi infrarossi (IR = Infrared Rays):
La trasmissione via raggi infrarossi può avvenire solo tra dispositivi che 
“si vedono”, che sono cioè l’un l’altra raggiungibili e senza dover superare 
ostacoli non trasparenti. Lo standard di riferimento è IrDA12 (Infrared Di-
gital Association) Esso nasce nel 1994 con lo scopo di standardizzare un 
modello di comunicazione punto-a-punto per la trasmissione dei dati via 
raggi infrarossi; le velocità raggiungibili sono limitate a 4Mbps, mentre il 
raggio di azione può arrivare fino a 1 metro; 
• Fibre ottiche (OF = Optical Fiber):
Costituisce il mezzo più moderno di comunicazione, ma attualmente è 
poco utilizzato in quanto lo prevedono solamente gli standard più attuali. 
È di funzionamento analogo al TP ma con maggiori capacità per quanto ri-
guarda la velocità di trasmissione;
Oltre ai sistemi basati su bus ne troviamo anche tecnologie domotiche basate 
sullo stack dei protocolli TCP/IP. A differenza dei sistemi bus analizzati finora, 
non vi è la necessita di componenti hardware particolari,  ma sfrutta i  comuni 
12 http://www.irda.org/
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meccanismi di accesso alla rete IP per costituire il proprio modello di comunica-
zione. 
1.4 Principali standard domotici
Gli standard domotici  possono essere classificati  sulla base del  mercato nel 
quale si sono sviluppati, si possono trovare soluzioni presenti sul mercato euro-
peo e altre su quello americano. Molti di questi standard si ispirano alla pila pro-
tocollare  ISO/OSI13 (vedi figura 1.5). 
13 http://www.iso.org
Figura 1.5: pila ISO/OSI
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Di seguito verrà data una breve descrizione di ognuno dei sette livelli, ad ini-
ziare da quello più alto 14:
• applicazione:
fornisce un insieme di protocolli che forniscono interfacce virtuali ai pro-
grammi applicativi (emulazione di terminali, trasferimento file, etc);
• presentazione:
trasforma i dati forniti dalle applicazioni in un formato standardizzato e 
offre servizi di comunicazione comuni, come la crittografia, la compres-
sione del testo e la riformattazione;
• sessione:
controlla la comunicazione tra applicazioni. stabilisce, mantiene e termina 
le connessioni (sessioni) tra applicazioni cooperanti;
• trasporto:
permette un trasferimento di dati trasparente e affidabile (implementando 
anche un controllo degli errori e delle perdite) tra due host; 
• rete:
rende i livelli superiori indipendenti dai meccanismi e dalle tecnologie di 
trasmissione usate per la connessione;
• data  link:
permette il trasferimento affidabile di dati attraverso il livello fisico ed ef-
14 http://standards.iso.org/ittf/PubliclyAvailableStandards/s020269_ISO_IEC_7498-1_1994(E).zip
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fettua un controllo degli errori e delle perdite di segnale;
• fisico:
trasmette un flusso di dati non strutturati attraverso un collegamento fisi-
co, occupandosi della forma e del voltaggio del segnale.
Tuttavia lo schema a livelli  non viene seguito in maniera rigida, OSI non è 
completo e non specifica quali siano i servizi e i protocolli da associare ad un 
certo livello.    Per cui vi sono situazioni in cui alcuni livelli possono essere vuoti 
o inglobati negli altri.
Di seguito verranno descritti alcuni i due principali standard open (Konnex e 
UpnP)  e due tra i maggiori standard proprietari (MyHome e ByMe)  presenti sul 
mercato europeo.
Konnex (KNX)15
KNX, è nato in seguito alla fondazione dell'associazione Konnex, avvenuta nel 
maggio del 1999 da parte di EIBA (European Installation Bus Association), BCI 
(Batibus Club International) ed EHSA (European Home System Association) con 
lo scopo di  realizzare e promuovere uno "standard unico" per applicazioni  di 
Home e Building Automation il quale avrebbe dovuto basarsi sui tre principali 
standard esistenti in europa:
• EIB (European Installation  Bus):  è  stato  sviluppato  in  Germania  nel 
15 http://www.konnex.it/
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1987 ed è il risultato della collaborazione tra Insta, Merten e Siemens. Il 
suo campo di applicazione riguarda  la gestione di grossi impianti indu-
striali  ed è per questo motivo più adatto alla cosiddetta building automa-
tion,  cioè   all'automazione di grandi edifici piuttosto che a quella della 
casa (home automation). Prevede una fase iniziale di configurazione del-
l’intero sistema che deve essere svolta da un tecnico specializzato attraver-
so strumenti appropriati. Tutte le aziende che sviluppano dispositivi o si-
stemi EIB fanno parte di EIBA (EIB Association). I mezzi trasmissivi più 
utilizzati  da questo sistema sono: TP1 (Twisted Pair  1),  PL110 (Power 
Line 110KHz), RF (Radio Frequency) e IR (Infrared Rays);
• Batibus (Batiment BUS): sviluppato nel 1989 su iniziativa di MERLIN 
GERIN, AIRELEC, EDF e LANDIS & GYR (che successivamente fonda-
rono il Batibus Club International), Batibus utilizza un doppino per colle-
gare e permettere il transito di comandi e dati tra CPU, sensori ed attuato-
ri, che compongono un sistema di automazione domestica. La connessione 
tra i dispositivi segue una topologia libera;
• EHS (European Home System): nato da un progetto Esprit  finanziato 
dall' Unione Europea al quale parteciparono grosse aziende (Philips, Sie-
mens, Zanussi/Electrolux, SGS Thomson, e molte altre) le quali andarono 
a costituire l'EHSA (European Home System Association). EHS dispone 
di funzionalità “Plug & Play” e di un efficace metodo di correzione degli 
errori, allo scopo di assicurare un'alta affidabilità al sistema. Inoltre  pre-
vede bus su quasi tutti i mezzi possibili di trasmissione (TP, PL, IR, CX, 
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ecc.).
Come indicato nei relativi siti internet16, la convergenza tra questi tre sistemi è 
stata conclusa con successo e Konnex è oramai una realtà. È basato sulle migliori 
caratteristiche delle tre tecnologie di partenza e, di fatto, sul cuore dello standard 
EIB, con cui mantiene una totale compatibilità; integra inoltre le modalità di con-
figurazione e i mezzi trasmissivi di BatiBus ed EHS. I componenti, realizzati da 
costruttori diversi, vengono garantiti, dopo una procedura di certificazione opera-
ta dall'associazione Konnex, per essere interoperabili, cioè per funzionare corret-
tamente senza necessità di realizzare apposite interfacce.
Sono previste tre modalità di configurazione dei dispositivi Konnex:
•  System mode (S-mode):
adatta ad integratori di sistema che possono ottenere funzioni complesse uti-
lizzando un tool software (ETS);
• Easy mode (E-mode):
che permette agli installatori una rapida configurazione dell'impianto, rinun-
ciando ad alcune funzionalità;
• Automatic mode (A-mode):
pensata per gli utilizzatori finali e per un uso Plug & Play di dispositivi con-
sumer.
16 http://www.eiba.com/, http://www.ehsa.com/, http://www.batibus.com/
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KNX è stato pensato anche per diventare un marchio di qualità ed aiutare quin-
di i consumatori ad orientarsi nell'offerta di componenti per la domotica.
UPnP (Universal Plug and Play)17
Formato nell'Ottobre del 1999 il forum UPnP   è un'entità composta da oltre 
800 aziende di  spicco nei  campi dell'informatica e dell'elettronica.  L'obiettivo 
principale del forum è quello di permettere ai dispositivi di connettersi tra di loro 
e di semplificare l'implementazione di reti domestiche. Per soddisfare tale propo-
sito i membri del forum collaborano per la scrittura e la pubblicazione di proto-
colli costruiti sopra standard di comunicazione aperti basati su internet. Basato su 
un'architettura  peer-to-peer UPnP offre diversi vantaggi:
• indipendenza dal mezzo trasmissivo:
la tecnologi UPnP può utilizzare qualunque tecnologia di rete (wifi, cavo 
coassiale, doppino telefonico, powerline, etc);
• indipendenza dalla piattaforma:
i produttori posso utilizzare qualunque sistema operativo e qualunque lin-
guaggio di programmazione per lo sviluppo di prodotti UPnP;
• basato su Internet:
tutta la tecnologia UPnP poggia le sue basi sopra su note tecnologie di rete 
(IP, TCP, UDP, HTTP e XML fra tutte);
17 http://www.upnp.org
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UPnP distingue tra due tipi di dispositivi; i control point sono i dispositivi che 
richiedono un servizio mentre i device host sono i  dispositivi  che  forniscono un 
servizio.
MyHome (bTicino)18
My Home è il sistema Bus di automazione domestica offerto da bTicino che 
consente di gestire e controllare in modo semplice le funzioni della casa, anche a 
distanza attraverso il telefono o un PC collegato ad Internet (magari attraverso un 
loro server). MyHome è in grado di offrire ai propri clienti  tutti i servizi attesi da 
un sistema domotico completo:
• sicurezza;
• comfort;
• comunicazione:
• risparmio energetico;
• controllo (sia locale che remoto grazie al servizio My Home Web la ge-
stione a distanza della propria casa).
By-Me (Vimar)19
By-me è un sistema Bus facilmente programmabile da un'unica centrale, che 
permette di tenere sotto controllo tutti gli impianti di casa, dall'illuminazione alla 
18 http://www.myhome-bticino.it
19 http://www.vimar.eu
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gestione del clima  e all'antintrusione. Inoltre, grazie all'apertura allo standard eu-
ropeo Konnex, anche dispositivi di altri produttori possono essere installati con 
By-me, rendendo di fatto illimitata la disponibilità di funzioni a propria disposi-
zione. Anche By-Me, come MyHome offre un insieme di valide soluzioni per:
• sicurezza;
• comfort;
• comunicazione:
• risparmio energetico;
• controllo (sia locale che remoto anche via SMS).
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2 Web services
2.1 Definizione
La definizione che il W3C1 (World Wide Web Consortium) fornisce per i web 
services descrive in maniera abbastanza chiara cosa siano i web services e quale 
sia lo scopo per il quale sono stati creati:
Un web service è un sistema software progettato a supporto 
dell'interoperabilità tra diversi calcolatori di una rete. 
Ogni servizio ha un'interfaccia in un linguaggio processabile dai calcolatori 
(XML) e gli altri sistemi interagiscono con esso nella maniera prescritta nella sua 
descrizione.  Tale interfaccia ha lo scopo di nascondere i dettagli relativi all'im-
plementazione del servizio e può essere utilizzata in maniera indipendente dal-
l'architettura hardware e software e dal linguaggio di programmazione utilizzato. 
2.2 Architettura
Agenti e servizi
Un  web service è una nozione astratta  che deve essere implementata da un 
agente. Questi, è una concreta porzione di software (o di hardware)  che comuni-
ca con l'esterno,  mentre il  servizio   è una risorsa caratterizzata da un inseme 
astratto di funzionalità che esso fornisce. Perciò è possibile implementare un cer-
1 http://www.w3.org
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to servizio utilizzando un giorno un certo agente e il giorno dopo un altro agente 
(magari implementato in un diverso linguaggio di programmazione). Al di fuori 
di tutto ciò, le funzionalità offerte sono le stesse, nonostante sia cambiato l'agen-
te.
Requesters e Providers
Lo scopo di un web service è quello di fornire qualche tipo di funzionalità per 
conto di una persona o di una organizzazione. Il provider è quella particolare per-
sona o organizzazione che fornisce un appropriato agente che implementa un par-
ticolare servizio.
Un requester è una specifica persona o organizzazione che vuole  utilizzare il 
servizio offerto da un provider. Esso utilizzerà un agente requester per lo scam-
bio di messaggi con l'agente fornito dal  provider. Nella maggioranza dei casi il 
requester è l'entità che da inizio a questo scambio di messaggi, ma ciò non elimi-
na la possibilità che sia il provider a richiedere l'inizio di una comunicazione. 
Ciononostante si utilizza sempre il termine requester per indicare l'agente che co-
munica  col  provider  anche nel  caso in  cui  sia  quest'ultimo a  dare  inizio allo 
scambio di messaggi.
Service registry
Se il requester vuole iniziare ad utilizzare un certo servizio, ma non conosce in 
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anticipo quale  provider contattare per ottenere la funzionalità desiderata, allora 
ha bisogno di un modo per scoprire un provider adatto. L'atto di localizzare un 
servizio web che potrebbe essere fino ad allora sconosciuto viene indicato con il 
termine “discovery” .
Vi sono tre approcci sul modo in cui un servizio di discovery potrebbe essere 
implementato:
• tramite registro:
un registro è un entità che raccoglie tutte le descrizioni dei servizi pubbli-
cate dai rispettivi service provider. Pubblicare una descrizione di un servi-
zio all'interno di un registro è un'attività svolta attivamente dal provider: 
egli deve esplicitamente posizionare l'informazione nel registro prima che 
questa sia disponibile ad eventuali utenti del servizio. Per motivi di sicu-
rezza è il proprietario del registro che decide chi può inserire e modificare 
le voci del registro, e inoltre, non è possibile per una certa entità pubblica-
re nel registro la descrizione di un servizio offerto da un altro provider;
• tramite indice:
contrariamente al registro, l'indice non è una fonte autorevole di dati e le 
informazioni in esso raccolte non vengono controllate da un unica entità. 
La pubblicazione di un servizio è un'attività passiva: il provider dichiara i 
servizi e le funzionalità fornite su una pagina Web e chiunque sia interes-
sato (tipicamente i proprietari dell'indice) collezionano queste informazio-
ni senza interpellare esplicitamente il provider. Questo lavoro è spesso 
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svolto in maniera automatizzata grazie all'ausilio di spider che perlustrano 
la rete. Google è spesso citato come esempio di indice. È importante sotto-
lineare che la differenza tra indice e registro risiede proprio sul controllo 
che viene effettuato sulle informazioni raccolte; nel caso dell'indice, poi-
ché chiunque può aprire un indice, è il mercato a determinare quale sia il 
più popolare;
• tramite tecnologia peer-to-peer:
il peer-to-peer (P2P) computing fornisce una valida alternativa a indici e 
registri. Lo scenario è quello di una rete di nodi, alcuni dei quali sono dei 
provider di web services mentre altri sono dei requester.  Ogni nodo man-
tiene un indice dei servizi da esso scoperti e diversi nodi possono scam-
biarsi queste informazioni. Questo approcci ha il vantaggio di non presen-
tare singoli punti di fallimento ma richiede un elevato transito di messaggi 
che si traduce poi in una generale inefficienza della rete. Inoltre non vi è 
nessuna garanzia che una richiesta attraversi ogni nodo della rete, e quindi 
non si garantisce la scoperta di tutti i provider.
Il protocollo di base per i web service è HTTP. Questo protocollo si occupa di 
mettere in comunicazione il servizio web con l'applicazione che intende usufruire 
delle sue funzioni. Oltre ad HTTP però, i servizi web utilizzano molti altri stan-
dard web, tutti basati su XML, tra cui:
• XML Schema:
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è un linguaggio di descrizione del contenuto XML, il suo scopo è delinea-
re quali elementi sono permessi, quali tipi di dati sono ad essi associati e 
quale relazione gerarchica hanno fra loro gli elementi contenuti in un file 
XML;
• UDDI (Universal Description, Discovery and Integration):
è un registry (ovvero una base dati ordinata ed indicizzata), basato su 
XML ed indipendente dalla piattaforma hardware, che permette alle azien-
de la pubblicazione dei propri dati e dei servizi offerti su internet; 
• WSDL (Web Services Description Language):
è il linguaggio formale in formato XML utilizzato per la creazione dei do-
cumenti di  descrizione di web wervice;
• SOAP (Simple Object Access Protocol):
è un protocollo leggero, basato su XML, per lo scambio di messaggi tra 
componenti software.
È importante sottolineare che XML può essere utilizzato correttamente tra piat-
taforme differenti  e differenti linguaggi di programmazione. XML è inoltre in 
grado di esprimere messaggi e funzioni anche molto complesse e garantisce che 
tutti i dati scambiati possano essere utilizzati ad entrambi i capi della connessio-
ne. 
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3 Domonet
3.1 Introduzione
Lo scenario descritto nel capitolo precedente mostra la moltitudine di tecnolo-
gie disponibili sul mercato. Se da un lato ciò può avere dei risvolti positivi dal 
punto di vista della scelta, dall'altro può disorientare l'utente finale. Inoltre, una 
delle  grosse limitazioni alla  diffusione di  sistemi domotici  è  l'impossibilità  di 
cooperazione tra tecnologie appartenenti a diversi standard e/o produttori. Quin-
di,  una volta che l'utente investirà su un tipo di sistema, sarà vincolato in futuro 
all'acquisto di sole tecnologie compatibili con esso. E ciò si traduce in una dipen-
denza commerciale dell'utente nei confronti di un certo produttore.
Emerge quindi l'esigenza di riuscire a mettere in contatto queste tecnologie e di 
permetterne l'interoperabilità. L'obiettivo che si prefigge Domonet, come verrà 
descritto più in dettaglio nel seguito, è proprio quello di studiare un'architettura 
che permetta la collaborazione tra dispositivi eterogenei  dal punto di vista tecno-
logico e di fornire la possibilità di implementare applicazioni su di essi.
Questo diventa possibile creando un livello di astrazione che permetta di de-
scrivere i dispositivi domotici sia dal punto di vista fisico che comportamentale 
in modo da avere una visione omogenea indipendentemente dalle tecnologie sot-
tostanti. L’idea è quella di avere un gruppo di web service ognuno dei quali è ca-
pace di interagire con i dispositivi domotici da lui fisicamente raggiungibili, tipi-
camente in un’area geografica ben precisa e circoscritta intorno sua locazione fi-
sica. Ogni area geografica, è rappresentata logicamente dal web service, il quale 
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espone come servizi l’insieme delle funzionalità offerte dai dispositivi presenti. 
Ogni web service deve essere in grado di interpretare e agire di conseguenza allo 
stato del livello astratto usando dei moduli capaci di interfacciarsi con i  midd-
leware dei dispositivi.
3.2 Scenario
Per comprendere la necessità di un framework che garantisse l’interoperabilità 
tra i diversi sistemi domotici presenti sul mercato, siamo partiti da uno scenario 
generico. In un ipotetico ambiente in cui coesistono alcuni tra i principali midd-
leware domotici, è possibile identificare ogni sistema come una particolare “sot-
to-rete”, pur senza soffermarsi sui dettagli e sulle infrastrutture necessarie. 
Figura 3.1: Rappresentazione dei middleware domotici.
 
Nella figura precedente ogni “nuvola” rappresenta un middleware, ovvero una 
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sotto-rete all’interno della quale sono presenti  sia le  infrastrutture  hardware e 
software per il supporto, sia i dispositivi conformi. Tutti i dispositivi all’interno 
della stessa sotto-rete colloquiano e cooperano per costituire un sistema funzio-
nante ed indipendente, ma chiuso. Di fatto è impossibile controllare un dispositi-
vo che si trova in una nuvola tramite un altro presente in una nuvola diversa, poi-
ché  non esiste nessun tipo di collegamento tra le due sotto-reti. Per collegamento 
si intende un’infrastruttura logica che consenta ai dispositivi di qualsiasi sotto-
rete di conoscere tutti i dispositivi presenti nelle altre sotto-reti.
Infine,  anche qualora  fosse possibile  avere  una visione completa  dell’intera 
rete, sarebbe comunque necessario un meccanismo comune per lo scambio di in-
formazioni tra i dispositivi. Vi sono quindi due aspetti da risolvere: da un lato riu-
scire a costruire un’infrastruttura logica di collegamento tra i vari  middleware, 
dall’altro mettere a punto un linguaggio di comunicazione universale veicolato da 
quest’infrastruttura. Una possibile soluzione a questi due problemi è quella di in-
trodurre tra ogni coppia di sotto-reti un modulo  hardware e/o  software che sia 
provvisto di un’interfaccia verso entrambe le nuvole. Ogni modulo, che nella ter-
minologia generale è detto gateway, deve non solo fornire funzionalità di tradu-
zione tra i due protocolli delle sotto-reti che collega, ma anche conciliare le diffe-
renze tra i paradigmi di comunicazione su cui si basano i due sistemi.
Quest’ultima necessità risulta evidente quando i sistemi domotici che si deside-
ra collegare presentano caratteristiche notevolmente differenti (ad es. middleware 
a configurazione manuale vs. plug and play). L’implementazione di un particola-
re  gateway non può dunque prescindere da una conoscenza approfondita di en-
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trambi i sistemi domotici da collegare.  Questa soluzione, tuttavia, risulterebbe 
poco scalabile a causa del numero di gateway necessari al crescere dei sottosiste-
mi da collegare: infatti, all’aumentare del numero delle sotto-reti, il numero di 
gateway da sviluppare cresce sensibilmente. A questa prima soluzione se ne è 
preferita una seconda, che interviene ad un livello superiore.  La validità e l'appli-
cabilità dell'idea che si trova dietro tale approccio è stata derivata direttamente 
dal mondo delle reti di calcolatori.  In passato diversi costruttori hanno sviluppa-
to diverse infrastrutture per la costruzione di reti tra piattaforme hardware e soft-
ware dello stesso produttore (ad esempio AppleTalk dei sistemi Macintosh,  NFS 
per i sistemi Unix, NetBeui per i PC Windows oppure alle reti geografiche IBM 
SNA, NOVELL/IPX e altre ancora). Questa filosofia creava notevoli problemi di 
scalabilità delle reti poiché risultava impossibile mettere in comunicazione mac-
chine appartenenti ad infrastrutture diverse.  Per risolvere questo problema le di-
verse aziende in gioco hanno cercato di imporre il proprio sistema come unico 
standard.  Nessuna di esse è riuscita in questo obiettivo, e il motivo di tale falli-
mento è dovuto soprattutto  allo sviluppo di  un'infrastruttura,  ispirata  alla  pila 
ISO/OSI, in grado di superare il vincolo dell'unicità della piattaforma. Si tratta 
del noto  stack di protocolli TCP/IP. 
Sulla base delle stesse considerazioni si è pensato di introdurre un'ulteriore nu-
vola in grado di gestire i diversi sistemi domotici e che fosse in grado di consen-
tire la comunicazione tra nodi appartenente a sotto-reti diverse. La nuova infra-
struttura sviluppata prende il nome di DomoNet, basa il suo funzionamento sui 
web services e permette di ottenere una visione completa dell'intera topologia 
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della rete secondo un modello SOA.
Al fine di permettere l'interoperabilità tra i vari nodi, è necessario sviluppare 
degli opportuni  gateway detti  tech manager ed utilizzare una grammatica stan-
dard basata su XML  chiamata domoML.  Sarà necessario avere un gateway per 
ognuna delle nuvole presenti nel sistema e ognuno di essi dovrà avere un'inter-
faccia verso il sistema domotico al quale si connette e un'altra interfaccia rivolta 
verso domoNet.
 
Figura 3.2:framework domonet
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4 Machine learning
4.1 Apprendimento
L'apprendimento è un processo induttivo, che permette di analizzare un insie-
me di esempi e di inerirne un insieme di regole che verranno poi utilizzate per lo 
svolgimento di determinati compiti. L'utilizzo “standard” di un calcolatore com-
porta tipicamente un processo inverso,  deduttivo, che passa dalle regole (i pro-
grammi) ai risultati. Le regole provengono quindi dall'esterno e ciò esclude quin-
di la presenza di una qualsiasi forma di apprendimento.
Possiamo quindi interpretare l'apprendimento come un processo di estrazione 
di informazione da un insieme di esempi. Proseguendo su questa strada  possia-
mo osservare come l'apprendimento spesso consista nell'effettuare una ricerca in 
uno spazio di possibili ipotesi e selezionare fra queste quella maggiormente ap-
propriata, rispetto all'insieme di allenamento e ad eventuali vincoli o conoscenze 
note a priori1.
L'estrazione di  informazione dagli  esempi è quindi il  problema centrale del 
machine learning o dell'apprendimento, che definiamo automatico per distinguer-
lo da quello naturale dell'uomo.
4.2 Il problema dell'apprendimento automatico
Fin da quando i calcolatori furono inventati, una delle prime sfide è stata quella 
di costruire programmi le cui prestazioni fossero in grado di migliorare nel tempo 
1 (Mitchell, Tom M, 1997)
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in base all'esperienza acquisita.   
Vediamo una definizione più precisa di questo concetto:
si dice che un programma apprende dall'esperienza E rispetto ad una classe 
di compiti T e ad una misura delle performance P, se la sua performance 
nell'eseguire i compiti in T migliora con l'esperienza E.2
Quindi, in generale, per poter definire correttamente un problema di apprendi-
mento è necessario individuare queste tre entità:
• la classe T dei compiti che il software dovrà svolgere;
• una misura delle performance P;
• un'esperienza di allenamento E.
Nel corso degli anni sono stati sviluppati diversi algoritmi utili all'apprendi-
mento e questi hanno mostrato la loro efficacia e utilità in un vasto insieme di ap-
plicazioni:
• Data mining,  in cui vi sono vasti  database contenenti informazioni che 
contengono delle regolarità implicite che possono venire scoperte automa-
ticamente. Ad esempio, dall'analisi di cartelle cliniche è possibile estrarre 
conoscenza medica.
• Software “difficili” da programmare. Questo può succedere quando si ha a 
che fare con domini poco conosciuti in cui non si hanno le conoscenze 
adatte a definire algoritmi efficaci ovvero non vi sono esperti umani, come 
ad esempio nel caso dell'analisi del DNA. Un altra possibile applicazione 
2 Ibidem
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è data da tutta una classe di compiti che gli esseri umani sanno svolgere 
facilmente ma dei quali non sono in grado di esprimere la metodologia 
adottata. Tra questi abbiamo il problema del riconoscimento di immagini o 
della lingua parlata.
• Domini dove i  programmi devono dinamicamente adeguarsi ai cambia-
menti delle condizioni in cui devono operare. In quest'ultimo caso rientra-
no tutte quelle applicazioni che devono adattarsi alle preferenze dell'uten-
te. Ne sono un esempio le applicazioni che suggeriscono gusti musicali, 
pagine internet o prodotti, in base al comportamento passato dell'utilizza-
tore di tali servizi.
4.3 Definizione di un sistema di apprendimento
Per procedere allo sviluppo di un sistema di apprendimento automatico occorre 
effettuare precise scelte progettuali. 
Per prima cosa si deve decidere la modalità di training. Le due opzioni possi-
bili individuano due classi di apprendimento automatico:  non supervisionato e 
supervisionato. Nel primo caso non è possibile individuare ingressi al sistema. 
Per cui, per far sì che il software “comprenda” di aver  fatto una scelta giusta o 
sbagliata,  ci deve essere qualche metodo di rinforzo implicito. Cioè si deve “pre-
miare” o “punire” il sistema in seguito alle scelte compiute.  Quando si parla di 
apprendimento supervisionato invece il sistema riceve uno o più input dall'ester-
no e, in base a questi input e all'insieme di allenamento, produce un certo risulta-
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to. 
Occorre poi decidere la rappresentazione degli oggetti del dominio. Un siste-
ma di apprendimento deve tipicamente classificare oggetti del mondo reale oppu-
re eseguire dei compiti in un certo ambiente. Nel primo caso si devono rappre-
sentare gli oggetti da raggruppare e di solito, a tale proposito, si utilizzano vettori 
o grafi. Invece, per rappresentare l'ambiente, si utilizzano matrici o rappresenta-
zioni grafiche più complesse quali contorni o textures.
Un altro passo importante è la scelta della funzione obiettivo. Questa è   un'e-
spressione formale della conoscenza appresa. Viene usata per determinare le pre-
stazioni del programma di apprendimento. Esempi di tale funzione sono polino-
mi, alberi, reti neurali e insiemi di regole. È da notare che in casi reali è difficile 
ottenere un sistema in grado di apprendere perfettamente la funzione obiettivo. In 
questi casi si sceglie un'approssimazione che abbia la stessa forma prescelta (po-
linomio, regole etc) e che approssimi il meglio possibile la funzione reale.
L'ultimo passo è la scelta dell'algoritmo in conseguenza della funzione obiet-
tivo . Se questa è una funzione probabilistica, allora si sceglierà una metodo stati-
stico come ad esempio l'apprendimento bayesiano. Se invece la funzione è alge-
brica, ad esempio è un polinomio, allora si utilizzerà una metodologia algebrica 
come l'algoritmo di discesa del gradiente. Infine, se la funzione obiettivo è com-
posta da espressioni logiche allora si utilizzerà un algoritmo basato sulla cono-
scenza, per esempio uno che sfrutti gli alberi di decisione.
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4.4 Approcci all'apprendimento
Abbiamo visto che il problema principale attorno a cui si sviluppa l'apprendi-
mento automatico  è quello di indurre funzioni generali a partire da un insieme di 
esempi particolari. Al variare della funzione in esame corrispondono diversi modi 
di affrontare il problema del  machine learning. Di seguito descriveremo breve-
mente alcuni di questi approcci.
Concept learning.
Consiste nell'inferire una funzione booleana a partire da un insieme di allena-
mento composto da campioni di esempi positivi e negativi. Il problema del con-
cept learning può anche essere formulato come una ricerca in uno spazio di pos-
sibili ipotesi, dell'ipotesi che meglio si adatta all'insieme di allenamento. Questa 
metodologia di lavoro si basa su l'assunzione che l'ipotesi che meglio approssima 
la funzione su un insieme sufficientemente largo di esempi, sia anche la migliore 
approssimazione per la funzione obiettivo, anche per ogni altro esempio non an-
cora osservato. 
Decision tree learning.
E' un metodo di induzione per l'approssimazione di funzioni a valori discreti in 
cui la funzione appresa può essere rappresentata come un albero di decisione o, 
in favore di una  migliore leggibilità, come un insieme di regole if-then-else. E' 
uno dei metodi che, anche grazie alla sua robustezza al rumore dei dati, è stato 
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applicato ad una vasto range di compiti. Tipici problemi affrontabili con gli alberi 
di decisione sono quelli in cui:
• le istanze sono rappresentata da attributi chiave-valore;
• possono richiedere descrizioni disgiuntive;
• l'insieme di training può contenere errori;
• nell'insieme di allenamento possono mancare dei valori per alcuni attribu-
ti.
Problemi che rientrano in queste caratteristiche sono tipicamente quelli di clas-
sificazione, in cui lo scopo è classificare gli esempi in uno dei possibili (e discre-
ti) insiemi di categorie.
Artifical neural networks.
Le reti di neuroni artificiali sono uno dei metodi più robusti per l'apprendimen-
to di funzioni obiettivo i cui valori possono essere reali, discreti o vettoriali. I 
problemi che meglio si adattano ad essere trattati da una rete neurale sono quelli 
in cui gli esempi di allenamento sono composti da dati che sono complessi e af-
fetti da rumore. Tipicamente si tratta di informazioni provenienti da sensori quali 
possono essere telecamere o microfoni. È anche possibile utilizzare questo ap-
proccio per i problemi affrontabili attraverso gli alberi di decisione, e in questo 
caso i due sistemi forniscono risultati la cui accuratezza è comparabile3. Riassu-
3 (Shavlik Jude W.; Mooney Raymond J.; Towell Geoffrey G. , 1991)
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mendo, i problemi trattabili con questa metodologia sono quelli in cui:
• le istanze sono composte da coppie attributo-valore;
• l'output della funzione obiettivo è composta da valori reali, discreti o da 
vettori;
• gli esempi di training possono contenere errori;
• sono accettabili lunghi tempi per l'allenamento;
• è richiesta una valutazione veloce della funzione obiettivo;
• non è importante per gli esseri umani riuscire a interpretare la funzione 
obiettivo.
Statistical learning.
Il ragionamento statistico fornisce un approccio probabilistico all'inferenza. Si 
basa sull'assunzione che le quantità di interesse siano governate da una certa pro-
babilità di distribuzione e che una decisione ottimale possa essere fatta ragionan-
do su queste probabilità e sui dati osservati. 
4.5 Bayesian learning
L'approccio  bayesiano  fornisce  un  metodo  probabilistico  alla  soluzione  del 
problema dell'apprendimento automatico.  Partendo da una situazione in cui  si 
hanno diverse ipotesi tra le quali scegliere, gli algoritmi bayesiani calcolano le 
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probabilità esplicite di ognuna di queste ipotesi. Questo risultato viene poi utiliz-
zato per selezionare quella più adatta. 
Vi sono alcune caratteristiche comuni a tutti i metodi di apprendimento bayesi-
no:
• ognuno degli esempi contenuti all'interno del training set contribuisce ad 
incrementare o decrementare la probabilità di una certa ipotesi;
• la conoscenza a priori viene utilizzata in combinazione con i dati osservati 
per il calcolo della probabilità finale;
• la conoscenza a priori viene ricavata fornendo, per ognuna delle ipotesi 
candidate, una probabilità a priori e una distribuzione di probabilità sui 
dati osservati;
• vengono favorite ipotesi che effettuano predizioni probabilistiche;
• si possono classificare nuove istanze combinando le predizioni di diverse 
ipotesi, pesate con le loro probabilità.
È importante osservare che viene sempre richiesta una cognizione iniziale  del-
le probabilità delle ipotesi in esame. Quando tale conoscenza non è però disponi-
bile, è comunque possibile fare delle stime probabilistiche su di essa basandosi 
sull'esperienza o su precise assunzioni riguardo la distribuzione delle probabilità.
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4.5.1 Teorema di Bayes
Il teorema di Bayes ci fornisce un metodo per il calcolo della probabilità di 
un'ipotesi conoscendo la sua probabilità a priori e la probabilità di osservare un 
certo insieme di dati, avendo a disposizione l'ipotesi e i dati osservati.
Per enunciare il teorema verrà utilizzata un'opportuna notazione:
• P(h): rappresenta la probabilità iniziale dell'ipotesi  h prima di aver esami-
nato l'insieme di allenamento. È anche detta  probabilità a priori e rispec-
chia le conoscenze iniziali su di h. Talvolta è possibile che tale conoscenza 
non sia presente, per indicare questo fatto si assegna ad ogni ipotesi la 
stessa probabilità a priori.
• P(D): è la probabilità che l'insieme D venga osservato.
• P(D|h): delinea la probabilità di osservare D in un mondo in cui si è verifi-
cata l'ipotesi h.
• P(h|D): esprime la probabilità che  che si verifichi l'ipotesi h, avendo os-
servato D. E' chiamata anche probabilità a posteriori,  e rappresenta la no-
stra confidenza che h si possa verificare in seguito all'osservazione di D.
Possiamo adesso enunciare il teorema di Bayes:
P h∣D= P D∣h P h
P D
 (4.1)
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Innanzitutto possiamo osservare che il risultato è direttamente proporzionale al 
prodotto tra P(D|h) e P(h). Viceversa, esso diminuisce all'aumentare del valore 
P(D),  il che è abbastanza intuitivo ed esprime il fatto che  maggiore è la probabi-
lità di osservare D indipendentemente da h, minori sono le prove che D può for-
nire a sostegno di h.
Se con H indichiamo l'insieme delle possibili ipotesi, il teorema ci fornice un 
modo per selezionare una di queste. Vediamo ora un paio di assunzioni che per-
mettono di fare questa scelta.
In molti scenari di apprendimento, data l'osservazione D, siamo interessati alla 
scoperta delle ipotesi più probabili. Ognuna di queste, che chiameremo ipotesi di 
probabilità massima, è detta ipotesi MAP (Maximum A Posteriori).
Formalmente:
hMAP ≡
argmax
h∈H
P h∣D ≡
argmax
h∈H
P D∣hP h
P D  ≡
argmax
h∈H
P D∣h P h
 (4.2)
Notare che nel passo finale il termine P(D) è stato eliminato dal denominatore 
in quanto è una costante indipendente da h.
In qualche caso possiamo poi assumere che ogni ipotesi h abbia la stessa pro-
babilità a priori, cioè:
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P h i=P h j ∀h i , h j∈H
Questa  osservazione  ci  permette  di  applicare  un'ulteriore  semplificazione 
prendendo in considerazione soltanto P(D|h):
hML ≡
argmax
h∈H
P D∣h  (4.3)
Ogni ipotesi che massimizza  P(D|h) è detta  ipotesi ML (Maximum Likely-
hood). 
Di fatto il teorema di Bayes ha un'applicazione molto più generale rispetto a 
quanto suggerito in questa discussione. Esso può essere infatti applicato ad un 
qualunque insieme H di proposizioni mutualmente esclusive (“il gatto è nero” e 
“il gatto non è nero”). Comunque per chiarire la connessione esistente con il pro-
blema dell'apprendimento automatico, possiamo vedere l'insieme D degli esempi 
come l'insieme di training di qualche funzione obiettivo e ci possiamo riferire ad 
H come lo spazio delle funzioni obiettivo candidate.  
È possibile utilizzare il teorema per la costruzione di un algoritmo che calcoli 
direttamente le probabilità di ognuna delle ipotesi in esame:
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Brute-Force MAP Learning:
1. foreach (h in H):
calculate the posteriori probability P(h|D);
2. return hMAP hypothesis
4.5.2 Classificatore bayesiano ottimale
Fin'ora abbiamo cercato la risposta alla domanda “Conoscendo i dati di allena-
mento,  qual'è l'ipotesi più probabile?”. Però spesso è più significativo individua-
re la più probabile  classificazione  di ogni nuova istanza osservata. Apparente-
mente potrebbe sembrare che, anche alla seconda questione, sia possibile dare 
una risposta applicando l'ipotesi MAP alla nuova istanza. In realtà questo non è 
generalmente vero. 
In generale la classificazione più probabile la si ottiene combinando fra di loro 
le predizioni ottenute da tutte le ipotesi, pesate con le rispettive probabilità a po-
steriori. Se  la possibile classificazione di un nuovo esempio può determinare va-
lori vj appartenenti  a qualche insieme V di possibili classi, allora la probabilità 
P(vj|D) che rappresenta la classificazione corretta per  vj è:
P v j∣D = ∑
hi∈H
P v j∣hiP hi∣D
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E la classificazione ottimale bayesiana è il valore vj per cui P(vj|D) è massi-
mo:
argmax
v j∈V
= P v j∣D  (4.4)
Di seguito,  vediamo un esempio che mostra un'applicazione del classificatore 
ottimale. Supponiamo che l'insieme delle possibili classificazioni sia V = {+,-} e 
che:
• P(h1 | D) = 0.4 , P(- | h1) = 0 ,  P(+ | h1) = 1
• P(h2 | D) = 0.3 , P(- | h2) = 1 ,  P(+ | h2) = 0
• P(h3 | D) = 0.3 , P(- | h3) = 1 ,  P(+ | h3) = 0
allora:
∑
hi∈H
P +∣hiP hi∣D =0.4
∑
hi∈H
P -∣hiP hi∣D =0.6
e quindi:
argmax
v j∈+ , -
P v j∣D= -
Osserviamo che se avessimo utilizzato l'ipotesi MAP avremmo scelto h1, otte-
nendo quindi una classificazione positiva. Tale risultato non sarebbe stato corret-
to. Infatti, come evidenziato dalla combinazione di tutte le ipotesi, la classifica-
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zione più corretta è quella negativa.
4.5.3 Classificatore bayesiano “naive”
Tra le più usate implementazioni per un classificatore bayesiano abbiamo il co-
siddetto classificatore bayesiano naive. 
Si applica a problemi di apprendimento in cui ogni istanza x da classificare è 
definita da una tupla di valori di attributi e in cui la funzione obiettivo può pren-
dere valori solo da un insieme finito V. 
Siano <a1,a2,...,an> i valori degli attributi della nuova istanza,  lo scopo di que-
sta metodologia è quello di assegnare a nuovi esempi il valore obiettivo più pro-
babile  vMAP:
v MAP=
argmax
v j∈V
P v j∣a1, a2, ... , an
Possiamo utilizzare il teorema di Bayes per riscrivere l'espressione precedente:
v MAP =
argmax
v j∈V
P a1, a2,... , an∣v j P v j
P a1, a2,... , an
= argmax
v j∈V
P a1, a2,... , an∣v jP v j (4.5)
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Adesso, basandoci sui dati di training,  dobbiamo stimare i due termini dell'e-
quazione precedente. Per esprimere una valutazione di P(vj)  è sufficiente contare 
la frequenza con cui ogni valore obiettivo vj appare negli esempi di allenamento. 
Non è altrettanto semplice stimare i diversi termini P(a1, a2,...,an | vj) allo stesso 
modo; infatti il numero di questi termini è uguale al numero  delle possibili istan-
ze per il numero dei possibili valori obiettivo. Quindi  per ottenere una stima affi-
dabile, avremmo bisogno di vedere ogni istanza più di una volta.  
Per ovviare a questa difficoltà, il classificatore bayesiano naive ( cioè “inge-
nuo”) assume che, dato il valore obiettivo,  i valori degli attributi siano condizio-
natamente indipendenti. Detto altrimenti, assunto un certo valore obiettivo per l'i-
stanza, la probabilità di osservare la congiunzione a1,a2,...an è data dal prodotto 
delle probabilità individuali degli attributi. Viene dunque fatta la seguente assun-
zione naive:
P a1, a2,... , an∣v j = ∏
i
P a i∣v j  (4.6)
Sostituendo all'interno dell'equazione (4.5) otteniamo la classificazione baye-
siana naive:
ll, Tom M. -  Machine learining
v NB =
argmax
v j∈V
P v j∏
i
P a1∣v j  (4.7)
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Concludendo, possiamo affermare che l'approccio bayesiano naive richiede per 
l'apprendimento un passo iniziale in cui vengono calcolati i vari P(vj) e P(ai|vj). 
Per misurare tali probabilità ci si basa sulla loro frequenza all'interno dell'insieme 
di  allenamento. L'insieme di  tutte queste stime corrisponderà all'insieme delle 
ipotesi apprese. Esse sono poi utilizzate per classificare ogni nuova istanza appli-
cando l'equazione (4.7).
Lo spazio delle ipotesi è quindi lo spazio dei possibili valori che possono esse-
re  assegnati alle probabilità P(vj) e P(ai|vj). È importante osservare come, a diffe-
renza degli altri  metodi di apprendimento automatico,   non vi sia una ricerca 
esplicita nello spazio delle ipotesi. Queste vengono invece costruite contando le 
occorrenze  delle varie combinazioni dei dati dell'insieme di training.
4.6 Conclusione
In diversi campi, è stato misurato che le performance di un sistema di appren-
dimento bayesiano, sono paragonabili a quelle delle reti neurali e degli alberi di 
decisione. Inoltre è importante osservare che a partire dallo stesso spazio delle 
ipotesi e dalla stessa conoscenza a priori, nessun altro metodo di classificazione 
conosciuto si comporta, in media, meglio del classificatore bayesiano naive4.
4 (Mitchell, Tom M, 1997)
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5 DomoBrain
Nel Capitolo 3 si è discusso di DomoNet e delle sue funzionalità. È emerso 
come lo scopo principale del sistema fosse quello di implementare una sorta di 
“telecomando universale” in grado di permettere l'interoperabilità tra dispositivi 
appartenenti a diverse tecnologie domotiche.
L'obiettivo del progetto di tesi è stato quello di realizzare DomoBrain, un siste-
ma da integrare all'interno di DomoNet, che fosse in grado di apprendere le abi-
tudini di un utente di un sistema domotico. In questo capitolo vedremo un esem-
pio di quello che potrebbe essere uno scenario rappresentante un ambiente domo-
tico e introdurremo brevemente l'architettura di DomoBrain.
5.1 Scenario
Un tipico scenario di  utilizzo di un ambiente domestico presuppone che l'uten-
te abbia e mantenga nel tempo un certo insieme di comportamenti abituali. Per 
capire meglio possiamo immaginare che,  giorno dopo giorno e più o meno agli 
stessi orari, l'utente compia queste attività:
• la mattina si alza ed esce di casa (ad esempio per recarsi sul posto di lavo-
ro);
• la sera rientra in casa;
• la notte si corica.
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È implicito che in ognuno di questi momenti egli compia delle azioni ben pre-
cise:
• ogni mattina solleva le avvolgibili, poi accende il riscaldamento del bagno 
per farsi la doccia;
• al suo rientro la sera, appena fa buio, accende le luci e il riscaldamento;
• prima di andare a letto, spegne tutti i dispositivi.
Lo scopo del progetto è stato quello di raccogliere informazioni su questi com-
portamenti abituali e, attraverso un'analisi statistica di questi dati, realizzare un 
sistema di regole che automatizzi le azioni più comuni. Così facendo è possibile 
regolare il funzionamento dei dispositivi domotici in modo da rendere la casa a 
misura di utente.
I vantaggi derivanti da una simile applicazione sono molteplici. I più evidenti 
si riscontrano a livello di comfort. Una obiezione che potrebbe essere fatta è che, 
anche senza un sistema di apprendimento, sarebbe possibile sfruttare le tecnolo-
gie  domotiche  attualmente  disponibili  per  ottenere  una dimora  ritagliata  sulle 
proprie abitudini. Questo è vero,  ma sarebbe comunque compito dell'utente im-
postare i vari dispositivi , uno ad uno, secondo le proprie esigenze. Invece, con 
l'adozione di un sistema in grado di apprendere da solo tali costumi, tutto ciò che 
si richiede agli abitanti della casa è di viverci,  continuando ad utilizzare i vari 
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servizi come di consueto. L'utente non deve più preoccuparsi di configurazioni e 
impostazioni che potrebbero, in alcuni casi, risultare complesse.  Sarà il sistema 
stesso che, dopo aver raccolto dati a sufficienza, proporrà all'utente una nuova re-
gola la quale avrà lo scopo di automatizzare una certa funzione. Inoltre, se l'uten-
te dovesse cambiare le proprie abitudini (ad esempio perché è cambiata la stagio-
ne) il sistema si adatta automaticamente alle nuove esigenze e non vi è quindi la 
necessità di riconfigurare manualmente tutti i dispositivi.
Altre conseguenze positive si riscontrano sul piano della sicurezza e il rispar-
mio energetico. Sarà infatti impossibile dimenticarsi le “buone abitudini”,  dato 
che queste verranno eseguite automaticamente dal sistema. Quindi se per una 
sera l'utente dimentica di spegnere particolari luci, di chiudere i rubinetti del gas 
o la porta d'ingresso, queste azioni verranno comunque eseguite alla solita ora dal 
sistema.
Anche dal punto di vista del prolungamento e del mantenimento dell'autonomia 
è possibile riscontrare diversi benefici. Ciò risulta essere di particolare  interesse 
per tutte quelle categorie di persone con esigenze particolari. Ne sono un esempio 
gli anziani o coloro i quali attraversano, per diversi motivi,  periodi di difficoltà 
momentanea (donne in gravidanza, persone con fratture  e altre invalidità tempo-
ranee). In questi casi, anche i gesti quotidiani più elementari possono andare a 
costituire ostacoli anche insormontabili. È quindi facile immaginare come il si-
stema venga loro in aiuto eseguendo automaticamente e per tutto il tempo neces-
sario, l'insieme di azioni abituali che sono state acquisite nel tempo.
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5.2 Architettura
Come abbiamo visto, Domonet si compone di un lato server e di un lato client. 
DomoBrain è sostanzialmente un client parallelo a quello “ufficiale” di Domo-
Net. Da questo differisce nello scopo, che non è quello di interagire con i disposi-
tivi dell'abitazione, ma di monitorare l'utilizzo che, da parte dell'utente, viene fat-
to di tali dispositivi. Per permettere ciò, il server mette a disposizione una serie di 
Web Services, mentre sul lato del client troviamo un socket  al quale DomoNet in-
vierà i cambiamenti di stato dei dispositivi. Uno schema di tale interconnessioni 
viene dato  in Figura 5.2.1. 
Principalmente, il lavoro svolto da DomoBrain si compone di quattro attività 
principali:
• raccolta di informazioni sull'utilizzo dei dispositivi;
• analisi di questi dati;
• creazione di regole in base ai risultati di tale analisi;
• esecuzione delle regole.
Questi compiti vengono eseguiti da diverse entità software. Di queste,  vedia-
mo ora una breve descrizione, riservando al seguito una trattazione più approfon-
dita.
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Il monitoraggio dei dati di uso dei dispositivi della rete viene svolta dal Domo-
BrainSniffer. Ogni volta che un utente utilizza uno dei dispositivi della rete, mo-
dificandone lo stato, viene generato da DomoNet un particolare messaggio che 
contiene informazioni sul cambiamento di stato subito dal dispositivo. Questi dati 
sono inviati in multicast a tutti i client che dichiarano il loro interesse alla ricezio-
ne di tali informazioni. Lo scopo del DomoBrainSniffer è proprio quello di espri-
mere il proprio interesse alla ricezione di questi messaggi. Deve quindi  “sniffa-
re” questi pacchetti  inviando quelli di interesse su di un file di log.
L'analisi dei dati raccolti e la creazione delle regole è un'attività svolta dal Do-
Figura 5.2.1: schema delle connessioni esistenti tra 
DomoNet e DomoBrain
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moBrainLearner. Si tratta sostanzialmente di un'implementazione di un classifi-
catore bayesyano naive.  Il suo compito è quindi quello di accedere al file di log e 
di analizzarne il contenuto allo scopo di inferire conoscenza sull'utilizzo dei di-
spositivi. Essenzialmente  calcola la probabilità a posteriori di un certo evento, se 
tale probabilità è superiore ad una data soglia, allora a partire da tale evento verrà 
creata una nuova regola. Ad esempio, se la probabilità che l'utente accenda la 
luce della cucina alle ore 20:00:00  è superiore alla soglia di 0.30, allora da tale 
evento deve essere creata una nuova regola.
Le regole sono sostanzialmente dei messaggi che verranno inviati al server ad 
una certa ora. Questi messaggi conterranno delle istruzioni per i dispositivi pre-
senti nella rete. Facendo riferimento all'esempio precedente, una possibile regola 
conterrà istruzioni per inviare alle ore 20:00:00 un messaggio recante il comando 
di accensione  della luce della cucina. 
È importante sottolineare che queste entità non rappresentano singole unità di 
software, ma a loro volta si compongono di più parti i cui dettagli verranno chia-
riti in seguito. 
Una rappresentazione grafica che riassume il lavoro svolto da DomoBrain è 
data nella seguente figura:
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Figura 5.2.2: schema di funzionamento di DomoBrain
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6 Sviluppo del progetto
6.1 Design del learner
Nel Capitolo 4, abbiamo visto cosa si intende per  machine learning e quali 
sono le scelte progettuali che devono essere fatte in fase di sviluppo di un sistema 
di  apprendimento automatico.  Vediamo ora  in  dettaglio  le  decisioni  prese per 
l'implementazione di DomoBrain.
6.1.1 Compito e misura delle performance
Abbiamo visto, che  il problema del machine learning è quello di realizzare un 
programma che attraverso l'esperienza migliori  la  sua abilità  nell'eseguire una 
certa attività. 
Il primo passo nella definizione di un sistema di apprendimento automatico è 
quindi quello di definire quale sia il compito per il quale si richiede tale crescita. 
Nel nostro caso, DomoBrain  dovrà imparare le abitudini di un utente di un siste-
ma domotico.
Per poter osservare un qualsivoglia  miglioramento occorre però definire una 
qualche metrica che possa essere utilizzata al fine di giudicare il lavoro svolto dal 
software. Per DomoBrain una tale misura è data dalla percentuale di abitudini ap-
prese correttamente.
6.1.2 Scelta dell'insieme di allenamento
La scelta del tipo di esperienza sulla quale il nostro learner effettuerà la proce-
dura di apprendimento è una decisione che può avere un grosso impatto sulla 
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scelta degli algoritmi di apprendimento utilizzati e sull'esito di questo processo di 
learning.
Nel caso di DomoBrain si è scelto di utilizzare come insieme di allenamento 
un file di log, il quale contiene le informazioni sull'utilizzo di un certo dispositi-
vo. 
Un altro possibile approccio per la definizione di un insieme di training sareb-
be potuto essere quello di fornire al sistema una serie di esempi preconfezionati, 
indicando per ognuno di essi il risultato atteso. Ma la natura stessa dei file di log 
permette di  evitare  un tale artificio. Infatti questi file contengono le informazio-
ni sul reale ed effettivo utilizzo del sistema domotico, e si assume quindi che le 
informazioni in essi contenute siano essenzialmente corrette e che il risultato at-
teso sia esattamente quello riportato sul log. Ad esempio, se l'utente accende  la 
lampadina della camera da letto ogni sera alle ore 22:00:00, si può essere certi 
che quello descritto sia esattamente il comportamento da apprendere.
Un'altra conseguenza di questa scelta è che vi è una totale identità tra l'ambien-
te di allenamento e quello finale nel quale il sistema verrà utilizzato. Questo ri-
solve uno dei principali problemi nella scelta dell'insieme di esempi di addestra-
mento, cioè quello stimare quanto esso sia in grado di rappresentare l'ambiente 
operativo “reale”. In questo caso i due mondi coincidono e quindi ci sarà la mas-
sima rappresentatività possibile. Se proprio si vuole dare una qualche forma di 
separazione tra i due insiemi, essa va cercata dal punto di vista “temporale” piut-
tosto che da quello “spaziale” (da una parte gli esempi e dall'altra le nuove istan-
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ze). Infatti fino ad un certo momento, i dati verranno raccolti al solo scopo di ac-
cumulare abbastanza informazione per poter far partire il processo di apprendi-
mento. Dopo tale istante, ogni ulteriore evento innescherà il meccanismo di lear-
ning.
6.1.3 Scelta della funzione obiettivo
Il prossimo passo è quello di decidere il tipo di conoscenza che deve essere ap-
presa. Nel caso di DomoBrain lo scopo è apprendere un'insieme di  abitudini a 
partire dalle informazioni raccolte nel file di log. Per capire come scegliere la 
funzione obiettivo è necessario prima approfondire quale sia la natura dei dati 
memorizzati in questi file e che cosa si intenda esattamente con il termine “abitu-
dini”. 
Abbiamo visto che DomoNet emette un messaggio informativo ogni volta che 
l'utente utilizza un dispositivo cambiandone lo stato. Se con il termine “evento” 
definiamo una di queste variazioni di stato dei dispositivi, allora possiamo dire 
che la funzione cercata avrà come dominio l'insieme degli eventi.
Inoltre osserviamo che con l'espressione “abitudini” ci riferiamo a tutte quelle 
azioni che l'utente esegue ogni giorno alla stessa ora. DomoBrain ha il compito di 
imparare queste abitudini e di eseguirle al posto dell'utente. Quindi, possiamo ve-
dere un'abitudine come un comando che DomoBrain deve inviare al sistema ogni 
giorno alla stessa ora.  Definiamo  queste azioni imperative come “regole”, e al-
lora possiamo affermare che il  codominio della nostra funzione obiettivo sarà 
composto dall'insieme delle regole apprese.
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La nostra funzione obiettivo f sarà quindi della seguente forma:
f : ER
Dove  indichiamo con E l'insieme degli eventi e con R l'insieme delle regole,
6.1.4 Rappresentazione della funzione obiettivo
Dopo aver scelto una forma per la funzione obiettivo, occorre decidere la rap-
presentazione che il programma utilizzerà per esprimere la conoscenza acquisita.
Le opzioni per fissare questa rappresentazione sono legate al tipo di funzione 
obiettivo. Nel nostro caso, abbiamo detto che una regola altro non è che un co-
mando che deve essere eseguito ad una certa ora. Le regole con cui abbiamo a 
che fare sono perciò coppie del tipo <comando, ora di esecuzione>.
Un file contenente una lista di queste coppie è proprio la rappresentazione cer-
cata. A run-time le regole saranno mantenute in una struttura a lista e, eventuali 
operazioni su di essa verranno eseguite anche sul file. Per cui la lista in memoria 
non sarà altro che una copia, sempre aggiornata, del file. 
6.1.5 Scelta dell'algoritmo di apprendimento
Viste le argomentazioni discusse nel Capitolo 4, il sistema di apprendimento 
automatico è stato realizzato implementando un classificatore bayesiano. 
L'algoritmo prende in ingresso due input:
• un evento:
che rappresenta il comando del quale interessa calcolare la probabilità a 
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posteriori;
• una soglia:
che è una numero con il quale andrà confrontato il valore della probabilità 
a posteriori dell'evento.
Lo scopo è decidere se, a partire dall'evento in esame, si dovrà o meno creare 
una regola. A tale proposito, ogni volta che viene eseguito un comando, si calcola 
la sua probabilità e la si confronta con il valore di soglia. Se la probabilità è mag-
giore o uguale alla soglia allora si dovrà procedere alla creazione di una nuova 
regola.
Pseudocodice dell'algoritmo implementato: 
checkBayes(event E, threshold T ):
  P ← posterioriProb(E);
  if (P >= T):
    createRule(E);
6.1.6 Linguaggio di programmazione
DomoNet è implementato interamente in Java e come descritto nel Capitolo 3 è 
sviluppato attorno ad  un modello SOA. Dal solo punto di vista dell'interazione 
sarebbe quindi stato possibile, utilizzando un qualunque linguaggio di program-
mazione,  realizzare un client  che fosse in grado di comunicare con i servizi di-
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sponibili.
Ma, per meglio gestire l'integrazione con DomoNet e poter così usufruire del 
framework  messo a disposizione, anche DomoBrain  è stato sviluppato intera-
mente in Java.
6.1.7 XML e XMLSchema
All'interno dell'applicazione vengono utilizzati diversi file che sono di ausilio 
allo svolgimento delle funzioni principali del programma. Ad esempio troviamo i 
file di log che tengono traccia dell'utilizzo che viene fatto di un certo dispositivo; 
abbiamo il file delle regole che conserva le regole apprese; vi sono poi i file che 
memorizzano le proprietà e le impostazioni dei componenti del programma e in-
fine, troviamo i file che descrivono i dispositivi domotici presenti nell'ambiente.
Questi file, pur venendo utilizzati in momenti diversi e da differenti parti di co-
dice, vengono descritti utilizzando lo stesso formato. Si tratta infatti di file XML 
le cui specifiche vengono date attraverso il formalismo degli XML Schema. Ve-
diamo una breve descrizione di queste due specifiche:
• XML (eXtensible Markup Language):1
è una specifica general-purpose per la definizione di linguaggi di markup. 
È un linguaggio, flessibile, dinamico e pronto per Internet. 
• XMLSchema2:
è una descrizione di un documento XML. Tipicamente tale descrizione è 
data attraverso una serie di vincoli sulla struttura e sul contenuto dei docu-
1 http://www.w3.org/XML/
2 http://www.w3.org/XML/Schema
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menti che descrive. 
In DomoBrain ogni documento XML deve essere ben formato e valido rispetto 
ad uno schema. Per “ben formato” si intende che  il file deve essere un documen-
to XML sintatticamente corretto. La validazione  invece implica che il documen-
to rispetti i requisiti contenuti nello schema.
6.1.8 Progetto finale
Unendo quanto detto fin'ora possiamo tracciare lo schema del nostro progetto:
Compito: Imparare abitudini
Misura delle 
performance:
Percentuale di abitudini apprese correttamente
Insieme di 
addestramento:
File di log
Funzione obiettivo: f : ER
Rappresentazione della 
funzione obiettivo:
File di regole
Tabella 6.1: progetto finale di DomoBrain 
6.2 Interazione e integrazione con DomoNet
6.2.1 Visione di DomoNet
Abbiamo già osservato come DomoNet si componga di due entità, da una parte 
troviamo il lato server e dall'altro il lato client.
Il lato client ha il compito di collegarsi ai servizi messi a disposizione dal ser-
ver e di comunicare con esso per permettere il controllo remoto e l'interoperabili-
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tà dei dispositivi della rete. Anche DomoBrain presenta una parte che necessita di 
connettersi al  server in modo da interagire con i vari  device. Tale interazione si 
snoda su due livelli, nel primo lo scopo è quello di monitorare l'uso che si fa dei 
device e nel secondo il fine  è quello di realizzare l'esecuzione delle regole appre-
se.  
Tutto il codice necessario a questo tipo di comunicazione era già presente nel 
client di DomoNet e quindi si è preferito sfruttare tale sorgente piuttosto che pro-
cedere alla scrittura  di  nuovo codice che sarebbe stato comunque speculare a 
quello già esistente. È stato quindi creato DomoBrianClient, il quale è sostanzial-
mente  un  wrapper per  DomoNetClient.  Lo scopo di  questo  “nuovo”  client è 
quello di collegarsi al server e di aprire un socket le cui specifiche,indirizzo ip e 
porta, verranno comunicate a DomoNetServer.
Abbiamo visto che i messaggi a cui DomoBrain è interessato sono quelli in cui 
viene riportato l'aggiornamento dello stato di un dispositivo. Tali messaggi, detti 
di UPDATE, vengono inviati dal  server al  socket che è stato aperto sul  client. 
Nella sua versione iniziale, DomoNetClient utilizzava i messaggi di UPDATE a 
solo scopo informativo, mentre DomoBrain ha la necessità di analizzare e proces-
sare questi pacchetti. È stato perciò necessario apportare alcune modifiche al Do-
moNetClient.
Per quanto riguarda il server, è stato lasciato inalterato e di esso si è mantenuta 
sostanzialmente una visione “blackbox”, in cui tutto ciò che di esso veniva osser-
vato erano le interfacce necessarie allo scambio di dati.
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Abbiamo detto che DomoNet permette l'interoperabilità tra dispositivi apparte-
nenti a tecnologie domotiche diverse.  Per rendere possibile questa forma di in-
terconnessione DomoNet fornisce un'unica astrazione,  detta  DomoDevice,  che 
permette di rappresentare  tutti i dispositivi del sistema domotico a prescindere 
dalla loro tecnologia. Di seguito si farà riferimento al termine “DomoDevice” sia 
per indicare il formalismo e sia per indicare l'astrazione di un generico dispositi-
vo della rete. Le caratteristiche, intese come insieme di operazioni supportate, dei 
vari DomoDevice della rete domotica, sono poi specificate all'interno di un file 
XML. 
Per gestire l'interazione con i dispositivi o, per meglio dire, con la loro astra-
zione, DomoNet mette a disposizione un formato specifico per i messaggi che 
possono essere gestiti dal sistema. Questo standard prende il nome di DomoMes-
sage.
I messaggi che DomoBrain deve monitorare sono per l'appunto espressi in que-
sto formato e per la loro manipolazione sono state utilizzate funzioni di libreria 
messe a disposizione dal framework di DomoNet.
Sia i DomoDevice che i DomoMessage sono espressi nello stesso linguaggio: 
DomoML.
Nei prossimi due paragrafi verranno introdotti questi formati. 
6.2.2 DomoML3
  DomoML è un un linguaggio, basato su XML, che ha lo scopo di rappresenta-
3 Rif: (Russo, 2006)
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re in maniera compatta i dispositivi domotici, i servizi offerti e le relative intera-
zioni, astraendo dalla tecnologia di appartenenza. DomoML,  è quindi  un midd-
le-language da e verso il quale tradurre le rappresentazioni dei dispositivi e dei 
pacchetti. Tutta la parte logica dell’architettura di DomoNet usa domoML.  Sola-
mente le interazioni fisiche con i dispositivi necessarie alla costruzione  dei corri-
spondenti  DomoDevice  e  per  l’esecuzione  dei  servizi,  all’interno  dei  moduli 
(tech manager ), usano il linguaggio specifico proprio di ogni tecnologia.
6.2.3 DomoDevice4
Un DomoDevice ha lo scopo di creare un meccanismo semplice, compatto ed 
efficace per rappresentare i dispositivi astraendo dalla tecnologie.
  Un DomoDevice può essere rappresentato attraverso un albero, largo e poco 
profondo, che si sviluppa su un massimo di quattro livelli. Vediamo di seguito 
una breve5 descrizione dei  tag che compongono la rappresentazione di un Domo-
Device: 
• device:
è il tag di apertura della descrizione di uno specifico dispositivo, alcuni 
dei suoi attributi sono:
◦ description:
una descrizione in lingua naturale del DomoDevice;
◦ id:
identifica il DomoDevice all’interno del web service;
4 Ibidem.
5 Per una trattazione più approfondita si veda (Russo, 2006 )
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◦ URL:
identifica il web service che gestisce il dispositivo.
• service:
descrive un singolo servizio offerto dal DomoDevice; ha diversi campi:
◦ name:
un identificatore che è utile quando il DomoMessage viene generato;
◦ output:
se in seguito all'esecuzione del DomoMessage è atteso un valore di ri-
torno, il suo tipo sarà specificato da questo attributo.
• input:
indica che il servizio ha bisogno di un valore di input per poter essere ese-
guito. Questo tag è opzionale e ogni servizio può avere più input. I campi 
per questo tag sono:
◦ name: un identificativo dell’input;
◦ description: una descrizione dell’input;
◦ type: il tipo atteso.
• allowed:
rappresenta un possibile valore che può assumere l'input. Questo tag ha un 
solo attributo:
◦ value: il valore ammesso, in formato stringa.
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Di seguito possiamo osservare un descrizione per un semplice DomoDevice 
rappresentante una lampadina: 
<device description="Luce" id="18" manufacturer="philips" position=""
  positionDescription="Soggiorno" serialNumber="1.1.9" tech="KNX"
  type="Luce" url="http://www.esempio.it/services/">
  <service description=""  name="0/0/12" output="BOOLEAN"
    outputDescription="" prettyName="Stato luce"/>
  <service description="Dimming, 2 x Inputs 301901" name="0/0/12"
    prettyName="On/Off luce"> 
            <input description="" name="value" type="BOOLEAN"> 
                <allowed value="0"/> 
                <allowed value="1"/> 
            </input> 
   </service> 
        
</device>
Dall'esempio si può osservare che il dispositivo in oggetto espone due servizi. 
Il primo è di carattere informativo e alla sua invocazione restituisce un valore 
booleano che  rappresenta lo stato della lampadina, 1 se è accesa, 0 se è spenta. 
L'altro servizio ha invece lo scopo di cambiare lo stato del device, in questo caso 
quindi serve per accendere o spegnere la lampadina  fornendogli in ingresso il ri-
spettivo input booleano.
In questa versione di DomoDevice non è però possibile distinguere tra le due 
tipologie di servizi in quanto, in generale,  un servizio informativo potrebbe an-
ch'esso ricevere degli input e viceversa, un servizio potrebbe cambiare lo stato di 
un device senza aspettarsi un input.
DomoBrain, per motivi che verranno chiariti in seguito, ha l'esigenza di distin-
guere tra i tipi di servizio. Perciò è stato necessario estendere il tag <service> 
con l'attributo “serviceType” il quale può assumere uno tra i seguenti due va-
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lori:
• query:
se il servizio a cui si riferisce è di tipo informativo;
• input:
se invece è un servizio che cambia lo stato del dispositivo.
Perciò in seguito a tali modifiche, il DomoDevice dell'esempio precedente di-
venta:
<device description="Luce" id="18" manufacturer="philips" position=""
  positionDescription="Soggiorno" serialNumber="1.1.9" tech="KNX"
  type="Luce" url="http://www.esempio.it/services/">
  <service description=""  name="0/0/12" output="BOOLEAN"
    outputDescription="" prettyName="Stato luce" serviceType="query"/>
  <service description="Dimming, 2 x Inputs 301901" name="0/0/12"
    prettyName="On/Off luce" serviceType="input"> 
            <input description="" name="value" type="BOOLEAN"> 
                <allowed value="0"/> 
                <allowed value="1"/> 
            </input> 
   </service> 
        
</device>
6.2.4 DomoMessage
Lo scopo del DomoMessage  è quello di creare un meccanismo semplice, com-
patto ed efficace per rappresentare le interazioni tra i DomoDevice astraendo dal-
le  tecnologie.  Anche  il  DomoMessage  può  essere  rappresentato  attraverso 
un albero largo e poco profondo, in questo caso abbiamo un massimo di due li-
velli. Anche in questo caso vediamo ora una breve6 descrizione di alcuni dei tag:
6 Per una trattazione più approfondita si veda (Russo, 2006 )
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• message:
è il tag di apertura della descrizione del dispositivo. Ha diversi attributi:
◦ message:
rappresenta il corpo del messaggio, tipicamente è uguale al valore del-
l'attributo name del servizio da invocare;
◦ messageType:
indica il tipo di messaggio in questione. Può assumere diversi valori, 
per la realizzazione di DomoBrain si sono utilizzati principalmente due 
tipi di messagi7:
▪ COMMAND: utilizzato per  invocare un servizio;
▪ UPDATE: utilizzato per trasportare informazioni sui cambiamenti di 
stato del dispositivo.
• input:
i valori di input da associare al message. Questo tag è opzionale e per ogni 
messaggio possiamo ritrovare più input. Gli attributi per questo tag sono:
◦ name: il nome dell’input;
◦ type: il tipo dell’input;
◦ value: il valore in formato stringa dell’input.
Facendo riferimento al DomoDevice rappresentante la lampadina dell'esempio 
7 Ibidem.
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precedente, vediamo ora un DomoMessage per l'accensione di tale lampadina. 
Invocheremo  quindi  il  servizio  “0/0/12”  sul  DomoDevice  con  web  service 
“http://www.esempio.it/services/” inviandogli un input di tipo booleano e valore 
1.
<message message="0/0/12" messageType="COMMAND" receiverId="18"
 receiverURL="http://http://www.esempio.it/services/" >
 <input name="value" type="BOOLEAN" value="1"/>
</message>
6.3 Conclusioni
In questo capitolo abbiamo visto una panoramica di quello che era l'ambiente 
in cui DomoBrain è stato integrato e del modo in cui tale ambiente è stato sfrutta-
to e, alcune volte, modificato.
Nel prossimo capitolo entreremo nei dettagli dell'implementazione e daremo 
una valutazione del lavoro svolto indicandone possibili sviluppi futuri.
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7 Implementazione
In questo capitolo verrà descritta l'implementazione di DomoBrain, delle parti 
che lo compongono e  dell'interconnessione esistente tra queste. Di seguito, in Fi-
gura 7.1, vediamo uno schema che rappresenta i componenti, le loro connessioni 
e un esempio di comunicazione con DomoNet.
Figura 7.1: 
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7.1 DomoBrainClient
È il componente di DomoBrain che si occupa di gestire la comunicazione con 
il lato server  di DomoNet.
Per organizzare lo scambio di dati con DomoNet, e in particolare per connetter-
si ai web services ed inviare dei messaggi, vengono utilizzate alcune funzionalità 
del client di DomoNet. Il lavoro svolto da tale client è composto di due passi di-
stinti:
1. stabilisce un collegamento con un servizio del server attraverso l'invoca-
zione del metodo connectToWebServices;
2. crea un oggetto  TCPServer  che fornisce  un  socket per  la  ricezione dei 
messaggi di UPDATE.
Per la realizzazione dei suoi compiti DomoBrainClient ha l'esigenza di mani-
polare i messaggi in arrivo sul socket. Per questo motivo il DomoNetClient è sta-
to modificato in maniera tale che, la chiamata a  connectToWebServices restituis-
se un puntatore all'oggetto TCPServer. In questo modo, invocando tale metodo il 
client di DomoBrain è in grado di leggere i messaggi che vengono spediti sul 
socket.
Anche per il TCPServer è stato necessario apportare alcune modifiche. Ad esso 
è stato infatti aggiunto un vettore di oggetti di tipo Sniffer. Per ora è sufficiente 
sapere che il suo compito è quello di intercettare e processare i messaggi di UP-
DATE relativi ad un certo dispositivo. I dettagli riguardanti questo tipo di oggetto 
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e le sue funzionalità verranno dati nel prossimo paragrafo.
All'interno del DomoBrainClient possiamo idealmente individuare due inter-
facce. Una, è rivolta verso il server ed è essenzialmente costituita da un oggetto 
DomoNetClient. L'altra è costituita dai metodi connect e sendMessage, è rivolta 
verso l'interno e consente agli altri componenti di DomoBrain di interagire con la 
prima interfaccia e, di conseguenza, con il server. Di seguito vediamo uno sche-
ma di tale interfaccia:
7.2 DomoBrainSniffer
Si occupa di processare tutti i messaggi di UPDATE relativi ad un certo Domo-
Device della rete domotica. Quindi è molto probabile che, contemporaneamente, 
più oggetti di questo tipo siano in ascolto sul canale di UPDATE.  Ad esempio, 
Figura 7.1.1: schema di DomoBrainClient e delle sue interfacce
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potremmo quindi ritrovarci in una situazione in cui uno sniffer si occupa di resta-
re in ascolto dei pacchetti riguardanti una lampadina, un altro sulla lavatrice, e 
così via per ogni altro dispositivo del quale ci interessa raccogliere i dati di utiliz-
zo.
Le considerazioni appena fatte giustificano quanto detto nel precedente para-
grafo, dove abbiamo visto come il TCPServer mantenga un vettore di oggetti Do-
moBrainSniffer.  Infatti, all'arrivo di un nuovo messaggio di aggiornamento, il 
TCPServer controlla l'id del dispositivo al quale il messaggio si riferisce e di con-
seguenza lo inoltra allo sniffer opportuno.
Il lavoro di analisi dei DomoMessage in ingresso è svolto dalla procedura par-
seUpdateMessage(DomoMessage update). Per prima cosa, all'arrivo di un messag-
gio di aggiornamento, viene inizializzato un timer. Allo scadere di tale contatore 
verranno invocati due metodi. Il primo  si occuperà di scrivere una nuova linea 
nel file di log mentre il secondo darà inizio al calcolo bayesiano per l'evento a cui 
il DomoMessage di UPDATE si riferisce. Il risultato di quest'ultima operazione 
determinerà o meno, la creazione di una nuova regola.
Per capire la necessità di tale timer, è necessario fare alcune considerazioni sul 
processo di apprendimento. Nel Capitolo 4 abbiamo visto che un classificatore 
bayesiano lavora su un insieme di valori di attributi e sulle loro probabilità. Nel 
caso di DomoBrain gli attributi sono rappresentati dalle funzionalità dei dispositi-
vi e, in aggiunta a questi, dall'orario nel quale viene eseguito il comando. L'ese-
cuzione di una operazione su di un device comporta tipicamente la modifica dello 
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stato una proprietà del dispositivo. Ma, per il processo di apprendimento, è ne-
cessario avere  a disposizioni il valore di ognuno di questi attributi. La durata del 
timer è l'intervallo di tempo nel quale ci si aspetta di osservare la ricezione dei 
messaggi di UPDATE di tutti i servizi di un dispositivo. Supponiamo, per esem-
pio, di avere a che fare con una lampadina avente due funzioni, la prima che ge-
stisce l'accensione e lo spegnimento e la seconda che ne permette il dimming.  Se 
alle ore 21:00:00 l'utente accende questa lampadina il sistema emetterà due mes-
saggi di UPDATE; uno relativo al cambiamento di stato da OFF a ON e l'altro re-
lativo al valore del dimmer. Se lo sniffer eseguisse il suo lavoro senza il timer, ma 
direttamente alla ricezione del primo UPDATE, allora si perderebbero le infor-
mazioni relative al secondo messaggio di aggiornamento.
Ma il timer ha anche un altra importante funzione. Esso serve infatti a modella-
re il comportamento di un utente che esegue un'operazione sbagliata. Restando 
sempre sul  semplice esempio della lampadina, immaginiamo di avere nella stes-
sa parete più interruttori uno di fianco all'altro. In questo contesto sarebbe facile 
per chiunque premerne uno invece di un altro. Immaginiamo ora che venga pre-
muto il pulsante errato. È logico pensare che, in seguito a tale errore, l'utente pre-
merà ancora una volta questo interruttore e, a seguire, quello corretto. In un caso 
come questo il sistema genera due messaggi di UPDATE. Il primo contiene l'a-
zione sbagliata mentre il secondo contiene l'informazione corretta, rispettivamen-
te possiamo immaginare che i due messaggi contengano “luce ON” (errore) e 
“luce  OFF” (correzione dell'errore). Quindi, il sistema vedrà arrivare per lo stes-
so servizio dello stesso dispositivo due o più messaggi, aventi contenuto diverso. 
7.2 DomoBrainSniffer 77
Di questi, solo l'ultimo in ordine cronologico viene mantenuto, mentre tutti gli al-
tri sono scartati. Nel nostro esempio, il messaggio di “luce ON” verrà quindi get-
tato via mentre quello di “luce OFF” verrà conservato. Risulta quindi evidente  la 
funzionalità del timer, senza il quale l'utente non avrebbe il tempo materiale di 
tornare sui suoi passi. 
Abbiamo detto che  DomoBrainSniffer,  allo scattare  del  timer “scrive”  una 
nuova entry nel file di log, e poi “calcola” la probabilità bayesiana per l'evento 
contenuto nel messaggio ed, eventualmente, “costruisce” una nuova regola per 
tale evento. In realtà queste operazioni non sono svolte direttamente dallo sniffer 
ma egli delega tali compiti ad altrettanti oggetti distinti:
• il LogManager: che si occupa della gestione del file di log;
• il BayesianBrain: che calcola le probabilità a posteriori;
• il RuleManager: che gestisce il file delle regole.
Nella seguente immagine, possiamo osservare uno schema che mostra il Do-
moBrainSniffer, le sue connessioni con il DomoBrainClient e con gli oggetti so-
praelencati. Possiamo inoltre osservare il tipico cammino percorso da un Domo-
Message di UPDATE.
7.2 DomoBrainSniffer 78
7.3 LogManager
Ogni DomoBrainSniffer contiene un LogManager che si occupa di gestire il 
file di log per il dispositivo di cui lo sniffer processa i messaggi. 
Questo componente, di per se, non risulta particolarmente interessante ai fini di 
questa trattazione. Infatti il suo compito è sostanzialmente quello di creare un file 
di log e di fornire una serie di metodi che permettono le operazioni di input/out-
Figura 7.2.1: interazione tra componenti di DomoBrain
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put su di esso.
Di maggiore interesse è il file di log e per esso riserveremo una trattazione se-
parata.
7.3.1 File di log
In questa implementazione il log è realizzato attraverso un file XML che può 
essere rappresentato come un albero largo e poco profondo. Il compito di questo 
file è conservare al suo interno le informazioni sull'utilizzo dei dispositivi del si-
stema domotico.
Nel log è possibile individuare due parti distinte. Nella prima sono memorizza-
te delle meta-informazioni sul file medesimo e sul tipo di dati in esso contenuti. 
A seguire, troviamo la parte con  i dati riguardanti l'utilizzo di un DomoDevice. 
Nel caso di DomoBrain le informazioni contenute nel log sono composte da tag 
di tipo “line” all'interno delle quali troviamo un imprecisato numero di tag “va-
riable” associate ai rispettivi valori. Queste rappresentano gli attributi che ver-
ranno utilizzati dal classificatore bayesiano durante il processo di apprendimento. 
Alcune di queste variabili possono essere considerate di  input.  Diciamo che 
una variabile è di input se ad essa corrisponde un servizio del dispositivo che è 
possibile invocare con un DomoMessage di tipo COMMAND. Supponiamo, al 
solito, di avere a che fare con un  DomoDevice rappresentante una semplice lam-
padina senza dimmer e di inviare il comando di accensione alle ore 20:30:00. Al-
lora in una linea del log troveremo due variabili. La prima che indica l'ora alla 
quale è  stato eseguito l'accensione e l'altra contenente  il valore inviato dal co-
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mando che, in questo, caso sarà “ON”. Quindi,  quest'ultima variabile sarà consi-
derata di input, mentre non possiamo fare altrettanto per la variabile indicante l'o-
rario.
Vediamo ora in dettaglio i tag che compongono il documento:
• log:
è il tag che apre la struttura XML, ha un unico attributo:
◦ device_id:
è l'identificativo del dispositivo a cui si riferisce il file.
Al suo interno troviamo due tag:
• log_meta_info:
rappresenta le meta informazioni sul file di log. Non ha attributi e  rac-
chiude un numero variabile di tag di tipo:
◦ variable_meta_info:
questi rappresentano le meta-informazioni sulle variabili memorizzate 
nelle linee del file di log. Hanno un solo attributo:
▪ is_input: è un dato booleano che indica se la variabile a cui fanno 
riferimento le meta-informazioni è di input. 
Conterrà poi i seguenti tag non facoltativi:
▪ id: è un identificativo della variabile;
▪ variable_name: è una stringa rappresentante il nome della variabi-
le;
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▪ input_values: se la variabile attuale è di input,  allora input_va-
lues rappresenta il numero di valori ammessi per essa, altrimenti 
conterrà il valore “-1”. Ad esempio, per la lampadina dell'esempio 
precedente sono ammessi due valori: “ON” e “OFF”.
▪ variable_type: indica il tipo degli input_values;
▪ service_name: per le variabili di input, contiene il nome del servi-
zio da invocare sul server mentre, per le altre variabili  conterrà la 
stringa “no-service”.
• line:
è il tag di apertura di una nuova linea di log. Non ha attributi e contiene al 
suo interno una lista di tag di tipo:
◦ variable:
rappresenta una variabile e contiene due attributi:
▪ id: è l'identificativo della variabile. Viene utilizzato per accedere 
alle meta informazioni;
▪ value: è il valore della variabile.
Di seguito vediamo un esempio di come potrebbe essere strutturato  il file di 
log che debba contenere i dati di utilizzo di un DomoDevice rappresentante una 
lampadina con dimmer. Si può osservare come il log riguardi i dati di utilizzo del 
device il cui device_id è uguale a “18”.  Inoltre le informazioni raccolte per tale 
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dispositivo verranno organizzate su tre variabili. La prima si chiama “Stato Luce” 
e sarà un input che potrà assumere due valori di tipo booleano e che corrisponde-
rà all'invocazione del  servizio “0/0/12”.  La seconda prende il  nome di  “Stato 
Dimmer” e anch'essa una variabile di  input e potrà assumere valori interi com-
presi nell'intervallo 0-255, questa volta il servizio invocato è il “0/0/14”. L'ultima 
variabile del dispositivo rappresenta l'ora in cui è stato richiesto un servizio della 
lampadina e, come è facile intuire, non si tratta di una variabile di input. 
Possiamo inoltre osservare una linea di log  che riporta lo stato della lampadina 
alle  ore 18:07:58, vediamo quindi che la luce era accesa e il dimmer era imposta-
to a 150.
<log device_id=”18”> 
    <log_meta_info> 
        <variable_meta_info is_input="true"> 
            <id>0</id> 
            <variable_name>Stato luce</variable_name> 
            <input_values>2</input_values> 
            <variable_type>BOOLEAN</variable_type> 
            <service_name>0/0/12</service_name> 
        </variable_meta_info> 
        <variable_meta_info is_input="true"> 
            <id>1</id> 
            <variable_name>Stato dimmer</variable_name> 
            <input_values>255</input_values> 
            <variable_type>ONEBYTE</variable_type> 
            <service_name>0/0/14</service_name> 
        </variable_meta_info> 
        <variable_meta_info is_input="false"> 
            <id>2</id> 
            <variable_name>time</variable_name> 
            <input_values>­1</input_values> 
            <variable_type>time</variable_type> 
            <service_name>no­service</service_name> 
        </variable_meta_info> 
    </log_meta_info> 
    <line> 
        <variable id="2" variable_value="18:07:58"/> 
        <variable id="1" variable_value="150"/> 
        <variable id="0" variable_value="1"/> 
    </line> 
</log>
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7.4 BayesianBrain
Costituisce il vero e proprio “cervello” di tutto il sistema,  è questo componen-
te infatti che implementa il classificatore bayesiano.
7.4.1 Instanziazione del classificatore
Nel Capitolo 4 abbiamo detto che l'utilizzo di un classificatore bayesiano nai-
ve, ben si adatta a problemi in cui le istanze da classificare sono formate da tuple 
di valori.  Inoltre, assumendo che la funzione obiettivo potesse prendere valori 
solo da un insieme finito V, abbiamo visto che la classificazione naive è la se-
guente:
v NB =
argmax
v j∈V
P v j ∏
i
P a i∣v j
Nel caso di DomoBrain  le tuple vengono estratte dal file di log e si tratta quindi 
dei valori delle variabili memorizzate su tale documento.  Nel paragrafo prece-
dente, descrivendo il formato del file di log, abbiamo osservato che le variabili in 
questione rappresentano lo stato dei servizi del dispositivo o dell'ambiente. Ab-
biamo inoltre detto che, tra le variabili,  distinguiamo quelle di  input che sono 
quelle su cui possiamo eseguire la procedura di apprendimento. 
È importante osservare che noi siamo interessati a calcolare, di volta in volta, 
la probabilità di uno di questi attributi in relazione a tutti gli altri. Un'importante 
conseguenza di quanto appena detto è che, nel nostro caso, l'insieme V e quello 
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degli attributi coincidono.
Per capire meglio questo concetto riprendiamo l'esempio del DomoDevice rap-
presentante una lampadina con dimmer. Supponiamo che un giorno l'utente ac-
cenda la luce alle ore 21:30:00. Sul file di log verrà salvata una riga di questo 
tipo:
<line> 
        <variable id="2" variable_value="21:30:00"/> <!­­ ora ­­>
        <variable id="1" variable_value="255"/> <!­­ dimmer ­­>
        <variable id="0" variable_value="1"/> <!­­ luce ­­>
</line> 
La questione da capire è se questa azione rappresenti un comportamento  abi-
tuale oppure no. Quindi andiamo a calcolare la  probabilità a posteriori che la 
luce sia accesa dati l'ora e il valore del dimmer.
Supponiamo invece che alla stessa ora la lampadina sia già accesa e che l'uten-
te decida di abbassare la luminosità dell'ambiente impostando il dimmer al valore 
150. In questo caso avremmo una linea di log simile alla precedente in cui l'unica 
differenza è data dall'attributo  variable_value della variabile di  id 1.  Questa 
volta però l'apprendimento riguarderà il comando eseguito sul dimmer. Perciò la 
probabilità che andrà calcolata sarà quella di trovare il dimmer impostato al valo-
re 150 dati l'ora e lo stato della luce.
Perciò, se con aj indichiamo il generico valore di un attributo, cioè il valore di 
una delle variabili di input, allora la probabilità da calcolare diventa:
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P a j∏
i≠ j
P a i∣a j
7.4.2 Counter
Per stimare le probabilità P(aj) e P(ai|aj) occorre contare la frequenza degli attri-
buti e delle relazioni tra di essi all'interno dell'insieme di allenamento. Nel nostro 
caso si tratta quindi di contare le occorrenze delle variabili  memorizzate all'inter-
no del file di log. 
Ricordiamo che i vari <a1, a2, ..., an> sono valori di variabili distinte. Quindi i 
generici ai  apparterranno probabilmente ad insieme diversi.  Nell'esempio della 
lampadina quindi  avremmo tuple di tre attributi <a1, a2, a3> che corrisponderanno 
a triplette del tipo <stato luce, stato dimmer, orario>.
Per il processo di apprendimento il BayesianBrain ha bisogno di stimare le pro-
babilità P(aj) e P(ai|aj). Tali valori sono calcolati creando all'occorrenza oggetti di 
tipo Counter.
Un Counter viene inizializzato passando al suo costruttore un LogManager e 
un identificatore di variabile. Utilizzando il LogManager il contatore analizza il 
file di log e crea una struttura ad albero, i cui nodi sono composti da tabelle hash. 
La radice di tale albero è data da una tabella relativa alla variabile di id uguale al-
l'identificativo passato per parametro al costruttore. 
L'albero in questione ha una profondità che è esattamente uguale a 2,  ed è 
strutturato come segue:
• Al livello 0 troviamo ovviamente la radice.
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È  una Hashtable che, come abbiamo visto, fa riferimento ad una certa va-
riabile. Le chiavi di questa tabella sono i possibili valori della variabile e i 
valori della tabella sono dei puntatori ad altre tabelle le quali andranno a 
formare il secondo livello.
• Al secondo livello abbiamo delle Hashtable le cui chiavi sono composte 
dagli identificatori di variabili. Tra questi non risulta ovviamente l'id della 
variabile a cui si riferisce la radice dell'albero.  I valori di queste tabelle 
sono puntatori ad altre Hashtable, quelle che andranno a formare il livello 
3.
• L'ultimo livello è composto da tabelle le cui chiavi sono i valori assunti 
dalle variabili del livello 2 e i valori sono  degli interi che contano le oc-
correnze tra le chiavi e il valore della variabile della radice.
Quindi, le foglie di questo albero, sono delle tabelle hash che contano le occor-
renze tra i valori della variabile in radice e i valori di tutte le altre variabili.
Vediamo ora come l'oggetto Counter viene utilizzato per stimare le probabilità 
d'interesse. 
Per il calcolo di P(aj) viene invocato il metodo getVariableValueCount(String 
inputValue). Utilizzando il LogManager,  questa procedura  conta il numero di 
volte che la variabile a cui il Counter si riferisce occorre,  nel file di log, con va-
lore uguale a inputValue.
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Il calcolo di  P(ai|aj) giustifica la presenza della struttura ad albero vista prece-
dentemente. Esaminiamo la chiamata al metodo che restituisce le occorrenze cer-
cate. Tale procedura prende il nome di getOccurence e prende in input tre para-
metri:
• inputValue: 
è una stringa che rappresenta il valore assunto dalla variabile rappresentata 
dalla radice dell'albero. Esso verrà utilizzato come chiave per ottenere dal-
la tabella di livello 0 un puntatore ad una tabella del livello 1.
• variableId: 
è un intero che rappresenta l'identificatore della variabile di cui vogliamo 
conoscere la relazione tra essa e la variabile in radice. Con questo intero si 
accede alla tabella del livello 1 per ottenere un puntatore ad una delle Ha-
shtable residenti nelle foglie.
• variableValue:
è una stringa che rappresenta il valore della variabile di id uguale a varia-
bleId. Questa stringa verrà usata per accedere ai valori dell'ultima tabella 
che saranno proprio le occorrenze cercate.
Per comprendere a fondo questo metodo, riprendiamo l'esempio della lampadi-
na. Supponiamo di essere interessati al conoscere il numero di volte il cui la luce 
risulta accesa alle ore 18:00:00. Assumiamo inoltre che la variabile di id 0 rap-
presenti lo stato della luce e quella di id 1 l'orario. Creiamo quindi un nuovo 
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Counter per la variabile di id uguale ad 1. A questo punto abbiamo a disposizione 
l'albero di tabelle hash. Per conoscere la quantità cercata invochiamo quindi il 
metodo getOccurrences nel seguente modo:
getOccurences(“on”, 1, “18:00:00);
In Figura 7.4.1 vediamo uno schema che dovrebbe chiarire sia la struttura ad 
albero e sia il meccanismo con il quale si accede al valore cercato.
Figura 7.4.1: esempio della struttura ad albero di tabelle hash e di  
chiamata del metodo getOccurences
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7.5 DeviceManager
Nel Capitolo 6  abbiamo visto che i DomoDevice offrono due tipi di servizi, di 
query e di  input, e che per distinguere tra di essi è stato necessario estendere il 
formalismo utilizzato con un nuovo attributo  che indicasse il tipo di servizio.
Allargare la grammatica utilizzata con i nuovi attributi avrebbe significato do-
ver modificare sia il lato client che il lato server di DomoNet. Per il  client non ci 
sarebbero stati  problemi dato che il  codice a disposizione è stato ampiamente 
studiato ed utilizzato anche per la stessa realizzazione di DomoBrainClient.   Di-
versamente,  abbiamo visto  che  l'approccio  al  DomoNetServer  è  stato  di  tipo 
blackbox e quindi non era possibile accedere al codice e apportare le modifiche 
necessarie.
Per ovviare a questo problema è stata creata un'interfaccia tra la “vecchia” e la 
“nuova” versione della grammatica. Questo punto di contatto è rappresentato da 
dal DeviceManager. Questo componente si occupa di gestire l'accesso ad un nuo-
vo file contenente le descrizioni dei device.
Il file in questione è sostanzialmente una copia del file XML originale, al quale 
è stato aggiunto, per ogni servizio di ogni dispositivo, il nuovo attributo service-
Type.
Ogni altro componente del sistema, che abbia la necessità di conoscere il tipo 
di uno dei servizi offerti da uno specifico DomoDevice, può quindi fare una ri-
chiesta al DeviceManager fornendogli in ingresso l'identificativo del dispositivo 
e il nome del servizio del quale si vuole conoscere il tipo.
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7.6 RuleManager
È il componente che si occupa della  gestione del file delle regole apprese. Nei 
capitoli precedenti abbiamo visto che, ogni volta che l'utente esegue una certa 
azione, per essa viene innescato il meccanismo di apprendimento il quale ha lo 
scopo di calcolare la probabilità a posteriori per l'azione svolta. Se tale probabili-
tà supera una certa soglia, allora dall'evento in questione verrà creata una nuova 
regola.
Abbiamo inoltre visto che una regola corrisponde ad un comando che deve es-
sere inviato ad un dispositivo ad una certa ora.
Fino a questo momento abbiamo utilizzato il termine “regola” in maniera gene-
rica. In realtà è possibile individuare due insiemi di regole:
• pending:  
subito dopo la loro creazione, le regole non vengono subito schedulate per 
l'esecuzione,  ma restano in attesa del  giudizio dell'utente.  Egli  potrà in 
qualunque momento decidere se la regola costruita è corretta e pronta per 
lo scheduling oppure se debba essere eliminata dal sistema.
• confirmed:
contiene tutte le regole apprese la cui esecuzione è stata confermata dall'u-
tente. Poiché si assume che, nel tempo, una certa regola possa perdere la 
sua validità (ad esempio, nel caso in cui l'utente debba partire per periodi 
di vacanza o al variare delle stagioni), per l'utente sarà sempre possibile 
cancellarla o rimetterle nell'insieme di pending.
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Il RuleManager fornisce sostanzialmente un'interfaccia per interagire con il file 
delle regole. Esso mette infatti a disposizione una serie di metodi che permettono 
l'esecuzione di operazioni di lettura/scrittura su tale file. Per questo motivo non 
verranno descritti i dettagli della sua implementazione. 
Più interessate è la descrizione del file di delle regole e ad esso verrà dedicato 
il prossimo paragrafo.
7.6.1 File di regole
Si tratta di un file XML che memorizza al suo interno le regole generate duran-
te il processo di apprendimento. Abbiamo già visto che una regola è una coppia 
composta da un messaggio e da un orario di invio. Il messaggio altro non è che 
un DomoMessage il cui attributo messageType ha valore COMMAND.
Al file è possibile associare una struttura ad albero avente al massimo quattro 
livelli. Vediamo in dettaglio i tag che compongono questo file:
• rules:
è il tag che apre il file, non ha attributi e al suo interno contiene una lista 
di elementi di tipo:
◦ rule:
rappresenta la regola vera e propria. Ha due attributi:
▪ time: indica l'ora alla quale deve essere eseguito il comando;
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▪ type: specifica il tipo della regola, può quindi assumere due soli va-
lori:
• pending;
• confirmed;
Inoltre, all'interno di ogni tag rule troviamo un tag message che rap-
presenta il DomoMessage da inviare.
Di seguito diamo un esempio di un semplice file di log1.
<rules> 
    <rule time="17:30:00" type="confirmed"> 
        <message 
            senderURL="http://http://www.esempio.it/services/"
            senderId="18"
            receiverURL="http://www.esempio.it/services/"
            receiverId="18" 
            messageType="COMMAND"
            message="0/0/12"> 
             <input value="1" type="BOOLEAN" name="value"/> 
        </message> 
    </rule> 
    
    <rule time="17:38:00" type="pending"> 
        <message 
           senderURL="http://www.esempio.it/services/" 
           senderId="18" 
           receiverURL="http://www.esempio.it/services/"
           receiverId="18" 
           messageType="COMMAND" 
           message="0/0/12"> 
            <input value="0" type="BOOLEAN" name="value"/> 
        </message> 
    </rule> 
</rules>
In questo semplice esempio possiamo osservare due regole. La prima è di  tipo 
confirmed, quindi essa appartiene all'insieme di regole schedulate per l'esecuzio-
1 Per i dettagli sul formato dei DomoMessage vedere il Capitolo 6 e (Russo, 2006) 
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ne periodica. Dall'attributo time vediamo che ogni giorno, alle ore 17:30:00, ver-
rà inviato al servizio di indirizzo http://www.esempio.it/services/ il DomoMessa-
ge contenuto all'interno del tag message che, in questo caso, comanda l'accensio-
ne di una lampadina. La seconda regola è in attesa di essere confermata dall'uten-
te e quindi la sua esecuzione non è programmata. Se dovesse venire confermata 
invierebbe alle  ore  17:38:00  messaggio per  comandare  lo  spegnimento della 
luce.
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Conclusioni
Uno dei problemi della domotica è legato alle difficoltà che è talvolta possibile 
incontrare nella configurazione dei dispositivi di un sistema domotico. 
Pensiamo ad esempio ad una persona anziana che non ha dimestichezza con di-
spositivi elettronici e che quindi non ha la capacità tecnica di configurare l'im-
pianto domotico in relazione alle sue necessità. Oppure vi sono situazioni in cui 
l'utente non riesce a prevedere quelli che saranno i suoi bisogni e non sa quindi in 
che modo di modificare le impostazioni dei dispositivi domotici.
DomoBrain cerca di  risolvere questi  problemi proponendo una soluzione in 
grado di liberare l'utente dalla necessità di impostare manualmente i  device del-
l'impianto e, attraverso l'apprendimento automatico delle sue abitudini,  è in gra-
do di suggerirgli nuove configurazioni per il sistema.
Vi sono comunque diverse strade lasciate aperte ad ulteriori sviluppi futuri. Ad 
esempio le informazioni raccolte potrebbero essere utilizzate per la creazione di 
particolari scenari domotici, dove con il termine “scenario” si intende una combi-
nazione di stati e regolazioni dei diversi impianti della casa. In DomoBrain, sia le 
informazioni raccolte nei file di log e sia le regole apprese possono essere utiliz-
zate per la creazione di nuovi scenari. Ad esempio, analizzando le regole, si po-
trebbero raccogliere tutte quelle che corrispondono a comandi che vengono invia-
ti a diversi dispositivi ad una certa ora del giorno. Così facendo potremmo creare 
un nuovo tipo di regole riguardanti l'invio di combinazioni di comandi. Oppure si 
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potrebbe studiare la probabilità che alcuni servizi vengano invocati in successio-
ne ad altri e creare di conseguenza delle regole corrispondenti a una sequenza 
ben precisa di comandi.
Altre modifiche potrebbero riguardare la struttura del programma.  Ad esempio 
si potrebbe decidere di spostare direttamente sul  server la logica di DomoBrain 
che, in questo modo, non sarebbe più un client ma diventerebbe un componente 
di DomoNetServer.
Di particolare interesse sarebbe sviluppare altre implementazioni per il sistema 
di apprendimento automatico. In questo modo si sarebbe in grado di affrontare lo 
stesso problema  sfruttando tecnologie diverse.  Ad esempio si potrebbe realizza-
re una rete neurale che lavori in parallelo al classificatore bayesiano al fine di po-
ter eseguire un confronto tra  i due sistemi. Questo potrebbe servire a  capire se vi 
siano situazioni in cui un sistema risulta più efficace dell'altro e, dall'analisi di 
tale risultato, si potrebbero studiare le motivazioni che stanno dietro alla differen-
za di performance.
Attualmente DomoBrain è stato stato progettato per essere eseguito su di un 
normale computer, ma poiché in domotica si ha spesso a che fare con i cosiddetti 
dispositivi embedded, si potrebbe effettuare il porting di DomoBrain in alcuni di 
questi  device e osservare come esso si comporti avendo a disposizione risorse 
hardware differenti da quelle di un calcolatore.
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Appendice 1: XML Schema
DomoDevice.xsd
<?xml version="1.0" encoding="UTF-8" ?> 
<xs:schema xmlns:xs="http://www.w3.org/2001/XMLSchema"> 
 <xs:element name="allowed"> 
  <xs:complexType> 
   <xs:attribute name="value" type="xs:NMTOKEN" use="required" /> 
  </xs:complexType> 
 </xs:element> 
 <xs:element name="device"> 
  <xs:complexType> 
   <xs:sequence> 
    <xs:element ref="service" maxOccurs="unbounded" /> 
   </xs:sequence> 
   <xs:attribute name="url" type="xs:string" use="required" /> 
   <xs:attribute name="id" type="xs:NMTOKEN" use="required" /> 
   <xs:attribute name="serialNumber" type="xs:NMTOKEN" use="required" /> 
   <xs:attribute name="position" type="xs:string" use="required" /> 
   <xs:attribute name="type" type="xs:NMTOKEN" use="required" /> 
   <xs:attribute name="positionDescription" type="xs:NMTOKEN" use="required"/> 
   <xs:attribute name="tech" type="xs:NMTOKEN" use="required" /> 
   <xs:attribute name="manufacturer" type="xs:string" use="required" /> 
   <xs:attribute name="description" type="xs:string" use="required"/> 
  </xs:complexType> 
 </xs:element> 
 <xs:element name="devices"> 
  <xs:complexType> 
   <xs:sequence> 
    <xs:element ref="device" maxOccurs="unbounded"/> 
   </xs:sequence> 
  </xs:complexType> 
 </xs:element> 
 <xs:element name="input"> 
   <xs:complexType> 
    <xs:sequence> 
     <xs:element ref="allowed" minOccurs="0" maxOccurs="unbounded" /> 
    </xs:sequence> 
    <xs:attribute name="name" type="xs:NMTOKEN" use="required" /> 
    <xs:attribute name="type" type="xs:NMTOKEN" use="required" /> 
    <xs:attribute name="description" type="xs:string" use="required" /> 
  </xs:complexType> 
 </xs:element> 
 <xs:simpleType name="serviceType"> 
  <xs:restriction base="xs:string"> 
   <xs:enumeration value="query" /> 
   <xs:enumeration value="input" /> 
  </xs:restriction> 
 </xs:simpleType> 
 <xs:element name="service"> 
  <xs:complexType> 
   <xs:sequence> 
    <xs:element ref="input" minOccurs="0" /> 
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   </xs:sequence> 
   <xs:attribute name="output" type="xs:NMTOKEN" use="optional" /> 
   <xs:attribute name="prettyName" type="xs:string" use="required" /> 
   <xs:attribute name="name" type="xs:string" use="required" /> 
   <xs:attribute name="description" type="xs:string" use="required" /> 
   <xs:attribute name="outputDescription" type="xs:string" use="optional" /> 
   <xs:attribute name="serviceType" type="serviceType" use="required" /> 
  </xs:complexType> 
 </xs:element> 
</xs:schema>
Log.xsd
<?xml version="1.0" encoding="UTF-8"?> 
<xsd:schema xmlns:xsd="http://www.w3.org/2001/XMLSchema"> 
 <xsd:simpleType name="variable_value_type"> 
  <xsd:restriction base="xsd:string"> 
   <xsd:pattern value="int"/> 
   <xsd:pattern value="bool"/> 
   <xsd:pattern value="time"/> 
  </xsd:restriction> 
 </xsd:simpleType> 
       
 <xsd:element name="variable_meta_info"> 
  <xsd:complexType> 
   <xsd:sequence> 
    <xsd:element name="id" type="xsd:int" /> 
    <xsd:element name="variable_name" type="xsd:string" /> 
    <xsd:element name="input_values" type="xsd:int" /> 
    <xsd:element name="variable_type" type="variable_value_type" /> 
    <xsd:element name="service_name" type="xsd:string" /> 
   </xsd:sequence> 
   <xsd:attribute name="is_input" type="xsd:boolean" /> 
  </xsd:complexType> 
 </xsd:element> 
 <xsd:element name="log_meta_info"> 
  <xsd:complexType> 
   <xsd:sequence> 
    <xsd:element ref="variable_meta_info" maxOccurs="unbounded"></xsd:element> 
   </xsd:sequence> 
   <xsd:attribute name="num_inputs"  type="xsd:int" /> 
   <xsd:attribute name="num_variables" type="xsd:int" /> 
   <xsd:attribute name="device_name" type="xsd:string" /> 
  </xsd:complexType> 
 </xsd:element> 
   
 <xsd:element name="variable" > 
  <xsd:complexType> 
   <xsd:attribute name="variable_value" type="xsd:string" /> 
    <xsd:attribute name="id" type="xsd:int" /> 
  </xsd:complexType> 
 </xsd:element> 
 <xsd:element name="line"> 
  <xsd:complexType> 
   <xsd:sequence>                
 Log.xsd 98
    <xsd:element ref="variable"  maxOccurs="unbounded"/> 
   </xsd:sequence> 
   <xsd:attribute name="id" type="xsd:int"/> 
   </xsd:complexType> 
 </xsd:element> 
 <xsd:element name="log"> 
  <xsd:complexType > 
   <xsd:sequence> 
    <xsd:element ref="log_meta_info" maxOccurs="1" minOccurs="1" /> 
    <xsd:element ref="line"  maxOccurs="unbounded"/> 
   </xsd:sequence> 
   </xsd:complexType> 
 </xsd:element> 
</xsd:schema>
Rules.xsd
<?xml version="1.0" encoding="UTF-8"?> 
<xsd:schema xmlns:xsd="http://www.w3.org/2001/XMLSchema"> 
 <xsd:element name="input"> 
  <xsd:complexType> 
   <xsd:attribute name="name" type="xsd:string" /> 
    <xsd:attribute name="type" type="xsd:string" /> 
    <xsd:attribute name="value" type="xsd:string" /> 
  </xsd:complexType> 
 </xsd:element> 
 <xsd:element name="message"> 
  <xsd:complexType> 
   <xsd:sequence> 
    <xsd:element ref="input" maxOccurs="unbounded" /> 
   </xsd:sequence> 
   <xsd:attribute name="message" type="xsd:string" /> 
   <xsd:attribute name="messageType" type="xsd:string" /> 
   <xsd:attribute name="output" type="xsd:string" /> 
   <xsd:attribute name="receiverId" type="xsd:int" /> 
   <xsd:attribute name="receiverURL" type="xsd:string" /> 
   <xsd:attribute name="senderId" type="xsd:int" /> 
   <xsd:attribute name="senderURL" type="xsd:string" /> 
   <xsd:attribute name="value" type="xsd:string" /> 
  </xsd:complexType> 
 </xsd:element> 
 <xsd:simpleType name="ruleType"> 
  <xsd:restriction base="xsd:string"> 
   <xsd:enumeration value="pending" /> 
   <xsd:enumeration value="confirmed" /> 
  </xsd:restriction> 
 </xsd:simpleType> 
    
 <xsd:element name="rule"> 
  <xsd:complexType> 
   <xsd:sequence> 
    <xsd:element ref="message"  maxOccurs="1"/> 
   </xsd:sequence> 
   <xsd:attribute name="type" type="ruleType"/> 
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   <xsd:attribute name="time" type="xsd:string"/> 
  </xsd:complexType> 
 </xsd:element> 
 <xsd:element name="rules"> 
  <xsd:complexType > 
   <xsd:sequence> 
    <xsd:element ref="rule"  maxOccurs="unbounded"/> 
   </xsd:sequence> 
  </xsd:complexType> 
 </xsd:element> 
</xsd:schema>
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Appendice 2: Esempio di previsione bayesiana
Vediamo ora un esempio di previsione bayesiana su di un file che raccoglie i 
dati di utilizzo di una lampadina con dimmer. 
Supponiamo che ci siano due servizi associati al dispositivo:
• statoLuce: che è un valore booleano e rappresenta lo stato della luce;
• statoDimmer: che rappresenta l'impostazione del dimmer. È di tipo ONE-
BYTE1 e può quindi assumere un valore compreso nell'intervallo [0-255].
Ad ogni operazione sulla lampadina verrà quindi salvata nel file di log una 
nuova linea con tre variabili, una per ogni servizio più una variabile  “ora” che 
rappresenta l'orario nel quale è stato invocato uno dei servizi della lampadina.
Supponiamo che sul file via siano un totale di trenta linee di log, e che esse sia-
no suddivise in questo modo:
• 15 righe con:
◦ luce = 1;
◦ dimmer = 123
◦ ora = 05:00:00
• 3 righe con:
◦ luce = 1
◦ dimmer =  123
1 Per i tipi di dato degli input dei dispositivi vedere (Russo, 2006)
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◦ ora = 18:00:00
• 7 righe con:
◦ luce = 1
◦ dimmer = 222
◦ ora = 18:00:00
• 5 righe con:
◦ luce = 0
◦ dimmer = 222
◦ ora = 18:00:00
Assumiamo, in seguito all'accensione della lampadina,  di osservare il seguente 
stato del dispositivo:
< luce=1; dimmer=123; ora=18:00:00>
Poiché l'azione che ha dato origine a questa osservazione è stata l'accensione 
della luce da parte dell'utente, allora ci interessa effettuare una previsione proprio 
sulla probabilità che ha la luce di essere accesa dati il valore del dimmer e dell'o-
ra, cioè:
P(luce = 1 | dimmer=123, ora=18:00:00) = 
  P(dimmer=123 | luce=1) *
  P(ora=18:00:00 | luce = 1) *
  P(luce = 1)
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Per stimare le probabilità della formula, bisogna contare le occorrenze cercate 
sul file di log. Per comodità rappresentiamo  il tutto con una tabella:
StatoDimmer Ora Totale 
statoLuce
luce luce luce
0 1 0 1 0 1
123 0/5 18/25 5:00:00 0/5 15/25 25/30 5/30
222 5/5 7/25 18:00:00 5/5 10/25
Tabella 1: dati presenti sul file di log 
Decidiamo che la soglia di probabilità oltre la quale  creiamo una nuova regola 
a partire da un certo evento sia di 0,20.  Calcoliamo ora la probabilità a posteriori 
cercata e vediamo se supera tale valore. Sfruttando la tabella è facile vedere che:
P(dimmer=123 | luce=1) = 18/25
P(ora=18:00:00 | luce=1) = 10/25
P(luce=1) = 25/30
Perciò:
P(luce = 1 | dimmer=123, ora=18:00:00) =
 18/25 * 10/25 * 25/30 = 0,24
Poiché il valore ottenuto è maggiore della soglia, allora verrà creata una nuova 
regola che conterrà il comando necessario ad accendere automaticamente la luce 
alle ore 18:00:00.
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