





































レッドを用いてオブジェクトを作成した際に directFS の 12 倍となる 740,000 IOPS の性能が示された．
また，アクセス性能評価ではデバイスのピーク性能の 97.7%の性能を示した．このローカルオブジェク
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HDD）からソリッドステートドライブ（Solid State Drive: SSD）や ioDrive に代表されるフラッシュデ
バイスやストレージクラスメモリなどに変わりつつある．フラッシュデバイスを用いることで，ローカ




2 第 1章 序論
必要である．さらに，フラッシュデバイスでは，スパースアドレス空間やパーシステントトリム，アト
ミックバッチライトなど，これまでのブロックデバイスとは異なる APIが Flash Translation Layer（FTL）












のコア数が増える傾向にあり，2016年 6月及び 11月の TOP500リスト [11, 12]で首位となった Sunway
TaihuLight は，10,649,600 個の CPU コアによって構成される．今後，これらの分野で用いられるポス
トペタスケールシステムにおいて，CPUコア数がさらに増えることが見込まれており，同時に数千ない
し数万のファイルが作成されることが予想される．この問題を解決するためには分散ファイルシステム
の高性能化が必要であり，チェックポイントの高性能化のために，これまで PLFS [13] や GIGA+ [14]，






































ルオブジェクトストレージ PPOST(Post-peta Object Storage Target)の設計
















































6 第 2章 研究の背景
Hash Table: DHT）を用いるため，データを保存するプロセスが実行されているノード上に必ずデータが
保存されるわけではない．Burst Bufferなどの高速ファイルキャッシュシステムを活用して科学計算アプ





















サーバ PPMDS を用いた．PPMDS を用いたことで高いファイル作成性能を示す．HPC 向けの分散メタ
データサーバも，これまでに多くの研究がなされてきた．
Lustre [3] は，Lustre Distributed Namespace (DNE) を提供しており，それによって複数のメタデータ







dexFS [15] がある．これは第 3 章で分散ファイルシステム PPFS の評価を行う際に比較対象として用




2.2 Fusion IO ioDrive 7
BatchFS [29]は IndexFSの一貫性モデルを緩めることにより，RPC (Remote Procedure Call)によるオー














2.2 Fusion IO ioDrive
先に述べたように分散ファイルシステムのストレージサーバで用いられるストレージデバイスが，HDD
から SSD や Fusion IO 社の ioDriveに代表されるフラッシュデバイスやストレージクラスメモリなどに















がなくなる．アトミックバッチライトを使うためには，アプリケーションは，nvm atomic batch operations
という関数を用いる．nvm atomic batch operationsはデータを I/Oベクタとして書き込む．現在の SDK
のバージョンでは，この関数は最大で 128の I/Oを書き込むことができる．
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図 2.2 nvm atomic batch operations を用いた際の ioDrive の性能評価の結果．横軸はひとつの
nvm atomic batch operations に含まれる I/O の数を表しており，縦軸は 1 秒間に書き込んだ I/O
の数を表している．各線ワーカースレッド数を示している．nvm atomic batch operationsを用いた書
き込みは，ワーカスレッドの数の増加，nvm atomic batch operations の I/O 数の増加により I/O 性能
が向上する．実験に用いた環境は 3.4.1節の表 3.1と共通である．
図 2.2 が示すのは，ioDrive 上で nvm atomic batch operations を用いた場合の性能評価の結果である．
この評価では，I/O の数を 1 から 128 まで変化させながら nvm atomic batch operations を用いて合計
2GiBのデータを書き込んだ．その際，書き込みのブロックサイズとしては 512バイトとした．図 2.2の
横軸はひとつの nvm atomic batch operationsに含まれる I/Oの数を表しており，縦軸は 1秒間に書き込
んだ I/Oの数を表している．さらに，書き込みを行うワーカースレッドの数も 1から 32まで変化させた．
図中の各線はそのスレッド数を示している．
図 2.2は二つの特徴を示している．一つは，複数のスレッドを用いて書き込みを行ったほうが高い性能
を示すということ，もう一つは，ひとつの nvm atomic batch operations中に多くの I/Oを含ませたほうが
高い性能を示すということである．例えば，32スレッドを用いて，ひとつの nvm atomic batch operations
中に 128個の I/Oを含ませた場合に，89.4万 I/Os/sの性能を示している．これは，1スレッドでひとつの
nvm atomic batch operations中に 1個の I/Oを含ませた場合に比べて，3倍以上の性能である．
ioDrive のこれらの機能の利点を活かしたファイルシステムとして Direct File System (DFS) [32] が
ある．
OpenNVMのようにストレージデバイスに対して新しいインタフェースを提供してデバイスの性能を引






大規模分散ストレージシステムのバックエンドシステムとして，ext3 [34] や ext4 [4]， XFS [35]，
ZFS [5]，Btrfs [36]などの POSIX準拠のファイルシステムが用いられることがある．例えば，Ceph [27]
は Btrfsをベースした OSDを用いており，Lustre [3]は ext4や ZFSをベースとした OSDをバックエン
ドに用いている．











LFS を用いたフラッシュ向けのファイルシステムとしては NILFS2 以外にも F2FS [39] や Yaffs [40]，
JFFS2 [41]がある．これらのファイルシステムは，OpenNVMが提供するスパースアドレス空間を活用す
る様に設計はされていない．フラッシュなどの不揮発性メモリ（Non-Volatile Memory: NVM）を用いる
ことで性能を向上させる研究としては，他にも SCMFS [42]や NVMFS [43]がある．SCMFSはメモリと
TLBを用いたファイルシステムとして設計されている．NVMFSは NVMと SSDを組み合わせることで
アクセス性能を向上させるファイルシステムである．
Direct File System (DFS) [32]は，スパースアドレス空間やアトミックバッチライトの機能を提供する



































































































Flash Translation Layer（FTL） [6, 7, 8, 9, 10]によって提供されている．分散ファイルシステム全体の性
能を向上させるためにも，ストレージサーバで用いられるローカルオブジェクトストレージをフラッシュ
デバイス向けに再設計することが重要である．


























に示す．この図は，図 2.3，図 3.12，図 3.13，および図 3.14からの抜粋であり，提案手法がオブジェクト














































図 3.1 オブジェクト作成性能のまとめ．図 2.3，図 3.12，図 3.13，および図 3.14からの抜粋である．
横軸はワーカースレッドの数を，縦軸は 1秒あたりのオペレーション数を示している．複数の最適化







































アドレス空間を固定長の Region に分割する手法は OBFS [47] と共通である．この図 3.2 に示されるよ
うに膨大な空間を固定長で分割することで，各 Regionにアクセスする場合においてアドレスの計算を行
う必要をなくしオーバヘッドを低く抑えたり，多数のオブジェクトの作成を保証したりすることができ
る．先頭の Regionを Super Regionとして定義し，オブジェクトストレージのさまざまな情報が保存され
る．二つ目以降の Region でユーザからのデータを管理するが，OBFS とは異なり各 Regionがひとつの


















図 3.3 Version Modeでの Region内のデータ構造
3.2.2 Region内でのデータの管理手法












ある．これらの要求に応えるために，本研究では Version Modeと Direct Modeと呼ばれる複数の手法で
Region内でのデータを管理する．Version Modeではすべてのバージョンを保持する．Regionをひとつの
循環ログに見立て，すべての書き込みの際にバージョン情報を保持する Commit Blockとデータを管理す





各 Region の詳細を 図 3.3 に示す． 図 3.3 に示されるように，各 Region は Super Block と，Commit
Blockと Data Blockによる循環ログによって成り立っている．このように循環ログとしてデータを管理
することで書き込みを高速に行うことが可能である．Commit Blockは毎回の書き込みによって生成され
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 作成
オブジェクトの IDは前述の通り Regionの IDである．そのため作成オペレーションの場合は，ま
ず新しい IDを計算によって求める．そしてこの新しい IDに対応する Regionの Super Blockの初
期化と Super Region の更新を行う．この初期化と更新に伴う書き込みを SDK によるアトミック
書き込み命令を使うことで，書き込みに失敗した場合においてもロールバックを行う必要がなく，
同じ仮想アドレスのブロックを繰り返し使うことができるため失敗した場合における性能の向上や


























きを行いたいという需要があるため，高速に読み書きを行う Direct Modeを設計した．この Direct Mode
では，各 Regionにおいてデータに対して一切加工せずに書き込みを行う．
Region内のデータ構造を図 3.4に示す．図 3.4(a)に示される Direct Mode with Sizeには，Regionの先










図 3.4 Direct Modeの際の Regionのデータ構造
管理する．図 3.4(b)に示される Direct Mode without Sizeには，Super Blockが存在しない．オブジェクト
ストレージのクライアントアプリケーションがオブジェクトのサイズを必要とする場合には，図 3.4(a)に
示される Direct Mode with Sizeを用いる．ファイルのサイズを分散ファイルシステムのメタデータサー
バが管理し，オブジェクトストレージにおいては管理する必要がない場合，図 3.4(b) に示される Direct













































































図 3.5 Version Modeの実装の詳細
を開発する場合はこのライブラリに含まれる APIを利用する．OpenNVMによって仮想アドレス空間を







プロトタイプ実装における Regionの Version Modeの詳細な実装を図 3.5に示す．図 3.5に示される
ように，各 Regionにおいて Super Blockは，最後の Commit Blockのアドレスの他，Regionを循環ログ
として扱うために Region内のデータがストアされている先頭と末尾のブロックのアドレスを保持してい
る．Commit Block には，ひとつ前の Commit Block のアドレスと書き込みが行われたタイムスタンプ，








バージョンモードでの書き込みでは，オブジェクトの ID から Super Block のアドレスが示されるた
め，Super Blockのデータを読み込むことで，最後の Commit Blockのアドレスを求める．このアドレス











3.3.3 最適化: Bulk Reservation
設計の節で示したように，オブジェクトを作成する際には，Super Regionの値を更新する．しかしなが
ら，作成リクエストが発行されるたびに Super Regionを更新することはオーバヘッドの原因となる．そ





3.3.4 最適化: Bulk Initialization
Bulk Initialization は，各オブジェクトの初期化の回数を減らす最適化である．Version Mode および
Direct Mode with Sizeでは作成ごとに Super Blockを初期化する．また，Direct Mode without Sizeでも
オブジェクトの存在確認のため，先頭のブロックを初期化する．しかしながら，作成リクエストが発行さ
れるたびにこれらのブロックを初期化することはオーバヘッドの原因となる．図 2.2で示されたように，
OpenNVMの特徴としてひとつの nvm atomic batch operations中に多くの I/Oを含ませたほうが高い性
能を示す．そのため，１回目の作成リクエストが発行された際にまとめて M個のオブジェクトを初期化
し，2～M回目の際には予め初期化されたオブジェクトを使うことで性能の向上が見込まれる．こうする
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表 3.1 ローカルオブジェクトストレージシステムの評価環境
CPU Intel(R) Xeon(TM) E5620 CPU 2.40 GHz (4cores x 2 sockets)
RAM 24GB
OS CentOS 6
Storage Device Fusion-io ioDrive 160GB

















ることで向上しており，Direct Mode without Sizeの逐次読み込みでは，687 MB/sec.となった．また，こ
の評価では，Direct Modeでメタデータであるオブジェクトのサイズを管理する Direct Mode with Sizeと




ある．directFSと Direct Mode without Sizeを比較すると，逐次読み込み性能で平均して 94.0%，ランダ
ム読み込み性能で平均して 90.0%の性能となった．さらに，Direct Mode without Sizeとデバイスそのも




















































































提案手法の各モードの書き込み性能結果を図 3.7，図 3.8，図 3.9，に示す．それぞれのグラフにおいて，
横軸はブロックサイズ，縦軸はスループットをそれぞれ表している．また，図中の各線は，ワーカース
レッドの数を表している．Direct Mode without Sizeは逐次及びランダム書き込みにおいて，830 MB/sの
性能となった．Direct Mode without Sizeと Direct Mode with Sizeを比較すると，Direct Mode with Size





果を図 3.10に示す．directFSと Direct Mode without Sizeの性能を比較すると，Direct Mode with Sizeは
逐次書き込みで 0.8%性能がよく，ランダム書き込みでは 32.2%性能が良い．また，デバイスの書き込み








ストレージサーバのバックエンドとしてキーバリューストアを用いるものがある．例えば Ceph [27] は
LevelDB [51] をストレージサーバのバックエンドである OSD の代わりに用いる．そこで，本評価では
キーバリューストアについても評価を行った．評価の対象としたキーバリューストアは RocksDB [52]
および NVMKV [7] である．RocksDB は LevelDB を基にした永続的なキーバリューストアである．


















































































































































































































































































































































































































には，約 7.35 MiBとなる．また，RocksDBについては XFSでフォーマットしたファイルシステム上で
評価を行った．RocksDB はオプションとしてログ先行書き込み (WAL: Write Ahead Logging) [53] を無
効にすることができるが，ログ先行書き込みを無効化した場合，クラッシュ時にデータが消失する可能性
があるため，ログ先行書き込みを有効にした状態で評価を行った．


















表している．また，各線は skip-number の値を表している．この値が 1 のとき，この最適化は用いられ
ていない．そのため，作成リクエストが発行されるたびに Super Regionは更新される．この値が 1以外
の時，この最適化は有効化されており，例えばこのパラメータが 1,024の際には，Super Regionは 1,024
回に 1 回のみ更新される．図 2.3 で示したファイルシステムの作成性能と提案手法の作成性能を示した
図 3.13を比較すると，提案手法は最適化やデータレイアウトに関わらず，スレッド数の増加に比例して
性能が向上している．これは，オブジェクトを作成する複数のスレッド間でのロック競合がないためであ






のパラメータである pre-creation countを 1から 64まで変化させた．その際に Super Regionの更新回数
を減らす最適化 Bulk Reservationのパラメータである skip-numberは 128に固定した．
Bulk Initalization最適化を有効にした場合のオブジェクト作成性能評価結果を図 3.14に示す．このグ
ラフにおいても，横軸はワーカースレッドの数，縦軸はスループットをそれぞれ表している．図中の各線
は，Bulk Initialization最適化のパラメータである pre-creation countを表している．このパラメータが 1
の場合，この最適化は用いられていない．つまり，各オブジェクトの Super Blockは作成リクエストが発
行されるたびに初期化される．一方で，このパラメータが 1以外の場合，この最適化は用いられており，
例えばこのパラメータが 64のとき，64回に 1回まとめて 64個分のオブジェクトの Super Blockが更新
される．
図 3.14において，いずれのデータレイアウトにおいても 16スレッドを用いた際に最大性能を示した．
16スレッドを用いた際に，最適化前に比べて性能が最大で Direct Modeで 2.84倍，Version Modeで 2.80
倍にそれぞれなっている．提案手法のプロトタイプ実装ではストレージデバイスである ioDrive への書
き込みには nvm atomic batch operationsを用いた．nvm atomic batch operationsは図 2.2で示した通り，






































































































































































図 3.14 Bulk Initialization を用いた際のオブジェクト作成性能評価の結果．(a) は Direct Mode，(b)
は Version Modeの結果をそれぞれ示している．グラフの横軸はワーカースレッドの数，縦軸はスルー
プットをそれぞれ表している．各線は pre-creation countの値を表している．pre-creation countを増や
すことで高い性能を示した．16 スレッドを用いた際に，最適化によって最大で Direct Mode で 2.84
倍，Version Modeで 2.80倍の性能向上を示した．
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同時に多数の I/O を書き込んだ際に高い性能を示す特性があるためこのように性能が向上したと考えら
れる．図 2.3で示したファイルシステムの性能評価の結果と図 3.14が示す提案手法の結果を比較すると，












した．また，本章ではオブジェクトの作成性能を向上させる最適化 Bulk Reservationと Bulk Initialization
のふたつを提案し，これらの最適化の効果についても評価を行った．Bulk Reservation最適化によって，
32 スレッドでオブジェクトを作成した際に 1.51 倍の性能向上が示された．Bulk Initialization 最適化に
よって，16 スレッドでオブジェクトを作成した際に Direct Mode の際に 2.84 倍，Version Mode の際に
2.80倍の性能向上が示された．これらの最適化を用いることによって，16スレッドからオブジェクトを
作成した際に directFSの 12倍の性能となる 740,000 IOPSの性能を示した．
さらに読み書きを行うアクセス性能評価においては，プロトタイプ実装が読み込みで 687 MB/s，書き






















して，PPMDS [16]や，GIGA+ [14]，IndexFS [15]などの多数の分散ファイルシステムの研究がなされて
きた．しかしながらこれらの研究は，メタデータサーバの性能を向上させることを主眼においている．分
散ファイルシステムを利用する上では，ファイル作成性能の他にもアクセス性能が重要である．
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図 4.1 128クライアントプロセスを用いた際の各ファイルシステムのファイル作成性能のスケーラビ
リティ．結果は後に示す図 4.3(b)，図 4.4(b)，図 4.5(b)，図 4.6(b)，および図 4.7(b)から 128クライア
ントプロセスからのアクセスの際のファイル作成性能について抽出した．横軸はメタデータサーバの
ノード数，縦軸は 1 秒間に作成したファイルの数を表している．評価には mdtest [55] を用い，同一
ディレクトリにファイル・ディレクトリを作成した．複数の最適化を用いることにより提案手法（図
中 PPFS(Object Prefetching)）は，IndexFSの 2.52倍の性能となった．
テムとして第 3章で，OpenNVMを用いた分散ファイルシステム向けのローカルオブジェクトストレージ
システム [54]（以降 PPOST(Post-peta Object Storage Target)と呼ぶ）を提案した．これはストレージサー
バのバックエンドとして用い，ストレージデバイスにおいてファイルのデータを管理するために用いるた
めに設計されている．PPOSTのプロトタイプ実装の評価では，オブジェクトの作成において directFSの
12倍となる 740,000 Input/Output Operations Per Second (IOPS)の性能を示した．
本章では，この PPOSTと分散メタデータサーバ PPMDSを組み合わせることによってスケールアウト
する分散ファイルシステム PPFSを提案する．
図 4.1は，後に示す図 4.3(b)，図 4.4(b)，図 4.5(b)，図 4.6(b)，および図 4.7(b)から 128クライアント
プロセスからのアクセスの際のファイル作成性能について抽出した図である．この図に示されるように
分散ファイルシステム PPFSは，メタデータサーバのノード数によって性能がスケールアウトしており，

















図 4.2 分散ファイルシステム PPFSのアーキテクチャ ([56]より引用)
 Bulk Creationや Object Prefetchingと呼ぶファイル作成性能を向上させる最適化手法の提案
















































































とで，16スレッドを用いた際に directFSの 12倍となる 740,000 IOPSのオブジェクト作成性能を示した．













のオブジェクトの IDには，サーバの IDおよび，サーバ内でのオブジェクトの IDが含まれる．クライア
ントはそのオブジェクトの IDを用いて，オブジェクトに対して読み書きなどの操作を行う．




OpenNVM の機能を活用したローカルオブジェクトストレージの PPOST をバックエンドとして用い
るストレージサーバ PPOSSに，分散メタデータサーバ PPMDSを組み合わせることで，PPFSのプロト
タイプ実装を行った．PPMDSは FUSE [57]を用いたクライアントソフトウェアである ppfuseと，メタ
データサーバである ppmdsによって構成される．これに PPOSSを組み合わせることで，分散ファイルシ
ステムを実装することができる．
PPMDS は C++ でプログラムされており，通信には msgpack-rpc [58]，メタデータを保存するための

















リクエストを発行するようにした．この最適化を Bulk Creationと呼ぶ．Bulk Creationを有効にした場合
のファイル作成順序を以下に示す．






(4) メタデータサーバは，inode番号をキーとして Jump Consistent Hash法 [60]により，そのファイルの
オブジェクトを保存するストレージサーバを決定する．
(5) そのストレージサーバの IDに紐付いたオブジェクトの IDがない場合，メタデータサーバはそのスト
レージサーバに対して，N 個分のオブジェクトの作成リクエストを発行し，ストレージサーバの ID
をキーとした連想配列にそれらのオブジェクトの IDを追加する．













分散ストレージサーバ PPOSSのプロトタイプ実装も PPMDSと同様に C++を用いて実装し，通信用ラ
イブラリとして msgpack-rpcを用いた．PPOSSのバックエンドであるローカルオブジェクトストレージ
システム PPOSTは第 3章で提案した OpenNVMを用いた高性能分散ファイルシステムのためのローカ
ルオブジェクトストレージシステムの Direct Mode without sizeを用いた．また，そのローカルオブジェ
クトストレージシステムはオブジェクトの作成において Bulk Resercvationと Bulk Initializationの 2種類
の最適化があった．今回の PPOSSのプロトタイプ実装では，これらのパラメータをともに 64と設定し
た．そのため，そのローカルオブジェクトストレージシステムの先頭にあり，ローカルオブジェクトスト
レージシステムのメタデータを管理する Super Regionの更新及び，各 Regionの先頭にある Super Block
の初期化は 64回に 1回行われる．さらに，PPOSS上でのオブジェクトの IDは符号なし 64ビット整数
とし，先頭 32ビットをストレージサーバの ID，後半 32ビットをそのストレージサーバ内でのオブジェ
クトの IDとした．
最適化：Direct Local Access
広く使われている分散ファイルシステムの中には Gfarm [18]や，Hadoop HDFS [19]，GFS [20]のよう
に計算ノードのローカルにあるストレージデバイスを用いるものがある．Direct Local Access最適化は，














評価に用いた計算機の詳細を表 4.1に示す．この評価では，メタデータサーバとして 1から 5ノード
用い，ストレージサーバとして 1から 10ノード用いた．クライアントとしては 1から 8ノード用い，最
大で 128クライアントプロセスからの評価を行った．これらの計算機は InfiniBandによって接続されて
いるが，通信は IPoIB (IP over InfiniBand)によって行った．
4.4.2 ファイル・ディレクトリ作成性能評価
この評価では分散ファイルシステム PPFS のファイルおよびディレクトリの作成性能について評価を





クライアントプロセスの数は 1から 128まで変化させたため，128プロセス時には合計 640,000個のファ
イル，ディレクトリがそれぞれ生成される．mdtestを実行した際のコマンドの例を以下に示す．
mpirun -np <クライアントプロセス数> -hostfile <ホストファイル名> \
mdtest -C -n 5000 -L -d <マウントポイントのリスト> -i 5 -U






Metadata Server Client Storage Server
CPU Intel(R) Xeon(R) Intel(R) Xeon(R) Intel(R) Xeon(R)
E5-2695 v2 2.40GHz E5-2665 2.40GHz E5620 2.40GHz
# of cores per socket 12 8 4
# of sockets 2 2 2
RAM 64GB 24GB
OS CentOS 6
Network Mellanox Technologies Mellanox Technologies
MT27500 4x FDR MT26428 x QDR
(56Gbps) (32Gbps)
Storage Device - - Fusion-io ioDrive
160GB SLC
SDK - - OpenNVM Version 0.7











図 4.3のうちディレクトリ作成性能を示す図 4.3(a)においては，メタデータサーバのノード数が 1ノー






データサーバのノード数が 5ノードでクライアントが 128プロセスだった場合に 142,564.4 ops/sとなっ
ている．また，ディレクトリ作成時の性能に比べてファイル作成時の性能が高いが，ファイル作成時には
ディレクトリのメタデータのひとつであるディレクトリエントリの分散させるサーバのリストが存在せ
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(b) ファイル作成性能
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(b) ファイル作成性能
図 4.4 IndexFSのファイル・ディレクトリ作成性能の結果．縦軸は 1秒あたりに作成したファイルの
数・ディレクトリの数であり，横軸はクライアントプロセスの数を表す．各線はメタデータサーバの
ノード数である．メタデータサーバが 2ノードと 3ノード，及び 4ノードと 5ノードの場合はそれぞ
れ性能差が見られない．
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(b) ファイル作成性能
図 4.5 PPFS のファイル・ディレクトリ作成性能の結果．縦軸は 1 秒あたりに作成したファイルの
数・ディレクトリの数であり，横軸はクライアントプロセスの数を表す．各線はメタデータサーバの
ノード数である．ファイル作成性能はメタデータサーバのノード数でスケールアウトしている．5 メ














IndexFSのファイル・ディレクトリの作成性能評価の結果を図 4.4に示す．図 4.4中の図 4.4(a)がディ
レクトリ作成性能，図 4.4(b)がファイル作成性能をそれぞれ示す．図 4.4のうちディレクトリ作成性能を
示す図 4.4(a)においても，PPMDSと同様にメタデータサーバのノード数が 1ノードで，クライアント数
が 16の際に 18,987.9 ops/sと最も高い性能を示している．これはメタデータサーバのノード数が 2ノー
ド以上になった場合に，メタデータサーバ間の通信が発生するためと考えられる．ファイル作成性能評価
の結果を示す図 4.4(b)では，メタデータサーバとして 2ノード用いた場合と 3ノードを用いた場合，また
4ノードを用いた場合と 5ノードを用いた場合に性能差がほぼない．これは，IndexFSがディレクトリを
複数のメタデータサーバに分割する際に 2のべき乗に分割するためである．5メタデータサーバを用い，
128クライアントプロセスからアクセスした際の PPMDSの性能は IndexFSに比べて 2.60倍である．こ
れは，PPMDSは 5ノード全てにディレクトリを分割できていること，PPMDSは分散トランザクション
によってエントリの追加ができていることなどが理由に挙げられる．
次に，分散メタデータサーバ PPMDS と分散ストレージシステム PPOSS を組み合わせた分散ファイ
ルシステム PPFS のファイル作成性能を図 4.5 に示す．図 4.5 中の図 4.5(a) がディレクトリ作成性能，
図 4.5(b) がファイル作成性能をそれぞれ示す．図 4.5 のうちディレクトリ作成性能を示す図 4.5(a) は，
PPMDS単体のディレクトリ作成性能を示す図 4.3(a)と異なり，メタデータサーバが 1ノードでクライア
ントが 128プロセスの場合に最も高い性能である 48,784.3 ops/sを示した．PPMDS単体時に 1ノードで
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4.5 Bulk Creation最適化を有効にした場合のファイル作成性能評価
次に PPMDS に PPOSS を組み合わせた際のファイル作成時のストレージサーバとの通信回数を減ら
す Bulk Creation の影響について評価を行った．この評価では，PPOSS と通信を行うのは 64 回に 1 回
で，その際に 64個のオブジェクトを作成するように設定した．結果を図 4.6に示す．図 4.6中の図 4.6(a)
がディレクトリ作成性能，図 4.6(b) がファイル作成性能をそれぞれ示す．図 4.6 のうちディレクトリ作
成性能を示す図 4.6(a) も，PPMDS 単体のディレクトリ作成性能を示す図 4.3(a) と異なり，メタデータ
サーバが 1ノードでクライアントが 128プロセスの場合に最も高い性能である 47,064.7 ops/sを示した．
PPMDS単体時に 1ノードで最も高い性能を示したクライアントが 16プロセスの場合では，単体時の性
能に比べて 75.2%の性能となっている．図 4.6中の図 4.6(a)がディレクトリ作成性能，図 4.6(b)がファ
イル作成性能をそれぞれ示す．Bulk Creation最適化を用いることで，メタデータサーバが 5ノードでク
ライアント数が 128プロセスの場合にピーク性能である 119,373.9 ops/sを示した．図 4.3(b)が示すファ
イル作成性能を比較すると，メタデータサーバが 5 ノードでクライアント数が 128 プロセスの場合に，
PPMDS単体の場合に比べて 83.7%となり，クライアント数が少ない 16プロセスの場合では 65.2%とな
り，Bulk Creation最適化を適用しない場合に比べて，クライアントが 128プロセスの場合に 1.34倍，16
プロセスの場合に 5.69倍にそれぞれなった．これは，ファイル作成のたびに PPOSSでオブジェクトの発
行を行うのではなく，64回に 1回まとめてオブジェクトの作成をおこなうようにしたためと考えられる．





結果を図 4.7に示す．図 4.7中の図 4.7(a)がディレクトリ作成性能，図 4.7(b)がファイル作成性能をそれ
ぞれ示す．図 4.7のうちファイル作成性能を示す図 4.7(b)では，Object Prefetching最適化を用いること
で，メタデータサーバとストレージサーバの間のオブジェクト作成のための通信による影響をファイル作
成時に受けない．メタデータサーバとして 5ノードを用い，128クライアントプロセスからのアクセス時
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(b) ファイル作成性能
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(b) ファイル作成性能








1から 128まで変化させてアクセス性能を測定した．クライアントプロセスごとに 128 MiBのデータを






mpirun -np <クライアントプロセス数> -hostfile <ホストファイル名> \
IOR -b 128m -t <ブロックサイズ> -F -i 5 -u -o /tmp/ppmds/mnt/testFile -w
-np は MPI のオプションである．これを変更することで，クライアントプロセス数を変化させた．






































































トレージサーバ PPOSSのノード数を 10ノードに固定し，メタデータサーバ数を 1から 5ノードを変え
それぞれ測定した．その結果を図 4.9，図 4.10，図 4.11，図 4.12，および図 4.13に示す．図 4.9はメ




いない．これは，IndexFSが Lustreや PVFS, HDFSなどの既存の分散ファイルシステムのメタデータ操
作性能を向上させるミドルウェアであり，そのアクセス性能はバックエンドとなる分散ファイルシステム
の性能に依存しているからである．
図 4.9，図 4.10，図 4.11，図 4.12，および図 4.13を比較すると，メタデータサーバのノード数を変化
させたそれぞれの結果の間に大きな差は見られない．これは，ファイルに対するアクセスの際にメタデー














































































図 4.10 メタデータサーバが 2 ノードの際のリモートファイルアクセス性能評価の結果．縦軸はス
ループット，横軸はブロックサイズを表している．各線は IORのプロセス数である．





















































































































図 4.13 メタデータサーバが 5 ノードの際のリモートファイルアクセス性能評価の結果．縦軸はス
ループット，横軸はブロックサイズを表している．各線は IORのプロセス数である． ([56]より引用)
メタデータサーバとの通信が発生しないためである．
ピーク性能はメタデータサーバを 2 ノード用い，128 クライアントプロセスからブロックサイズを 1
MiBにして書き込んだ際に，6,158.22 MiB/sとなった．この評価では，ストレージサーバ PPOSSを 10
ノード用いたため，各ストレージサーバでは平均して 615.8 MiB/sのアクセスが行われたことを意味する．
しかしながら，図 4.8 で示した先の予備評価では，PPOSS 1 ノードあたりの同一条件での性能は 829.2
MiB/sであり，25.7 %の性能低下がある．






















































本評価では，メタデータサーバ PPMDSを 1ノード，クライアント兼ストレージサーバを 8ノード用い
た．評価環境を表 4.2に示す．
図 4.15 は，ストレージサーバを 8 ノード用い，8 クライアントプロセスから書き込みを行った際の
性能評価の結果である．各ノードでは，1 クライアントプロセスが動作している．この図中において，
PPOSS-localと表記されている青い線がDirect Local Access最適化を利用した際の PPOSSの結果であり，
PPOSS-msgpackと表記されたオレンジ色の線が Direct Local Access最適化を利用しない場合の PPOSS
の結果である．さらに，PPOSTの性能を評価するために，PPOSSのバックエンドとして ext4ファイル
システムを用いた場合の性能についても評価をした．ext4-local と表記された灰色の線が ext4 ファイル
システムを用い，Direct Local Access 最適化を利用した際の結果である．ext4-msgpackと表記された黄
色の線が ext4ファイルシステムを用い，Direct Local Access最適化を利用しない場合の結果を示してい
る．PPOSS-local はブロックサイズとして 2 MiB を用いた際に，最適化を利用しない場合の結果である
4.7 ファイルアクセス性能評価 57
表 4.2 分散ファイルシステムのローカルファイルアクセス性能評価環境
Metadata Server Client, Storage Server
CPU Intel(R) Xeon(R) Intel(R) Xeon(R)
E5-2695 v2 2.40GHz E5620 2.40GHz
# of sockets 2 2
RAM 64GB 24GB
OS CentOS 6
Network Mellanox Technologies Mellanox Technologies
MT27500 4x FDR MT26428 x QDR
(56Gbps) (32Gbps)
Storage Device - Fusion-io ioDrive
160GB SLC
SDK - OpenNVM Version 0.7
# of nodes 1-5 1-8
PPOSS-msgpackの 2.36倍に性能が向上し，ext4-localは ext4-msgpackの 2.18倍に性能が向上した．そ
のため，この最適化は効果的だといえる．
図 4.16 は，ストレージサーバを 8 ノード用い，128 クライアントプロセスから書き込みを行った際
の性能評価の結果である．各ノードでは，16クライアントプロセスが動作している．この図中において
も PPOSS-local と表記されている青い線が Direct Local Access 最適化を利用した際の PPOSS の結果，
PPOSS-msgpackと表記されたオレンジ色の線が Direct Local Access最適化を利用しない場合の PPOSS
の結果，ext4-localと表記された灰色の線が ext4ファイルシステムを用い，Direct Local Access最適化を
利用した際の結果，ext4-msgpack と表記された黄色の線が ext4 ファイルシステムを用い，Direct Local
Access最適化を利用しない場合の結果をそれぞれ示している．
図 4.16中の各線は，すべて 6,200 MiB/s前後で性能の限界に達している．これは，デバイス性能の上





次に PPOSS のブロックサイズごとのスケーラビリティについて評価を行った．本評価でも IOR を用
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図 4.15 ストレージサーバと合計 8プロセスのクライアントが同一ノード上で動作した際のファイル
書き込み性能評価の結果．縦軸はスループット，横軸はブロックサイズである．PPOSS-localと表記さ
れている青い線が Direct Local Access最適化を利用した際の PPOSSの結果であり，PPOSS-msgpack
と表記されたオレンジ色の線が Direct Local Access最適化を利用しない場合の PPOSSの結果である．
ext4-local と表記された灰色の線が ext4ファイルシステムを用い，Direct Local Access 最適化を利用
した際の結果である．ext4-msgpack と表記された黄色の線が ext4 ファイルシステムを用い，Direct
Local Access 最適化を利用しない場合の結果を示している．PPOSS-local はブロックサイズとして 2




バ PPOSS を 8 ノード用いた際には，Direct Local Access 最適化を用いない PPOSS-msgpack に比べて，
1.9倍の性能である．これは，Direct Local Access最適化によってメモリコピーの回数が削減できたこと
による影響である．また，ext4ファイルシステムをバックエンドとし，Direct Local Access最適化を用い
た ext4-local は，Direct Local Access 最適化を用いない PPOSS-msgpack に比べて 1.2 倍の性能である．
これは小さいブロックサイズを用いる場合では，メモリコピーによるオーバヘッドが ext4をバックエン
ドとして用いることによるオーバヘッドに比べて大きかったことを示している．図 4.18はブロックサイ
ズとして 4KiB を用いた際の性能評価の結果である．ストレージサーバ PPOSS を 8 ノード用いた際に，
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図 4.16 ストレージサーバと合計 128プロセスのクライアントが同一ノード上で動作した際のファイ
ル書き込み性能評価の結果．縦軸はスループット，横軸はブロックサイズである．PPOSS-localと表記
されている青い線がDirect Local Access最適化を利用した際の PPOSSの結果であり，PPOSS-msgpack
と表記されたオレンジ色の線が Direct Local Access最適化を利用しない場合の PPOSSの結果である．
ext4-localと表記された灰色の線が ext4ファイルシステムを用い，Direct Local Access最適化を利用し
た際の結果である．ext4-msgpackと表記された黄色の線が ext4ファイルシステムを用い，Direct Local
Access 最適化を利用しない場合の結果を示している．PPOSS-local はブロックサイズとして 16KiB
を用いた際に，最適化を利用しない場合の結果である PPOSS-msgpack の 1.51 倍に性能が向上した．
([56]より引用)
ることを示している．PPOST をバックエンドとして用いた PPOSS は，Direct Local Access 最適化の有
無にかかわらずほぼ等しい性能を示している．これはブロックサイズが大きくなることによって，メモ
リコピーの回数が減少し，それによるオーバヘッドの影響が薄れたためと考えられる．また，PPOSTを




結果では，バックエンドとして PPOST を用いる場合と ext4 を用いる場合，さらに Direct Local Access
最適化の有無にかかわらずほぼ等しい性能を示している．これは，デバイスの性能上限に達して居るため
と考えられる．
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図 4.20 ブロックサイズが 2MiB の際のファイル書き込み性能のスケーラビリティ．縦軸はスルー
プット，横軸は PPOSSのノード数を表している．







また，第 3章で提案した OpenNVMを用いたローカルオブジェクトストレージシステム PPOSTをバッ
クエンドとして用いたストレージサーバ PPOSSを用いることで，ストレージサーバでのオブジェクト作
成性能を向上させ，またデバイスの高いアクセス性能を活用した．さらに，メタデータサーバとストレー
ジサーバの間の通信の回数を減らしたり隠蔽を行う Bulk Creationと Object Prefetching最適化を提案し
た．また，ストレージサーバとクライアントプロセスが同一ノード上で動作する際にはメモリコピーによ
るオーバヘッドの影響を減らすために直接データを操作する Direct Local Access最適化を提案した．
評価においては，メタデータサーバとして 5ノードを用いて 128クライアントプロセスからのアクセ































































最適化 Bulk Reservationと Bulk Initializationの 2つを提案した．これらの最適化を用いることで，オブ






















せ，ファイル作成において 100万 ops/s，ファイルへのアクセスにおいて 100 TB/sの実現を目指すことで
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