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A NON-EXPONENTIAL EXTENSION OF SANOV’S THEOREM VIA
CONVEX DUALITY
DANIEL LACKER
Abstract. This work is devoted to a vast extension of Sanov’s theorem, in Laplace principle
form, based on alternatives to the classical convex dual pair of relative entropy and cumulant
generating functional. The abstract results give rise to a number of probabilistic limit theo-
rems and asymptotics. For instance, widely applicable non-exponential large deviation upper
bounds are derived for empirical distributions and averages of i.i.d. samples under minimal
integrability assumptions, notably accommodating heavy-tailed distributions. Other interest-
ing manifestations of the abstract results include uniform large deviation bounds, variational
problems involving optimal transport costs, and constrained super-hedging problems, as well as
an application to error estimates for approximate solutions of stochastic optimization problems.
The proofs build on the Dupuis-Ellis weak convergence approach to large deviations as well as
the duality theory for convex risk measures.
1. Introduction
An original goal of this paper was to extend the weak convergence methodology of Dupuis
and Ellis [17] to the context of non-exponential (e.g., heavy-tailed) large deviations. While
we claim only modest success in this regard, we do find some general-purpose large deviation
upper bounds which can be seen as polynomial-rate analogs of the upper bounds in the classical
theorems of Sanov and Crame´r. At least as interesting, however, are the abstract principles
behind these bounds, which have broad implications beyond the realm of large deviations. Let
us first describe these abstract principles before specializing them in various ways.
Let E be a Polish space, and let P(E) denote the set of Borel probability measures on
E endowed with the topology of weak convergence. Let B(E) (resp. Cb(E)) denote the set
of measurable (resp. continuous) and bounded real-valued functions on E. For n ≥ 1 and
ν ∈ P(En), define ν0,1 ∈ P(E) and measurable maps νk−1,k : E
k−1 → P(E) for k = 2, . . . , n via
the disintegration
ν(dx1, . . . , dxn) = ν0,1(dx1)
n∏
k=2
νk−1,k(x1, . . . , xk−1)(dxk).
In other words, if (X1, . . . ,Xn) is an E
n-valued random variable with law ν, then ν0,1 is the law
of X1, and νk−1,k(X1, . . . ,Xk−1) is the conditional law of Xk given (X1, . . . ,Xk−1). Of course,
νk−1,k are uniquely defined up to ν-almost sure equality.
The protagonist of the paper is a proper (i.e., not identically∞) convex function α : P(E)→
(−∞,∞] with compact sub-level sets; that is, {ν ∈ P(E) : α(ν) ≤ c} is compact for every c ∈ R.
For n ≥ 1 define αn : P(E
n)→ (−∞,∞] by
αn(ν) =
∫
En
n∑
k=1
α(νk−1,k(x1, . . . , xk−1)) ν(dx1, . . . , dxn),
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and note that α1 ≡ α. Define the convex conjugate ρn : B(E
n)→ R by
ρn(f) = sup
ν∈P(En)
(∫
En
f dν − αn(ν)
)
, and ρ ≡ ρ1. (1.1)
Our main interest is in evaluating ρn at functions of the empirical measure Ln : E
n → P(E)
defined by
Ln(x1, . . . , xn) =
1
n
n∑
i=1
δxi .
The main abstract result of the paper is the following extension of Sanov’s theorem, proven in
a more general form in Section 3 by adapting the weak convergence techniques of Dupuis-Ellis
[17].
Theorem 1.1. For F ∈ Cb(P(E)),
lim
n→∞
1
n
ρn(nF ◦ Ln) = sup
ν∈P(E)
(F (ν)− α(ν)).
The guiding example is the relative entropy, α(·) = H(·|µ), where µ ∈ P(E) is a fixed
reference measure, and H is defined by
H(ν|µ) =
∫
E
log(dν/dµ) dν, for ν ≪ µ, H(ν|µ) =∞ otherwise, (1.2)
It turns out that αn(·) = H(·|µ
n), by the so-called chain rule of relative entropy [17, Theorem
B.2.1]. The dual ρn is well known to be ρn(f) = log
∫
En e
f dµn, and the formula relating ρn and
αn is often known as the Gibbs variational principle or the Donsker-Varadhan formula. In this
case Theorem 1.1 reduces to the Laplace principle form of Sanov’s theorem:
lim
n→∞
1
n
log
∫
En
enF◦Ln dµn = sup
ν∈P(E)
(F (ν)−H(ν|µ)).
Well known theorems of Varadhan and Dupuis-Ellis (see [17, Theorem 1.2.1 and 1.2.3]) assert
the equivalence of this form of Sanov’s theorem with the more common form: for every Borel
set A ⊂ P(E) with closure A and interior A◦,
− inf
ν∈A◦
H(ν|µ) ≤ lim inf
n→∞
1
n
log µn(Ln ∈ A) (1.3)
≤ lim sup
n→∞
1
n
log µn(Ln ∈ A) ≤ − inf
ν∈A
H(ν|µ). (1.4)
To derive this heuristically, apply Theorem 1.1 to the function
F (ν) =
{
0 if ν ∈ A
−∞ otherwise.
(1.5)
For general α, Theorem 1.1 does not permit an analogous equivalent formulation in terms of
deviation probabilities. In fact, for many α, Theorem 1.1 has nothing to do with large deviations
(see Sections 1.3 and 1.4 below). Nonetheless, for certain α, Theorem 1.1 implies interesting
large deviations upper bounds, which we prove by formalizing the aforementioned heuristic.
While many α admit fairly explicit known formulas for the dual ρ, the recurring challenge in
applying Theorem 1.1 is finding a useful expression for ρn, and herein lies but one of many
instances of the wonderful tractability of relative entropy. The examples to follow do admit
good expressions for ρn, or at least workable one-sided bounds, but we also catalog in Section
1.5 some natural alternative choices of α for which we did not find useful bounds or expressions
for ρn.
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The functional ρ is (up to a sign change) a convex risk measure, in the language of Fo¨llmer
and Schied [22]. A rich duality theory for convex risk measures emerged over the past two
decades, primarily geared toward applications in financial mathematics and optimization. We
take advantage of this theory in Section 2 to demonstrate how α can be reconstructed from ρ in
many cases, which shows that ρ could be taken as the starting point instead of α. Additionally,
the theory of risk measures provides insight on how to deal with the subtleties that arise in
extending the domain of ρ (and Theorem 1.1) to accommodate unbounded functions or stronger
topologies on P(E). Section 1.7 briefly reinterprets Theorem 1.1 in a language more consistent
with the risk measure literature. The reader familiar with risk measures may notice a time
consistent dynamic risk measure (see [1] for definitions and survey) hidden in the definition of
ρn above.
We will make no use of the interpretation in terms of dynamic risk measures, but it did
inspire a recursive formula for ρn (similar to a result of [11]). To state it loosely, if f ∈ B(E
n)
then we may write
ρn(f) = ρn−1(g), where g(x1, . . . , xn−1) := ρ (f(x1, . . . , xn−1, ·)) . (1.6)
To make rigorous sense of this, we must note that g : En−1 → R is merely upper semianalytic
and not Borel measurable in general, and that ρ is well defined for such functions. We make
this precise in Proposition A.1. This recursive formula is not essential for any of the arguments
but is convenient for calculations.
1.1. Nonexponential large deviations. A first applicatoin of Theorem 1.1 is to derive large
deviation upper bounds in the absence of exponential rates or finite moment generating functions.
While Crame´r’s theorem in full generality does not require any finite moments, the upper bound
is often vacuous when the underlying random variables have heavy tails. This simple observation
has driven a large and growing literature on large deviation asymptotics for sums of i.i.d. random
variables, to be reviewed shortly. Our approach is well suited not to precise asymptotics but
rather to widely applicable upper bounds. In Section 4.1 we derive alternatives to the upper
bounds of Sanov’s and Crame´r’s theorems by applying (an extension of) Theorem 1.1 with
α(ν) = ‖dν/dµ‖Lp(µ) − 1, for ν ≪ µ, α(ν) =∞ otherwise, (1.7)
where µ ∈ P(E) is fixed. We state the results here: For a continuous function ψ : E → R+ :=
[0,∞), let Pψ(E) denote the set of ν ∈ P(E) satisfying
∫
ψ dν <∞, and equip Pψ(E) with the
topology induced by the linear maps ν 7→
∫
f dν, where f : E → R is continuous and |f | ≤ 1+ψ.
Theorem 1.2. Let p ∈ (1,∞), and let q = p/(p − 1) denote the conjugate exponent. Let
µ ∈ P(E), and suppose
∫
ψq dµ < ∞ for some continuous ψ : E → R+. Then, for every closed
set A ⊂ Pψ(E),
lim sup
n→∞
n1/pµn(Ln ∈ A)
1/q ≤
(
inf
ν∈A
‖dν/dµ‖Lp(µ) − 1
)−1
.
Corollary 1.3. Let p ∈ (1,∞) and q = p/(p − 1). Let E be a separable Banach space. Let
(Xi)
∞
i=1 be i.i.d. E-valued random variables with E‖X1‖
q <∞. Define Λ : E∗ → R ∪ {∞} by1
Λ(x∗) = inf
{
m ∈ R : E
[
[(1 + 〈x∗,X1〉 −m)
+]q
]
≤ 1
}
,
and define Λ∗(x) = supx∗∈E∗ (〈x
∗, x〉 − Λ(x∗)) for x ∈ E. Then, for every closed set A ⊂ E,
lim sup
n→∞
n1/p P
(
1
n
n∑
i=1
Xi ∈ A
)1/q
≤
(
inf
x∈A
Λ∗(x)
)−1
.
1In the following, E∗ denotes the continuous dual of E.
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In analogy with the classical Crame´r’s theorem, the function Λ in Corollary 1.3 plays the
role of the cumulant generating function. In both Theorem 1.2 and Corollary 1.3, notice that
as soon as the constant on the right-hand side is finite, we may conclude that the probabilities
in question are O(n−q/p) = O(n1−q). This is consistent with some now-standard results on
one-dimensional heavy tailed sums, for events of the form A = [r,∞), for r > 0. For instance,
it is known [44, Chapter IX, Theorem 28] that if (Xi)
∞
i=1 are i.i.d. real-valued random variables
with mean zero and E|X1|
q < ∞, then P(X1 + · · · +Xn > nr) = o(n
1−q). For q > 2, the well
known inequality of Fuk-Nagaev provides a related non-asymptotic bound; see [40, Corollary
1.8], or [19] for a Banach space version.
If instead a stronger assumption is made on Xi, such as regular variation, then there are
corresponding lower bounds for certain sets A. Refer to the books [10, 23] and the survey of
Mikosch and Nagaev [38] for detailed reviews of such results, as well as the more recent [15] and
references therein. Indeed, precise asymptotics require detailed assumptions on the shape of the
tails of Xi, and this is especially true in multivariate and infinite-dimensional contexts. A recent
line of interesting work extends the theory of regular variation to metric spaces [13, 28, 27, 36],
but again the typical assumptions on the underlying law µ are substantially stronger than mere
existence of a finite moment.
The main advantage of our results is their broad applicability, requiring only finite moments,
but two other strengths are worth emphasizing. First, our bounds apply to arbitrary closed
sets A, which enables a natural contraction principle (i.e., continuous mapping). Section 4.4
illustrates this by using Theorem 1.2 to find error bounds for Monte Carlo schemes in stochastic
optimization, essentially providing a heavy-tailed analog of the results of [30]. Lastly, while this
discussion has focused on literature related to our analog of Crame´r’s upper bound (Corollary
1.3), our analog of Sanov’s upper bound (Theorem 1.2) seems even more novel. No other
results are known to the author on empirical measure large deviations in heavy-tailed contexts.
Of course, Sanov’s theorem applies without any moment assumptions, but the upper bound
provides no information in many heavy-tailed applications, such as in Section 4.4.
1.2. Uniform upper bounds and martingales. Certain classes of dependent sequences ad-
mit uniform upper bounds, which we derive from Theorem 1.1 by working with
α(ν) = inf
µ∈M
H(ν|µ), (1.8)
for a given convex weakly compact set M ⊂ P(E). The conjugate ρ, unsurprisingly, is ρ(f) =
supµ∈M log
∫
ef dµ, and ρn turns out to be tractable as well:
ρn(f) = sup
µ∈Mn
log
∫
En
ef dµ, (1.9)
where Mn is defined as the set of laws µ ∈ P(E
n) with µk−1,k ∈ M for each k = 1, . . . , n, µ-
almost surely; in other words,Mn is the set of laws of E
n-valued random variables (X1, . . . ,Xn),
when the law of X1 belongs to M and so does the conditional law of Xk given (X1, . . . ,Xk−1),
almost surely, for each k = 2, . . . , n. Theorem 1.1 becomes
lim
n→∞
1
n
log sup
µ∈Mn
∫
En
enF◦Ln dµ = sup
µ∈M, ν∈P(E)
(F (ν)−H(ν|µ)), for F ∈ Cb(P(E)).
From this we derive a uniform large deviation upper bound, for closed sets A ⊂ P(E):
lim sup
n→∞
1
n
log sup
µ∈Mn
µ(Ln ∈ A) ≤ − inf
µ∈M,ν∈A
H(ν|µ). (1.10)
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With a prudent choice of M , this specializes to an asymptotic relative of the Azuma-Hoeffding
inequality. The surprising feature here is that we can work with arbitrary closed sets and in
multiple dimensions:
Theorem 1.4. Let ϕ : Rd → R ∪ {∞}, and define Sd,ϕ to be the set of R
d-valued martingales
(Sk)
n
k=0, defined on a common but arbitrary probability space, satisfying S0 = 0 and
E [exp (〈y, Sk − Sk−1〉)|S0, . . . , Sk−1] ≤ e
ϕ(y), a.s., for k = 1, . . . , n, y ∈ Rd.
Suppose the effective domain {y ∈ Rd : ϕ(y) <∞} spans Rd. Then, for closed sets A ⊂ Rd, we
have
lim sup
n→∞
sup
(Sk)
n
k=0
∈Sd,ϕ
1
n
log P (Sn/n ∈ A) ≤ − inf
x∈A
ϕ∗(x),
where ϕ∗(x) = supy∈Rd(〈x, y〉 − ϕ(y)).
Fo¨llmer and Knispel [20] found some results which loosely resemble (1.10) (see Corollary 5.3
therein), based on an analysis of the same risk measure ρ. See also [26, 24] for somewhat related
results on large deviations for capacities.
1.3. Laws of large numbers. Some specializations of Theorem 1.1 appear to have nothing to
do with large deviations. For example, suppose M ⊂ P(E) is convex and compact, and let
α(ν) =
{
0 if ν ∈M
∞ otherwise.
.
It can be shown that ρn(f) = supµ∈Mn
∫
En f dµ, where Mn is defined as in Section 1.2, for
instance by a direct computation using (1.6). Theorem 1.1 then becomes
lim
n→∞
sup
µ∈Mn
∫
En
F ◦ Ln dµ = sup
µ∈M
F (µ), for F ∈ Cb(P(E)).
When M = {µ} is a singleton, so is Mn = {µ
n}, and this simply expresses the weak convergence
µn ◦ L−1n → δµ. The general case can be interpreted as a robust law of large numbers, where
“robust” refers to perturbations of the joint law of an i.i.d. sequence. This is closely related to
laws of large numbers under nonlinear expectations [42].
1.4. Optimal transport costs. Another interesting consequence of Theorem 1.1 comes from
choosing α as an optimal transport cost. Fix µ ∈ P(E) and a lower semicontinuous function
c : E2 → [0,∞], and define
α(ν) = inf
pi∈Π(µ,ν)
∫
c dπ,
where Π(µ, ν) is the set of probability measures on E × E with first marginal µ and second
marginal ν. Under a modest additional assumption on c (stated shortly in Corollary 1.5, proven
later in Lemma 6.2), α satisfies our standing assumptions.
The dual ρ can be identified using Kantorovich duality, and ρn turns out to be the value of a
stochastic optimal control problem. To illustrate this, it is convenient to work with probabilistic
notation: Suppose (Xi)
∞
i=1 is a sequence of i.i.d. E-valued random variables with common law µ,
defined on some fixed probability space. For each n, let Yn denote the set of E
n-valued random
variables (Y1, . . . , Yn) where Yk is (X1, . . . ,Xk)-measurable for each k = 1, . . . , n. We think of
elements of Yn as adapted control processes. For each n ≥ 1 and each f ∈ B(E
n), we show in
Proposition 6.3 that
ρn(f) = sup
(Y1,...,Yn)∈Yn
E
[
f(Y1, . . . , Yn)−
n∑
i=1
c(Xi, Yi)
]
. (1.11)
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The expression (1.11) yields the following corollary of Theorem 1.1:
Corollary 1.5. Suppose that for each compact set K ⊂ E, the function hK(y) := infx∈K c(x, y)
has pre-compact sub-level sets.2 For each F ∈ Cb(P(E)), we have
lim
n→∞
sup
(Yk)
n
k=1
∈Yn
E
[
F (Ln(Y1, . . . , Yn))−
1
n
n∑
i=1
c(Xi, Yi)
]
= sup
ν∈P(E)
(F (ν)− α(ν))
= sup
pi∈Π(µ)
(
F (π(E × ·)) −
∫
E×E
c dπ
)
, (1.12)
where Π(µ) = ∪ν∈P(E)Π(µ, ν).
This can be seen as a long-time limit of the optimal value of the control problems. However,
the renormalization in n is a bit peculiar in that it enters inside of the terminal cost F , and
there does not seem to be a direct connection with ergodic control. A direct proof of (1.12) is
possible but seems to be no simpler and potentially narrower in scope.
The limiting object of Corollary 1.5 encapsulates a wide variety of interesting variational
problems involving optimal transport costs. Variational problems of this form are surely more
widespread than the author is aware, but two notable recent examples can be found in the
study of Cournot-Nash equilibria in large-population games [9] and in the theory of Wasserstein
barycenters [2].
1.5. Alternative choices of α. There are many other natural choices of α for which the
implications of Theorem 1.1 remain unclear. For example, consider the ϕ-divergence
α(ν) =
∫
E
ϕ(dν/dµ) dµ, for ν ≪ µ, α(ν) =∞ otherwise,
where µ ∈ P(E) and ϕ : R+ → R is convex and satisfies ϕ(x)/x → ∞ as x → ∞. This α
has weakly compact (actually σ(P(E), B(E))-compact) sub-level sets, according to [14, Lemma
6.2.16], and it is clearly convex. The dual, known in the risk literature as the optimized certainty
equivalent, was computed by Ben-Tal and Teboulle [6, 7] to be
ρ(f) = inf
m∈R
(∫
E
ϕ∗ (f(x)−m)µ(dx) +m
)
,
where ϕ∗(x) = supy∈R(xy − ϕ(y)) is the convex conjugate. Unfortunately, we did not find any
good expressions or estimates for ρn or αn, so the interpretation of the main Theorem 1.1 eludes
us in this case.
A related choice is the so-called shortfall risk measure introduced by Fo¨llmer and Schied
[21]:
ρ(f) = inf
{
m ∈ R :
∫
E
ℓ(f(x)−m)µ(dx) ≤ 1
}
. (1.13)
This choice of ρ and the corresponding (tractable!) α are discussed briefly in Section 4.1.
The choice of ℓ(x) = [(1 + x)+]p/(p−1) corresponds to (1.7), and we make extensive use of this
in Section 4, as was discussed in Section 1.1. The choice of ℓ(x) = ex recovers the classical
case ρ(f) = log
∫
E e
f dµ. Aside from these two examples, for general ℓ, we found no useful
expressions or estimates for ρn or αn. In connection with tails of random variables, shortfall
risk measures have an intuitive appeal stemming from the following simple analog of Chernoff’s
2That is, the closure of {y ∈ E : hK(y) ≤ m} is compact for each m ≥ 0. This assumption holds, for example,
if E is a subset of Euclidean space and there exists y0 ∈ E such that c(x, y)→∞ as d(y, y0)→∞, uniformly for
x in compacts.
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bound, observed in [34, Proposition 3.3]: If γ(λ) = ρ(λf) for all λ ≥ 0, where f is some given
measurable function, then µ(f > t) ≤ 1/ℓ(γ∗(t)) for all t ≥ 0, where γ∗(t) = supλ≥0(λt− γ(λ)).
It is worth pointing out the natural but ultimately fruitless idea of working with ρ(f) =
ϕ−1(
∫
E ϕ(f) dµ), where ϕ is increasing. Such functionals were studied first it seems by Hardy,
Littlewood, and Po´lya [25, Chapter 3], providing necessary and sufficient conditions for ρ to be
convex (rediscovered in [6]). Using the formula (1.6) to compute ρn, this choice would lead to
the exceptionally pleasant formula ρn(f) = ϕ
−1(
∫
En ϕ(f) dµ
n), which we observed already in
the classical case ϕ(x) = ex. Unfortunately, however, such a ρ cannot come from a functional α
on P(E), in the sense that (1.1) cannot hold unless ϕ is affine or exponential. Another way of
seeing this is that the convex conjugate of ρ (with respect to the dual pairing of Cb(E) with the
space of bounded signed measures) fails to be infinite outside of the set P(E). The problem, as
is known in the risk measure literature, is that the additivity property ρ(f + c) = ρ(f) + c for
all c ∈ R and f ∈ B(E) fails unless ϕ is affine or exponential (c.f. [22, Proposition 2.46]).
The consequences of Theorem 1.1 remain unexplored for several other potentially interesting
choices of α with well understood duals: To name just a few, we mention the Schro¨dinger problem
surveyed in [35] and related functionals arising from stochastic optimal control problems [37],
martingale optimal transport costs [5], and functionals related to Orlicz norms studied in [12].
1.6. Connection to superhedging. Again, the challenge in working with Theorem 1.1 is in
computing or estimating ρn or αn. With this in mind, we present an alternative expression for
ρn as the value of a particular type of optimal control problem, more specifically a superhedging
problem (see, e.g., [22, Chapter 7]). To a given dual pair (α, ρ) we may associate the acceptance
set
A = {f ∈ B(E) : ρ(f) ≤ 0} =
{
f ∈ B(E) :
∫
E
f dν ≤ α(ν), ∀ν ∈ P(E)
}
. (1.14)
As is well known in the risk measure literature, we may express ρ in terms of A by
ρ(f) = inf{c ∈ R : f − c ∈ A}. (1.15)
Indeed, this follows easily from the fact that ρ(f − c) = ρ(f) − c for constants c ∈ R. In fact,
α can also be reconstructed from A, and this provides a third possible entry point to the (α, ρ)
duality. To elaborate on this would take us too far afield, but see [22] for details.
Now, let us compute ρn in terms of the acceptance set. For f ∈ B(E
n), define An to be the
set of (Y1, . . . , Yn), where Yk is a measurable function from E
k to R satisfying
Yk(x1, . . . , xk−1, ·) ∈ A, for all (x1, . . . , xn) ∈ E
n, k = 1, . . . , n. (1.16)
Theorem 1.6. For f ∈ B(En),
ρn(f) = inf
{
y ∈ R : ∃(Yk)
n
k=1 ∈ An s.t. f ≤ y +
n∑
k=1
Yk
}
.
where the inequality is understood pointwise. Moreover, the infimum is attained.
To interpret this as a control problem, consider the partial sum process Sk = y +
∑k
i=1 Yi
as a state process, which we must “steer” to be larger than f pointwise at the final time n.
The control Yk at each time k must be admissible in the sense of (1.16), and notice that the
dependence of Yk on only (x1, . . . , xk) is an expression of adaptedness or non-anticipativity. We
seek the minimal starting point y for which this steering can be done. The iterative form of ρn
in (1.6) (more precisely stated in Proposition A.1) can be seen as an expression of the dynamic
programming principle for the control problem of Theorem 1.6.
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For a concrete example, if ρ is the shortfall risk measure (1.13), and if (Xk)
n
k=1 denote
i.i.d. E-valued random variables with common law µ, then Theorem 1.6 expresses ρn(f) as
the infimum over all y ∈ R for which there exists an X-adapted process3 (Yk)
n
k=1 satisfying
f(X1, . . . ,Xn) ≤ y +
∑n
k=1 Yk and E[ℓ(Yk)|X1, . . . ,Xk−1] ≤ 1 a.s., for each k = 1, . . . , n.
1.7. Interpreting Theorem 1.1 in terms of risk measures. It is straightforward to rewrite
Theorem 1.1 in a language more in line with the literature on convex risk measures, for which we
again defer to [22] for background. Let (Ω,F) be a measurable space, and suppose ϕ is a convex
risk measure on the set B(Ω,F) of bounded measurable functions. That is, ϕ : B(Ω,F) → R
is convex, ϕ(f + c) = ϕ(f) + c for all f ∈ B(Ω,F) and c ∈ R, and ϕ(f) ≥ ϕ(g) whenever
f ≥ g pointwise. Suppose we are given a sequence of E-valued random variables (Xi)
∞
i=1, i.e.,
measurable maps Xi : Ω → E. Assume Xi have the following independence property, identical
to Peng’s notion of independence under nonlinear expectations [43]: for n ≥ 1 and f ∈ B(En)
ϕ(f(X1, . . . ,Xn)) = ϕ [ϕ(f(X1, . . . ,Xn−1, x))|x=Xn ] . (1.17)
In particular, ϕ(f(Xi)) = ϕ(f(X1)) for all i. Define α : P(E)→ (−∞,∞] by
α(ν) = sup
f∈B(E)
(∫
E
f dν − ϕ(f(X1))
)
.
Additional assumptions on ϕ (see, e.g., Theorem 2.2 below) can ensure that α has weakly
compact sub-level sets, so that Theorem 1.1 applies. Then, for F ∈ Cb(P(E)),
lim
n→∞
1
n
ϕ (nF (Ln(X1, . . . ,Xn))) = sup
ν∈P(E)
(F (ν) − α(ν)), (1.18)
Indeed, in our previous notation, ρn(f) = ϕ(f(X1, . . . ,Xn)) for f ∈ B(E
n).
In the risk measure literature, one thinks of ϕ(f) as the risk associated to an uncertain
financial loss f ∈ B(Ω,F). With this in mind, and with Zn = F (Ln(X1, . . . ,Xn)), the quantity
ϕ(nZn) appearing in (1.18) is the risk-per-unit of an investment in n units of Zn. One might
interpret Zn as capturing the composition of the investment, while the multiplicative factor n
represents the size of the investment. As n increases, say to n+1, the investment is “rebalanced”
in the sense that one additional independent component, Xn+1, is incorporated and the size of
the total investment is increased by one unit. The limit in (1.18) is then an asymptotic evaluation
of the risk-per-unit of this rebalancing scheme.
1.8. Extensions. Broadly speaking, the book of Dupuis and Ellis [17] and numerous subse-
quent works illustrate how the classical convex duality between relative entropy and cumulant-
generating functions can serve as a foundation from which to derive an impressive range of large
deviation principles. Similarly, each alternative dual pair (α, ρ) should provide an alternative
foundation for a potentially equally wide range of limit theorems. From this perspective, our
work raises far more questions than it answers by restricting attention to analogs of the two large
deviation principles of Sanov and Crame´r. It is likely, for instance, that an analog of Mogulskii’s
theorem (see [39] or [17, Section 3]) holds in our context. Moreover, our framework is not as
restricted to i.i.d. samples as it may appear. While the definition of αn reflects our focus on
i.i.d. samples, we might accommodate Markov chains by redefining αn. For instance, we may
try
αn(ν) = β(ν0,1, µ) +
∫
En
n∑
k=2
β(νk−1,k(x1, . . . , xk−1), π(xk−1, ·))ν(dx1, . . . , dxn),
3We say (Yk)
n
k=1 is X-adapted if Yk is (X1, . . . , Xk)-measurable for each k = 1, . . . , n.
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where µ is an initial law of a Markov chain, π is its transition kernel, and β : P(E) × P(E) →
(−∞,∞] plays the role of α. This again simplifies in the classical case β(ν, η) = H(ν|η), leading
to αn(·) = H(·|µn), where µn is the law of the path (X1, . . . ,Xn) of the Markov chain described
above. These speculations are meant simply to convey the versatility of our framework but are
pursued no further, with the paper instead focusing on exploring the implications of various
choices of α in our analog of Sanov’s theorem.
1.9. Outline of the paper. The remainder of the paper is organized as follows. Section 2 be-
gins by clarifying the (α, ρ) duality, explaining some useful properties of ρ and ρn and extending
their definitions to unbounded functions. Section 3 is devoted to the statement and proof Theo-
rem 3.1, which contains Theorem 1.1 as a special case but is extended to stronger topologies and
unbounded functions F . See also Section 3.3 for abstract analogs of the contraction principle
and Crame´r’s theorem. These extensions are put to use in Section 4, which proves and elabo-
rates on the non-exponential forms of Sanov’s and Crame´r’s theorems discussed in Section 1.1.
Section 4.4 applies these results to obtain error estimates for a common Monte Carlo approach
to stochastic optimization. Sections 5 and 6 respectively elaborate on the examples of 1.2 and
1.4. Section A proves two different representations of ρn, namely those of (1.6) and Theorem 1.6.
The short Appendix B describes a natural but largely unsuccessful attempt to derive tractable
large deviation upper bounds from Theorem 1.1 by working with a class of functionals α of not
one but two measures, such as ϕ-divergences. Finally two minor technical results are relegated
to Appendix C.
2. Convex duality preliminaries
This section outlines the key features of the (α, ρ) duality. The first three theorems, stated in
this subsection, are borrowed from the literature on convex risk measures, for which an excellent
reference is the book of Fo¨llmer and Schied [22]. While we will make use of some of the properties
listed in Theorem 2.1, the goal of the first two theorems is more to illustrate how one can make
ρ the starting point rather than α. In particular, Theorem 2.2 will not be needed in the sequel.
For proofs of Theorems 2.1 and 2.2, refer to Bartl [4, Theorem 2.4].
Theorem 2.1. Suppose α : P(E) → (−∞,∞] is convex and has weakly compact sub-level sets.
Define ρ : B(E)→ R as in (1.1). Then the following hold:
(R1) If f ≥ g pointwise then ρ(f) ≥ ρ(g).
(R2) If f ∈ B(E) and c ∈ R, then ρ(f + c) = ρ(f) + c.
(R3) If f, fn ∈ B(E) with fn ↑ f pointwise, then ρ(fn) ↑ ρ(f).
(R4) If fn ∈ Cb(E) and f ∈ B(E) with fn ↓ f pointwise, then ρ(fn) ↓ ρ(f).
Moreover, for ν ∈ P(E) we have
α(ν) = sup
f∈Cb(E)
(∫
E
f dν − ρ(f)
)
. (2.1)
Theorem 2.2. Suppose ρ : B(E) → R is convex and satisfies properties (R1–4) of Theorem
2.1. Define α : P(E) → (−∞,∞] by (2.1). Then α is convex and has weakly compact sub-level
sets. Moreover, the identity (1.1) holds.
We state also a useful theorem of Fo¨llmer and Schied [22] which allows us to verify tightness
of the sub-level sets of α by checking a property of ρ.
Theorem 2.3 (Proposition 4.30 of [22]). Suppose a functional ρ : B(E) → R admits the
representation
ρ(f) = sup
ν∈P(E)
(∫
E
f dν − α(ν)
)
, for f ∈ Cb(E),
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for some function α : P(E)→ (−∞,∞]. Suppose also that there is a sequence (Kn) of compact
subsets of E such that
lim
n→∞
ρ(λ1Kn) = ρ(λ), ∀λ ≥ 1.
Then α has tight sub-level sets.
The goal of the rest of the section is to extend the domain of ρ to unbounded functions and
study the compactness of the sub-level sets of α with respect to stronger topologies. From now
on, we work at all times with the standing assumptions on α described in the introduction:
Standing assumptions. The function α : P(E) → (−∞,∞] is convex, has weakly compact
sub-level sets, and is not identically equal to ∞. Lastly, ρ is defined as in (1.1).
2.1. Extending ρ and ρn to unbounded functions. This section extends the domain of ρ
to unbounded functions. Let R = R∪{−∞,∞}. We adopt the convention that ∞−∞ := −∞,
although this will have few consequences aside from streamlined definitions. In particular, if
ν ∈ P(En) and a measurable function f : En → R and satisfies
∫
f− dν =
∫
f+ dν = ∞, we
define
∫
f dν = −∞.
Definition 2.4. For n ≥ 1 and measurable f : En → R, define
ρn(f) = sup
ν∈P(En)
(∫
En
f dν − αn(ν)
)
.
As usual, abbreviate ρ ≡ ρ1.
It is worth emphasizing that while ρ(f) is finite for bounded f , it can be either +∞ or −∞
when f is unbounded. The following simple lemma will aid in some computations in Section 4.
Lemma 2.5. If f ∈: E → R ∪ {∞} is measurable and bounded from below, then
ρ(f) = lim
m→∞
ρ(f ∧m) = sup
m>0
ρ(f ∧m).
Proof. Define fm = f ∧m. Monotone convergence yields
sup
m>0
ρ(fm) = sup
m>0
sup
ν∈P(E)
(∫
E
fm dν − α(ν)
)
= sup
ν∈P(E)
(∫
E
f dν − α(ν)
)
= ρ(f).
One checks easily that this is consistent with the convention ∞−∞ = −∞. 
3. An extension of Theorem 1.1
In this section we state and prove a useful generalization of Theorem 1.1 for stronger topolo-
gies and unbounded functions, taking advantage of the results of the previous section. At all
times in this section, the standing assumptions on (α, ρ) (stated just before Section 2.1) are in
force.
We prepare by defining a well known class of topologies on subsets of P(E). Given a
continuous function ψ : E → R+ := [0,∞), define
Pψ(E) =
{
µ ∈ P(E) :
∫
E
ψ dµ <∞
}
.
Endow Pψ(E) with the (Polish) topology generated by the maps ν 7→
∫
E f dν, where f : E → R
is continuous and |f | ≤ 1+ψ; we call this the ψ-weak topology. A useful fact about this topology
is that a set K ⊂ Pψ(E) is pre-compact if and only if for every ǫ > 0 there exists a compact set
K ⊂ E such that
sup
µ∈K
∫
Kc
ψ dµ ≤ ǫ.
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This is easily proven directly, or refer to [22, Corollary A.47].
In the following theorem, the extension of the upper bound to the ψ-weak topology requires
the assumption that the sub-level sets of α are pre-compact in Pψ(E). This rather opaque
assumption is explored in more detail in the subsequent Section 3.1.
Theorem 3.1. Let ψ : E → R+ be continuous. If F : Pψ(E)→ R∪{∞} is lower semicontinuous
(with respect to the ψ-weak topology) and bounded from below, then
lim inf
n→∞
1
n
ρn(nF ◦ Ln) ≥ sup
ν∈Pψ(E)
(F (ν) − α(ν)).
Suppose also that the sub-level sets of α are pre-compact subsets of Pψ(E). If F : Pψ(E) →
R ∪ {−∞} is upper semicontinuous and bounded from above, then
lim sup
n→∞
1
n
ρn(nF ◦ Ln) ≤ sup
ν∈Pψ(E)
(F (ν)− α(ν)).
Proof.
Lower bound: Let us prove first the lower bound. It is immediate from the definition that
n−1αn(ν
n) = α(ν) for each ν ∈ P(E), where νn denotes the n-fold product measure. Thus
1
n
ρn(nF (Ln)) = sup
ν∈P(En)
{∫
En
F ◦ Ln dν −
1
n
αn(ν)
}
(3.1)
≥ sup
ν∈P(E)
{∫
En
F ◦ Ln dν
n −
1
n
αn(ν
n)
}
= sup
ν∈P(E)
{∫
En
F ◦ Ln dν
n − α(ν)
}
.
For ν ∈ P(E), the law of large numbers implies νn ◦ L−1n → δν weakly, i.e. in P(P(E)). For
ν ∈ Pψ(E), the convergence takes place in P(Pψ(E)). Lower semicontinuity of F on Pψ(E) then
implies, for each ν ∈ Pψ(E),
lim inf
n→∞
1
n
ρn(nF (Ln)) ≥ lim inf
n→∞
∫
En
F ◦ Ln dν
n − α(ν)
≥ F (ν)− α(ν).
Take the supremum over ν to complete the proof of the lower bound. It is worth noting that if
d is a compatible metric on E and ψ(x) = dp(x, x0) for some fixed x0 ∈ E and p ≥ 1, then the
ψ-weak topology is nothing but the p-Wasserstein topology.
Upper bound, F bounded: The upper bound is more involved. First we prove it in four
steps under the assumption that F is bounded.
Step 1: First we simplify the expression somewhat. For each ν ∈ P(En) the definition of
αn and convexity of α imply
1
n
αn(ν) =
1
n
n∑
k=1
∫
En
α(νk−1,k(x1, . . . , xk−1))ν(dx1, . . . , dxn)
≥
∫
En
α
(
1
n
n∑
k=1
νk−1,k(x1, . . . , xk−1)
)
ν(dx1, . . . , dxn).
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Combine this with (3.1) to get
1
n
ρn(nF (Ln)) ≤ sup
ν∈P(En)
∫
En
[
F (Ln)− α
(
1
n
n∑
k=1
νk−1,k
)]
dν. (3.2)
Now choose arbitrarily some µf such that α(µf ) < ∞. The choice ν = µ
n
f and boundedness
of F show that the supremum in (3.2) is bounded below by −‖F‖∞ − α(µf ), where ‖F‖∞ :=
supν∈Pψ(E) |F (ν)|. For each n, choose ν
(n) ∈ P(En) attaining the supremum in (3.2) to within
1/n. Then ∫
En
α
(
1
n
n∑
k=1
ν
(n)
k−1,k
)
dν(n) ≤ 2‖F‖∞ + α(µf ) +
1
n
. (3.3)
It is convenient to switch now to a probabilistic notation: One some sufficiently rich probabil-
ity space, find an En-valued random variable (Y n1 , . . . , Y
n
n ) with law ν
(n). Define the random
measures
Sn :=
1
n
n∑
k=1
ν
(n)
k−1,k(Y
n
1 , . . . , Y
n
k−1), S˜n :=
1
n
n∑
k=1
δY n
k
.
Use (3.2) and the unwrap the definitions to find
1
n
ρn(nF (Ln)) ≤ E[F (S˜n)− α(Sn)] + 1/n. (3.4)
Moreover, (3.3) implies
sup
n
E[α(Sn)] ≤ 2‖F‖∞ + α(µf ) + 1 <∞. (3.5)
Step 2: We next show that the sequence (Sn, S˜n) is tight, viewed as Pψ(E)×Pψ(E)-valued
random variables. Here we use the assumption that the sub-level sets of α are ψ-weakly compact
subsets of Pψ(E). It then follows from (3.5) that (Sn) is tight (see, e.g., [17, Theorem A.3.17]).
To see that the pair (Sn, S˜n) is tight, it remains to check that (S˜n)n is tight. To this end, we
first notice that Sn and S˜n have the same mean measure for each n, in the sense that for every
f ∈ B(E) we have
E
[∫
E
f dSn
]
= E
[
1
n
n∑
k=1
E
[
f(Y nk )|Y
n
1 , . . . , Y
n
k−1
]]
= E
[
1
n
n∑
k=1
f(Y nk )
]
= E
[∫
E
f dS˜n
]
. (3.6)
To prove (S˜n) is tight, it suffices (by Prohorov’s theorem) to show that for all ǫ > 0 there exists
a ψ-weakly compact set K ⊂ Pψ(E) such that P (S˜n /∈ K) ≤ ǫ. We will look for K of the
form K = ∩∞k=1{ν :
∫
Cc
k
ψ dµ ≤ 1/k}, where (Ck)
∞
k=1 a sequence of compact subsets of E to be
specified later; indeed, sets K of this form are pre-compact in Pψ(E) according to a form of
Prohorov’s theorem discussed at the beginning of this section (see also [22, Corollary A.47]).
For such a set K, use Markov’s inequality and (3.6) to compute
P
(
S˜n /∈ K
)
≤
∞∑
k=1
P
(∫
Cc
k
ψ dS˜n > 1/k
)
≤
∞∑
k=1
kE
∫
Cc
k
ψ dS˜n =
∞∑
k=1
kE
∫
Cc
k
ψ dSn. (3.7)
By a form of Jensen’s inequality (see Lemma C.2),
sup
n
α(ESn) ≤ sup
n
E[α(Sn)] <∞,
where ESn is the probability measure on E defined by (ESn)(A) = E[Sn(A)]. Hence, the
sequence (ESn) is pre-compact in Pψ(E), thanks to the assumption that sub-level sets of α are
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pre-compact subsets of Pψ(E). It follows that for every ǫ > 0 there exists a compact set C ⊂ E
such that supn E
∫
Cc ψ dSn ≤ ǫ. With this in mind, we may choose Ck to make (3.7) arbitrarily
small, uniformly in n. This shows that (S˜n) is tight, completing Step 2.
Step 3: We next show that every limit in distribution of (Sn, S˜n) is concentrated on the
diagonal {(ν, ν) : ν ∈ Pψ(E)}. By definition of ν
(n)
k−1,k, we have
E
[
f(Y nk )−
∫
E
f dν
(n)
k−1,k(Y
n
1 , . . . , Y
n
k−1)
∣∣∣∣Y1, . . . , Yk−1] = 0, for k = 1, . . . , n
for every f ∈ B(E). That is, the terms inside the expectation form a martingale difference
sequence. Thus, for f ∈ B(E), we have
E
[(∫
E
f dSn −
∫
E
f dS˜n
)2]
= E
( 1
n
n∑
k=1
(
f(Y nk )−
∫
E
f dν
(n)
k−1,k(Y
n
1 , . . . , Y
n
k−1)
))2
=
1
n2
n∑
k=1
E
[(
f(Y nk )−
∫
E
f dν
(n)
k−1,k(Y
n
1 , . . . , Y
n
k−1)
)2]
≤ 2‖f‖2∞/n, (3.8)
where ‖f‖∞ := supx∈E |f(x)|. It is straightforward to check that (3.8) implies that every weak
limit of (Sn, S˜n) is concentrated on (i.e., almost surely belongs to) the diagonal {(ν, ν) : ν ∈
P(E)} (c.f. [17, Lemma 2.5.1(b)]).
Step 4: We can now complete the proof of the upper bound. With Step 3 in mind, fix a
subsequence and a Pψ(E)-valued random variable η such that (Sn, S˜n)→ (η, η) in distribution
(where we relabeled the subsequence). Recall that α is bounded from below and ψ-weakly
lower semicontinuous, whereas F is upper semicontinuous and bounded. Returning to (3.4), we
conclude now that
lim sup
n→∞
1
n
ρn(nF (Ln)) ≤ lim sup
n→∞
E
[
F (S˜n)− α(Sn)
]
≤ E[F (η)− α(η)]
≤ sup
ν∈Pψ(E)
{F (ν)− α(ν)} .
Of course, we abused notation by relabeling the subsequences, but we have argued that for every
subsequence there exists a further subsequence for which this bound holds, which proves the
upper bound for F bounded.
Upper bound, unbounded F : With the proof complete for bounded F , we now remove
the boundedness assumption using a natural truncation procedure. Let F : P(E)→ E ∪ {−∞}
be upper semicontinuous and bounded from above. For m > 0 let Fm := F ∨ (−m). Since Fm
is bounded and upper semicontinuous, the previous step yields
lim sup
n→∞
1
n
ρn(nFm(Ln)) ≤ sup
ν∈Pψ(E)
{Fm(ν)− α(ν)} =: Sm,
for each m > 0. Since Fm ≥ F , we have
ρn(nFm(Ln)) ≥ ρn(nF (Ln))
for each m, and it remains only to show that
lim
m→∞
Sm = sup
ν∈Pψ(E)
{F (ν)− α(ν)} =: S. (3.9)
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Clearly Sm ≥ S, since Fm ≥ F . Note that S < ∞, as F and α are bounded from above and
from below, respectively. If S = −∞, then F (ν) = −∞ whenever α(ν) < ∞, and we conclude
that, as m→∞,
Sm ≤ −m− inf
ν∈P(E)
α(ν) → −∞ = S.
Now suppose instead that S is finite. Fix ǫ > 0. For each m > 0, find νm ∈ P(E) such that
Fm(νm)− α(νm) + ǫ ≥ Sm ≥ S. (3.10)
Since F is bounded from above and S > −∞, it follows that supm α(νm) < ∞. The sub-level
sets of α are ψ-weakly compact, and thus the sequence (νm) has a limit point (in Pψ(E)). Let
ν∞ denote any limit point, and suppose νmk → ν∞. Then
lim
k→∞
{Fmk(νmk)− α(νmk)} ≤ F (ν∞)− α(ν∞) ≤ S,
where the second inequality follows from upper semicontinuity of F and lower semicontinuity of
α. This holds for any limit point of the pre-compact sequence (νm), and it follows from (3.10)
that
S ≤ lim sup
m→∞
Sm ≤ lim sup
m→∞
{Fm(νm)− α(νm)}+ ǫ ≤ S + ǫ.
Since ǫ > 0 was arbitrary, this proves (3.9). 
Remark 3.2. If α has σ(P(E), B(E))-compact sub-level sets, it is likely that the conclusion of
Theorem 1.1 will hold for bounded σ(P(E), B(E))-continuous functions F . This is known to be
true in the classical case α(·) = H(·|µ) (see, e.g. [14, Section 6.2]), where we recall the definition
of relative entropy H from (1.2). For the sake of brevity, we do not pursue this generalization.
3.1. Pre-compactness in Pψ(E) and Crame´r’s condition. This section identifies an impor-
tant sufficient condition for the sub-level sets of α to be pre-compact subsets of Pψ(E), which
was required for the upper bound of Theorem 3.1. A first useful result provides a condition
under which the effective domain of α is contained in Pψ(E).
Proposition 3.3. Fix a measurable function ψ : E → R+. Suppose ρ(λψ) <∞ for some λ > 0.
Then, for each ν ∈ P(E) satisfying α(ν) <∞, we have
∫
E ψ dν <∞.
Proof. By definition, for each ν ∈ P(E),
∞ > ρ(λψ) ≥ λ
∫
E
ψ dν − α(ν).
If α(ν) <∞ then certainly
∫
ψ dν <∞. 
The next and more important proposition identifies a condition under which the sub-level
sets of α are not only weakly compact but also ψ-weakly compact.
Proposition 3.4. Fix a continuous function ψ : E → R+. Suppose
lim
m→∞
ρ(λψ1{ψ≥m}) = ρ(0), ∀λ > 0. (3.11)
Then, for each c ∈ R, the weak and ψ-weak topologies coincide on {ν ∈ P(E) : α(ν) ≤ c} ⊂
Pψ(E); in particular, the sub-level sets of α are ψ-weakly compact.
Proof. Fix c ∈ R, and abbreviate S = {ν ∈ P(E) : α(ν) ≤ c}. Assume S 6= ∅. Note that
Proposition 3.3 implies S ⊂ Pψ(E). It suffices to prove that the map ν 7→
∫
E f dν is weakly
continuous on S for every continuous f with |f | ≤ 1+ψ. For this it suffices to prove the uniform
integrability condition
lim
m→∞
sup
ν∈S
∫
{ψ≥m}
ψ dν = 0.
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By definition of ρ, for m > 0 and ν ∈ S,
λ
∫
{ψ≥m}
ψ dν ≤ ρ(λψ1{ψ≥m}) + α(ν) ≤ ρ(λψ1{ψ≥m}) + c, (3.12)
Given ǫ > 0, choose λ > 0 large enough that (ǫ+ ρ(0) + c)/λ ≤ ǫ. Then choose m large enough
that ρ(λψ1{ψ≥m}) ≤ ǫ + ρ(0), which is possible because of assumption (3.11). It then follows
from (3.12) that
∫
{ψ≥m} ψ dν ≤ ǫ, and the proof is complete. 
Several extensions of Sanov’s theorem to stronger topologies rely on what might be called
a “strong Crame´r condition.” For instance, if ψ : E → R+ is continuous, the results of Schied
[45] indicate that Sanov’s theorem can be extended to the ψ-weak topology if (and essentially
only if) log
∫
E e
λψ dµ <∞ for every λ ≥ 0; see also [49, 18]. It may seem natural to guess that
the analogous condition in our general setting is ρ(λψ) <∞ for all λ ≥ 0, but it turns out this
is not enough. We refer to (3.11) as the strong Crame´r condition, noting that this condition
was heavily inspired by the work of Owari [41] on continuous extensions of monotone convex
functionals. The following simple lemma is worth stating for emphasis:
Lemma 3.5. Fix a continuous function ψ : E → R+. Suppose (3.11) holds. Then ρ(λψ) < ∞
for every λ ≥ 0.
Proof. For m,λ > 0 we have λψ ≤ λm + λψ1{ψ≥m}, and thus properties (R1) and (R2) of
Theorem 2.1 imply
ρ(λψ) ≤ λm+ ρ(λψ1{ψ≥m}).

In several cases of interest (namely, Propositions 4.2 and 5.4 below), it turns out that a
converse to Lemma 3.5 is true, i.e., the strong Crame´r condition (3.11) is equivalent to the
statement that ρ(λψ) < ∞ for all λ > 0. In general, however, the strong Crame´r condition
is the strictly stronger statement. Consider the following simple example, borrowed from [41,
Example 3.7]: Let E = {0, 1, . . . , } be the natural numbers, and define µn ∈ P(E) by µ1{0} = 1,
µn{0} = 1 − 1/n, and µn{n} = 1/n. Let M denote the closed convex hull of (µn). Then M
is convex and weakly compact. Define α(µ) = 0 for µ ∈ M and α(µ) = ∞ otherwise. Then
α satisfies our standing assumptions, and ρ(f) = supµ∈M
∫
f dµ = supn
∫
f dµn. Finally, let
ψ(x) = x for x ∈ E. Then ρ(λψ) = λ < ∞ because
∫
ψ dµn = 1 for all n, and similarly
ρ(λψ1{ψ≥m}) = λ because
∫
ψ1{ψ≥m} dµn = n1{n≥m}. In particular, ρ(λψ) < ∞ for all λ > 0,
but the strong Crame´r condition fails.
Finally, we remark that it is conceivable that a converse to Proposition 3.4 might hold, i.e.,
that the strong Crame´r condition (3.11) may be equivalent to the pre-compactness of the sub-
level sets of α in Pψ(E). Indeed, the results of Schied [45, Theorem 2] and Owari [41, Theorem
3.8] suggest that this may be the case. This remains an open problem.
3.2. Implications of ψ-weakly compact sub-level sets. This section contains two results
to be used occasionally in the sequel. First is a useful lemma that aid in the computation of
ρ(f) for certain unbounded f in Section 4.
Lemma 3.6. Suppose ψ : E → R+ is continuous, and suppose the sub-level sets of α are pre-
compact subsets of Pψ(E). Let f : E → R be upper semicontinuous with f ≤ c(1 + ψ) pointwise
for some c ≥ 0. Then
ρ(f) = lim
m→∞
ρ(f ∨ (−m)) = inf
m>0
ρ(f ∨ (−m))
16 DANIEL LACKER
Proof. Monotonicity of ρ (see (R1) of Theorem 2.1) implies infm>0 ρ(f ∨ (−m)) ≥ ρ(f), so we
need only prove the reverse inequality. Assume without loss of generality that infm>0 ρ(fm) >
−∞. For each n, we may find for each n some νn ∈ Pψ(E) such that
inf
m>0
ρ(fm) ≤ ρ(fn) ≤
∫
E
fn dνn − α(νn) + 1/n. (3.13)
This implies supn α(νn) < ∞, because f is bounded from above and ρ(fn) ≥ infm>0 ρ(fm) >
−∞. The sub-level sets of α are ψ-weakly pre-compact, and thus we may extract a subsequence
nk and ν∞ ∈ Pψ(E) such that νnk → ν∞. Note that this convergence implies the uniform
integrability of ψ, in the sense that
lim
r→∞
sup
k
∫
{ψ≥r}
ψ dνnk = 0. (3.14)
By Skorohod’s representation, we may find random variables Xk and X∞ with respective laws
νnk and ν∞ such that Xk → X∞ a.s. Note that (3.14) implies
lim
r→∞
sup
k
E[ψ(Xk)1{ψ(Xk)≥r}] = 0. (3.15)
The upper semicontinuity assumption implies lim supk→∞ fnk(Xk) ≤ f(X∞) almost surely. The
positive parts of (fnk(Xnk))
∞
k=1 are uniformly integrable thanks to (3.15) and the bound fm ≤
c(1 + ψ). We then conclude from Fatou’s lemma that
lim sup
k→∞
∫
E
fnk dνnk = lim sup
k→∞
E[fnk(Xk)] ≤ E[f(X∞)] =
∫
E
f dν∞.
Since α is ψ-weakly lower semicontinuous, we conclude from (3.13) that
inf
m>0
ρ(fm) ≤
∫
E
f dν∞ − α(ν∞) ≤ sup
ν∈Pψ(E)
(∫
E
f dν − α(ν)
)
= ρ(f).

The last result of this section will be useful in proving our analog of Crame´r’s upper bound,
Corollary 1.3. Proposition 3.7 below is a generalization of the well-known result that the func-
tions
t 7→ log
∫
R
etx µ(dx), and t 7→ inf
{
H(ν|µ) : ν ∈ P(R),
∫
R
x ν(dx) = t
}
,
are convex conjugates of each other (see, e.g., [17, Lemma 3.3.3]). This is used, for instance, in
deriving Crame´r’s theorem from Sanov’s theorem via contraction mapping.
Proposition 3.7. Let (E, ‖ · ‖) be a separable Banach space, and let ψ(x) = ‖x‖. Suppose the
sub-level sets of α are pre-compact subsets of Pψ(E). Define Ψ : E → R ∪ {∞} by
Ψ(x) = inf
{
α(ν) : ν ∈ Pψ(E),
∫
E
z ν(dz) = x
}
,
where the integral is in the sense of Bochner. Define Ψ∗ on the continuous dual E∗ by
Ψ∗(x∗) = sup
x∈E
(〈x∗, x〉 −Ψ(x)) .
Then Ψ is convex and lower semicontinuous, and Ψ∗(x∗) = ρ(x∗) for every x∗ ∈ E∗. In
particular,
Ψ(x) = sup
x∗∈E∗
(〈x∗, x〉 − ρ(x∗)) . (3.16)
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Proof. We first show that Ψ is convex. Let t ∈ (0, 1) and x1, x2 ∈ E. Fix ǫ > 0, and find
ν1, ν2 ∈ Pψ(E) such that
∫
E zνi(dz) = xi and α(νi) ≤ Ψ(xi) + ǫ. Convexity of α yields
Ψ(tx1 + (1− t)x2) ≤ α(tν1 + (1− t)ν2) ≤ tα(ν1) + (1− t)α(ν2)
≤ tΨ(x1) + (1− t)Ψ(x2) + ǫ.
To prove that Ψ is lower semicontinuous, first note that Ψ is bounded from below since α is.
Let xn → x in E, and find νn ∈ Pψ(E) such that α(νn) ≤ Ψ(xn) + 1/n and
∫
E zνn(dz) = xn
for each n. Fix a subsequence {xnk} such that Ψ(xnk) <∞ for all k and Ψ(xnk) converges to a
finite value (if no such subsequence exists, then there is nothing to prove, as Ψ(xn)→∞). Then
supk α(νnk) < ∞, and because α has ψ-weakly compact sub-level sets there exists a further
subsequence (again denoted nk) and some ν∞ ∈ Pψ(E) such that νnk → ν∞. The convergence
νnk → ν∞ in the ψ-weak topology implies
x = lim
k→∞
xnk = lim
k→∞
∫
E
zνnk(dz) =
∫
E
z ν∞(dz).
Using lower semicontinuity of α we conclude
Ψ(x) ≤ α(ν∞) ≤ lim inf
k→∞
α(νnk) ≤ lim inf
k→∞
Ψ(xnk). (3.17)
For every sequence (xn) in E and any subsequence thereof, this argument shows that there exists
a further subsequence for which (3.17) holds, and this proves that Ψ is lower semicontinuous.
Next, compute Ψ∗ as follows:
Ψ∗(x∗) = sup
x∈E
(〈x∗, x〉 −Ψ(x))
= sup
x∈E
sup
{
〈x∗, x〉 − α(ν) : ν ∈ Pψ(E),
∫
E
zν(dz) = x
}
= sup
ν∈Pψ(E)
(〈
x∗,
∫
E
zν(dz)
〉
− α(ν)
)
= sup
ν∈Pψ(E)
(∫
E
〈x∗, z〉ν(dz) − α(ν)
)
= ρ(x∗).
Indeed, we can take the supremum equivalently over Pψ(E) or over P(E) in the last step, thanks
to the assumption that α = ∞ off of Pψ(E) and our convention ∞−∞ = −∞. Because Ψ is
lower semicontinuous and convex, we conclude from the Fenchel-Moreau theorem [50, Theorem
2.3.3] that it is equal to its biconjugate, which is precisely what (3.16) says. 
3.3. Contraction principles and an abstract form of Crame´r’s theorem. Viewing The-
orem 3.1 as an abstract form of Sanov’s theorem, we may derive from it an abstract form of
Crame´r’s theorem. The key tool is an analog of the contraction principle from classical large
deviations (c.f. [14, Theorem 4.2.1]). In its simplest form, if ϕ : P(E) → E′ is continuous for
some topological space E′, then for F ∈ Cb(E
′) we may write
lim
n→∞
1
n
ρn(nF ◦ ϕ ◦ Ln) = sup
ν∈P(E)
(F (ϕ(ν)) − α(ν))
= sup
x∈E′
(F (x)− αϕ(x)) ,
where we define αϕ : E
′ → (−∞,∞] by
αϕ(x) := inf {α(ν) : ν ∈ P(E), ϕ(ν) = x} .
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This line of reasoning leads to the following extension of Crame´r’s theorem:
Corollary 3.8. Let (E, ‖ · ‖) be a separable Banach space with continuous dual E∗. Define
Λ∗ : E → R ∪ {∞} by
Λ∗(x) = sup
x∗∈E∗
(〈x∗, x〉 − ρ(x∗)) .
Define Sn : E
n → E by Sn(x1, . . . , xn) =
1
n
∑n
i=1 xi. If F : E → R∪{∞} is lower semicontinuous
and bounded from below, then
lim inf
n→∞
1
n
ρn(nF ◦ Sn) ≥ sup
x∈E
(F (x)− Λ∗(x)).
Suppose also that the sub-level sets of α are pre-compact subsets of Pψ(E), for ψ(x) = ‖x‖ for
x ∈ E. If F : E → R ∪ {−∞} is upper semicontinuous and bounded from above, then
lim sup
n→∞
1
n
ρn(nF ◦ Sn) ≤ sup
x∈E
(F (x)− Λ∗(x)).
Proof. The map
Pψ(E) ∋ µ 7→ F
(∫
E
z µ(dz)
)
is upper (resp. lower) semicontinuous as soon as F is upper (resp. lower) semicontinuous. The
claims then follow from Theorem 3.1 and Proposition 3.7. 
4. Non-exponential large deviations
The goal of this section is to prove Theorem 1.2 and Corollary 1.3, but along the way we
will explore a particularly interesting class of (α, ρ) pairs.
4.1. Shortfall risk measures. Fix µ ∈ P(E) and a nondecreasing, nonconstant, convex func-
tion ℓ : R → R+ satisfying ℓ(x) < 1 for all x < 0. Let ℓ
∗(y) = supx∈R(xy − ℓ(x)) denote the
convex conjugate, and define α : P(E) → [0,∞] by
α(ν) =
{
inft>0
1
t
(
1 +
∫
E ℓ
∗
(
t dνdµ
)
dµ
)
if ν ≪ µ
∞ otherwise.
Note that ℓ∗(x) ≥ −ℓ(0) ≥ −1, by assumption and by continuity of ℓ, so that α ≥ 0. Define ρ
as usual by (1.1). It is known [22, Proposition 4.115] that, for f ∈ B(E),
ρ(f) = inf
{
m ∈ R :
∫
E
ℓ(f(x)−m)µ(dx) ≤ 1
}
. (4.1)
Refer to the book of Fo¨llmer and Schied [22, Section 4.9] for a thorough study of the properties
of ρ. Notably, they show that ρ satisfies all of properties (R1–4) of Theorem 2.1, and that both
dual formulas hold:
ρ(f) = sup
ν∈P(E)
(∫
E
f dν − α(ν)
)
, α(ν) = sup
f∈B(E)
(∫
E
f dν − ρ(f)
)
.
If ℓ(x) = ex we recover ρ(f) = log
∫
E e
f dµ and α(ν) = H(ν|µ). If ℓ(x) = [(1 + x)+]q for some
q ≥ 1, then
α(ν) = ‖dν/dµ‖Lp(µ) − 1, for ν ≪ µ, α(ν) =∞ otherwise, (4.2)
where p = q/(q − 1), and where of course ‖f‖Lp(µ) =
(∫
|f |p dµ
)1/p
; see [22, Example 4.118]
or [34, Section 3.1] for this computation. The −1 is a convenient normalization, ensuring that
α(ν) = 0 if and only if ν = µ.
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Note that (4.1) is only valid, a priori, for bounded f , although the expression on the right-
hand side certainly makes sense for unbounded f . The next results provide some useful cases
for which the identity (4.1) carries over to unbounded functions, and these will be needed in the
proof of Corollary 1.3. In the following, define ℓ(±∞) = limx→±∞ ℓ(x).
Lemma 4.1. The identity (4.1) holds whenever f : E → R is measurable and bounded from
below.
Proof. Let H(f) denote the right-hand side of (4.1). Let fn = f ∧ n. For each n, because fn
is bounded, the identity ρ(fn) = H(fn) holds by[22, Proposition 4.115]. Monotone convergence
yields
lim
n→∞
ρ(fn) = sup
n
ρ(fn) = sup
n
sup
ν∈P(E)
(∫
E
fn dν − α(ν)
)
= sup
ν∈P(E)
(∫
E
f dν − α(ν)
)
= ρ(f).
On the other hand, H is clearly monotone, so fn ≤ f implies H(fn) ≤ H(fn+1) ≤ H(f)
for all n. It remains to show that for all ǫ > 0 there exists n such that H(fn) > H(f) − ǫ.
Letting c = H(f) − ǫ, the definition of H implies
∫
E ℓ(f(x) − c)µ(dx) > 1. By monotone
convergence, there exists n such that
∫
E ℓ(fn(x)− c)µ(dx) > 1. The definition of H now implies
H(fn) > c = H(f)− ǫ. 
The following result shows how the strong Crame´r condition (3.11) simplifies in the present
context. It is essentially contained in [41, Proposition 7.3], but we include the short proof.
Proposition 4.2. Let ψ : E → R+ be measurable. Suppose
∫
E ℓ(λψ(x))µ(dx) < ∞ for all
λ > 0. Then limm→∞ ρ(λψ1{ψ ≥ m}) → 0 for all λ > 0. In particular, the sub-level sets of α
are pre-compact subsets of Pψ(E).
Proof. Fix ǫ > 0 and λ > 0. The following two limits hold:
lim
m→∞
µ(ψ < m) = 1, lim
m→∞
∫
{ψ≥m}
ℓ (λψ(x)− ǫ)µ(dx) = 0.
Since ℓ(−ǫ) < 1, it follows that, for sufficiently large m,
1 ≥ ℓ(−ǫ)µ(ψ < m) +
∫
{ψ≥m}
ℓ (λψ(x)− ǫ)µ(dx)
=
∫
E
ℓ
(
λψ(x)1{ψ≥m}(x)− ǫ
)
µ(dx).
Use Lemma 4.1 to conclude that, for sufficiently large m ,
ρ(λψ1{ψ ≥ m}) = inf
{
c ∈ R :
∫
E
ℓ
(
λψ(x)1{ψ≥m}(x)− c
)
µ(dx) ≤ 1
}
≤ ǫ.

Finally, we check that the identity (4.1) still holds for sufficiently integrable f .
Lemma 4.3. Let ψ : E → R+ be continuous, and suppose
∫
E ℓ(λψ(x))µ(dx) <∞ for all λ > 0.
Suppose f : E → R is upper semicontinuous with f ≤ c(1 + ψ) for some c ≥ 0. Then (4.1)
holds.
Proof. Let H(f) denote the right-hand side of (4.1). The assumption on ψ along with Proposi-
tion 4.2 imply that the strong Crame´r condition (3.11) holds. Now let fn = f ∨ (−n). Because
fn is bounded from below, Lemma 4.1 yields ρ(fn) = H(fn) for each n. Thanks to the strong
Crame´r condition, Lemma 3.6 implies ρ(f) = limn→∞ ρ(fn), and it remains only to shown that
H(fn) → H(f). Clearly H(fn) ≥ H(fn+1) ≥ H(f) for each n since fn ≥ fn+1 ≥ f pointwise,
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so the sequence (H(fn)) has a limit. As ℓ is continuous, note that H(f) is the unique solution
c ∈ R of the equation ∫
E
ℓ(f(x)− c)µ(dx) = 1.
Similarly, H(fn) solves
∫
E ℓ(fn(x) − H(fn))µ(dx) = 1. Passing to the limit shows H(fn) →
H(f). 
4.2. Proof of Theorem 1.2 and Corollary 1.3. With these generalities in hand, we now
turn toward the proof of Theorem 1.2. The idea is to apply Theorem 3.1 with α defined as in
(4.2). The following estimate is crucial:
Lemma 4.4. Let p ∈ (1,∞] and q = p/(p− 1). Let α be as in (4.2). Then, for each n ≥ 1 and
ν ∈ P(En) with ν ≪ µn,
αn(ν) ≤ n
1/q‖dν/dµn‖Lp(µn). (4.3)
Proof. The case p =∞ and q = 1 follows by sending p→∞ in (4.3), so we prove only the case
p <∞. As we will be working with conditional expectations, it is convenient to work with a more
probabilistic notation: Fix n, and endow Ω = En with its Borel σ-field as well as the probability
P = µn. Let Xi : E
n → E denote the natural projections, and let Fk = σ(X1, . . . ,Xk) denote
the natural filtration, for k = 1, . . . , n, with F0 := {∅,Ω}. For ν ∈ P(E
n) and k = 1, . . . , n, let
νk denote a version of the regular conditional law of Xk given Fk−1 under ν, or symbolically
νk := ν(Xk ∈ · |Fk−1). Let E
ν denote integration with respect to ν. Since P (Xk ∈ · |Fk−1) = µ
a.s., if ν ≪ P then
dνk
dµ
=
E
P [dν/dP |Fk ]
EP [dν/dP |Fk−1]
=:
Mk
Mk−1
, a.s., where
0
0
:= 0.
Therefore
α(νk) = E
P
[(
Mk
Mk−1
)p∣∣∣∣Fk−1]1/p − 1.
Note that (Mk)
n
k=0 is a nonnegative martingale, with M0 = 1 and Mn = dν/dP . Then
αn(ν) = E
ν
[
n∑
k=1
α(νk)
]
= EP
[
Mn
n∑
k=1
(
E
P
[(
Mk
Mk−1
)p∣∣∣∣Fk−1]1/p − 1
)]
= EP
[
n∑
k=1
(
E
P
[
Mpk
∣∣Fk−1]1/p −Mk−1)
]
.
Subadditivity of x 7→ x1/p implies(
E
P [Mpk |Fk−1]
)1/p
≤
(
E
P [Mpk −M
p
k−1|Fk−1]
)1/p
+Mk−1,
where the right-hand side is well-defined because
E
P [Mpk |Fk−1] ≥ E
P [Mk|Fk−1]
p =Mpk−1.
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Concavity of x 7→ x1/p and Jensen’s inequality yield
αn(ν) ≤ E
P
[
n∑
k=1
(
E
P [Mpk −M
p
k−1|Fk−1]
)1/p]
≤ n1−
1
p
(
E
P
[
n∑
k=1
E
P [Mpk −M
p
k−1|Fk−1]
])1/p
= n1/q
(
E
P [Mpn −M
p
0 ]
)1/p
≤ n1/q
(
E
P [Mpn]
)1/p
.

Proof of Theorem 1.2. Again, let α be as in (4.2), and note that it corresponds to the
shortfall risk measure (4.1) with ℓ(x) = [(1 + x)+]q. Then Proposition 4.2 and the assumption
that
∫
ψq dµ <∞ imply that the sub-level sets of α are pre-compact subsets of Pψ(E). Hence,
Theorem 3.1 applies to the ψ-weakly upper semicontinuous function F : Pψ(E) → [−∞, 0]
defined by F (ν) = 0 if ν ∈ A and F (ν) = −∞ otherwise. This yields
lim sup
n→∞
1
n
ρn(nF ◦ Ln) ≤ − inf
ν∈A
α(ν). (4.4)
Now use Lemma 4.4 to get
1
n
ρn(nF ◦ Ln) = sup
ν∈P(En)
(∫
F ◦ Ln dν −
1
n
αn(ν)
)
= − inf
ν∈P(En)
1
n
αn(ν)
≥ − inf
ν≪µn
1
n
n1/q‖dν/dµn‖Lp(µn)
= − inf
ν≪µn
n−1/p‖dν/dµn‖Lp(µn)
Set Bn = {x ∈ E
n : Ln(x) ∈ A}, and define ν ≪ µ
n by dν/dµn = 1Bn/µ
n(Bn). A quick
computation yields
‖dν/dµn‖Lp(µn) = µ
n(Bn)
(1−p)/p = µn(Bn)
−1/q.
Thus
1
n
ρn(nF ◦ Ln) ≥ −
(
n1/pµn(Bn)
1/q
)−1
.
Combine this with to (4.4) to get
lim sup
n→∞
−
(
n1/pµn(Ln ∈ A)
1/q
)−1
≤ − inf
ν∈A
α(ν).
Recalling the definition of α from (4.2), the proof is complete. 
Proof of Corollary 1.3. Let ψ(x) = ‖x‖, and consider the Pψ(E)-closed set
B =
{
µ ∈ Pψ(E) :
∫
E
z µ(dz) ∈ A
}
,
where the integral is defined in the Bochner sense. Proposition 4.2 and the assumption that∫
ψq dµ = E[‖X1‖
q] < ∞ imply that the sub-level sets of α are pre-compact subsets of Pψ(E).
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We may then apply Theorem 1.2 to get
lim sup
n→∞
n1/pP
(
1
n
n∑
i=1
Xi ∈ A
)1/q
≤
(
inf
ν∈B
α(ν)
)−1
,
where again α is as in (4.2). Proposition 3.7 yields
Λ∗(x) = inf
{
α(ν) : ν ∈ Pψ(E),
∫
E
z ν(dz) = x
}
, for x ∈ E.
It follows that infν∈B α(ν) = infx∈A Λ
∗(x). 
4.3. A simple deviation bound. Before proceeding to the more involved application to sto-
chastic optimization in the next subsection, we now show briefly how the quantities in Corollary
1.3 are not entirely intractable. Suppose the set A therein is the complement of the open ball
centered at the origin with radius r > 0. Corollary 1.3 then yields
lim sup
n→∞
n1/p P
(∥∥∥∥∥ 1n
n∑
i=1
Xi
∥∥∥∥∥ ≥ r
)1/q
≤
(
inf
‖x‖≥r
Λ∗(x)
)−1
. (4.5)
We wish to bound the right-hand side from above.
For x∗ ∈ E∗, notice that Λ(x∗) ≤ 1 if and only if
E
[
(〈x∗,X1〉
+)q
]
≤ 1.
This latter clearly holds if ‖x∗‖ ≤ 1/Mq, where ‖x
∗‖ is the usual dual norm and Mq :=
E[‖X1‖
q]1/q. In particular, we find that Λ ≤ H pointwise, where
H(x∗) =
{
1 if ‖x∗‖ ≤M−1q ,
∞ otherwise.
This is a proper convex lower semicontinuous function, and its conjugate is
H∗(x) = sup
x∗∈E∗
(〈x∗, x〉 −H(x∗))
= −1 + sup
{
〈x∗, x〉 : x∗ ∈ E∗, ‖x∗‖ ≤M−1q
}
= −1 + ‖x‖M−1q .
As Λ ≤ H immediately implies Λ∗ ≥ H∗, we conclude that(
inf
‖x‖≥r
Λ∗(x)
)−1
≤
(
−1 + rM−1q
)−1
=
Mq
r −Mq
, for r > Mq.
Returning to (4.5) and recalling that q/p = q − 1, we may write
P
(∥∥∥∥∥ 1n
n∑
i=1
Xi
∥∥∥∥∥ ≥ r
)
≤
(
Mq
r −Mq
)q
n1−q + o(n1−q), for each r > Mq.
4.4. Stochastic optimization with heavy tails. This section applies Theorem 1.2 to obtain
rates of convergence of Monte-Carlo estimates for stochastic optimization problems in which the
underlying random parameter has heavy tails. These results parallel and complement those of
Kaniovski, King, and Wets [30], who obtained exponential bounds assuming the existence of
certain exponential moments.
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Let X and E be Polish spaces. Consider a continuous function h : X × E → R bounded
from below, and define V : P(E)→ R by
V (ν) = inf
x∈X
∫
E
h(x,w)ν(dw).
Fix µ ∈ P(E) as a reference measure. The goal is to solve the optimization problem V (µ)
numerically. The most common and natural approach is to sample from µ and replace µ with
the empirical measure Ln. The two obvious questions are then:
(A) Does V (Ln) converge to V (µ)?
(B) Do the minimizers of V (Ln) converge to those of V (µ) in some sense?
The answers to these questions are known to be affirmative in very general settings, using a form
of set-convergence for question (B); see [16, 29, 31]. Given this, we then hope to quantify the rate
of convergence for both of these questions. This is done in the language of large deviations in a
paper of Kaniovski et al. [30], under a strong assumption derived from Crame´r’s condition. In
this section we complement their results by showing that under weaker integrability assumptions
we can still obtain polynomial asymptotic rates of convergence. We make the following standing
assumptions:
Standing assumptions. The function h is jointly continuous, and its sub-level sets are com-
pact. We are given q ∈ (1,∞) and µ ∈ P(E) such that, if
ψ(w) :=
(
sup
x∈X
h(x,w)
)+
,
then
∫
E ψ
q dµ <∞. Moreover, X is compact.
The joint continuity and compactness assumptions could likely be weakened, but focusing
on the more novel integrability issues will ease the exposition. Throughout this section, define
α as in (4.2). A simple lemma will be used in both of the following theorems:
Lemma 4.5. Suppose A ⊂ Pψ(E) is closed (in the ψ-weak topology), and suppose µ /∈ A. Then
infν∈A α(ν) > 0.
Proof. If infν∈A α(ν) = 0, we may find νn ∈ A such that α(νn) → 0. By Proposition 4.2, the
assumption
∫
ψq dµ < ∞ implies that the sub-level sets of α are ψ-weakly compact, and the
sequence (νn) admits a ψ-weak limit point ν
∗, which must of course belong to the ψ-weakly
closed set A. Lower semicontinuity of α implies α(ν∗) = 0. This implies ν∗ = µ, as t 7→ tp is
strictly convex, and this contradicts the assumption that µ /∈ A. 
Theorem 4.6. For ǫ > 0,
lim sup
n→∞
nq−1µn(|V (Ln)− V (µ)| ≥ ǫ) <∞.
Proof. Let A = {ν ∈ Pψ(E) : |V (ν)− V (µ)| ≥ ǫ}. The map
X × Pψ(E) ∋ (x, ν) 7→
∫
E
h(x,w)ν(dx)
is jointly continuous. By Berge’s theorem [3, Theorem 17.31], V is continuous on Pψ(E), and
so A is closed. Theorem 3.1 implies
lim sup
n→∞
nq/pµn(|V (Ln)− V (µ)| ≥ ǫ) = lim sup
n→∞
nq/pµn(Ln ∈ A) ≤
(
inf
ν∈A
α(ν)
)−q
.
Note that q/p = q − 1, and finally use Lemma 4.5 to conclude infν∈A α(ν) > 0. 
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Theorem 4.7. Let xˆ : Pψ(E)→ X be any measurable function satisfying
4
xˆ(ν) ∈ argmin
x∈X
∫
E
h(x,w)ν(dw), for each ν.
Suppose there exist a measurable function ϕ : R→ R and a compatible metric d on X such that
ϕ(d(xˆ(µ), x)) ≤
∫
E
h(x,w)µ(dw) −
∫
E
h(xˆ(µ), w)µ(dw).
Then, for any ǫ > 0,
lim sup
n→∞
nq−1µn(ϕ(d(xˆ(µ), xˆ(Ln))) ≥ ǫ) <∞.
In particular, if ϕ is strictly increasing with ϕ(0) = 0, then for any ǫ > 0,
lim sup
n→∞
nq−1µn(d(xˆ(µ), xˆ(Ln)) ≥ ǫ) <∞.
Proof. Note that for ǫ > 0, on the event {ψ(d(xˆ(µ), xˆ(Ln))) ≥ ǫ} we have
ǫ ≤ ϕ(d(xˆ(µ), xˆ(Ln))) ≤
∫
E
h(xˆ(Ln), w)µ(dw) −
∫
E
h(xˆ(µ), w)µ(dw)
≤ |V (Ln)− V (µ)|+ sup
x∈X
∫
E
h(x,w)[µ − Ln](dw).
The first term converges at the right rate, thanks to Theorem 4.6 it remains to check that
lim sup
n→∞
nq−1µn
(
sup
x∈X
∫
E
h(x,w)[µ − Ln](dw) ≥ ǫ
)
<∞.
The map (x, ν) 7→
∫
E h(x,w)ν(dw) is continuous on X × Pψ(E), and so the map
Pψ(E) ∋ ν 7→ sup
x∈X
∫
E
h(x,w)[µ − ν](dw)
is continuous by Berge’s theorem [3, Theorem 17.31]. Hence, the set
B :=
{
ν ∈ Pψ(E) : sup
x∈X
∫
E
h(x,w)[µ − ν](dw) ≥ ǫ
}
is closed in Pψ(E). Theorem 3.1 then implies
lim sup
n→∞
nq−1µn
(
sup
x∈X
∫
E
h(x,w)[µ − Ln](dw) ≥ ǫ
)
≤
(
inf
ν∈B
α(ν)
)−q
.
Finally, Lemma 4.5 implies that infν∈B α(ν) > 0. 
Under the assumption
∫
E ψ
q dµ <∞, we see that the value V (Ln) always converges to V (µ)
with the polynomial rate n1−q. To see when Theorem 4.7 applies, notice that in many situations,
X is a convex subset of a normed vector space, and we have uniform convexity in the following
form: There exists a strictly increasing function ϕ such that ϕ(0) = 0 and, for all t ∈ (0, 1) and
x, y ∈ X , ∫
E
h(tx+ (1− t)y,w)µ(dw)
≤ t
∫
E
h(x,w)µ(dw) + (1− t)
∫
E
h(y,w)µ(dw) − t(1− t)ϕ(‖x− y‖).
See [30, pp. 202-203] for more on this.
4Such a function xˆ exists because (x, ν) 7→
∫
E
h(x,w)ν(dw) is measurable in ν and continuous in x; see, e.g.,
[3, Theorem 18.19].
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5. Uniform large deviations and martingales
This section returns to the example of Section 1.2. Fix a convex weakly compact family of
probability measures M ⊂ P(E). Define
α(ν) = inf
µ∈M
H(ν|µ), (5.1)
where the relative entropy was defined in (1.2). The corresponding ρ is then
ρ(f) = sup
ν∈B(E)
(∫
E
f dν − α(ν)
)
= sup
ν∈B(E)
sup
µ∈M
(∫
E
f dν −H(ν|µ)
)
= sup
µ∈M
log
∫
E
ef dµ.
Lemma 5.1. The functional α defined in (5.1) satisfies the standing assumptions. That is, it
is convex and has weakly compact sub-level sets.
Proof. Because µ 7→ − log
∫
E e
f dµ is convex, Sion’s minimax theorem [47] yields
α(ν) = inf
µ∈M
sup
f∈Cb(E)
(∫
E
f dν − log
∫
E
ef dµ
)
= sup
f∈Cb(E)
inf
µ∈M
(∫
E
f dν − log
∫
E
ef dµ
)
= sup
f∈Cb(E)
(∫
E
f dν − ρ(f)
)
.
This shows that α is convex and lower semicontinuous. It remains to prove that α has tight sub-
level sets, which will follow from Theorem 2.3 once we check the second assumption therein. By
Prohorov’s theorem, there exist compact sets K1 ⊂ K2 ⊂ · · · such that supµ∈M µ(K
c
n) ≤ 1/n.
Then, for λ ≥ 0,
λ ≥ ρ(λ1Kn) = sup
µ∈M
log
∫
E
exp(λ1Kn) dµ
= sup
µ∈M
log
[
(eλ − 1)µ(Kn) + 1
]
≥ log
[
(eλ − 1)(1− 1/n) + 1
]
.
As n→∞, the right-hand side converges to λ, which shows ρ(λ1Kn)→ λ = ρ(λ). 
To compute ρn, recall that for M ⊂ P(E) we define Mn as the set of µ ∈ P(E
n) satisfying
µ0,1 ∈ M and µk−1,k(x1, . . . , xk−1) ∈ M for all k = 2, . . . , n and x1, . . . , xn−1 ∈ E. (Recall that
the conditional measures µk−1,k were defined in the introduction.) Notice that M1 =M .
Proposition 5.2. For each n ≥ 1, αn(ν) = infµ∈Mn H(ν|µ). Moreover, for each measurable
f : En → R ∪ {−∞} satisfying
∫
En e
f dµ <∞ for every µ ∈Mn,
ρn(f) = sup
µ∈Mn
log
∫
En
ef dµ. (5.2)
Proof. Given the first claim, the second follows from the well-known duality
sup
ν∈P(En)
(∫
En
f dν −H(ν|µ)
)
= log
∫
En
ef dµ,
26 DANIEL LACKER
which holds for µ ∈ P(En) as long as ef is µ-integrable (see, e.g., the proof of [17, 1.4.2]).
Indeed, this implies
ρn(f) = sup
ν∈P(En)
(∫
En
f dν − αn(ν)
)
= sup
µ∈Mn
sup
ν∈P(En)
(∫
En
f dν −H(ν|µ)
)
= sup
µ∈Mn
log
∫
En
ef dµ.
To prove the first claim, note that by definition
αn(ν) =
n∑
k=1
∫
En
inf
µ∈M
H(νk−1,k(x1, . . . , xk−1|µ)ν(dx1, . . . , dxn).
For k = 2, . . . , n let Yk denote the set of measurable maps from E
k−1 to M , and let Y1 = M .
Then the usual measurable selection argument [8, Proposition 7.50] yields
αn(ν) =
n∑
k=1
inf
ηk∈Yk
∫
En
H(νk−1,k(x1, . . . , xk−1|ηk(x1, . . . , xk−1))ν(dx1, . . . , dxn).
Now, if (η1, . . . , ηn) ∈
∏n
k=1 Yk, then the measure
µ(dx1, . . . , dxn) = η1(dx1)
n∏
k=2
η2(x1, . . . , xk−1)(dxk)
is in M , and µk−1,k = ηk is a version of the conditional law. Thus
αn(ν) ≥ inf
µ∈M
n∑
k=1
∫
En
H(νk−1,k(x1, . . . , xk−1|µk−1,k(x1, . . . , xk−1))ν(dx1, . . . , dxn).
On the other hand, for every µ ∈Mn, the vector (µ0,1, µ1,2, . . . , µn−1,n) belongs to
∏n
k=1 Yk, and
we deduce the opposite inequality. Hence
αn(ν) ≥ inf
µ∈M
n∑
k=1
∫
En
H(νk−1,k(x1, . . . , xk−1|µk−1,k(x1, . . . , xk−1))ν(dx1, . . . , dxn)
= inf
µ∈M
H(ν|µ),
where the last equality follows from the chain rule for relative entropy [17, Theorem B.2.1]. 
Theorem 3.1 now leads to the following uniform large deviation bound:
Corollary 5.3. For F ∈ Cb(P(E)), we have
lim
n→∞
sup
µ∈Mn
1
n
log
∫
En
enF◦Ln dµ = sup
ν∈P(E), µ∈M
(F (ν)−H(ν|µ)) .
For closed sets A ⊂ P(E), we have
lim
n→∞
sup
µ∈Mn
1
n
log µ(Ln ∈ A) ≤ − inf {H(ν|µ) : ν ∈ A, µ ∈M} .
Proof. The first claim is an immediate consequence of Theorem 3.1 and the calculation of ρn in
Proposition 5.2. To prove the second claim, define F on P(E) by
F (ν) =
{
0 if ν ∈ A,
−∞ otherwise.
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Then F is upper semicontinuous and bounded from above. Use Proposition 5.2 to compute
ρn(nF ) = sup
µ∈Mn
log
∫
En
exp(nF ) dµ = sup
µ∈Mn
log µ(Ln ∈ A).
The proof is completed by applying Theorem 3.1 with this function F . 
The following proposition simplifies the strong Crame´r condition (3.11) in the present con-
text.
Proposition 5.4. Let ψ : E → R+ be measurable. Suppose that for every λ > 0 we have
sup
µ∈M
∫
E
eλψ dµ <∞.
Then the strong Crame´r condition holds, i.e., limm→∞ ρ(λψ1{ψ≥m}) → 0 for all λ > 0. In
particular, the sub-level sets of α are pre-compact subsets of Pψ(E).
Proof. Because eλψ is µ-integrable for each µ ∈M and λ > 0, Proposition 5.2 implies
ρ(λψ1{ψ≥m}) = sup
µ∈M
log
∫
E
exp
(
λψ1{ψ≥m}
)
dµ
≤ sup
µ∈M
log
(
1 +
∫
{ψ≥m}
exp (λψ) dµ
)
.
It suffices now to show that eλψ is uniformly integrable with respect to M for every λ > 0,
meaning
lim
m→∞
sup
µ∈M
∫
{ψ≥m}
eλψ dµ = 0.
But this follows from the assumption, because if λ ≥ 0 and p > 1 then
sup
µ∈M
∫
E
(
eλψ
)p
dµ <∞.

We are finally ready to specialize Theorem 5.3 to prove Theorem 1.4, similarly to how we
specialized Theorem 1.2 to prove Corollary 1.3 in Section 4.
Proof of Theorem 1.4. Define
M =
{
µ ∈ P(Rd) : log
∫
Rd
e〈y,x〉µ(dx) ≤ ϕ(y), ∀y ∈ Rd
}
.
The assumption that ϕ is finite everywhere ensures that M is weakly compact: Indeed, if
e1, . . . , ed denote the standard basis vectors in R
d, then for each µ ∈M
µ
(
max
i=1,...,d
Xi > t
)
≤
d∑
k=1
µ(Xi > t) ≤
d∑
k=1
e−t
∫
eXi dµ ≤ e−t
d∑
k=1
eϕ(ei).
This shows that M is tight, and is it easy to check that M is closed and convex. Now define
ψ(x) =
∑d
i=1 |xi| and notice that
sup
µ∈M
∫
Rd
exp(λψ) dµ <∞, for all λ ≥ 0.
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Proposition 5.4 then shows that the strong Crame´r condition holds. Define a closed set B ⊂
Pψ(E) by B = {ν ∈ Pψ(E) :
∫
zν(dz) ∈ A}, where A was the given closed subset of E = Rd.
Corollary 5.3 yields
lim sup
n→∞
sup
µ∈Mn
1
n
log µ(Ln ∈ B) ≤ − inf
{
α(ν) : ν ∈ Pψ(R
d),
∫
x ν(dx) ∈ A
}
,
Now let (S0, . . . , Sn) ∈ Sd,ϕ. The law of S1 belongs to M , and the conditional law of Sk − Sk−1
given S1, . . . , Sk−1 belongs almost surely toM , for each k, and so the law of (S1, S2−S1, . . . , Sn−
Sn−1) belongs to Mn. Thus
P (Sn/n ∈ A) ≤ sup
µ∈Mn
µ(Ln ∈ B),
and all that remains is to prove that
inf
{
α(ν) : ν ∈ Pψ(R
d),
∫
z ν(dz) ∈ A
}
≥ inf
x∈A
ϕ∗(x).
To prove this, it suffices to show Ψ(x) ≥ ϕ∗(x) for every x ∈ Rd, where
Ψ(x) := inf
{
α(ν) : ν ∈ Pψ(R
d),
∫
z ν(dz) = x
}
. (5.3)
To this end, note that for all y ∈ Rd
ρ(〈·, y〉) = sup
µ∈M
log
∫
E
e〈z,y〉µ(dz) ≤ ϕ(y),
and then use the representation of Proposition 3.7 to get
Ψ(x) = sup
y∈Rd
(〈x, y〉 − ρ(〈·, y〉)) ≥ sup
y∈Rd
(〈x, y〉 − ϕ(y)) = ϕ∗(x).

6. Optimal transport and control
This section discusses example 1.4 in more detail. Again let E be a Polish space, and fix
a lower semicontinuous function c : E2 → [0,∞] which is not identically equal to ∞. Fix
µ ∈ P(E), and define
α(ν) = inf
pi∈Π(µ,ν)
∫
c dπ,
where Π(µ, ν) is the set of probability measures on E × E with first marginal µ and second
marginal ν. Assume that
∫
E c(x, x)µ(dx) < ∞; in many practical cases, c(x, x) = 0 for all x,
so this is not a restrictive assumption and merely ensures that α(µ) < ∞. Kantorovich duality
[48, Theorem 1.3] shows that
α(ν) = sup
(∫
E
f dν −
∫
E
g dµ : f, g ∈ B(E), f(y)− g(x) ≤ c(x, y) ∀x, y
)
= sup
f∈B(E)
(∫
E
f dν − ρ(f)
)
,
and also that the supremum can be taken merely over Cb(E) rather than B(E) without changing
the value. This immediately shows that α is convex and weakly lower semicontinuous. The next
two lemmas identify, respectively, the dual ρ and the modest conditions that ensure that α has
compact sub-level sets.
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Lemma 6.1. Given α as above, and defining ρ as usual by (1.1), we have
ρ(f) =
∫
E
Rcf dµ, for all f ∈ B(E), (6.1)
where Rcf : E → R is defined by
Rcf(x) = sup
y∈E
(f(y)− c(x, y)) .
Proof. Note that Rcf is universally measurable (e.g., by [8, Proposition 7.50]), so the integral
in (6.1) makes sense. Now compute
ρ(f) = sup
ν∈P(E)
(∫
E
f dν − α(ν)
)
= sup
ν∈P(E)
sup
pi∈Π(µ,ν)
(∫
E
f dν −
∫
E2
c dπ
)
= sup
pi∈Π(µ)
∫
E2
(f(y)− c(x, y)) π(dx, dy),
where Π(µ) is the set of π ∈ P(E × E) with first marginal µ. Use the standard measurable
selection theorem [8, Proposition 7.50] to find a measurable Y : E → E such that Rcf(x) =
f(Y (x))− c(x, Y (x)) for µ-a.e. x. Then, choosing π(dx, dy) = µ(dx)δY (x)(dy) shows
ρ(f) ≥
∫
E
(f(Y (x))− c(x, Y (x)))µ(dx) =
∫
E
Rcf dµ.
On the other hand, it is clear that for every π ∈ Π(µ) we have∫
E2
(f(y)− c(x, y)) π(dx, dy) ≤
∫
E
sup
y∈E
(f(y)− c(x, y)) µ(dx) =
∫
E
Rcf dµ.

Lemma 6.2. Suppose that for each compact set K ⊂ E, the function hK(y) := infx∈K c(x, y)
has pre-compact sub-level sets.5 Then α has compact sub-level sets.
Proof. We already know that α has closed sub-level sets, so we must show only that they are
tight. Fix ν ∈ P(E) such that α(ν) < ∞ (noting that such ν certainly exist, as µ is one
example). Fix ǫ > 0, and find π ∈ Π(µ, ν) such that∫
c dπ ≤ α(ν) + ǫ <∞. (6.2)
As finite measures on Polish spaces are tight, we may find a compact set K ⊂ E such that
µ(Kc) ≤ ǫ. Set Kn := {y ∈ E : hK(y) < n} for each n, and note that this set is pre-compact
by assumption. Disintegrate π by finding a measurable map E ∋ x 7→ πx ∈ P(E) such that
π(dx, dy) = µ(dx)πx(dy). By Markov’s inequality, for each n > 0 and each x ∈ K we have
πx(K
c
n) ≤ πx{y ∈ E : c(x, y) ≥ n} ≤
1
n
∫
E
c(x, y)πx(dy).
5In fact, since c is lower semicontinuous, so is hK (see [3, Lemma 17.30]). Thus, our assumption is equivalent
to requiring {y ∈ E : hK(y) ≤ m} to be compact for each m ≥ 0.
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Using this and the inequality (6.2) along with the assumption that c is nonnegative,
ν(Kcn) =
∫
E
µ(dx)πx(K
c
n)
≤ µ(Kc) +
∫
K
µ(dx)πx(K
c
n)
≤ ǫ+
1
n
∫
K
µ(dx)
∫
E
πx(dy)c(x, y)
≤ ǫ+
1
n
∫
E×E
c dπ
≤
(
1 +
1
n
)
ǫ+
1
n
α(ν).
As ǫ was arbitrary, we have ν(Kcn) ≤ α(ν)/n. Thus, each m > 0, the sub-level set {ν ∈ P(E) :
α(ν) ≤ m} is contained in the tight set
∞⋂
n=1
{ν ∈ P(E) : ν(Kcn) ≤ m/n} .

Let us now compute ρn. It is convenient to work with more probabilistic notation, so let us
suppose (Xi)
∞
i=1 is a sequence of i.i.d. E-valued random variables with common law µ, defined
on some fixed probability space. For each n, let Yn denote the set of equivalence classes of a.s.
equal En-valued random variables (Y1, . . . , Yn) where Yk is (X1, . . . ,Xk)-measurable for each
k = 1, . . . , n.
Proposition 6.3. For each n ≥ 1 and each f ∈ B(E),
ρn(f) = sup
(Y1,...,Yn)∈Yn
E
[
f(Y1, . . . , Yn)−
n∑
i=1
c(Xi, Yi)
]
.
Proof. The proof is by induction. Let us first rewrite ρ in our probabilistic notation:
ρ(f) = E
[
sup
y∈E
[f(y)− c(X1, y)]
]
.
Using a standard measurable selection argument [8, Proposition 7.50], we deduce
ρ(f) = sup
Y1∈Y1
E [f(Y1)− c(X1, Y1)]
The inductive step proceeds as follows. Suppose we have proven the claim for a given n. Fix
f ∈ B(En+1) and define g ∈ B(En) by
g(x1, . . . , xn) := ρ(f(x1, . . . , xn, ·)).
Since X1 and Xn+1 have the same distribution, we may relabel to find
g(x1, . . . , xn) = sup
Y1∈Y1
E [f(x1, . . . , xn, Y1)− c(X1, Y1)]
= sup
Yn+1∈Y1n+1
E [f(x1, . . . , xn, Yn+1)− c(Xn+1, Yn+1)] ,
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where we define Y1n+1 to be the set of Xn+1-measurable E-valued random variables. Now note
that any (Y1, . . . , Yn) in Yn is (X1, . . . ,Xn)-measurable, and independence of (Xi)
∞
i=1 implies
g(Y1, . . . , Yn) = sup
Yn+1∈Y1n+1
E [f(Y1, . . . , Yn, Yn+1)− c(Xn+1, Yn+1)|Y1, . . . , Yn] .
We claim that
E [g(Y1, . . . , Yn)] = sup
Yn+1
E [f(Y1, . . . , Yn, Yn+1)− c(Xn+1, Yn+1)] , (6.3)
where the supremum is over (X1, . . . ,Xn+1)-measurable E-valued random variables Yn+1. In-
deed, once this is established, we conclude as desired that
ρn+1(f) = ρn(g) = sup
(Y1,...,Yn)∈Yn
E
[
g(Y1, . . . , Yn)−
n∑
i=1
c(Xi, Yi)
]
= sup
(Y1,...,Yn)∈Yn
sup
Yn+1
E
[
f(Y1, . . . , Yn, Yn+1)−
n+1∑
i=1
c(Xi, Yi)
]
.
Hence, the rest of the proof is devoted to justifying (6.3), which is really an interchange of
supremum and expectation.
Note that Y1n+1 is a Polish space when topologized by convergence in measure. The function
h : En × Y1n+1 → R given by
h(x1, . . . , xn;Yn+1) := E [f(x1, . . . , xn, Yn+1)− c(Xn+1, Yn+1)] .
is jointly measurable. Note as before that independence implies that for every (Y1, . . . , Yn) ∈ Yn
and Yn+1 ∈ Y
1
n+1 we have, for a.e. ω,
h(Y1(ω), . . . , Yn(ω);Yn+1) = E [f(Y1, . . . , Yn, Yn+1)− c(Xn+1, Yn+1)|Y1, . . . , Yn] (ω). (6.4)
Using the usual measurable selection theorem [8, Proposition 7.50] we get
E [g(Y1, . . . , Yn)] = E
[
sup
Yn+1∈Y1n+1
h(Y1(·), . . . , Yn(·);Yn+1)
]
= sup
H∈Y˜1n+1
E [h(Y1(·), . . . , Yn(·);H(Y1, . . . , Yn))] ,
where Y˜1n+1 denotes the set of measurable maps H : E
n → Y1n+1. But a measurable map
H : En → Y1n+1 can be identified almost everywhere with an (X1, . . . ,Xn+1)-measurable random
variable Yn+1. Precisely, by Lemma C.1 (in the appendix) there exists a jointly measurable map
ϕ : En+1 → E such that, for µn-a.e. (x1, . . . , xn) ∈ E
n, we have
ϕ(x1, . . . , xn+1) = H(x1, . . . , xn)(xn+1), for µ-a.e. xn+1 ∈ E.
Define Yn+1 = ϕ(X1, . . . ,Xn+1), and note that (6.4) implies, for a.e. ω,
h(Y1(ω), . . . , Yn(ω);H(Y1, . . . , Yn)) = E [f(Y1, . . . , Yn, Yn+1)− c(Xn+1, Yn+1)|Y1, . . . , Yn] (ω).
This identification of Y˜1n+1 and the tower property of conditional expectations leads to (6.3). 
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Appendix A. Alternative representations of ρn
A.1. A recursive formula for ρn. In this brief section we make rigorous the claim in (1.6). To
do so requires a brief review of analytic sets, needed only for this section. A subset of a Polish
space is analytic if it is the image of a Borel subset of another Polish space through a Borel
measurable function. A real-valued function f on a Polish space is upper semianalytic if {f ≥ c}
is an analytic set for each c ∈ R. It is well known that every analytic set is universally measurable
[8, Corollary 7.42.1], and thus every upper semianalytic function is universally measurable. The
defining formula for ρn given in (1.1) makes sense even when f : E
n → R is bounded and
universally measurable, or in particular if it is upper semianalytic.
Proposition A.1. Let n > 1. Suppose f : En → R is upper semianalytic. Define g : En−1 → R
by
g(x1, . . . , xn−1) = ρ (f(x1, . . . , xn−1, ·)) .
Then g is upper semianalytic, and ρn(f) = ρn−1(g).
Proof. To show that g is upper semianalytic, note that
g(x1, . . . , xn−1) = ρ(f(x1, . . . , xn−1, ·))
= sup
ν∈P(E)
(∫
E
f(x1, . . . , xn−1, ·) dν − α(ν)
)
.
Clearly α is Borel measurable, as its sub-level sets are compact. It follows from [8, Proposition
7.48] that the term in parentheses is upper semianalytic as a function of (x1, . . . , xn−1, ν). Hence,
g is itself upper semianalytic, by [8, Proposition 7.47].
We now turn toward the proof of the recursive formula for ρn. Note first that the definition
of αn can be written recursively by setting α1 = α and, for ν ∈ P(E
n) and a kernel K from En
to E (i.e., a Borel measurable map x 7→ Kx from E
n to P(E)), setting
αn+1 (ν(dx)Kx(dxn+1)) =
∫
En
α(Kx)ν(dx) + αn(ν). (A.1)
Fix f ∈ B(En+1), and note that g(x1, . . . , xn) := ρ(f(x1, . . . , xn, ·)) is upper semianalytic by
the above argument. By definition,
ρn(g) = sup
ν∈P(En)
{∫
En
g dν − αn(ν)
}
. (A.2)
By a well known measurable selection argument [8, Proposition 7.50], for each ν ∈ P(En) it
holds that∫
En
g dν =
∫
En
sup
η∈P(E)
(∫
E
f(x1, . . . , xn, xn+1)η(dxn+1)− α(η)
)
ν(dx)
= sup
K
(∫
En
∫
E
f(x1, . . . , xn+1)Kx(dxn+1)ν(dx)−
∫
En
α(Kx)ν(dx)
)
,
where we have abbreviated x = (x1, . . . , xn), and where the supremum is over all kernels from
En to E, i.e., all Borel measurable maps from En to P(E).6 Every probability measure on En+1
6A priori, the supremum should be taken over maps K from En to P(E) which are measurable with respect
to the smallest σ-field containing the analytic sets. But any such map is universally measurable and thus agrees
ν-a.e. with a Borel measurable map.
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can be written as ν(dx)Kx(dxn+1) for some ν ∈ P(E
n) and some kernel K from En to E. Thus,
in light of (A.1) and (A.2),
ρn(g) = sup
ν∈P(En)
sup
K
[∫
En
∫
E
f(x1, . . . , xn+1)Kx(dxn+1)ν(dx)−
∫
En
α(Kx)ν(dx) − αn(ν)
]
= sup
ν∈P(En+1)
(∫
En
f dν − αn+1(ν)
)
= ρn(f).

In general, the function g in Proposition A.1 can fail to be Borel measurable. For instance,
if E is compact and α ≡ 0, then our standing assumptions hold. In this case ρ(f) = supx∈E f(x)
for f ∈ B(E). For f ∈ B(E2) we have ρ(f(x, ·)) = supy∈E f(x, y). If f(x, y) = 1A(x, y) for a
Borel set A ⊂ E2 whose projections are not Borel, then ρ(f(x, ·)) is not Borel. Credit is due
to Daniel Bartl for pointing out this simple counterexample to an inaccurate claim in an earlier
version of the paper; his paper [4] shows why semianalytic functions are essential in this context.
A.2. Proof of Theorem 1.6. The proof of Theorem 1.6 exploits the recursive formula for ρn
of Proposition A.1. Let f ∈ B(En). Suppose y ∈ R and (Yk)
n
k=1 ∈ An satisfy f ≤ y +
∑n
k=1 Yk.
Then, using properties (R1) and (R2) of Theorem 2.1,
ρn(f) ≤ y + ρn
(
n∑
k=1
Yk
)
.
Step 1. Let us show first that ρn (
∑n
k=1 Yk) ≤ 0: Clearly this is true for n = 1, as Y1 ∈ A.
In general, note that ρn (
∑n
k=1 Yk) = ρn−1(g), where
g(x1, . . . , xn−1) := ρn−1
(
n−1∑
k=1
Yk(x1, . . . , xk) + Yn(x1, . . . , xn−1, ·)
)
=
n−1∑
k=1
Yk(x1, . . . , xk) + ρ (Yn(x1, . . . , xn−1, ·))
≤
n−1∑
k=1
Yk(x1, . . . , xk),
and proceed inductively. Thus ρn(f) ≤ y, which shows that
ρn(f) ≤ inf
{
y ∈ R : ∃(Yk)
n
k=1 ∈ An s.t. f ≤ y +
n∑
k=1
Yk
}
. (A.3)
Step 2. It remains to prove equality in (A.3) by showing that y = ρn(f) attains the infimum.
For k ∈ {1, . . . , n} define ρk−1,k : B(E
k)→ B(Ek−1) by
ρk−1,k(f)(x1, . . . , xk−1) = ρ(f(x1, . . . , xk−1, ·)),
and define ρj,k : B(E
k)→ B(Ej) for j = 0, . . . , k − 1 by the composition
ρj,k = ρj,j+1 ◦ ρj+1,j+2 ◦ . . . ◦ ρk−1,k.
It is then clear that ρi,j ◦ ρj,k = ρi,k for i < j < k, and also ρk = ρ0,k. Now define y = ρn(f) and
Yk = ρk,n(f)(x1, . . . , xk)− ρk−1,n(f)(x1, . . . , xk−1)
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Then f = y +
∑n
k=1 Yk by construction, as the sum telescopes. Next note that, for each k and
each x1, . . . , xk−1 ∈ E, the additivity property of ρ (that is, (R2) of Theorem 2.1) implies
ρ (Yk(x1, . . . , xk−1, ·)) = ρ
[
ρk,n(f)(x1, . . . , xk−1, ·)− ρk−1,n(f)(x1, . . . , xk−1)
]
= ρ
[
ρk,n(f)(x1, . . . , xk−1, ·)
]
− ρk−1,n(f)(x1, . . . , xk−1)
= ρk−1,k(ρk,n(f))(x1, . . . , xk−1)− ρk−1,n(f)(x1, . . . , xk−1)
= 0.
In particular, Yk(x1, . . . , xk−1, ·) belongs to A. Thus (Yk)
n
k=1 belongs to An. 
Appendix B. Superadditivity and law invariance
Our earliest efforts to simplify and bound the iterates ρn lead to a interesting line of ar-
gument. Ultimately, this very natural approach does not bear much fruit, and this section
attempts to explain why. The idea was to look for tractable functionals of two probability
measures α(ν|µ), defined for any pair (ν, µ) of probability measures on a common Polish space,
which satisfy the chain rule, or at least an inequality form:
α(ν|µn) ≥
∫
En
n∑
k=1
α (νk−1,k(x1, . . . , xk−1)|µ) ν(dx1, . . . , xn). (B.1)
Of course, relative entropy fits the bill, but are there other examples?
To make this a bit more precise, suppose we begin by assuming we are given a functional
ρ : B(E) → R satisfying the conditions (R1-4) of Theorem 2.1, as well as one additional
assumption known as law-invariance: There exists µ ∈ P(E) such that ρ(f) = ρ(g) whenever
µ ◦ f−1 = µ ◦ g−1.7 Assume henceforth that µ is nonatomic. Then every compactly supported
probability measure m on R can be realized as µ ◦ f−1 for some f ∈ B(E), and we define
ρ˜(m) := ρ(f). Moreover, for every Polish space E′ and every probability ν ∈ P(E′), we may
find a measurable map T : E → E′ with µ ◦ T−1 = ν, and we define ρν(f) := ρ(f ◦ T ) for all
f ∈ B(E′). This is well defined (i.e., independent of the choice of T ), thanks to law invariance.
Then ρν is a convex risk measure on B(E
′) in the sense that it satisfies (R1-2) of Theorem 2.1.
If we define α(·|ν) : P(E′)→ (−∞,∞] by
α(η|ν) := sup
f∈B(E′)
(∫
E′
f dη − ρν(f)
)
,
then it can be shown that
ρν(f) = sup
η∈P(E′)
(∫
E′
f dη − α(η|ν)
)
.
The result of this construction is a functional α(·|·) defined on pairs of probability measures on
any Polish space, and this object (called the divergence induced by ρ) was studied in some detail
in [33].
The first point of this construction is that if α satisfies (B.1) then ρµn(f) ≤ ρn(f) for all
f ∈ B(En), and so Theorem 1.1 yields
lim sup
n→∞
1
n
ρµn(nF ◦ Ln) ≤ sup
ν∈P(E)
(F (ν)− α(ν|µ)) , for F ∈ Cb(P(E)).
7In fact, law invariance is (roughly) equivalent to the property that α(ν ◦ T−1) = α(ν) for every measurable
T : E → E satisfying µ ◦ T−1 = µ (c.f. [46, Proposition 2] or [33, Proposition 2.4]).
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Second, we observe that ρµn(f) = ρ˜(µ
n ◦ f−1) depends on the law of f in exactly the same
manner as ρ(f) = ρµ(f), which makes the above upper bound quite tractable.
However, it turns out that examples of α satisfying (B.1) are hard to come by, beyond
the classical example of relative entropy. In fact, relative entropy is essentially the only choice
satisfying the chain rule, i.e., (B.1) with equality, which more or less follows from [32]. The
shortfall risk measure ρ defined in (4.1) is law invariant with
ρ˜(m) = inf
{
a ∈ R :
∫
R
ℓ(x− a)m(dx) ≤ 1
}
.
It seems that (B.1) holds only when ℓ(x+ y) ≤ ℓ(x)ℓ(y) for all x, y ∈ R; this was shown in [33]
to be sufficient, and we suspect it is necessary as well. As ℓ is also required to be convex and
nondecreasing, we are left with very few examples. Of course, ℓ(x) = ecx works for c > 0, but
no other interesting examples have been identified. (Taking ℓ(x) = eF (x) can work for certain
F with derivatives bounded from above and from below away from zero, but we do not count
these examples as “interesting” because they do not seem to yield any new results compared to
the linear case F (x) = cx.)
Appendix C. Two technical lemmas
Here we state and prove a technical lemma that was used in the proof of Proposition 6.3
as well as a simple extension of Jensen’s inequality to convex functions of random measures.
The first lemma essentially says that if f = f(x, y) is a function of two variables such that the
map x 7→ f(x, ·) is measurable, from E into an appropriate function space, then f is essentially
jointly measurable:
Lemma C.1. Let (Ω,F , P ) be a standard Borel probability space, let E be a Polish space, and
let µ ∈ P(E). Let L0 denote the set of equivalence classes of µ-a.e. equal measurable functions
from E to E, and endow L0 with the topology of convergence in measure. If H : Ω → L0 is
measurable, then there exists a jointly measurable function h : Ω×E → E such that, for P -a.e.
ω, we have H(ω)(x) = h(ω, x) for µ-a.e. x ∈ E.
Proof. By Borel isomorphism, we may assume without loss of generality that Ω = E = [0, 1]. In
particular, H(ω)(x) ∈ [0, 1] for all ω, x ∈ [0, 1]. Let L1 denote the set of P ×µ-integrable (equiv-
alence classes of a.s. equal) measurable functions from [0, 1]2 to R. Define a linear functional
T : L1 → R by
T (ϕ) =
∫
P (dω)
∫
µ(dx)H(ω)(x)ϕ(ω, x).
This is well-defined because the function
ω 7→
∫
µ(dx)H(ω)(x)ϕ(ω, x)
is measurable; indeed, this is easily checked for ϕ of the form ϕ(ω, x) = f(ω)g(x), for f and g
bounded and measurable, and the general case follows from a monotone class argument. Because
|H(ω)(x)| ≤ 1, it is readily checked that T is continuous. Thus T belongs to the continuous
dual of L1, and there exists a bounded measurable function h : [0, 1]2 → R such that
T (ϕ) =
∫
P (dω)
∫
µ(dx)h(ω, x)ϕ(ω, x),
for all ϕ ∈ L1. It is straightforward to check that this h has the desired property. 
Our final lemma, an infinite-dimensional form of Jensen’s inequality, is surely known, but
we were unable to locate a precise reference, and the proof is quite short.
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Lemma C.2. Fix P ∈ P(P(E)), and define the mean measure P ∈ P(E) by
P (A) =
∫
P(E)
m(A)P (dm).
Then, for any function G : P(E) → (−∞,∞] which is convex, bounded from below, and weakly
lower semicontinuous, we have
G(P ) ≤
∫
P(E)
GdP.
Proof. Define (on some probability space) i.i.d. P(E)-valued random variables (µi)
∞
i=1 with com-
mon law P . Define the partial averages
Sn =
1
n
n∑
i=1
µi.
For any f ∈ Cb(E), the law of large numbers implies
lim
n→∞
∫
E
f dSn = lim
n→∞
1
n
n∑
i=1
∫
E
f dµi = E
∫
E
f dµ1 =
∫
E
f dP , a.s.
This easily shows that Sn → P weakly a.s. Use Fatou’s lemma and the assumptions on G to get
G(P ) ≤ lim inf
n→∞
E[G(Sn)] ≤ lim inf
n→∞
E
[
1
n
n∑
i=1
G(µi)
]
= E[G(µ1)] =
∫
P(E)
GdP.

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