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Abstract 
 
A long-term goal of machine learning is providing techniques to overcome the unwanted variations and noise to improve the 
recognition accuracy. In this study we used a model based on deep architectures to provide better representations of Input. In 
order to increase the capacity of recurrent Neural Network, we present a model to share common features across data. Also by 
using this method the extracted components will be invariant to speaker variations. We compared the performance of this method 
with our previous research. The results show that the proposed model is more useful in removing noise and unwanted variability. 
© 2011 Published by Elsevier Ltd. 
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1. Introduction 
 
Noisy environments degrade speech recognition performance, so, many voice applications such as interactive 
voice response system are limited to quiet environments. The focus of this research is to extract meaningful 
representations and provide invariant features to speaker variation. In the recent literatures many algorithms have 
been proposed to learn nonlinear principal components of data (Hadsell, Chopra, & LeCun, 2006; Ghaemmaghami 
Razzazi, Sameti, Dabbaghchian, & BabaAli, 2009). As the result of extracting robust principal components, high 
dimensional data are projected into intrinsic dimension of data sets. This nonlinear mapping removes any noise or 
unwanted variability of input signal. (Dehyadegary, Seyyedsalehi, & Nejadgholi, in press; Hadsell et al., 2006; 
Ranzato & LeCun, 2007a; Wersing & Korner, 2003; Wu, Liu, & Mio, 2008). One of the useful architectures is 
called denoising auto-encoder.  
Denoising auto encoder tries to reconstruct the input from a stochastically corrupted transformation of it. Hence, 
it makes the representation robust to partial corruption of the input pattern (Bengio, 2009; Vincent, Larochelle, 
Bengio, & Manzagol, 2008). Another method for extracting better representations is using stacked auto associative 
network. In this network, each hidden layer computes different, possibly more abstract representations of the input 
(Bengio, 2009). For providing better representation, some methods based on sparse coding have been proposed. 
Sparse representations are more efficient in robust pattern recognition, because these sparse codes would yield better 
reconstruction of input (Bengio, 2009; Ranzato, Huang, Boureau, & LeCun, 2007b; Ranzato, Boureau, & LeCun, 
2008; Ranzato et al., 2007a; Wersing & Wunsch, 2003).  
 
* Corresponding author, Tel.:+98-912-506198; fax:+0-000-000-0000
   E-mail address: parvin.zarei@gmail.com
  lished by Elsevier Ltd. Selection and/or peer-review under responsibility of the 4th International 
Conference of Cognitive Science Open access under CC BY-NC-ND license.
Open access under CC BY-NC-ND license.
231Parvin Zarei Eskikand and Seyyed Ali Seyyedsalehi / Procedia - Social and Behavioral Sciences 32 (2012) 230 – 237 Parvin Zarei Eskikand/ Procedia – Social and Behavioral Sciences 00 (2011) 000–000 
In sparse coding method, the structure chooses one configuration among many of the hidden codes to explain the 
input. Resulting codes are unstable so by small perturbations the optimal codes vary a lot and they make the 
generalization more difficult (Bengio, 2009; Ranzato et al., 2008; Wersing & Korner, 2003). For solving this kind of 
problem, a method based on combination of sparse coding and auto encoder is proposed that is called sparse auto 
encoder. This method lets codes be free like sparse coding and for providing stable codes an encoder is defined that 
includes a penalty for the differences between the free codes and the outputs of encoder. Therefore, the 
representations that are formed satisfy the stability and they are free enough to reconstruct input completely 
(Bengio, 2009; Olshausen & Field, 1997). 
 In machine learning in order to learn complex function mapping input to the output, we need algorithms that can 
tackle a very large set of concepts. However, an important drawback of some of the existing approaches might be 
that the commonalities between data have not been considered in extracting the representations of them. So if the 
input pattern is distorted or slightly changed it fires different neurons. For example, even if a speaker independent 
model is designed by the lack of consideration of commonality, sometimes speaker variation can be construed to 
mean phone variation and decrease recognition accuracy rate. 
Extracting commonalities between features provides more robustness to unwanted variability and non-stationary 
noise and these kinds of components can be reused and shared across data even they had not been among the 
training data (Bengio, 2009). As a result of using this method it is possible to learn a large set of interrelated 
concepts. It might be the basis of broad generalization that humans appear able to do.  
In this paper, we extended our work and proposed an architecture that provides more robustness to unwanted 
variability and non-stationary noise by extracting common nonlinear principal components of data. The resulting 
subspace is formed like a continuous attractor, so the noisy signals are filtered through the recurrent part of model. 
We used clear signals as the training data and evaluated the model against the noisy signals. The rest of this paper is 
organized as follows. Section 2 briefly reviews the function of continuous attractor in nonlinear mapping of noisy 
input into clean ones. In section 3 actual recording data are introduced and section 4 presents our proposed model. 
To validate its efficiency, we will show the result of this proposed method and compare it with our previous work. 
Finally, conclusions are drawn in Section 5. 
 
2.  Nonlinear filtering by using continuous attractor 
 
In this section we investigate how the attractors could extract the desired pattern from the noisy one. In feed 
forward neural network that has non-linear node functions, the first layer functions as the hyperplane, that 
effectively partitions m-dimensional input space into various regions. Each node in the next layer represents a 
cluster of points that belongs to the same class. So the input space is partitioned by these hyperplanes. For hard 
partitioned clustering, each pattern belongs to one cluster. However, a pattern may also be allowed to belong to all 
clusters with a degree of membership, which usually is between zero and one. This is known as a fuzzy clustering. 
When inputs are noisy samples, their degree of membership are lower than those clean ones. How much this 
difference becomes low, it means that the noisy one is more similar to the clear sample (Dehyadegary et al., in 
press). The auto associative network tries to map the noisy sample to the nearest stored pattern. This mapping 
generally is nonlinear, because it is not point-to-point mapping. Therefore, it provides the explicit mapping function. 
The amount of distortion in the output is less than the input's distortion.  
The resulting output will be used as the network's input again, by this alternative process the unwanted variability 
of the output is lower than previous time. Therefore, it continues until to reach the stability (Ciocoiu, 2009; 
Dehyadegary et al., in press). In fact it changes and stops in stable state. Thus, it is possible to define the clear 
sample as a stable state and remove any noise or unwanted variability by attraction process. If the network is trained 
by a sequence of samples such as a signal, a set of fixed-point attractors will be formed. The resulting sequence of 
fixed-point attractors is called continuous attractor (Dehyadegary et al., in press). Continuous attractors have the 
ability of forming the nonlinear complex trajectories in multi-dimensional space. Therefore, we can extract the clean 
signal by this continuous attractor as the stable states. Since the extraction of the clean signal needs a nonlinear
mapping, the proposed neural network provides this nonlinear filter. In fact most of the time removing the unwanted 
variability and noise needs nonlinear manifold learning that using continuous attractors provides this requirement 
(Dehyadegary et al., in press; Hu, Fan, Song, & Liang, 2009).
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3. Data  
In our analyses, we used actual recording data. They are 800 long sentences of the FARSDAT database (the 
Persian standard speech database) that have been selected randomly. They have been uttered by 40 adult speakers 
and recorded in almost noise-free condition. The sentences are different in accent and gender or other 
characteristics. Since the continuous attractor is the principal subspace of clean signal, we used the clean signals as 
training data. They are the second set (400 sentences) that has been uttered by 40 speakers. The rest of sentences 
which are not used in training process, remain for model testing. The test data are corrupted with additive stationary 
and non-stationary noise. The proposed model is evaluated by these noisy signals in different signal to noise ratio 
(SNR). The LHCB parameters, performing efficiently in previous works, have been used as extracted features 
(Dehyadegary et al., in Press; Karimi, 2003). Each 10 sentences include about 27000 frames. During the training 
process in each epoch, 14 frames of signal have been used as an input. Each frame includes 18 parameters 
representing the energy content of the Hanning windows that have been placed over the Fourier transform of the 
desired signal on Bark scale. After data preparation, network training will get started.  
 
4. Method 
4.1. The structure of the recurrent neural network 
The structure is based on a multi-task learning. In this method the noisy signals are projected nonlinearly into the 
low-dimensional subspace of clean signal (Dehyadegary et al., in press). The recurrent auto associative part of 
network tries to extract intrinsic information embedded in the high-dimensional space. Consequently the principal 
components which are formed are the low-dimensional subspace of input space (Jain, Duin, & Mao, 2005). The act 
of extracting intrinsic dimension removes somewhat the noise and unwanted variability. The auto associative part of 
proposed model offers a powerful tool to train and describe nonlinear subspaces (Dehyadegary et al., in press; Xu & 
Wunsch, 2005). Then a nonlinear subspace found in the middle layer minimizes squared reconstruction error. As a 
result of recurrent part of network the subspace of clean signal is formed as a continuous attractor. The attraction 
domain of this continuous attractor is the whole of the input space that includes all of the noisy signals.  
In this model at first the model tries to remove the noise and variability by the attraction process and then the act 
of recognition is performed. In the other words the weights of the input layer Vi plays two roles. During the training 
phase the network determines these proper weights to prepare the suitable input for auto encoder part of model, also 
have the right value to classify different phones in the output of network. Removing noise and variability by 
dynamics of continuous attractor improved the phone recognition accuracy. The number of hidden neurons in this 
network is set to 64 (Dehyadegary et al., in press). It is worth noting that the training algorithm of this network is the 
back-propagation algorithm that has been implemented using a learning coefficient of 0.0001 and momentum 
coefficient of 0.7 in all structures. The desired output is defined as 35-bit codes that the maximum one indicates the 
related phone which is 14 frames of signal. The output of hidden layer is obtained as follow. A nonlinear function 
applies to summation of two values.  
                     (1) 
 
Where Vi and Vf are weight matrices for the first layer and the recurrent connection of network respectively. yb is 
the output of hidden layer obtained from the previous epoch and X indicates the input of network. λ is a constant 
coefficient that is assumed equal to 0.7. Therefore, the output of recurrent connection provides the largest part of the 
input, so it makes a little distortion in the input. Consequently when the network tries to extract the clean signal from 
the distorted one, the model became more robust to noise and distortion. As a result of this training process the 
network learns the trajectory of attraction too. In order to modify the network weights, two errors are propagated 
into lower layers. 
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Where d is the desired output of network.  
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At first the network is trained by 10 sentences of one speaker and evaluated by the other 10 sentences which are 
not used in training process. The performance of this method was compared with the result of feed forward network. 
The experiment results prove that this method is more useful in removing non-stationary noise and unwanted 
variability (Dehyadegary et al., in press). In the next experiment, the network was trained with 400 sentences that 
have been uttered by 40 speakers and evaluated with the second set of sentences of these speakers. Since 
commonalities between data have not been considered and the networks are not able to learn different subspaces for 
each speaker, the phone recognition accuracy on test data will definitely decreases. In the proposed model that will 
be introduced in next section, we tried to design a network to extract common features between signals and share 
them across different signals. 
 
4.2. The structure of proposed model for sharing common features between data 
The proposed model is made of three parts with different rules that are connected together by weighted 
connection. The main part tries to recognize the phone using the common principal components formed in the 
hidden layer. The second part is an auto encoder network that its encoder is the first and the second layers of the 
main part. It tries to project the input signal into low-dimensional principal subspace and finally the last one named 
variability transformer part has two tasks. It tries to transfer the speaker codes to required information to compensate 
the speaker variation and the information that is needed for switching the continuous attractor in order to share 
common features. The functional block diagram of this model is shown in the Fig 1. 
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Figure 1. The functional block diagram of proposed model for extracting common features and sharing them 
across data 
 
The variability of nonlinear principle components will be compensated by the values that are added to them. 
After preceding iteration the algorithm tries to provide better values for compensating. Also the continuous attractor 
formed as the result of recurrent connection will be adapted to different speakers by the information that is provided 
by speaker codes transformer part. Therefore, common subspace that is a continuous attractor will be shared across 
different speakers. 
The structure of this model is shown in Fig 2. As a result of using compensating speaker variation only one 
continuous attractor is formed. The common features formed in the hidden layer are adapted to speaker variations by 
the weighted connection such as w2 and w3. So the common features are shared to reconstruct the input signal by the 
auto encoder part.  
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Figure 2. The structure of proposed model for sharing common features 
 
To summarize, by propagating two errors in the model, invariant features of network are formed. One of them is the 
error of reconstructing input in the auto encoder part; by propagating this error the network tries to extract nonlinear 
principal components of data. 
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Where yn is the output of auto encoder part which is obtained as follow: 
 
(5)                                        
 
Where y3 indicates the forth hidden layer of auto encoder part. Vf is the weight matrix for the last layer of the auto 
encoder part. 
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Ym is the ouput of variability transformer part which have two roles in the network and 
 
y2 indicates the third hidden layer which is obtained as follow: 
)( 422 WYyufy m                                        (8) 
 
The second error is the difference between the desired output and the acquired output of network related to 
phone recognition. It gives the same labels for phones uttered by different speakers; therefore, it helps cluster of the 
same phones in a supervised way. However updating the weight matrices such as w3 and w2 will yield to extracting 
common nonlinear components in the hidden layers. 
 
 
2
1 )( 
i
ii zdE                                                                                                   (9) 
 22   
j
fbij
i j
j jij
VyVxE                                                                                                                               
 
                    
y 
S 
Speaker codes
y1 
U3 
U2
U1
W5 
W3 
W4 
ym 
Variability 
transformer part 
Vf
Vi 
Wo 
X 
Z 
W2 
V2 
Main part 
Speech signal 
X 
y2
y3 
64 neurons 
128 neurons 
128 neurons 
64 neurons 
fn Vyy 3
236  Parvin Zarei Eskikand and Seyyed Ali Seyyedsalehi / Procedia - Social and Behavioral Sciences 32 (2012) 230 – 237 Parvin Z rei Eskikand/ Procedia – Social and Beh vioral Sciences 00 (2011) 000–000  
For the evaluation the noisy signals is used as inputs of network. After a number of iterations, as a result of 
giving the output of the auto encoder part to its input, the noisy signals will be filtered. Then the recognition will be 
performed. The results of evolution are gathered in table 1 and 2. 
 
Table 1. The average result of phone recognition accuracy (%) on 
test signals which are corrupted by additive stationary noise 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table 2. The average result of phone recognition accuracy (%) on 
test signals which are corrupted by non-stationary noise 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Therefore, from table 1 and 2, the superiority of the proposed method compared to the multi-task recurrent 
network is clearly highlighted. The difference between the performance of the proposed model and the recurrent 
network is increasing when the signal to noise ratio value is decreasing. In other words the gap in performance 
increases with the decrease in SNR. It proves that the continuous attractor is more efficient by sharing the common 
features. In order to reach better performance it is necessary to force the nonlinear components formed in the hidden 
layer to be the intrinsic dimension of input signal which may be captured using enhanced learning algorithms in the 
future works. 
Proposed model Recurrent network SNR 
%40.22%35.37 0 db 
%46.67%42.82 5 db 
%51.29%48.11 10 db 
%53.84%52.09 15 db 
%55.01%54.33 20 db 
%55.47%55.69 Clean 
Proposed ModelRecurrent networkSNR 
%36.57 %34.04 0 db 
%42.43 %39.65 5 db 
%47.20 %44.83 10 db 
%51.55 %49.07 15 db 
%53.98 %52.67 20 db 
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4. Conclusion 
As pointed out in the introduction, in order to reach a robust recognition, it is necessary to extract the common 
features of data. So the network is trained to extract the principal components and concepts of the input signal 
changed by unwanted variability and noise. In the present study, we tried to extract the common subspace and share 
them between data by using speaker information. The resulting subspace is a continuous attractor that the noisy 
signals are projected into this subspace by an iterative process. According to the evaluation results gathered in tables 
1 and 2, the proposed model improves recognition accuracy about 4.85 percent. It seems in order to improve the 
performance of the network, in addition to extracting features of input signals in multiple levels, they also should be 
composed to learn slightly higher level features necessary to explain more complex structures in the data.  
 
References 
Bengio, Y. (2009). Learning deep architectures for AI. Foundations and Trends in Machine Learning, 2, 1-127. 
Ciocoiu, I. B. (2009). Invariant pattern recognition using analog recurrent associative memories. Neurocomputing, 73, 119-126.  
Dehyadegary, L., Seyyed Salehi, S. A., & Nejadgholi, I. (In press). Nonlinear enhancement of noisy speech, using continuous attractor dynamics 
formed in recurrent neural networks. Neurocomputing. 
Ghaemmaghami, M. P., Razzazi, F., Sameti, H., Dabbaghchian, S., & BabaAli, B. (2009). Noise reduction algorithm for robust speech recognition 
using MLP neural network. Asia-Pacific Conference on Computational Intelligence and Industrial Applications, 377-380. 
Hadsell, R., Chopra, S., & LeCun, Y. (2006). Dimensionality reduction by learning an invariant mapping. IEEE Computer Society Conference on 
Computer Vision and Pattern Recognition, 1735-1742. 
Hu, Z., Fan, X., Song, Y., & Liang, D. (2007). Joint trajectory tracking and recognition based on bi-directional nonlinear learning. Image and 
Vision Computing, 27, 1302–1312. 
Jain, A. K., Duin, R. P. W., & Mao, J. (2000). Statistical pattern recognition: A review. IEEE Transaction on Pattern Analysis and Machine 
Intelligence, 22, 4-37. 
Karimi, K., (2003). Implementing the speaker features for quality improvement of the speech recognition models. Unpublished master thesis, 
Amirkabir University of Technology, Biomedical Engineering Faculty, Iran. 
Olshausen, B. A., & Field, D. J. (1997). Sparse coding with an over complete basis set: A strategy employed by V1? Vision Research, 37, 3311–
3325. 
Ranzato, M., & LeCun, Y. (2007a). A sparse and locally shift invariant feature extractor applied to document Images. Proceedings of the 
International Conference on Document Analysis and Recognition, Curitiba. 
Ranzato, M., Huang, F., Boureau, Y., & LeCun, Y. (2007b). Unsupervised learning of invariant feature hierarchies with applications to object 
recognition. Proceedings of the Computer Vision and Pattern Recognition Conference, Minnesota. 1-8. 
Ranzato, M., Boureau, Y. L., & LeCun, Y. (2008). Sparse feature learning for deep belief networks. Advances in Neural Information Processing 
Systems (NIPS 2007). 
Vincent, P., Larochelle, H., Bengio, Y., & Manzagol, P-A. (2008). Extracting and composing robust features with denoising autoencoders. 
Proceedings of the 25th International Conference on Machine Learning, ACM, 1096-1103.
Wersing, H., & Korner, E. (2003). Learning optimized features for hierarchical models of invariant object recognition. Neural Computation, 15, 
1559-1588. 
Wu, Y., Liu, X., & Mio, W. (2008). Learning representations for object classification using multi-stage optimal component analysis. Neural
Networks, 21, 214–221. 
Xu, R., & Wunsch, D. (2005). Survey of clustering algorithms. IEEE Transactions on Neural Networks, 16, 645-678. 
