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I. INTRODUCTim 
Vortices occur naturally in water and in the atmosphere in the form 
of whirlpools, hurricanes, tornadoes, etc. They may also occur as 
trailing vortices created by an aircraft wing. 
In oceans, large regions of circulations, which involve weak 
vorticity, are often created between opposing currents. Also, small 
events such as whirlpools and eddies from a dam have a concentrated 
swirling motion. If this type of motion becomes too concentrated, it 
can affect the safe passage of boats. The strongest of such whirlpools 
are usually due to the vertical shear between localized opposing currents. 
It is well to note that intense whirlpools are as destructive as 
atmospheric vortices, such as tornadoes. 
As was mentioned before, a pair of oppositely rotating trailing 
vortices is formed by the passage through air of an aircraft wing. 
These vortices would remain intact except for the viscous effects which 
cause dissipation of the system. Until this dissipation becomes more 
or less complete, the wingtip vortices from large aircraft remain a 
menace to small aircraft, especially in the region of a runway at an 
airport. The structure of a trailing vortex is similar to that of the 
naturally occurring destructive atmospheric vortex. 
In the atmosphere, naturally occurring vortices are measured on 
scales ranging from cm. to km. For example, the macroscale contains 
circulation systems on the order of 1000 km. These would include 
atmospheric pressure systems and planetary waves. The mesoscale 
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contains systems on the order of 10 to 1000 kilometers. Convective 
frontal circulation, orographic transport of momentum and cloud formation 
are some examples. The microscale contains circulation systems on the 
order of 1 millimeter to 1 kilometer. In the atmosphere, the turbulent 
transport processes of momentum, energy, and water vapor are the most 
important examples. 
In the atmospheric sciences there are two types of pressure systems: 
cyclones and anticyclones. Bjerknes found that a cyclone is normally 
made up of two different air masses. One of these is relatively warm 
and laden with moisture; it is an offshoot of air produced in a sub­
tropical source region. The other is colder and may have originated 
from some polar air-mass source. The separation between the two air 
masses is normally sharp, and since it represents the southern border 
of the polar masses, it is called the polar front. Along the front, 
the temperature and the wind change suddenly, and in most cases the cloud 
formation changes likewise. While the cyclones show a high degree of 
uniformity in their patterns of formation, growth, and decay, the 
anticyclones are far more irregular in behavior as well as in shape. 
Often the anticyclones appear as sluggish, passive systems which fill 
the spaces between the far more vigorous cyclonic systems. On occasion 
an anticyclone may undergo a distinct development and acquire appreciable 
intensity, but such developments are almost always associated with cyclone 
development in the neighboring regions. Considered as wind systems, the 
anticyclones never acquire intensities comparable with those of well-
developed cyclones. 
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A hurricane bridges the gap between macroscale and mesoscale 
processes. A hurricane In Its advanced stages is an intense low 
pressure center surrounded by winds in excess of 75 miles per hour. 
These storms can be divided into four stages. The beginning stage 
consists of a diffuse and rather large area of low pressure. In the 
growth stage, the pressure falls rapidly over a small circular area; 
winds of 75 miles per hour or greater form a tight band around the 
center where the radius of this band is only 30 to 70 kilometers. In 
the mature stage, the pressure stops falling, the winds are no longer 
increasing and the storm area expands horizontally and vast masses of 
air are drawn into the whirl. The storm expands to a radius of 320 
kilometers or more. In the decaying stage, the hurricane reduces to 
general bands of rainstorms or an Intense low pressure system. The 
decaying stage usually occurs over land or as the storm moves into the 
cooler northern climate. 
Tornadoes, waterspouts, turbulent eddies and dust devils can all 
be considered to be of the same class; a microscale process. The 
turbulent eddies are the every day minuscule changes in the atmosphere 
that we feel. This phenomenon is of the smallest scale. The dust 
devils or whirlwinds are associated with organized convection in a 
shallow atmospheric layer due to strong surface heating and are 
especially characteristic of arid regions. Waterspouts form over the 
sea and have many of the characteristics of the tornado. They first 
appear as thou^i hanging from the base of a very dark, dense nimbus 
cloud, in the shape of an inverted cone. The surface of the water is 
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connected to the cloud by this cone. A waterspout travels along as a 
column of whirling air, carrying with it a great quantity of water drops. 
It also has a core of torrential rain. These storms can be very violent, 
especially in some of the tropical seas. 
Petterssen (81a) in his book. Introduction to Meteorology, says 
of a tornado: 
" . . .  a  v o r t e x  o f  s m a l l  h o r i z o n t a l  e x t e n t  a n d  g r e a t  i n t e n s i t y  
which extends downward from a thundercloud. It is usually 
visible as a funnelshaped tuba cloud, with a broad base in 
the cumulonimbus and a narrow tubular extension down to the 
ground." 
As witnessed in the great number of pictures available, the lower part 
of the tornado cloud is often surrounded by dirt and debris. This dirt 
and debris tend to be thrown outward from the central funnel area due 
to the centrifugal force in the whirl. As. ascertained from the breadth 
of the destructive effects on the ground, the tornado is usually two 
to four times wider than the visible funnel cloud. The width or diameter 
usually averages around 250 meters, but may vary from a few meters to a 
few hundred meters. As the funnel passes, an average pressure drop of 
around 25 millibars occurs. It is this pressure drop which causes most 
of the damage associated with the tornado. Buildings tend to "explode" 
due to the differential of pressure, higher pressure within the 
buildings and low pressure without. Additional damage is due to flying 
debris carried by the circulating winds. In the northern hemisphere, 
the winds are usually counter clockwise (cyclonic) and are usually 
estimated to have velocities of the order of 100 meters per second or 
about 225 miles per hour, but such velocities may be twice as high in 
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extreme cases. Tornado lifetimes vary widely. On the average, the 
length of the path is about five to ten kilometers (three to six miles). 
Through the years, meteorologists have been able to narrow down 
the number of parameters that influence the development of the tornado. 
According to Fulks (40), some of the conditions known to be associated 
with tornado-producing thunderstorms are; 
1. In the lower troposphere the wind veers with height 
(corresponding to geostropic warm advection). 
2. In the lower one to three kilometers, there is a supply 
of warm moist air. 
3. A marked conditional and convective instability exists. 
4. There is a region of dry air above the moist air. 
Wills (105) has further obtained a "tornado-likelihood" index and has 
used it as a fairly reliable predictor of the likelihood of tornado 
occurrence. This index utilizes the three parameters of low-level 
convergence, cumulus potential buoyancy, and lower troposphere vertical 
wind shear to predict areas of maximum outbreak of tornadoes. These 
conditions have been very Instrumental in outlining areas of maximum 
likelihood for a tornado occurrence. 
In the last decade, there have been numerous attempts at both 
mechanical and numerical modeling of tornado-like vortices. If 
successful the modeling of this complex phenomenon will enable the 
controlled study of the parameters that are thought to cause tornado 
occurrences. Then, with better understanding from these models, better 
methods of warning and possibly methods of control can be determined. 
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Mechanical modeling can also shed light on the boundary conditions 
affecting vortex formation. 
Numerous Investigators have mechanically simulated an atmospheric 
type vortex, using air or a liquid as the fluid medium. When the fluid 
is air, it is usually confined in a rotating cylinder with a source of 
convection or convergence present. Jones of the Meteorological 
Laboratories at the University of Michigan, Pao (79), Ward (100), 
Muirhead and Eagleman, and Wan and Chang in papers presented at the 
Seventh Local Severe Storms Conference all use air as their medium 
On the other hand. Long (67), Turner (98) and Pao (79) performed 
experiments which use water as the medium,. In all of the methods the 
following conditions must exist: 
1. There must be a means of converging the fluid. 
2. There must be a means of in^osing a shear or tangential 
motion to the fluid. 
3. There must be a means of obtaining the velocity profiles. 
When all these conditions are satisfied, a vortex will usually occur. 
It will be centered on the axis of rotation of the particular chamber 
being used. Most of these vortices contain some of the features of 
tornadoes. A more extensive amount of research must be done in the 
future to accomplish more realistic experiments. These contributions 
could then enable better numerical models to be constructed. 
A. History 
Many workers have treated rotating flows by analytical and 
numerical methods. Taylor, Von Karman, Batchelor, Lewellen, and Rott 
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have used analytical methods to study such flows. Pao (79, 80) has 
used the integration of the unsteady Navier-Stokes equations to 
obtain a numerical computation of a confined rotating flow and for 
flows in the disk-cylinder system. Comprehensive reviews of rotating 
flows exists in Greenspan (44) and Lewellen (62). 
Vortex solutions for laminar, viscous, incompressible flow with 
axial symmetry have been obtained by Burgers (11, 12), Brooks (10), 
Long (67, 69), Sullivan (95), Webb (101), and Lewellen (61, 62). 
Wilkens, Sasaki, and Schauss (102) in a recent paper have used a 
numerical simulation to form vortices by succesive thermals super­
imposed in a circulation field. In a related study, Leslie (60) has 
performed a numerical experiment on the development of confined 
concentrated vortices. The parameters governing the generation of free 
vortices have been discussed by Dergarabedian and Fendell (25). 
Knowledge of the relationship of a vortex to a boundary layer is 
very important. Hoffman and Joubert (50) using a modification of the 
Prandtl mixing-length concept derived a turbulent vortex velocity 
profile. In recent years the three-dimensional flow in the boundary 
layer of a common vortex has been investigated by Kuo (53, 54). Also, 
the ground turbulent boundary layer of a stationary tornado-like vortex 
has been studied by Chi, Ying, and Chang (15). In a recent numerical 
experiment, Szillinsky and Wippermann (96) employed a modified Rankine 
vortex to simulate the penetration of tornado-like vortices into the 
boundary layer. Turner (98) has investigated the constraints which are 
imposed on tornado-like vortices by the top and bottom boundary conditions. 
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Convective processes and unstable thermal stratification are 
important in the theory of the formation of atmospheric vortices, 
Kuo (51, 52) has obtained solutions for convective atmospheric vortices 
that incorporate the effects of buoyancy due to unstable thermal 
stratification, vrtiereas, an equation for vortex motion including effects 
of buoyancy and sources with applications to tornadoes has been derived 
by Costen (18). Recently Bergman (8) has studied the dynamic stability 
of convective atmospheric vortices. 
Specific examples of atmospheric vortices such as tornadoes, dust 
devils, etc, have been investigated by numerous authors. Abdullah (1) 
developed a dynamical model for a tornado in which compressibility is 
used and friction is neglected, Gutman (45) developed a theoretical 
model of a waterspout in his landmark paper. The generation and structure 
of tornadoes and flrewhlrls have been investigated by Dergarabedian, 
Fendell, Gore, and Smith (24), Barcilon (6) developed a theoretical 
model for a dust devil by obtaining solutions for the various portions 
of the vortex flow and employing matching techniques. The dust devil 
vortex has also been investigated both experimentally and numerically 
by Logan (66) and by Mai' Bakhov and Gutman (71). They constructed a 
nonstationary model of mesoscale vortices (dust devils, whirlwinds, 
sandstorms, tornadoes) with a vertical axis on the basis of a numerical 
solution of the nonlinear equations of atmospheric thermohydrodynamlcs, 
For an excellent review of geophysical vortices see Norton (75), 
The papers of Mai' Bakhov and Gutman, Gutman, Kuo, Pao, Costen, 
Szllllnsky and Wippermann, Leslie, and Wllkens et al, are used 
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extensively in developing the sections to follow. 
B, Statement of Problem 
Most of the previous numerical simulations for the study of 
atmospheric problems do not use boundary conditions which are physically 
realistic. For example, Pao (79) and Leslie (60) use a solid cylindrical 
wall to simulate the outer boundary and by means of a spinning disc on 
the upper boundary to furnish needed vorticity, a numerical experiment 
is run in which a confined vortex is simulated. 
The purpose of this paper is to use values for boundary conditions 
that are representative of various sightings of tornadoes, whirlwinds, 
and waterspouts to numerically simulate an atmospheric vortex. During 
the beginning of the numerical simulation, a solid body rotation 
(circulation) was imposed on an updraft which occurs at the center of 
the integration domain. The solid body rotation simulates 
a tornado cyclone (Fujita and Grandoso (39)), and is 
used to simulate an unstable thermal stratification of the atmosphere 
(Fulks (40)). Different boundary conditions for circulation are applied 
at the top and outermost boundaries. The results of this investigation 
compare favorably with x^at is known about very strong atmospheric 
vortices. In the present study, a Reynolds number of 133 was used for 
3 
most cases, but a few cases were run at Reynolds numbers of 10 and 
4 
10 . Milkens et al. (102) and Szillinsky and Wippermann (96) have 
shown that a Reynolds number of 133 is a good approximation for the 
atmosphere. 
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The present work uses a cylindrical domain that is 3.6 kilometers 
in height by 3.6 kilometers in radius. The unsteady axisymmetric 
Navier-Stokes equations are integrated over this domain by using a 
finite difference method. The method uses a centered time-difference 
form which is similar to that used by Dufort and Frankel (31) and 
Fromm (37). The variables in the equations of the following sections 
were all nondimensionalized using the values r^ = 60 meters and 
V = 60 meters/second. in 
The typical case study which progressed to about 15 minutes in 
real time took about three hours on the CDC 6600 computer. 
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II. PROBLEM FORMULATim 
In this investigation a vortex embedded in the atmosphere is 
modeled by assuming that it forms over a flat, horizontal surface in 
a converging airflow with some external mechanism providing the necessary 
angular momentum. 
A, Governing Equations 
Starting with the Navier-Stokes equation 
TfJ —> 2 —* _ -* —* 
p ^ = pf - VP - J V(kV • V) + (7k) • [vv+ (7V)^] 
+ k[V^+V(7 • V)] (1) 
where (7k) • [7V+(VV)^] = 2 (7k) • 7V + (7k) X ( v x y )  
and Dt ^ ^ ^ It ^ ^ ^ ^ 
and all other nomenclature (i.e. V, P) is defined by the table of symbols, 
a system of equations can be written which govern the particular flows 
being investigated. It is assumed that the air contained in the 
cylindrical volume. Figure 1 is of constant density, that the Coriolis 
force can be neglected in comparison with the centrifugal force, and 
that the flows are axially symmetric. 
The equations of motion and continuity for an incompressible fluid 
with rotational symmetry and no body forces take the following form 
in cylindrical (r, 9, z) coordinates: 
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Z* 
\' 
O 
w 
u 
Ground level 
Figure 1, The cylindrical coordinates of position and velocity 
13 
r-component; 
9-component; 
+ ^ âv + ^  fâv _ 2 V] Bk 
9r 
•ÔV 
'37 
(3) 
z-component; 
oz 
+  ^ # 5 #  +  # #  + # )  (^)  
Continuity: 
I7 <^ ) + 1= (^ ) = 0 (5) 
where p' is the deviation from undisturbed hydrostatic pressure, k is 
the eddy diffusion coefficient for momentum (independent of direction), 
p is the density, and u, v, and w are the radial, tangential, and axial 
components of velocity. The dimensional quantities (barred letters) 
are related to their dimensionless counterparts (capital letters) by 
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V — "F rr 
T = — t z - — r R = — 
r r V r r 
m m m ni m 
u = ^  ç = w = ^  K = ;V = r 
m m m m m e 
V f V = — ^ = —=— P = 
V 2 
— / 
where v is a given tangential reference velocity and r is its radial 
m m 
distance from the axis. The Equations 2 through 5, written in dimension-
less variables, are: 
r-component: 
" H - r= - If ^  c|k «">5 +4 ] 
9R ÔR ÔZ '•âZ ÔR-* 
6-component: 
îf Is +Ê ] 
az 
. 9 K â V  +  Ô K r â V _ 2 V ]  
3Z 3Z BR '•9R R (8a) 
Z-component: 
3Z 
az az aR ^az aR 
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Continuity ; 
(RU) + (RW) = 0 (10) 
Defining the circulation, T, 
T = V r (11) 
and thus dimensionlessly as 
r = VR (12) 
Equation 8a may be written 
The number of dependent variables may be reduced by introducing a 
stream function which relates the radial and vertical components 
of velocity such that 
- r l l  '  "  = è l f  •  ( 1 3 )  
The zonal vorticity component perpendicular to the (r, z) plane 
is also related to the zonal and vertical velocities by: 
Using the dimensionless variables. Equations 6, Equations 13 and 14 
may be written 
16 
and 
"  = - r I z  " ' e I E  (1 5 )  
« = <"> 
By means of Equations 15 and 16 the Equations 7 through 10 may now be 
replaced by a set of two prediction equations for F and Ç: 
(17) 
together with a diagnostic equation for \Ii : 
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where 
is the cylindrical Laplacian operator. For simplicity, the eddy 
diffusion coefficient is held constant. Thus, the final form of the 
dimensionless governing equations are obtained. 
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H ' K C Y ^ C  
(20) 
(21) 
- # % -  - * c  (22) 
B. Boundary and Initial Conditions 
Since the governing equations are of a parabolic and elliptic 
nature, a condition for each variable has to be specified at each 
boundary of the cylindrical volume. Rotational symmetry is assumed, 
thus the calculations are restricted to a vertical plane as shown in 
Figure 2. This meridian plane is limited in vertical extent from the 
earth's surface at Z = 0 to a given altitude Z = Z*. By means of 
symmetry, the plane is limited radially by R = 0 and by the lateral 
boundary R = R* which is specified far enough away from the centroldal 
axis to be in an undisturbed region. 
The boundary conditions for the independent variables may be 
summarized as : 
\jr = r = Ç = 0 at R = 0 (23) 
9R ÔR 
r = r(z) 
ât.â£.= o 
at R = R* (24a) 
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A 
i I 
z* 
w 
À 
u 
/ / / / / / / / / / / / / / /  
&* 
Figure 2. The cross section of a constant meridional angle 
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' • î 9  
ôl. 0 
ÔZ 3Z ÔZ 
r = r(R^ ) 
at Z = 0 (25) 
at Z = Z* (26a) 
In the study several different boundary conditions are imposed 
for the circulation T on the upper and outer boundaries. On the upper 
boundary (Z = Z*), either 
or 
I ' "  
II. r = (|j)2 X r* 
(26b) 
Four different distributions for F(Z) are imposed on the outer boundary, 
R = R*. For all cases between Z^ and Z*, the circulation on the outer 
boundary is a constant value, P*. Several different distributions for 
the circulation F are imposed for the vertical region between the ground 
Z = 0 and the altitude Z = Z^ (which may be viewed as a typical cloud 
base altitude). The boundary conditions for circulation on the outer 
boundary (R = R*) may thus be written: 
Z a z a z* 
o 
0 ^ Z < Z 
F = F* 
I. F = é-)^T* 
o 
II. F = F* [ 1 - (|-
o 
1)^] (24b) 
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F 
AZ 
B Z = G 
///////////> /////////////////%</ 
Figure 3, Mesh points used 
condition at Z = 
for derivation of vorticity boundary 
0 
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III. r = ^  [sin n (| j) + 1] 
or 
IV. r = r* 
The boundary condition at Z = 0 for the vorticity Ç may be derived 
as follows. 
If B is a point at the ground level Z = 0 and A is one mesh 
distance away (Figure 3), then the Taylor series expansion of the 
stream function near point B yields 
ilr = ilr + dZ (||) + (^) + O(dZ^) (27a) 
^ B 2 ÔZ B 
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Neglecting the terms of order of (dZ) or smaller in Equation 27a and 
using the no slip condition qz ~ 0» Equation 27a becomes 
, mil (A) (27b) 
* 2 az B 
2 
since ijr = 0. From Equation 25, Ç = "è" » thus Equation 27b can 
® ^ ÔZ 
be written 
C = - —^ (28a) 
R(dZ)^ 
which is the boundary condition at Z = 0 for the vorticity, C» i^ terms 
of the stream function a distance dZ away from the bottom boundary. 
Table 1 shows the cases investigated and boundary conditions that 
were used for each case. 
1 
2 
3 
4 
5 
6 
11 
12 
13 
14 
17 
18 
Case parameters 
Gamma Boundary Conditions 
Z* R* (0 ^  Z ^  Z^) 
Maximum 
Time Comments 
(Min.) 
Updraft 
Updraft 
Zero 
Updraft 
Updraft 
Zero 
Gamma Only 
Updraft 
Downdraft 
Updraft 
Updraft 
Zero 
133 
10^ 
133 
10" 
133 
133 
133 
133 
133 
133 
133 
133 
r = 
r 
g: 
BZ 
r 
ÔZ 
r 
r*(R/R*)^ 
r*(R/R*)^ 
r*(R/R*)2 
9Z 
ÔZ 
az 
g: 
az 
az 
m: 
%z 
r*(R/R*)^ 
0 
0 
0 
0 
0 
0 
r* = r (z/z f 
I-. 
r* = r (z/z 
o o 
r* = r (Z/Z 
O O 
r* = r (Z/Z 
O O 
r* = r^ [i - (.z/z^-ify 
r* =rji-(z/z_^-i)^] 
r* . rji. (z/z^-ify 
* r„ 
r = -^sinTr(Z/Z -%)+l] 
r* = r 
r* = r^[i- (z/z^-i)^] 
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6 
14 
9% 
18 
2% 
9 
9 
9 
11% 
16% 
14 
Unstable 
Unstable 
Unstable 
Unstable 
to NS 
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The choice of the boundary conditions was based on the following 
arguments. The lateral boundary is assumed to be located at a distance 
from the axis such that only horizontal inflow occurs. The flow is 
assumed to be entirely radial at the lateral boundary R*. With these 
conditions in mind, the following relationship can be written: 
i = i-. 
thus 
Q ~ 0 . 
Also, because of the radial nature of the flow 
which are Equations 24a. 
Since no boundary condition at large distances above the earth's 
ôT 
surface is available, it is assumed that — = 0 holds. This assumption 
has been verified by the results of Gutman (45) and Kuo (53) to be a 
reasonable choice. In this paper a variation of this boundary condition 
was tried by imposing a solid rotation on the upper boundary which 
simulates the tornado low. From the standpoint of stability in 
ôF 
confutation, it was found that the condition — = 0 was the better 
of the two conditions. F = F* at R = R* contradicts the required 
boundary condition at the earth's surface (Z = 0), F =0. Consequently 
to avoid this, various distributions were used between the altitude Z 
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and the earth's surface. These distributions. Equation 24b, are based 
in a stylistic fashion on observational evidence of the distribution 
of circulation in the atmospheric layer. 
At ground level (Z = 0), the no slip condition was applied to give 
the boundary condition for the stream function and the circulation T. 
Note that the no slip condition is not correct for waterspouts since 
the bottom boundary can fluctuate with pressure changes. 
The top of the grid is assumed to be far enougjh removed from the 
surface to justify the assunq>tion of vertical flow only. Thus from 
conservation of mass the mass inflow at the outer lateral boundary must 
equal the mass exit flow from the cylindrical region at the upper 
boundary. 
Also initial conditions have to be specified in order to start 
the integration. The angular momentum or circulation must be 
contributed through some mechanism such as an application of the 
tornado low. In this paper, the circulation is initially 
r = r* for s Z ^  Z* 
(28b) 
r = r(Z) for 0 ^ Z ^  Z 
o 
xAiere T = F(Z) is given in Equation 24b, To see if an atmospheric 
vortex will develop a perturbation to the flow is applied in the form 
of a vertical velocity distribution (centered in the small region on 
the vertical axis). This simulates an updraft. It is assumed to have 
the form: 
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W = ^  (~)^ (29) 
m 
where 20 m/sec is the maximum vertical velocity which occurs at the 
axis and on the upper vertical boundary intersection where initially 
W reaches its peak value. The distribution given by Equation 29 varies 
parabolically with height from zero to 20 m/sec and decreases 
exponentially radially . This distribution would compare with a 
physically mature updraft. From Equation 29 using the definitions 
of stream function $ and vorticity C» the initial distribution for the 
stream function and vorticity are provided and thus may be written: 
^ (fjAl - e"^ ] (30) 
m 
C =  ^ c -  (1 -  +  2R (|^)2 e " ^ ^  .  (31) 
This completes the conditions which define the problem. 
C. Method of Solution 
The problem can be conveniently called a numerical experiment due 
to the sequential and initially uncertain nature of the results of this 
type of investigation. One should always keep in mind, however, that 
(barring code errors) the results are a purely logical consequence 
of the various theoretical approximations and simplifications initially 
assumed, difficult though it may be to trace through the effects in a 
particular solution. 
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The application of numerical experimentation to physical theory is 
justifiable only when concise analytic methods have been unproductive 
or have reached their apparent limits of usefulness. This situation 
seems to prevail in the field of unsteady turbulent fluid mechanics. 
There would be little merit in formulating and numerically integrating 
sets of differential equations, both initial and boundary value problems, 
appropriate to a broad range of fluid dynamics phenomena where general 
analytic solutions are available. General analytic solutions are 
known when the Reynolds and Rayleigh numbers are very small (inertial 
terms are neglected, i.e. Pao (79)), Also solutions for the full 
Navier-Stokes equations are known for various special cases. When the 
scale and energy of a system become so large that it may be considered 
turbulent, however, we enter a region rather poorly explained by 
previously available theoretical methods. A fundamental method of 
analysis in this regime is based on assumptions of similarity and 
self-preservation of some of these averaged flow characteristics. 
These assumptions frequently lead to simple and experimentally 
verifiable partial solutions, e.g. Kuo (53). For each particular 
phenomenon studied there are several functions or constants to be 
determined experimentally. No real unifying theory exists to relate 
these constants and functions from one experimental geometry to 
another. By numerically integrating a single set of differential 
equations with varying boundary and initial conditions, it should be 
possible to compare these solutions with various experimental phenomena, 
such as from jets, wakes, convective bubble-and-plane-like thermals. 
27 
and rotating fluids enclosed in a cylindrical container. Even though 
a demonstration cannot by itself provide the desired unifying theory, 
the detailed statistics of the numerical solutions might. 
Lilly (65) says a logical plan of attack may be divided into 
three phases: 
1. Develop flexible and computationally well behaved 
numerical models for simulation of a large class of 
fluid motions. 
2. Test the detailed behavior of these models by means of 
experiments comparable with and verifiable by results 
of significant physical experiments. 
3. Try to extend the results or generalize the models to 
include conditions not adequately reproducible by 
experiment. 
The experiments described in this work include some mixture of each 
of these phases, but they are mainly directed toward development and 
testing of a single model. 
For the present investigation a set of Eulerian partial 
differential equations was approximated by finite difference equations 
at points evenly spaced in a cylindrical domain. The Eulerian grid point 
representation was chosen principally because of its relatively straight­
forward program coding and the relatively large fund of knowledge 
available pertaining to its characteristic behavior. The principal 
difficulty usually encountered in the grid point formulation is the 
development of severe and consistent truncation error, leading 
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eventually to a form of computational instability associated with the 
nonlinear terms. This effect is seemingly strongly dependent on the 
form of the finite difference representation of the nonlinear terms. 
The physical experiment with which the results of the computations 
were compared is a confined rotating flow (Pao (79)). The actual 
computations were compared with the laboratory experiments of Wan and 
Chang as reported at the Seventh Conference on Severe Local Storms in 
Kansas City, Missouri. These experiments used air as a working medium. 
Wan and Chang's experiments simulate the formation of an atmospheric 
vortex similar to a tornado. The principal differences between the 
laboratory models and the numerical model are in scale and conditions 
at the boundaries. The physical experiment of Wan and Chang was 
carried out with restrictive conditions on the top and side boundaries. 
The side boundary was a closed circular cylindrical container, whereas, 
the top boundary was a rotating circular plate used to create the 
circulation necessary in the formation of a vortex. These conditions 
are not totally crucial if the walls in the experiment can be considered 
far enough away so as not to influence the vortex. Then, the upper 
circulation might be compared with the available circulation in a 
storm. 
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III. NUMERICAL DIFFERENCE SCHEMES 
A, Introduction 
The finite difference approach for one-dimensional systems has 
been deeply ingrained into computational algorithms for quite some 
time. Euler (32) in 1768 first introduced the concept of difference 
approximations for derivatives. Using this technique to solve the 
problem, 
g = fCx.c) 
X(0) = a, 
dX X " ^  -1 
the simplest approximation is to let ^1 be replaced by — , 
thus yielding the recurrence relation 
X = a 
o 
\ 'n-l> 
for all n > 0. The subscript n refers to the location in time (t = nà t), 
This procedure is known as Eulers method. 
For two-dimensional systems, Runge (88) in 1908 was among the first 
to make use of finite difference approximations when he studied the 
solution of Poisson's equation 
U + U = const. 
XX yy 
In 1910, Richardson doing similar research published in the Transactions 
of the Royal Society, Volume A210, the earliest application of iterative 
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methods to solutions of continuous equilibrium problems by finite 
differences. Liebmann (64), in 1918, suggested an improved method of 
iteration while using a finite difference approximation to Laplace's 
equation, 
U + U = 0 . 
XX yy 
Today the name of Liebmann is associated with any method of iteration 
by single steps in which a fixed calculation sequence is followed. 
An area of current research interest is the study of errors in 
finite difference calculations. Early mathematical convergence proofs 
were presented by Le Roux (63), Phillips and Wiener (82), and Courant, 
Friedrichs, and Lewy (19). The 1928 paper of Courant, Friedrichs, 
and Lewy is considered by many as the birth of the modern theory of 
numerical methods for partial differential equations. 
After applying the finite difference approximations to the problem 
at hand, the solution of a set of algebraic equations is necessary. 
This can be best accomplished by using an iterative technique on the 
set of algebraic equations. Various schemes have been proposed to 
accelerate iteration convergence. In 1950, Frankel (34) gives a 
summary of those methods which are adaptable to automatic programming. 
In the decade of the thirties, relaxation was the most popular method. 
Southwell (92, 93) in his two books describes the process and details 
many examples. The successive over-relaxation (SCR) method, as used 
in this work, is an outgrowth of this highly successful hand computation 
procedure. 
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For any given continuous system there are a number of discrete 
models which are usually comparable in terms of their relative truncation 
errors. Early difference approximations to the differential equations 
2 
were of second order, that is 0(h ). This notation can be interpreted 
to mean 'when h,the grid or space increment, is small enough the error 
2 
term behaves essentially like a constant times h These approximations 
still play an important role today. Southwell (92) discussed the 
relative economy of computation and accuracy of second-order processes 
utilizing a small interval size, compared with higher order procedures 
using larger interval sizes. 
It has been found in the past that it is quite possible to formulate 
a discrete model in an apparently natural way which fails to converge. 
This phenomena is especially true in propagation problems, that is, 
problems governed by parabolic and hyperbolic equations. An example 
of this is provided by O'Brien, Hyman, and Kaplan (76) in their analyses 
of Richardson's pioneering paper in which Richardson's suggested method 
for the conduction equation, describing the cooling of a rod, was found 
to be completely unstable. This is a classic case and is used in most 
books as an example of the pitfalls in neglecting stability. 
The following sections will present the basic difference schemes 
and this pertinent information without going into much detail. The 
order of the sections is as follows : explicit methods, implicit methods, 
alternating direction implicit methods (ADI), and the method of fractional 
steps (or locally one-dimension method). 
# 
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B. Explicit Methods 
An explicit method provides for a noniterative "marching" process 
for obtaining the solution at each present time point in terms of known 
preceding and boundary values. Since parabolic and hyperbolic equations 
characteristically have open integration domains, explicit methods are 
applicable to these problems. Unfortunately, stability considerations 
are critical in these situations. 
Typical explict difference schemes will be applied to the following 
equations : 
These equations are studied in some detail since they represent the 
main features of the viscous fluid equations that are being used in 
this work. Appendix C develops the main features of the differencing 
procedure as applied to the above equations. The following paragraphs 
will outline some of the basic explicit difference schemes. The 
application upon Equation I is considered first. 
1. Difference schemes 
Unstable Scheme 
(Advection Equation) (I) 
9u 
ôt 
(Diffusion Equation) (II) 
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First order accuracy, 0(A) 
This scheme is never stable. 
Diffusing Scheme (Lax Dissipative Scheme) 
«r=2 K-rt"3-1^ - is - "Î-1 ' 
First order accuracy, 0(A) 
Stable if 
At 
Ax 
< 1 for all eigenvalues a' of a. 
Upstream Differencing Scheme 
un+1 = u"} _ a ^  ' 
J J Ax 
u" - U? , if a < 0 
J J-1 
First order accuracy, 0(A) 
Stable if ût. 
Ax 
< 1 for all eigenvalues a' of a, 
Leap Frog Scheme 
« r = '  t o  ( " j + i  -  " ^ 1  )  
Second order accuracy, 0(A ) 
Stable if 
Ax 
< 1 for all eigenvalues a' of a, 
Lax Wendroff Scheme 
2U? + u" ) 
J J-1 
34 
2 
Second order accuracy, 0(A ) 
Stable if < 1 for all eigenvalues a' of a. 
These schemes have stability based upon their step sizes At and Ax. 
The stability requirements for Equation II also exhibit restrictions 
on the step sizes At and Ax, Some difference schemes that can be 
applied to Equation II are: 
Simple Explicit Scheme (Forward Difference) 
un+1 ^ u" + a (u? - zu"} + u% ) j j ^^2 j+1 j j-1 
First order accurate in time, 0(At) and 
2 
Second order accurate in space, 0(Ax ). 
Stable if 2a^< 1 
Ax 
Leap Frog Scheme 
un+l ^  (u" - 2U° + u" ) 
J J . ^^2 j+1 J j-1 
This scheme is never stable. 
Dufort-Franke1 Scheme 
un+1 ^  yO-l + 2(7^ (U" - ] + U" 1 ) 
J J J J J J-1 
2 
Second order accurate in time, 0(At ) and 
2 Second order accurate in space, 0(Ax ); also 
of order, 
This scheme is always stable if ~ -» 0 as At and Ax 
approach zero. 
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Since both forms of the Equations I and II appear in the final governing 
equations, the linear stability analysis makes use of the more conservative 
forms of the stability requirement. The application of these explicit 
schemes to actual problems is very simple, but the strict stability 
requirements offset the advantage of programming ease. 
C. Implicit Methods 
Implicit procedures generally involve iterative simultaneous 
calculations of many current values in terms of known preceding and 
boundary values. Stability difficulties are not as serious in implicit 
methods. Ames (2), pages 49-50, has shown through a quantitative 
argument that an explicit finite difference formula provides a 
somewhat imperfect model for a parabolic equation, thus the use of the 
implicit formulation is recommended. 
Specifically, an implicit formula is one in which two or more 
S t 
unknown values in the (j+1) row (see Appendix C) are specified in 
terms of known values in the (j)^^ row (and j-1, j-2, ... if necessary) 
by a single application of the implicit formula. If there are M unknown 
values in the (j+1)^^ row, the formula must be applied M times across 
the length of the row. The resulting system of M simultaneous equations 
specifies the M net values implicitly. 
1. Difference schemes 
The same equations, as in Section B, are used in applying the 
implicit methods, 'An example of an application of an implicit difference 
scheme to Equation I, Section B, 
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Time Centered Implicit Scheme 
« r  •  " 3  "  "  ^  ^  ( " î + i  -  " j - i ) + ]  
2 
Second order accuracy, 0(6 ) 
This scheme is unconditionally stable. 
Implicit schemes applied to Equation II, Section B are the 
Simple Implicit Scheme (Backward Difference) 
= u" + ^ (U?["J- - + U?"*"} ) 
J J Ax^ 
2 
Second order accurate in space, 0(Ax ) and 
First order accurate in time, 0(At). 
This scheme is unconditionally stable. 
Time Centered Implicit Scheme (Crank Nicholson) 
un+1 = u"} + 2^ [ ) + (U" ^  - 2U? + U^_^)] 
J 2^x ^ J J J j J 
2 
Second order accuracy, 0(A) 
This scheme is unconditionally stable. 
This scheme is the average of the simple implicit scheme 
and the simple explicit scheme. 
Additional information, both explicit and implicit, can be found in 
Table 8.1, Richtmyer and Morton (83). This table summarizes various 
difference systems for the simple diffusion equation (Equation II). 
Richtmyer and Morton (83) also give an interesting discussion on 
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how to chose between difference schemes as applied to the diffusion 
equation. 
2. Summary 
An implicit scheme results in a system of equations which may­
be solved in a variety of ways. By writing the difference scheme such 
that a tridiagonal matrix results, Thomas's algorithm may be used to 
solve the system. Most books on numerical analysis with application 
to partial differential equations explain the formulation and use of 
the implicit schemes and the Thomas algorithm, i.e. Ames (2). The 
above arguments are for one-dimensional problems where a tridiagonal 
matrix can be found. If the problem is composed of two or more 
dimensions, a simple tridiagonal matrix no longer exists. Thus a 
discussion of the next two schemes, alternating direction implicit 
(ADI) and fractional step methods follows. 
D. Alternating Direction Implicit(A.D.I.) Method 
Because of the poor stability properties of explicit difference 
methods implicit methods are almost always used to solve initial 
boundary value problems in two or more space dimensions. Unfortunately, 
an implicit method in two space dimensions requires a set of equations 
to be solved at the advanced time level, which is not always easy to 
accomplish directly. Accordingly, alternating direction implicit (ADI) 
methods are introduced which are two-step methods involving the solution 
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of trldiagonal sets of equations along lines parallel to, say, the 
X- and y-axes at the first and second steps respectively. A simple 
application of this method is illustrated by the simple diffusion 
equation. 
API Method (Peaceman-Rachford) 
In the X-direction and for the first half time step 
"1? = "îj 
and in y-direction and for the last half time step 
^n+l ^  yn^ (ô^U)^ + (5yU)^^ ] 
A 
2 2 
Where Ô ( ) and 5 ( ) are the finite difference 
X y 
approximations to the second derivative. 
2 
Second order accurate after one time step, 0(6 ). 
This method is unconditionally stable. 
More complete discussions of this method and its use can be found in 
Richtmyer (84) and Mitchell (73). 
E. Fractional-Step(Locally One-Dimensional, L.O.D.) Method 
Methods closely related to (in some cases identical with) the 
alternating direction methods were developed at about the same time 
by Soviet numerical analysts, in particular D'Yakonov, Marchuk, 
Samarskii, and Yanenko. This method is also a two or more step method 
and will be demonstrated on the simple diffusion equation. This method 
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is more economical than the ADI method in that there are fewer calculations, 
This is evident by conçaring the following scheme with that of Section D, 
Splitting or Fractional Step (Locally One-Dimension) 
In the X-direction and for the first half time step, 
• 
In the y-direction and for the last half time step, 
un+1 ^  (52^)^+1 ^ 
i j  iJ û y 2  y ij 
2 2 
Where 6^( ) and 6 ( ) take on the meaning of Section D. 
2 
First order accurate in time, 0(ûx ). 
2 
Second order accurate in space, 0(Ax ). 
(If the Crank-Nicholson method was used in each direction, 
2 
the accuracy would also be second order in time, 0(ût )). 
This method is unconditionally stable. 
Since the general concept of splitting is extremely powerful, a 
differential operator can be split by operations (such as advection-
diffusion) not just into different directions. The problem with 
employing this promising tool is the lack of experimental evidence 
available using these L.O.D. methods. 
F. Analysis of Method Used 
Historically, explicit methods have been used on most atmospheric 
problems. This is due to the wealth of data available from research 
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on explicit difference methods. The implicit method requires a matrix 
of many variables to be inverted which is a very time consuming process, 
even on the modern high-speed computers. Consequently, this paper uses 
an explicit method based on the application of the Dufort-Frankel 
scheme to the second derivative (Section B). Even though the explicit 
method is restricted in the selection of space and time steps because 
of stability requirements, their well known capabilities and the 
simplicity of the integration procedure overcomes the problem of 
stability. 
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IV. FINITE DIFFERENCE FORMULATION 
A. Finite Difference Grid 
The differential equations. Equations 20, 21, and 22 are to be 
replaced by an approximating set of finite difference equations defined 
on a uniform mesh in the (R,Z)plane and at times 
T " nA t (n " 0, 1, 2, , n*). 
There are I + 1 mesh nodes or points in the radial direction and J + 1 
in the vertical direction, the spacing of the nodes being 6R and AZ 
respectively (Figure 4). Unequal increments AR, AZ in the radial and 
vertical directions could have been used but this was not considered 
necessary. The co-ordinates of the mesh points are 
R(i) - (i-1) AR (i - 1, 2 I + l) 
Z(J) - jAZ (J » 0, 1, 2, ... J) 
Where I and J are the maximum radial and vertical nodal points 
respectively. 
B. Difference Scheme 
A centered time-difference form similar to that used by Dufort 
and Frankel (31) and Fromm (37) was applied to the differential 
equations of circulation and vorticity transport. These equations 
are parabolic in nature. Equation 22 which is a Poisson type equation, 
is elliptic in nature and must be solved by some iterative or relaxation 
procedure. 
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Z* 
j+1 
j 
j-1 
grid point 
AR 
I I 
I ' I 
AZ 
i-1 i i+1 
—> 
R* R 
Figure 4. The finite difference mesh in an (R;Z) section of the 
cylindrical domain 
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The approximation for the time derivative in time-difference 
form is 
9^ 
9T 2A t 
— + 0(At'') (32) 
where é is any variable and n and i are as defined in Section A. This 
approximation form may be derived by using forward and backward Taylor 
series expansions around the point n. 
" If 
+ ût 2 A 
+ At 2 A 
+ O(Af') 
- O(At^). 
(33) 
(34) 
Equation 32 is obtained by subtracting Equation 34 from Equation 33, 
The approximation for the space first derivative in space difference 
form is 
(35) 
which is equivalent to Equation 32 with At replaced by Ax. The Taylor 
series expansions around the grid point i are 
?, 1 = + Ax ^  + Ax^ + O(Ax^) 
i+1 Bx 
- Ax ^  + Ax^ - O(Ax^) . 
3x 
ôx^ 
(36) 
(37) 
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Equation 35 is obtained by the subtraction of Equation 37 from 
Equation 36. Equations 32 and 35 are both of second order accuracy. 
The standard way of approximating the second space derivative is to 
add Equations 36 and 37 to obtain 
A X 
2 • , . (38) 
In the Dufort and Franks1 difference method the middle term of 
Equation 38, (6? , is replaced by a time average. This may be 
written as 
= \ ) . (39) 
Placing the form of Equation 39 into Equation 38, the final form of 
the Dufort and Frankel approximation for the second space derivative 
is found, 
2, n C, - (f' + + C, . , 2 9 é 
3x^ 
« + O(Ax') . (40) 
Ax 
In the following sections these approximations for the derivatives 
are used. 
An explicit scheme was used in this work since there is a large 
amount of research information available in the area of stability. 
The second space derivative was differenced by a Dufort and Frankel 
method to enhance the stability of the system of equations and 
central time and space differences were used on the first derivative 
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to increase the accuracy of the approximation. Also the programming 
of the problem was made easier by the use of explicit approximation 
schemes. The difference equations are developed below by using the 
explicit methods. 
C. Circulation Equation 
Writing the dimensionless circulation equation as 
sE.lstâE + lâisr.K ( w ^  - 2.2E ) 
ST E SZ aR R BR Ô2 R AR ' 
where 
(20) 
and 
1 1 =  - R O ,  ||=RW .  
Using the operator or difference forms of the preceding Section B, 
Equation 20 can be transformed into a difference equation as follows. 
1. Difference equation 
Using Equation 32 the time derivative may be written as follows: 
pn+l -pn-1 
. (41) 
The space first derivatives may be transformed by using Equation 35. 
Thus, 
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and 
also 
H - 6 <«> 
IR = """''LR*'"''' + 0(4%') <«) 
i - + 0»^ ') (44) 
then 
i = + 0(AZ^^ • (45) 
All second derivatives take the form of Equation 40. These may be 
written as 
4 = + o(AR^) 2 2 ÔR A R 
and 
^n+1 . -pn-l. 
(46) 
ir ^  fT,i+i - (Ti.i + rî,i) + r;,,-! ^  _ 
2 2 
9Z A Z 
(47) 
The substitution of Equations 41 through 47 into differential Equation 20 
yields the following form of the difference equation. 
2A t ^  2AZ 2AR 
J n pn pn 
1 A+i,i"^-i.i . i.i+r i,i-i _ 
R  ^ 2 A R  2 AZ ^ 
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k C  2 
AR 
^n+1 , -rtl-l 
r 
i± 
2 AR 
a z 
+ O(At^) + O(AZ^) + O(AR^) (48) 
Using the following definitions and assumptions 
R = (i-l)AR 
K = const. 
AR = AZ = A 
S t 
and solving for the (n+1) time step, the final form of the difference 
equation is derived. 
->n+l 
1 + 4KA t 
-pn-l At 
- - .3 
2A (i-1) 
- <:j) - Ci,3 - ] (49) 
I 
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2. Linear stability analysis 
The stability analysis follows the usual procedure for a Fourier 
Stability analysis. While Ames (2), Richtmyer (84), Richtrayer and 
Morton (83), and Forsythe and Wasow (33) are all good references in 
the use of the Fourier stability analysis, in this investigation the 
procedure of Richtmyer and Morton (83) will be followed. 
In a linear analysis it will be assumed the coefficients of the 
derivatives change very little over one time step. This leads to the 
following form of the circulation differential equation. Equation 20 
The coefficients now are held constant and defined as 
»n = U + # 
and (51) 
b = W . 
n 
Using Equations 51 in Equation 50 and differencing this equation 
according to Section B, the following linear difference equation is 
derived. 
•pn"l" 1 -pn*"l AT /mn T^n v , AT y-r^n T-%n & 
t.j " -t.j " AR • t-l,j " n iZ ' -t-.j+l " 
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Defining a new variable 
(53) 
A system of two equations is formed. This is now called a two-level 
system and may be written 
^n+l 
1.3 l + 2KAT(-^+-^) 
AR AZ J 
= r» . 
(54) 
(55) 
A typical Fourier term appears as 
ik -tAR ik jAZ 
(56) 
where and k 
z 
are wave numbers 
AR and AZ are grid spacing 
I and j are nodal points. 
Next define 
a = k AR 
r 
and 
P = k AZ 
z 
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Then Equation 56 may be written as 
r" - r (57) 
Equations 54 and 55 can be expressed as a matrix called the amplification 
matrix, G(At,k). This matrix is formed by substituting Equation 57 into 
Equations 54 and 55 and cancelling like terms. 
G(At,k) = 
iKr^cosq:+4K^^cos p-2i[a ^sina+b ^sinp] 
ÛR AZ 
1 + 2KAt(-^ + -V) 
AR AZ 
1 -2KAT(-^+-~ 
AR AZ 
g 
l + 2KAT(-~+-~ 
AR AZ^ 
The von Neumann necessary condition for the stability of a two-level 
system is 
In..I ^ I (i = 1, 2) max 
where j^(i = 1, 2) are the eigenvalues of the amplification matrix, 
G(At,k). Define the following new parameters: 
A = AR = AZ 
4KAT t V = —
'^ 2 = 'n 
COS0 = COS CX + COS P 
sin0. = sinO!+ sinP 
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so that the amplification matrix may now be written as 
G(At,k) = 
2 Y cos© - i 2 [Xj^ + X2]sin0 
1+Y 
1 -V 
1+Y 
Applying the usual procedure for determining the eigenvalues of a 
matrix, the following quadratic equation is obtained 
2y cos© - i 2 [X +\-]sin0 , _ 
1 + Y • 
This may be simplified to give 
2  2Ycos8 - i 2[x^ +  X2)sin8 
.t - [• 1 + Y " 'Ht' °" • 
(59) 
(60) 
Equation 60 may be solved for the eigenvalues using the quadratic 
formula, 
Y COS0 -
P-1,2 
 i[X-+X,]sin9 .1 
1+Y ± Y 
[(YCOS0 -i2(X^ + X2)sine]^+(l-Y)^ 
(1 + Y) 
(61) 
Since a and 3 are arbitrary, let o: = p = 2tt such that cos0 -* 1 
and sin0 0. This will furnish the eigenvalues for longer wave 
lengths. 
Equation 61 then may be written in simplified form as 
^1,2 (l+Y^ 'ft (1-Y) (1+Y) (62) 
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Using von Neumann's necessary condition 
max I I 3 I 
with Equation 62 and simplifying, the following restrictions are found, 
Y ^  - 3 
or (63) 
Y < 1. 
Going through a similar analysis for shorter wave lengths, a = 3 = Tr/2, 
as applied to Equation 61 the restriction is found to be 
Y = 0 (64) 
which yields the final stability bounds 
0 ^  Y ^ 1 . (65) 
Placing the definition of Y into Equation 65 yields the final bounds 
for the time step, 
2 
0 ^  AT s . (66) 
Equation 66 says that as long as the time step is less than or equal 
to the grid space squared divided by four times the nondimensional 
eddy viscosity the solution will be stable. 
D, Vorticity Transport Equation 
The dimensionless vorticity transport equation may be written as 
ÔT R az SB. R ÔR 9Z V ^ ^2 ^2 9Z ^3 3Z 
(21) 
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where 
and 
This equation will also be transformed into a difference equation by 
using the procedures of Section C. The details will be left out in 
the following two parts since they parallel the preceding discussions 
and derivations that were used while analyzing the circulation 
equation in Section C. 
1. Difference equation 
Using the difference approximations of Section B and applying 
them to the vorticity transport Equation 21, the following finite 
difference equation may be written 
+ 
+ 
+ 0 (A t^ )+0 (ÛZ^ )+0 (AR^ ) 
(67) 
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Making use of the following definitions and assumptions 
R = (i-l)AR 
K = const. 
ÛR = AZ = Û 
xSt 
and solving for the (n+1) time step, the final form of the difference 
equation is obtained 
n+1 = 
i,j 1 + 4K&T 
C) + AT 
2A^(i-l) 
* ^ (^i+lj • *i-l,j)(Gi,j+i -
(*i,j+l "*i,j-i)(Gi+i,j -Si-I,j) 
(i-1) Gi,j (^ij+i'^ij-i"^^'^) 
^ (i-l)^A [2(i-l)(G2+i j+Gi_i j 
(68) 
2. Linear stability analysis 
The procedure of Section C will be followed identically in this 
section. Thus referral to that section will clear up any missing steps 
in the following analysis of the stability bounds. 
The vorticity transport equation may be written as 
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Due to the smallness of the time step the coefficients of Ç and its 
derivatives along with the derivative of F are held constant and 
defined as 
°n = " • I 
b n = W  
, (70) 
N R2 R 
Using Equations 70 in Equation 69 and then differencing the result, 
the following linear difference equation is obtained 
h.j ' " "n ^  \ àZ (^t.j+1 " 
+ -  - n  ^   
+ ^  [Ci.j - + • <"> 
Defining a new variable 
= Cs <"> 
a system of two equations is formed. This two-level system may 
be written 
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,n+l 
1 + 2KAT(-^+-^) 
AR AZ J 
AR' 
+ a ^ 
2  n A R - ' ^ - l J  
+ [1 - 2KAT (^ + —•) ] C% ] 
AR AZ 'J 
(73) 
C = (:.j (74) 
The amplification matrix of Equations 73 and 74 is 
G(At,k) = 
—^osO!4—=-ncosP-2i[a -^ina-fb ^sinp]+c 
nAR nAZ n 
1-2KAT (-—•+-—) 
AR AZ 
l + 2kAT(-V+-^r) 1 + 2KAT(-V+~T) 
AR AZ AR'' AZ 
1 0 
Using the parameters that were defined in Equation 58 the amplification 
matrix may be rewritten as 
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G(ût,k) = 
2 Y cos© - i2[X_ +X«]sia@+ c i z n 
1 + Y 
1 - Y 
1 + Y 
The quadratic equation for the eigenvalues, p^(i =1, 2) of the amplifica­
tion matrix is written 
n 2 Y cos9 - i2[A..+X_]sin0+c , _ 
-] = « - <") 
Applying the quadratic formula to Equation 75 the eigenvalues may be 
written as 
Y cos9 - i2[X. +X-]sin9 + c 
1 / n_ 
^1,2 l+Y 
(Y cose - i2[\^+X2]sin0 + c^)^ + (1-y)^ 
(1 + Y)2 
(76) 
Following the same argument as before, a = p = 2Tr, Equation 76 is 
written in simplified form as 
Y + c ) 
M-l 2 = ( ± 
I H - Y  
(Y + c^)^ + (1 - Y)^ 
(1 + Y)^ 
(77) 
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k u 
The parameter c = — is on the order of 0 to + 1, The stability 
r ^ 
bounds turn out not to be any more restrictive than those determined 
for Equations 65 and 66. 
E. Poisson Equation 
The dimensionless Poisson equation is 
By employing the procedure of Sections B and C this equation can be 
transformed into a difference equation. Since this equation is 
elliptic in nature, a relaxation procedure or some other appropriate 
method must be used to solve it. This paper uses the successive over 
relaxation (SOR) method as is indicated next. 
1. Difference equation 
Applying the differencing procedures of Section B and C to the 
Poisson equation. Equation 22, a finite difference equation may be 
written as 
A R ^  ^  2 6 R  
+ *1.1+1 + = . R J . (78) 
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Using the following definitions, 
R = (i-l)AB. 
AR = AZ = A 
Equation 78 may be written as 
^ i+l,j ^i,j ^i-l,j/ 2(i-l) 
Combining terms, the final form of the difference equation is 
('!''? . -1? 
^^i+l,j^^i-l,j + ^i,j+l + \,j-l 2(i-l) ^ 
= - A^(i-l)C. . . (80) J 
Because this equation is applied at every node point (i = 1, 2, I-l; 
j = 1, 2, J-1), a system of simultaneous equations must be solved 
for the unknowns. The procedure used in this paper is explained in 
the next section. 
2. Solution of system 
Because of the large number of zero elements in the matrix resulting 
from application of Equation 80 at each node point, an iterative method 
was used to solve the matrix equation 
A t = k (81) 
where ^ is the matrix of coefficients 
and k is the right hand side of Equation 80. 
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With such methods, an initial guess is made at the solution and this 
is successively modified according to a prescribed rule until suitable 
convergence has been achieved. An iterative method which has been 
used with great success to solve elliptic problems is the SOR (successive 
over relaxation) method. Most numerical analysis books have a very 
good discussion on the SOR method; i.e., Ames (2), Richtmyer and 
Morton (83), Mitchell (73), Forsythe and Wasow (33). 
The procedure used in this section is basically that of Thompson (97). 
If Equation 80 is written as 
*l,j j + (')'i4.1,j'''\-l,j'''^i,j+l'''*i,j-l 
(82) 
ill _ $ 
i+l.i ^1-1.1 
2(1-1) 
a relaxation procedure, described by 
(t+1) (t) (t) 
"li = + vL ' = l <"> 
where t is the iteration counter 
and is the relaxation parameter 
may be applied. The relaxing procedure is as follows : 
1. Begin at the lower left and progress to the upper right 
grid points, 
2. Apply Equations 82 and 83 at each point of step 1 making 
use of new Information as it becomes available. 
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3. After one sweep through the field test the difference 
itj - I ^ » 
and see if it is less than some error bound which is 
prescribed by the values of the problem. 
4. If the requirement of step 3 is not satisfied, proceed to 
step 1 and repeat until the step 3 requirement is met. 
The over relaxation parameter o: lies between the values of one and 
two. This is best determined by a numerical experiment which can be run 
as follows : 
1. Obtain first guess from eigenvalue structure of matrix. 
2. Iterate until a solution is found. 
3. Repeat step 2 with a new value of Oi, 
4. Plot the number of iterations to convergence versus the 
value of the relaxation parameter and make use of the 
optimum Oi which is determined from this plot. 
This now completes the discussion of the finite difference approximation 
to the governing differential equations. 
F. Boundary Conditions 
The boundary conditions are differenced by using the approximations 
of Section B. Thus the difference analogues of the boundary conditions 
Equations 23 to 26 are: 
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R = 0 
*l.j = Gi,j = = 0 (84) 
R = R* 
*1,3 
^I+l.j ° Gl.j 
J > 20 
= r; • f(j) j = 20 
Z = 0 
+1.1 = ^ 1,1 = ° 
'... -Ï 
z = z* 
(85) 
(86) 
Except 
^i,J+l " ^i,J (87) 
r = r 
i,j+i i,J 
r. = (R/R*fy^ (Cases I, II, IV, and VI) 
where f(j) is a distribution for F given in Figure 5. 
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Figure 5. The boundary conditions for circulation at the radial boundary; 
R = 133; Z = 1200 meters 
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G. Initial Conditions 
The initial conditions consist of an updraft located at the center 
line of the cylinder and an imposed circulation. The differencing of 
these conditions is straightforward and may be expressed as 
1 ,  J  ^  V  o  
m 
and (88) 
The differenced initial conditions for the circulation are given as 
^1,3 ' J ^ 20 
(89) 
= (#-)'- ««> 3 ^ 20 
where f(j) is a distribution for F given in Figure 5. 
H. Computational Procedure 
The numerical procedure consists of three basic steps which are 
repeated collectively until the desired time stage (usually the steady 
state) is reached. In the first step, Equation 20 is used to predict 
the r field at interior points (2 ^  i ^  I+l; 2 ^  j ^  J+1) of the mesh 
from the F and ijr fields at preceding times nA t and (n-l)At. The 
values of F at the boundary points can be determined by a straight­
forward application of the boundary conditions. The second step 
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consists of using Equation 21 to predict the Q field at the interior 
points of the mesh from a T field at a time of (n+l)At and from Q 
and t fields at the preceding times nû t and (n-l)At. The third 
step is the use of the successive over relaxation procedure on 
Equation 22. The Ç field at the time of (n+l)At is used along with 
the 4^ field at nA t. The boundary values of both ijf and Ç may now be 
calculated using the boundary conditions. When the three steps have 
been completed the F, Ç, and (|r fields are known at all points of the 
mesh at time stage (n+l)At. It is now possible to repeat the process 
to obtain the fields at time stage (n+2)At, and so on. A more 
complete computational procedure (flow chart) will be found in 
Appendix A. 
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V. RESULTS AND DISCUSSIONS 
Most of the figures which are used to present the results are 
produced by computer. These figures and their scales are explained in 
the following paragraphs, using the contour plots and radial profiles 
of Case 1, Figures 6 through 11, 
The contour plots, such as Figure 10, represent a meridional 
cross-section of the cylindrical domain. The vertical and horizontal 
scales of these plots represent the grid location as stored in the 
computer. Since zero subscripts are not allowed in programming, both 
scales vary from 1 to the maximum grid point 61. These values may be 
converted to meters by multiplying the value of the grid point minus 
one by a reference length of 60 meters. In the figures, the solid 
lines are contours (or isogons) of the particular variable being 
considered. Along the right border of the computer plots, the minimum 
and.maximum values of the variable in the field, the contour interval, 
and the point in the field that is used to scale the figure are given. 
These variables may be transformed back to dimensional values by 
multiplying by the reference distance and velocity of 60 meters and 
60 m/sec. 
The radial profile plots of velocity, such as Figures 6 and 8, 
are presented with distance on the abscissa and a velocity on the 
ordinate (except for the radial velocity when the legends of the axes 
are switched). The abscissa has the same scale as was used on the 
contour plots. The values on the ordinate are explained by the vertical 
legend on the figures where VREF refers to the reference velocity of 
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Figure 6. Vertical velocity versus radius; Case 1; = 133; 
Z = 600 m.; DELTAR = 60 m.; DELTAZ = 60 m,; T = 780 sec. 
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Figure 7, Vertical velocity versus radius; Case 1; = 133; 
Z = 1200 m.; DELTAR = 60 m.; DELTAZ = 60 m,; T = 780 sec 
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Figure 8, Tangential velocity versus radius; Case 1; = 
Z = 600 m,; DELTAR = 60 m,; DELTAZ = 60 m,; T = 
133; 
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Figure 9. Tangential velocity versus radius; Case 1; = 133; 
Z = 1200 m,; DELTAR = 60 m,; DELTAZ = 60 m,; T = 780 sec 
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Figure 10, The contours of vertical velocity; Case 1; = 133; 
DELTAR = 60 m, ; DELTAZ = 60 m,; T = 780 sec. 
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Figure 11. The contours of tangential velocity; Case 1; 
DELTAR = 60 m,; DELTAZ = 60 m.; T = 780 sec. 
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60 m/sec., and DELTAR and BELTAZ refer to the grid intervals in the 
radial and vertical directions. Statements along the upper boundary 
such as HEIGHT = DELTAZ* 10 mean the height equals the radial grid 
spacing multiplied by some integer. The integer corresponds to a 
vertical grid point (or plane) and when multiplied by DELTAZ gives 
the nondimehsional height. Again, this height may be converted to 
a dimensional height by multiplying by the reference distance, 
60 meters. 
In all figures, the time is real and in seconds. 
A. A Simulated Thermal in a Rotating Medium 
The rotation effects on a jet centered at the axis of rotation 
are studied by introducing, as an initial condition, a field of 
tangential velocity that is zero at the center and increases linearly 
radially outward from the axis (the fluid rotates as a solid). The 
boundary layer effect is initially incorporated into the results by 
varying the distribution of tangential velocity from some height, 
Z^, to the ground. In this paper, Z^ was picked to be 1.14 Km, The 
variation of the tangential velocity or circulation is represented 
by Figure 9. 
Results have been obtained by varying circulation boundary conditions 
3 4 
and for Reynolds number of 133, 10 and 10 . All the cases and their 
pertinent variables are represented in Table 1. The varying circulation 
boundary conditions were for the upper boundary of the grid and radial 
boundary of the grid. 
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The discussion and results are based on Case 5 with comparisons 
furnished by Case 1 (different boundary conditions for circulation on 
the maximum vertical boundary), and Cases 11 and 14 (different boundary 
conditions for circulation on the maximum radial boundary). In Case 5, 
a rather pronounced vortex forms as a steady state is reached. This 
vortex is of the Rankine-combined vortex type since the inner flow is 
a solid rotation and the outer flow is approaching irrotational flow. 
A Rankine-combined vortex is a combined vortex in which the rotational 
region is considered limited to a core, outside of which the motion 
is irrotational. 
1. Kinetic energy development 
Fulks (40) using available synoptic information has made estimates 
for the time of tornado development. It is estimated that the inner 
vortex may contract to one-half its diameter in a period of the order 
of 10 minutes. This approximate rate of development will be maintained 
up to the final development of the tornado because as the tornado 
develops and greater amounts of energy become necessary the vertical 
speed will also increase. A total time period for development of the 
order of one-quarter to one hour appears reasonable. This development 
can be seen in Figure 12 which was obtained by the numerical simulation 
of a vortex. The abscissa in Figure 12 is kinetic energy (KE) which 
in this paper is defined as the sum of the squares of the nondimensiona1 
velocities U, V, W. The ordinate is a time scale of the vortex 
development seconds. The area of development in Figure 12 is from 
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the Initial time when the circulation contacts the vertical updraft 
(jet) to the time in the stage of vortex development at which steady 
state is reached. The first three minutes of the development of the 
vortex are spent in forming a field of convergence centered at the 
axis of rotation. When this field of convergence becomes strong 
enough, a strengthening of the vertical velocity is noticed. At the 
same time, since the vertical velocity is Increasing with height, 
the tangential velocity is also increasing. This tangential velocity 
increase is due to the stretching of parcels of air caused by the 
increase in vertical velocity with height. This effect takes place 
from around the three minute mark to the ten minute mark at which 
time a steady state value for kinetic energy appears to have been 
reached. From the ten minute mark until the maximum run time, the 
kinetic energy fluctuates around a relatively steady value. Both 
Cases 1 and 5 represented in Figure 6, have the same relative values 
for kinetic energy during the growth phase and the steady state phase. 
In Case 1, the boundary condition which is imposed on the upper 
surface of the domain for all time is a solid body rotation (tangential 
velocity is proportional to radius). This rotation is continuing to 
feed kinetic energy into the system via the tangential velocity such 
that a slight increase of kinetic energy is noted (Figure 12) after 
steady state has been reached. In Case 5, the change of circulation 
in the vertical direction at the upper boundary is zero. Here, as 
shown by Case 5 in Figure 12, the kinetic energy no longer increases 
with time after a leveling off of the energy (steady state) has been 
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established. In fact, there is a tendency towards a slight decrease 
in kinetic energy which can be attributed to not having an energy 
source on the upper boundary as in Case 1. 
The fluctuations of the kinetic energy, once steady state is reached, 
can be attributed to either instabilities in the difference scheme or 
to bubbles of maximum tangential velocity which initiate at the right 
boundary and migrate out through the top boundary. As these maxima 
proceed out of the grid domain, the kinetic energy reduces accordingly 
until another maximum is developed within the grid. If this behavior 
is associated with numerical instability, the kinetic energy should 
increase at a large rate and the solution should go unstable instead 
of presenting the oscillating nature of the kinetic energy that is 
exhibited with time, 
2. Vertical velocity distributions 
Two types of vertical velocity distributions are represented In 
this work: a contour or cross-section of the velocity and a radial 
distribution for different altitudes. From Case 5, an evolution of 
the contours of the vertical velocity, W, is presented by Figures 13 
through 21, The vertical velocity maximum progresses upward along 
the vertical axis until it reaches the upper boundary of the grid. 
Upon reaching this boundary, the maximum migrates outward to a fixed 
radial location, see Figure 22, Also note in the same figure that the 
vertical extent of the vertical velocity maximum continues to stay 
near the upper boundary of 3,6 Km. once the radial location is 
established. 
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Figure 13, The contours of vertical velocity; Case 5; = 
DELTAR = 60 m,; DELTAZ = 60 m,; T = 30 sec. 
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Figure 14, The contours of vertical velocity; Case 5; R = 133; 
DELTAR = 60 m.; DELTAZ = 60 m.; T = 60 sec. 
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Figure 17., The contours of vertical velocity; Case 5; 
DELTAR = 60 m.; DELTAZ = 60 m,; T = 360 sec. 
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Figure 18, The contours of vertical velocity; Case 5; = 133; 
DELTAR = 60 m. ; DELTAZ = 60 rn. ; T = 420 sec. 
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Figure 19. The contours of vertical velocity; Case 5; 
DELTAR = 60 m, ; DELTAZ = 60 m,; T = 600 sec. 
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Figure 20. The contours of vertical velocity; Case 5; 
DELTAR = 60 m,; DELTAZ = 60 m,; T = 660 sec. 
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Figure 21 The contours of vertical velocity; Case 5 ; = 133; 
DELTAR = 60 m,; DELTAZ = 60 m,; T = 780 sec. 
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Wilkens et al. (102) notes two effects associated with a rotation 
applied to thermals. The first effect of rotation on a thermal (or 
updraft) is a downward tilt of the outer portion of the toroid 
(i.e., the outer portion is suppressed relatively more than the 
central portion) and the second effect is the generation of radial 
counter circulations. Also, Wilkens et al. (102) states the alternating 
updrafts and downdrafts represented by reversals in the vertical 
velocity, are a feature of strong interaction between the thermal and 
rotational field. In this work the thermal was represented by a jet 
(strong updraft centered on the center line of the cylinder of influence). 
The change in the isotachs of vertical velocity from Figure 13 to 
Figure 21 is evident. There is a definite suppression of the isotachs 
occurring at the outer portion, and there is also a number of radial 
counter circulations set up. Specifically, there are two updraft and 
two downdraft regions at a time of thirteen minutes for Case 5, 
Figure 21, These results are consequently analagous to the observations 
of Wilkens et al. in their numerical simulation. 
The time history of maximum vertical velocity is represented by 
Figure 23 and shows a decrease in magnitude during the initial stages 
of development. This is probably due to the need for an initial 
development of convergence at the lower level. Until this convergence 
is established, the vertical velocity slows for the first minute. 
After the first minute a steady increase of the maximum is noted until 
near ten minutes a definite leveling off is observed. A comparison 
of Figures 12 and 23 shows that this development of the magnitude of 
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Figure 23, The maximum vertical velocity versus time; Cases 1, 5, 14; = 133 
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the maximum vertical velocity corresponds very closely time wise to the 
development of the overall kinetic energy. The maximum value of the 
vertical velocity maximum, corresponds closely with the establish­
ment of the steady state radial and vertical location of W . This 
max 
can be seen by comparison of Figures 22 and 23. This correspondence 
is indicative of a steady state being reached in the formation of the 
vortex normal to the solid boundary, which is the ground in this paper. 
The evaluation of the vertical velocity as seen in the contour 
plots is also evident in Figures 24 through 41, which are plots of 
vertical velocity versus radial distance for different altitudes. 
Initially the distribution of vertical velocity is in the shape 
of a bell or a normal distribution centered on the vertical axis of 
rotation. As time progresses more of the field receives a vertical 
uplifting due to the reorganization of the energy. A circulation in the 
vertical plane develops in order to satisfy the conservation of mass, 
and thus contributes to the increase of vertical velocity with time. 
The radial contours for Case 5 are presented here. Figures 42 through 44, 
to help substantiate the circulation in the vertical plane. Consequently, 
this circulation can be seen to have developed by comparing Figures 21 
and 44. At steady state the vertical velocity reaches a radial profile 
which is the same shape at each height. This profile series for heights 
is given in Figures 35 to 41. The profiles (radial distribution of 
vertical velocity) exhibit a retardation of the velocity at the axis 
with a pronounced maximum away from the axis. Figure 41. The shape of 
these profiles is the same as the distribution Wan and Chang found in 
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Figure 24, Vertical velocity versus radius; Case 5 ; = 133; 
Z = 0; DELTAR = 60 ra.; DELTAZ = 60 m.; T = 30 sec. 
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Figure 25, Vertical velocity versus radius; Case 5; = 133; 
Z = 600 m,; DELTAR = 60 m,; DELTAZ = 60 m,; T = 30 sec 
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Figure 26, Vertical velocity versus radius; Case 5 ; = 133; 
Z = 1200 m,; DELTAR = 60 m,; DELTAZ = 60 m,; T = 30 sec. 
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Figure 27, Vertical velocity versus radius; Case 5 ; = 133; 
Z = 1800 m,; DELTAR = 60 m.; DELTAZ = 60 m,; T = 30 sec. 
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Figure 28, Vertical velocity versus radius; Case 5 ; = 133; 
Z = 2400 m,; DELTAR = 60 m. ; DELTAZ = 60 m,; T = 30 sec. 
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Figure 29, Vertical velocity versus radius; Case 5 ; = 133; 
Z = 3000 m,; DELTAR = 60 ra,; DELTAZ = 60 m,; T = 30 sec 
97 
070 
060 
f .050 
040 
3 
>-
I- 030 
y 
020 
I— q: 010 
0.000 
-.010 
R-COORDINATE (RADIUS/DELTAR) 
Figure 30, Vertical velocity versus radius; Case 5; = 133; 
Z = 3600 m.; DELTAR = 60 m.; DELTAZ = 60 m.; T = 30 sec 
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Figure 31. Vertical velocity versus radius; Case 5; = 133; 
Z = 600 m,; DELTAR = 60 m,; DELTAZ = 60 m,; T = 360 sec. 
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Figure 32, Vertical velocity versus radius; Case 5; = 133; 
Z = 1200 m.; DELTAR = 60 m.; DELTAZ = 60 m,; T = 360 sec. 
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Figure 33, Vertical velocity versus radius; Case 5 ; = 133; 
Z = 600 m.; DELTAR = 60 m.; DELTAZ = 60 m.; T = 600 sec 
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Figure 34, Vertical velocity versus radius; Case 5*, = 133; 
Z = 1200 m,; DELTAR = 60 m,; DELTAZ = 60 m,; T = 600 sec 
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Figure 35, Vertical velocity versus radius; Case 5; = 133; 
Z = 0; DELTAR = 60 m,; DELTAZ = 60 m,; T = 780 sec. 
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Figure 36, Vertical velocity versus radius; Case 5; = 133; 
Z = 600 m,; DELTAR = 60 m,; DELTAZ = 60 m,; T = 780 sec. 
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Figure 37, Vertical velocity versus radius; Case 5; = 133; 
Z = 1200 m,; DELTAR = 60 m, ; DELTÂZ = 60 m, ; T = 780 sec 
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Figure 38, Vertical velocity versus radius; Case 5; = 133; 
Z = 1800 m.; DELTAR = 60 m.; DELTAZ = 60 m.; T = 780 sec. 
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Figure 39, Vertical velocity versus radius; Case 5; = 133; 
Z = 2400 m. ; DELTAR = 60 m.; DELTAZ = 60 m.; T = 780 sec 
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Figure 40, Vertical velocity versus radius; Case 5; = 133; 
Z = 3000 m,; DELTAR = 60 m,; DELTAZ = 60 m, ; T = 780 sec 
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Figure 41. Vertical velocity versus radius; Case 5; = 133; 
Z = 3600 m, ; DELTAR = 60 in. ; DELTAZ = 60 m. ; T = 780 sec. 
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Figure 42, The contours of radial velocity; Case 5 ; = 133; 
DELTAR = 60 m, ; DELTAZ = 60 m, ; T = 30 sec. 
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Figure 43, The contours of radial velocity; Case 5; = 133; 
DELTAR = 60 m,; DELTÂZ = 60 m,; T = 360 sec. 
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Figure 44, The contours of radial velocity; Case 5; = 133; 
DELTAR = 60 m,; DELTAZ = 60 m.; T = 780 sec. 
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their experiment. This is indicated in a paper presented at the 
Seventh Severe Storms Conference, Similar profiles were also obtained 
by Gutman (45) in an analytic study. In his study, Gutman found an 
analytic expression for the vertical velocity which consists of two 
terms. The first term increases the vertical velocity with height 
while the second term contributes negatively at the axis of rotation 
throughout the range of heights, 
Gutman says this negative component is connected with the steep 
fall of the pressure in the waterspout and the absence of an air 
current below (the lateral intake of air is slowed down by centrifugal 
force). Thus this component brings into play the compensating descending 
current in the lower part of the waterspout. Golden (43) has shown a 
schematic of a waterspout flow model which confirms this region of 
downflow in the lower part of the waterspout, Gutman also found the 
radius of the descending current is the greatest near the underlying 
surface and above 560 m, the whole cross-section of the waterspout is 
occupied by a rising current whose velocity increases with Z, In 
the present study, the vertical velocity profiles in Figures 35 through 
41 are comparable to the results and observations of Gutman and Golden. 
3, Tangential velocity distributions 
To understand the changes in the tangential velocity field caused 
by a strong jet (updraft), it is important to notice that the initial 
condition is one in which the radial profile of velocity is linear 
(solid rotation). At the beginning of the numerical integration, the 
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Figure 45, The contours of tangential velocity; Case 5; R = 133; 
DELTAR = 60 m.; DELTAZ = 60 m.; T = 30 sec. 
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Figure 46, The contours of tangential velocity; Case 5; R = 133 
DELTAR = 60 m,; DELTAZ = 60 m. ; T =v 60 sec. 
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Figure 47, The contours of tangential velocity; Case 5; = 133; 
DELTAR = 60 m,; DELTAZ = 60 m,; T = 120 sec. 
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Figure 49. The contours of tangential velocity; Case 5; = 
DELTAR = 60 m.; DELTAZ = 60 m,; T = 240 sec. 
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Figure 50, The contours of tangential velocity; Case 5; = 
DELTAR = 60 tn, ; DELTAZ = 60 m, ; T = 360 sec. 
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Figure 51, The contours of tangential velocity; Case 5; = 
DELTAR = 60 m,; DELTAZ = 60 m,; T = 420 sec. 
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Figure 52. The contours of tangential velocity; Case 5; 
DELTAR = 60 m.; DELTAZ = 60 m.; T = 540 sec. 
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Figure 53, The contours of tangential velocity; Case 5; = 133; 
DELTAR = 60 m, ; DELTAZ = 60 m,; T = 600 sec. 
122 
TANGENTIAL VELOCITY.V TltC= 660 
« 
i 
I 
I 
9 
i 
k 
Ë 
I 
S 
radius " - i 
Figure 54, The contours of tangential velocity; Case 5; = 133; 
DELTÂR = 60 m, ; DELTAZ = 60 m,; T = 660 sec. 
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Figure 55, The contours of tangential velocity; Case 5; 
DELTAR = 60 m, ; DELTAZ = 60 m, ; T = 720 sec. 
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Figure 56, The contours of tangential velocity; Case 5; = 133; 
DELTAR = 60 tn, ; DELTÂZ = 60 m, ; T = 780 sec. 
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radius versus height pattern of the isotachs appears to be similar to 
the field shown in Figure 11. Such tangential velocity fields are 
represented by two different styles of plots. One is the contour 
of tangential velocity in a vertical cross-section through the axis 
and the other is the radial profile of the tangential velocity for 
different altitudes. 
Figures 45 through 56 represent the development of the fields of 
tangential velocity. Comparing the contours of velocity at a time of 
thirty seconds. Figure 45, and at a time of thirteen minutes. Figure 56, 
regions of change in the velocity contours can be detected. As in 
Wilkens et al. (102) (Figures 18 through 20), regions of tangential 
velocity near the axis can be seen to have increased in magnitude over 
the original distribution. This increase in the tangential velocity 
by the thirteenth minute, is indicative of the amount of kinetic energy 
that was redistributed during the vortex formation. 
The radial profiles of tangential velocity are presented in 
Figures 57 through 74. Notice that at the lower altitudes and later 
times, the profiles have a tangential velocity maximum located at a 
radius of 180 meters. The profile between the axis and the maximum 
is approximately in solid body rotation and from the maximum point, 
radially outward for 1.2 kilometers the profile is nearly an irrotational 
distribution. This profile is thus, that of a Rankine-combined vortex 
which is defined in Section A. In comparing Figures 63 and 65 with 
Figure 69, the point of maximum velocity is Seen to be migrating toward 
the vertical axis of rotation with time while also intensifying. At 
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Figure 57. Tangential velocity versus radius; Case 5; =,133; 
Z = 0; DELTAR = 60 ra, ; DELTAZ = 60 m,; T = 30 sec. 
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Figure 58, Tangential velocity versus radius; Case 5; = 
Z = 600 m,; DELTÂR = 60 m,; DELIAZ = 60 m,; T = 
133; 
30 sec# 
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Figure 59, Tangential velocity versus radius; Case 5; ® 133; 
Z = 1200 m, ; DELTAR = 60 m, ; DELTÂZ = 60 to, ; T = 30 sec. 
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Figure 60, Tangential velocity versus radius; Case 5 ; = 133; 
Z = 1800 m,; DELTAR = 60 m,; DELTÂZ = 60 m,; T = 30 sec. 
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Figure 61, Tangential velocity versus radius; Case 5; = 133; 
Z = 2400 m,; DELTAR = 60 m,; DELTÂZ = 60 m,; T = 30 sec 
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Figure 62. Tangential velocity versus radius; Case 5; = 133; 
Z = 3000 m.; DELTAR = 60 m,; DELTAZ = 60 m,; T = 30 sec. 
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Figure 63, Tangential velocity versus radius; Case 5; = 
Z = 600 m, ; DELTAR = 60 m, ; DELTAZ = 60 in, ; T = 
133; 
360 sec. 
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Figure 64, Tangential velocity versus radius; Case 5; = 
Z = 3600 m,; DELTAR = 60 m.; DELTAZ = 60 m.; T = 
133; 
• 360 sec. 
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Figure 65 Tangential velocity versus radius; Case 5; = 133; 
Z = 600 m. ; DELTAR = 60 m,; DELTÂZ = 60 m.; T = 600 sec. 
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Figure 66. Tangential velocity versus radius; Case 5 ; = 133; 
Z = 1200 m,; DELTAR = 60 m,; DELTÂZ = 60 m,; T = 600 sec 
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Figure 67. Tangential velocity versus radius; Case 5 ; = 133; 
Z = 600 m.; DELTAR = 60 m,; DELTAZ = 60 m,; T = 630 sec,, 
137 
1 GHT= 
5  1 0  1 5  2 0  2 5  3 0  3 6  4 0  4 5 5 0 5 6 6 0 6 5  
r-coordinate (radius/deltar) 
Figure 68, Tangential velocity versus radius; Case 5; = 133; 
Z = 0; DELTAR = 60 m.; DELTAZ = 60 m, ; T = 780 sec. 
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Figure 69, Tangential velocity versus radius; Case 5; = 
Z = 600 m,; DELTAR = 60 m.; DELTAZ = 60 m. ; T = 
133; 
780 sec. 
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Figure 70, Tangential velocity versus radius; Case 5; = 133; 
Z = 1200 m.; DELTAR = 60 m,; DELTAZ = 60 m,; T = 780 sec. 
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Figure 71. Tangential velocity versus radius; Case 5; = 133; 
Z = 1800 m.; DELTAR = 60 m. ; DELTAZ = 60 m, ; T = 780 sec. 
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Figure 72, Tangential velocity versus radius; Case 5; = 133; 
Z = 2400 m, ; DELTAR = 60 m. ; DELTAZ = 60 m. ; T = 780 sec 
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Figure 73, Tangential velocity versus radius; Case 5; = ! 
Z = 3000 m,; DELTAR = 60 m,; DELTAZ = 60 m,; T = 
133; 
: 780 sec 
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Figure 74. Tangential velocity versus radius; Case 5; = 133; 
Z = 3600 m. ; DELTAR = 60 m,; DELTAZ = 60 m. ; T = 780 sec. 
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an altitude of 600 meters evidence of this migration and intensification 
are shown in Figure 75. This height is characteristic of the lower 
layers of the atmosphere where the visible vortex would form. 
Figures 68 through 74 represent different altitudes at a time of 
thirteen minutes for Case 5, and all possess the same characteristic 
Rankine-combined vortex shape. The tangential velocity maximum is at 
a radius of 60 meters and at an altitude of 3,6 kilometers. The 
strength of the vortex in this numerical simulation is stronger at 
the lower altitudes. This is seen by comparing Figure 69 for 600 meters 
and Figure 74 for 3600 meters. This difference could be attributed to 
location of the velocity maximum nearer the axis at higher altitudes 
which causes the strength of the vortex (F = VR) to be less at the 
higher altitudes. 
The oscillating nature of the kinetic energy is a phenomenon 
which can be related to the tangential velocity. Comparison of 
Figures 12 and 76, shows that the kinetic energy attains a maximum 
value everytime the maximum tangential velocity reaches a peak value. 
This coincidence can be explained by the velocity "bubbles" which 
emanate from the radial boundary. These "bubbles" are regions of 
maximum velocity and appear as such on the radial profiles of tangential 
velocities. They appear to be characteristic of this problem since they 
occurred for all three choices of the circulation boundary condition on 
the radial boundary, (Figure 5), Case 14 represented by Figures 77 
through 85 is used to substantiate the observation of these "bubbles". 
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Figure 75. The radial location of the maximum tangential velocity 
versus time; Case 5; = 133; Z = 600 m. 
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Figure 76. The maximum tangential velocity versus time; Cases 1, 5, 14; = 133 
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Figure 77. Tangential velocity versus radius; Case 14; = 133; 
Z = 600 m,; DELTAR = 60 m,; DELTAZ = 60 m,; T = 360 sec. 
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Figure 78. Tangential velocity versus radius ; Case 14; = 133; 
Z = 1200 m,; DELTAR = 60 m, ; DELTAZ = 50 m,; T = 360 sec. 
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Figure 79. The contours of vertical velocity; Case 14; = 133; 
DELTÂR = 60 m, ; DELTÂZ = 60 m, ; T = 360 sec. 
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Figure 80, The contours of tangential velocity; Case 14; = 133; 
DELTAR = 60 m.; DELTAZ = 60 m.; T = 360 sec. 
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Figure 81, Vertical velocity versus radius; Case 14; = 
Z = 600 m,; DELTAR = 60 m,; DELTÂZ = 60 m, ; T = 
133; 
630 sec 
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Figure 82, Vertical velocity versus radius; Case 14; = 133; 
Z = 1200 m.; DELTAR = 60 m.; DELTAZ = 60 m,; T = 630 sec. 
153 
.55 
.50 
>-
O 
0.00 
r-coordinate (radius/deltar) 
Figure 83, Tangential velocity versus radius; Case 14; 
Z = 1200 m.; DELTAR = 60 m, ; DELTAZ = 60 m.; T 
= 133; 
= 630 sec 
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Figure 84 The contours of vertical velocity; Case 14; = 
DELTAR = 60 m. ; DELTAZ = 60 m.; T = 630 sec. 
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Figure 85, The contours of tangential velocity; Case 14; = 133; 
DELTÂR = 60 m,; DELTAZ = 60 m,; T = 630 sec. 
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This is done by comparing Figure 53 for Case 5 and Figure 85 for 
Case 14, 
B, Verification of Solution 
By comparing with physical sightings, experimental data, and other 
numerical simulations, the magnitudes of the values obtained in this 
paper for the numerical simulation of a vortex are examined for 
authenticity. For example. Case 5, at a time of 13 minutes is used 
for the comparisons. This vortex has completely developed during the 
numerical integration for this case. 
Hoecker (49) has done an extensive study of the air flow patterns 
in the Dallas tornado of April 2, 1957. From the information available 
to Hoecker, the tornado appears to be of the "two-cell" type. This 
means the vertical velocity has a stagnation point at some altitude 
other than ground level. The vortex which developed in Case 5 is 
also of a "two-cell" variety. The tangential velocity contours of 
Figure 71 are equivalent in shape to those profiles which were obtained 
graphically by Hoecker (Figure 2 in his paper) from films of the 
Dallas tornado. In both figures a region of maximum velocity appears 
near the axis of rotation. This maximum is reached near the axis even 
though the magnitudes of the tangential velocities differ. Some of this 
velocity difference could be attributed to the grid resolution of the 
finite difference approximations. Near the axis, where the vortex 
forms, the grid is coarse as can be seen from the scale of the 
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phenomenon. The overall system could be considered to have a fine grid 
resolution . 
In Figure 3 of Hoecker (49), the radial profiles of the tangential 
velocity are presented for different altitudes. All of these profiles 
demonstrate solid body rotation which extends inward from the point of 
maximum velocity to the axis of rotation. They also demonstrate an 
approximate "irrotational" distribution for velocity extending radially 
outward from the point of maximum velocity. In Figures 86 to 99, 
similar profiles to those which Hoecker obtained graphically from 
tornado data were obtained numerically. These profiles are characteristic 
of a Rankine-combined vortex which is composed of solid body rotation 
radially from the axis of rotation to the point of the velocity maximum 
and an irrotational distribution radially outward from the point of 
the velocity maximum. The discrepancy, which is evident in the results 
of this study and in Hoecker's work, between the irrotational portion of 
the field and the actual distribution is attributed to friction at the 
ground which was not included in this study. 
Golden (43) has also derived the same Rankine-combined vortex 
distribution for a waterspout. In his studies. Golden also found the 
waterspout to have a downdraft core. Figure 41 shows there could 
possibly be a downdraft located near the axis of rotation in this 
numerical simulation. The contour plot. Figure 21, further confirms 
this feature. In the radial contour. Figure 44, the regions of inflow 
and outflow correspond favorably to an outflow along the ground level 
and an inflow at a higher altitude. This radial circulation pattern 
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Figure 86, Height versus radial velocity; Case 5; = 133; 
Z = 0; DELTAR = 60 ra.; DELTAZ = 60 m,; T = 30 sec. 
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Figure 87 Height versus radial velocity; Case 5; = 133; 
Z = 600 m,; DELTAR = 60 m,; DELTAZ = 60 m,; T = 30 sec 
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Figure 88, Height versus radial velocity; Case 5 ; = 133; 
Z = 1200 m.; DELTÂR = 60 m,; DELTAZ = 60 m, ; T = 30 sec. 
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Figure 89, Height versus radial velocity; Case 5; = 133; 
Z = 1800 m,; DELTAR = 60 m,; DELTÀZ = 60 m,; T = 30 sec 
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Figure 90, Height versus radial velocity; Case 5; = 133; 
Z = 2400 m,; DELTÂR = 60 m, ; DELTÂZ = 60 m,; T = 30 sec. 
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Figure 91. Height versus radial velocity; Case 5; = 133; 
Z = 3000 m. ; DELTAR = 60 m,; DELTAZ = 60 m,; T = 30 sec 
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Figure 92, Height versus radial velocity; Case 5; = 133; 
Z = 3600 m.; DELTAR = 60 m,; DELTAZ = 60 m,; T = 30 sec 
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Figure 93, Height versus radial velocity; Case 5; = 133; 
Z = 0 ; DELTAR = 60 m. ; DELTAZ = 60 m.; T = 780 sec. 
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Figure 94, Height versus radial velocity; Case 5; = 133; 
Z = 600 m,; DELTAR = 60 m.; DELTAZ = 60 m, ; T = 780 sec. 
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Figure 95, Height versus radial velocity; Case 5; = 133; 
Z = 1200 m, ; DELTAR = 60 tn, ; DELTAZ = 60 m, ; T = 780 sec 
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Figure 96, Height versus radial velocity; Case 5; = 133; 
Z = 1800 m,; DELTAR = 60 m,; DELTAZ = 60 m,; T = 780 sec. 
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Figure 97. Height versus radial velocity; Case 5; = 133; 
Z = 2400 m,; DELTAR = 60 m,; DELTAZ = 60 m,; T = 780 sec 
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Figure 98, Height versus radial velocity; Case = 153; 
Z = 3000 m.; DELTAR = 60 m.; DELTAZ = 60 m,; T = 780 sec. 
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Figure 99, Height versus radial velocity; Case 5; = 133; 
Z = 3600 m,; DELTAR = 60 m,; DELTAZ = 60 m.; T = 780 sec. 
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which develops corresponds to the flow pattern of the waterspout Golden 
has analyzed. The profiles of the radial velocity. Figures 94 to 96, 
show there is an outflow at the lower altitudes with an inflow occurring 
at higher altitudes near the vertical axis. Comparing the radial 
velocity of Figure 94 with Hoecker's Figure 7, the same shaped profile 
is seen to exist at the lower altitudes in both cases. 
A reduction of velocity at the axis of rotation is evident in the 
vertical velocity profiles shown in Figures 35 to 41. This reduction 
has been confirmed experimentally by the results of Wan and Chang in 
a paper presented at the Seventh Severe Storms Conference and analytically 
by Gutman (45). In their paper. Wan and Chang have also presented a 
field of streamlines. Figure 100 presents the streamline patterns of 
this paper. These patterns are similar to the experimental results. 
The vortex in Case 5 has a tangential velocity maximum of 4.68 m/sec 
at a radius of 60 meters. At lower altitudes, the tangential velocity 
maximum is 3.18 m/sec at a radius of 180 meters. The maximum horizontal 
circulation in the neighborhood of the vortex is located at a radius 
3 2 
of 180 meters and is 0.574 x 10 m /sec. Also in this paper, the maximum 
vertical velocity that was obtained numerically was 108 m.p.h. (48.36 
m/sec.). The tornado that Hoecker analyzed had a maximum vertical 
velocity of 152 m.p.h. Costen (18) has shown that for the Intense 
tornado he studied, the circulation of the funnel was on the order of 
3 2 10 m /sec. Even though the numerical values of this study are lower 
than the actual values obtained for an intense tornado, the magnitudes 
would not be unreasonable for a less intense atmospheric vortex system. 
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Figure 100, The contours of the stream function; Case 5; - 133; 
DELTAR = 60 m.; DELTAZ = 60 m.; T = 780 sec. 
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Figure 101, The maximum stream function versus time; Cases 1, 5, 14; = 133 
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VI. SUMMARY AND CONCLUSIONS 
A finite difference method has been used to investigate the time 
integration of the unsteady incompressible Navier-Stokes equations. 
These equations were transformed from the u, v, w, and p system to 
the r, G, and $ system in order to conserve computer time. Different 
boundary conditions were considered and three Reynolds numbers were 
investigated. The numerical method was verified by running several 
cases for a confined rotating flow and comparing the results with 
Pao (79). For a typical case in which there was vortex formation, 
the computer time was around 3 hours in length on a CDC 6600 computer. 
This compares to about 15 minutes real time. 
The boundary conditions of the numerical model were selected by 
analyzing information from sightings of strong atmospheric vortices 
such as tornadoes and waterspouts. The initial conditions for the 
vertical and radial velocities were simulated by assuming an unstratified 
atmospheric layer, which constitutes an unstable layer. This unstable 
layer is necessary for the formation of an intense vortex. From this 
theory, a mathematical form of an updraft was derived using values for 
the velocities that occur in a strong thunderstorm. These values for 
vertical velocity vary from 0 at ground level to 20 m/sec, at a height 
of 3.6 kilometers. The main assumptions are that the eddy viscosity 
is constant throughout the field, incompressible flow exists, and the 
flow is axisymmetric in nature. 
An atmospheric vortex was formed numerically for a Reynolds 
number of 133. During the developing time period of the vortex, 
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approximately the first 13 minutes, the flow field was altered from an 
initial updraft centered on the axis of rotation of the initial 
circulation distribution (simulating a tornado low) to the development 
of a local maximum of both circulation and tangential velocity around 
the axis of rotation. This development caused a vortex to form which 
is comparable in pattern and shape to a typical strong atmospheric 
vortex (Rankine-combined vortex). During the development of the vortex, 
the kinetic energy increased for a period of approximately 8 minutes. 
A steady state condition occurred for times greater than 10 minutes. 
This period of vortex development is within the bounds of real 
atmospheric vortex development. The maximum values for tangential 
velocity obtained were smaller than those encountered in localized 
intense systems such as tornadoes, while the maximum vertical velocities 
were within the values usually observed for these phenomena. This 
discrepancy could result from having formed a vortex numerically which 
enconq>asses a larger region than that occupied by actual intense vortices. 
Due to this possible spreading of the vortex, the tangential radial 
profiles, even though their shape is equivalent to the Rankine-combined 
vortex, have a velocity which is lower in magnitude than those velocities 
expected in an intense vortex. The vertical velocity reaches a peak 
similar to that which appears in experimentally observed data, Hoecker (49), 
which could possibly be explained by a transformation of kinetic energy 
from the tangential velocity to the vertical velocity. 
While the tangential speeds are not as intense as those of a 
tornado, the circulation (F = vr) and vertical velocity are of the 
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same order of magnitude as those deserved in a tornado, which leads one 
to conclude that the choices of mechanisms for tornado development in 
this problem are realistic. In this study, a vortex was produced by 
mechanical means (imposed outer circulation) only as compared to the 
paper of Wilkens et al. (102). They used a succession of thermals with 
an imposed vorticity on the field to form a vortex. This finding leads 
to the conclusion that the simpler model presented in this paper could 
be used as a basic tool in the research of tornado development and 
control. 
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VII. RECOMMENDATION FOR FURTHER STUDY 
Suggestions for further study may be classified in three categories; 
numerical studies, direct extension, and more complex extensions. 
The numerical aspects of this problem suggest several areas which 
need more investigation. Since, as has been indicated, the kinetic 
energy is ultimately oscillatory about a more or less steady state, 
the differencing scheme should be investigated more completely with 
regard to the stability bounds as applied in this study to see whether 
the oscillations may be damped to the steady state value. Also, the 
boundary condition for circulation at the radial boundary should be 
varied to test the effect of such variation on the emission of the 
"bubbles" which emanate from the point on the radial boundary where 
the slope first changes. This last effect should also be tested for 
its relationship to the oscillation of the kinetic energy. Another 
area needing more study, involves investigation of the effect of the 
upper grid boundary on the vertical and radial location of the maximum 
vertical velocity. Although these investigations are important and 
might have been included in this paper, the necessary computer time 
to do additional work was not available. 
There are numerous direct extensions to the work as completed 
in this paper. Only a few are considered here. An obvious choice 
for an extension would be to try a variation of the eddy viscosity 
with altitude. This could be accomplished by either using empirical 
data for the eddy viscosity or by using an analytical expression 
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based on the velocity deformation. Also a matter of interest would 
be the investigation of the visible part of the vortex. By calculating 
the pressure field from the velocity data and comparing this field with 
the saturation pressure, the condensation or visible part of the vortex 
could be traced. In addition the strength of the circulation at the 
radial boundary (tornado low circulation) could be varied as an extension 
to this work. This variance study might determine the significance of 
the circulations' effect in the creation of vortices which are started 
by an initial perturbation which is due to the updraft. Another related 
extension could be concerned with the effect of turning off the circula­
tion at some time after steady state has been achieved. Such a study 
should show the effect of the dissipative mechanism on the vortex. 
Along these same lines, the initial updraft could be imposed on the 
circulation field for a larger amount of time. Thus determining the 
effect of such a procedure. 
More complex extensions which would diversify the numerical model 
presented in this paper could be tried. For example, extensions such 
as assuming compressible flow and adding the electromagnetic terms to 
the equations are possibilities. The compressible flow extension would 
seem logical in that above approximately 2 kilometers the assumption of 
incompressible flow is no longer valid. There have been many speculations 
on the electromagnetic phenomena associated with tornadoes. This 
numerical model could incorporate the electromagnetic terms into 
existing equations, thus a study of these phenomena could be made 
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under a controlled numerical experiment. The area under study in this 
paper consists of the large region from the lower realms of a 
cumulonimbus to ground level. This region was chosen in order to 
determine the overall structure of the atmospheric vortex as it 
develops. An extension would be to use the results of the larger 
region to formulate boundary conditions for a smaller region which 
would extend vertically and radially no more than 500 meters. This 
vertical distance corresponds to that distance from the ground to 
slightly above the cloud base. 
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VIII. LIST OF SYMBOLS 
matrix defined by Equation 81 
constant 
coefficient defined by Equation 51 or Equation 70 
variable defined by Equation 53 
coefficient defined by Equation 51 or Equation 70 
variable defined by Equation 72 
coefficient defined by Equation 70 
coefficient defined by Equation 70 
vector of the body forces 
amplification matrix 
maximum radial grid point 
number of i^  ^radial grid point 
maximum vertical grid point 
number of vertical grid point 
nondimensional coefficient of eddy viscosity 
2 
coefficient of eddy viscosity, m /sec. 
wave number in radial direction 
wave number in vertical direction 
nondimensional pressure 
pressure, gm./cm^  
deviation of hydrostatic pressure from the 
equilibrium value 
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R - nondimensional radius 
R - residual defined by Equation 82 j 
R - Reynolds number 
e 
F - radius, m, 
r - reference length, 60 m, 
m 
T - nondimensional time 
t - time, sec. 
U - nondimensional radial velocity 
Tj -  second partial derivative of U with respect to x 
X X  
U - second partial derivative of U with respect to y yy 
u - radial velocity, m/sec. 
V - nondimensional tangential velocity 
V - velocity vector 
V - tangential velocity, m/sec. 
V - reference velocity, 60 m/sec. 
m 
W - nondimensional vertical velocity 
w - vertical velocity, m/sec. 
X - variable 
Z - nondimensional height 
z - height, m. 
a - variable defined by (k^  • AR) 
p - variable defined by (k^  • AZ) 
r - nondimensional circulation 
— 2 
r - circulation defined by Equation 11, m /sec. 
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y - variable defined by Equation 58 
A - step size defined to equal to AR, AZ 
AR - step size in radial direction 
AT - step size in time 
AZ - step size in vertical direction 
Ç - nondimensional vorticity 
— — 2. Q - azimuthal vorticity defined by Equation 14, sec 
0 - azimuthal angle 
Xl» Xg - variables defined by Equation 58 
|i,^  - eigenvalue 
p - density, gm./cm 
CT - coefficient in diffusion equation 
1 - variable 
- nondimensional stream function 
t - stream function defined by Equation 13, m^ /sec. 
Subscripts 
c - cylindrical coordinates 
i - condition at i*"^  grid point 
i+1 - condition at (i+l)®*" grid point 
i-1 - condition at (i-l)®*" grid point 
j - condition at grid point 
j+1 - condition at (j+1)^  ^grid point 
S t j-1 - condition at (j-1) grid point 
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n - condition at n^  ^time step 
S tl 
n+1 - condition at (n+1) time step 
St 
n-1 - condition at (n-1) time step 
0 - condition at some reference state 
th 
, St 
Superscripts 
n - condition at n"" time step 
n+1 
n-1 
* 
condition at (n+1) time step 
St 
condition at (n-1) time step 
condition at a maximum length 
Others 
9( 
d 
d( 
d( 
0 (  
v( 
(• 
(' 
A X B 
7 . B 
partial differentiation with respect to ( ) 
ordinary differentiation with respect to ( ) 
differential of ( ) 
difference operator defined by, (). _ .-2() , + ().. , , 
l T i , J  1 , J  l - i j J  
of the order ( ) 
gradient of ( ) in cartesian coordinates 
gradient of ( ) in cylindrical coordinates 
dimensional variable 
vector 
—* —• 
cross product of A and B 
divergence of B 
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XI. APPENDIX A: FLOWCHART 
Figure 102 represents a condensed version of the flow chart of 
the computer program which is used in this paper. 
Appendix B defines the functions of the program MAIN and of the 
subroutines EXEC 1, EXEC 2, INITIL, END 1, OUT, PLOT 1, EXPLCT, SOR, 
and BCS. 
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MAIN PROGRAM 
< k 
END 1 IKITIL 
Initializes All Data 
EXEC 1 
Outputs on 
RETURN RETURN 
STOP 
END 1 
INITIL 
Figure 102, Condensed flow chart of Computer program 
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SUBROUTINE 
EXEC 1 
SUBROUTINE 
OUT 
SUBROUTINE 
PLOT 1 
Performs Graphing 
Calculates Kinetic 
Energy 
RETURN 
Calculates Velocities 
CALL 
OUT 
Performs Output 
RETURN 
CALL 
EXEC 2 
RETURN 
Figure 102, Continued 
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SUBROUTINE 
EXEC 2 
SUBROUTINE 
SOR 
SUBROUTINE 
EXPLCT 
RETURN RETURN 
SUBROUTINE 
BCS 
CALL 
BCS 
Calculates Radial and 
Vertical Boundary Value; 
RETURN 
CALL 
EXFT.CT 
CALL 
SOR 
RETURN 
Uses method of 
successive over 
relaxation 
Uses centered time-
difference scheme 
Figure 102, Continued 
199 
XII. APPENDIX B; CCMPUTER PROGRAM 
The computer program used in the solution of the atmospheric vortex 
problem consisted of a main program and supporting subroutines. The 
computer output of both data and graphs was on microfilm via a cathode 
ray tube. The numerous system subroutines are part of the National 
Center for Atmospheric Research computing facilities computer library 
and are not described herein. 
Table 2 lists the main program and its subroutines and describes 
each of their functions in the solution of this problem. 
Table 2, Resume of computer program 
Name of Function 
Routine 
MAIN Calls INITIL; calls EXEC 1; calls END 1; performs check 
to see if time limit has been surpassed. 
INITIL Allows for the input of all constants governing the 
numerical solution of the problem; prints the input 
data; initializes values of the flow variables for each 
mesh point. 
EXEC 1 Controls the integration procedure; calls EXEC 2; 
calls CUT; determines if data should be stored on 
tape. 
EXEC 2 Controls the solution of the difference equation; 
calls EXPI£T; calls SOR; calls BCS. 
END 1 Stores data on tape. 
OUT Allows for the written output of all pertinent data; 
calls PLOT 1. 
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Table 2, Continued 
Name of Function 
Routine 
PLOT 1 Determines velocities from values of stream function 
and circulation; calculates kinetic energy by squaring 
radial, tangential, and vertical components of velocity; 
plots velocity, stream function, circulation, and 
vorticity data at each desired time step. 
EXPLCT Integrates the generalized difference equations from 
T to T + AT; calls BCS. 
SCR Determines new stream function field from known vorticity 
values by method of successive over relaxation; calls BCS, 
BCS Determines the value of the flow variables at all boundary 
points. 
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XIII. APPENDIX C: FINITE DIFFERENCES 
A variety of finite differences formulations may be used to 
approximate partial derivatives. These approximations introduce errors, 
called truncation errors. The presence of these errors will be denoted 
by the "is order of" notation, 0( ). 
In order to illustrate the finite difference approximations a 
two-dimensional boundary value problem 
Lu = f, u = u(x, y) (C-1) 
in some domain D subject to certain boundary conditions on the boundary 
can be of D will be considered, A simple approximation for 
developed, where the notation u. . = u(ik,jk) will ultimately be used 
J 
for the exact solution and  ^for the discrete approximation. 
Taking the Taylor series for U(R + AR,Z) about (R,Z) gives 
2 2 
U(R + AR,Z) = U(R,Z) + AR ~ (R,Z) +  ^(R,Z) 
+  ^+ O(AR^ ) (C-2) 
•'* ÔR 
which yields, upon division by AR, the relation 
II (R,Z) = + - U(R,Z) ^  (C-3) 
Equation C-3 contains the forward difference which is the simple first-
order approximation 
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 ^^ U(R + AR,Z) - U(R,Z) 
3R AR 
for 1^  evaluated at (R,Z). In double subscript notation Equation C-3 
would be written 
9U 
9R 
U . -  U .  .  
=  ^ + 0(h) (C-5) 
The quantity 0(h) represents the asymptotic notation for the truncation 
error of this approximation. 
By first writing a Taylor series for U(R-AR,Z) about (R,Z) 
2 2 
U(R-AR,Z) = U(R,Z) - AR ^  (R,Z) +  ^(R,Z) ÔR 2! 
- W' a3u(R,z) + 0(^ 4) 
where all derivatives are evaluated at (R,Z), a backward difference 
approximation may be obtained. Upon division by AR the relation 
9R 
U. . - U T . 
= '1 ^  '1 + 0(h) (C-7) 
is found, which upon suppression of the truncation error yields a 
backward difference approximation. This is also of first-order in 
truncation error. 
To visualize the development of a higher order approximation to 
subtract Equation C-6 from Equation C-2. The result where all derivatives 
are evaluated at (R,Z) is 
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3 3 
U(R + AR,Z) -U(R-AR,Z) = 2 A R  ^+ O(AR^ ) (C-8) 
 ^ SR-^  
Division of Equation C-8 by 2AR yields the second-order approximation 
ÔU 
ÔR 
U « 1 1  • — U • ^  •  g  
= '^AR + 0(AR ) (C-9) 
The addition of Equations C-6 and C-2 yields an elementary 
approximation for a second partial derivative, 
A + (CIO) 
A, Finite Difference Operators 
The following standard notations for various difference and 
related operators may be understood by considering a simple one-
dimensional model. Here several operators will be applied to a 
function of Y of one independent variable X over a constant interval 
size h = X - X . Y is defined as that value of f at X . Now 
n+1 n n n 
make the following definitions of operators: 
Forward difference: AY = Y . - Y (C-lla) 
n n+1 n 
Backward difference: AY = Y - Y _ (C-llb) 
n n n-1 
Central difference: ÔY = Y - Y , (C-llc) 
n n-% 
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Averaging: + Y^ _^ ) (C-lld) 
Shift; EY = Y ,, (C-lle) 
n n+l 
Differential: DY^  = ^  (C-llf) 
As an example of the use of these operators, the operator D will 
be related to the forward difference operator A. The Taylors series 
, 2  
f(x+h) = f(x) + h f'(x) + 2]" f"(x) + • • • (C-12) 
Can be expressed in operational form 
2 2 
Ef(x) = [l+hD + ^ +^ . . .]f(x) = e^ f^(x) (C-13) 
Thus we obtain the relationship between the operator E and D as 
E = e^ ® (C-14) 
Equation C-14 can also be written 
hD = -tnE (C-15) 
but (E-l)Y^  = AY^  so Equation C-15 may be written 
hD = -tn(l + A) (C-16) 
Upon expansion of -tnCl + A) we obtain the forward difference relation 
for the first derivative at the relevant point 
^ =^[A - ^ A^+'tA^ - . . .]Y. (C-17) 
dx h 2 " ' 3 " * * i 
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B, Errors 
There are three different errors to consider when using finite 
difference approximations. The truncation error results from the 
finite difference equation which is used to approximate the partial 
differential equations. This error is caused by the terms in the 
Taylor series which are neglected. The discretization error is that 
error due to replacement of the continuous problem by the discrete 
model. When the discrete equations are not solved exactly an additional 
error results. This is called the round-off error and can always be 
found in iterative solutions. 
Clearly error analysis is of prime consideration in the development 
and application of any numerical method. Even though there is extensive 
information in the field of error analysis very little is known about 
nonlinear error analysis. Error computation must be stressed when 
applying finite difference approximations. 
C. Stability 
A numerical instability may result if round-off error or any other 
computational error is present. Any numerical scheme which allows the 
growth of error, eventually obliterating the true solution, is unstable. 
These numerical phenomena must be avoided by restrictive action, such as 
limiting the interval size or adopting an alternative method. 
For a more mathematical description of stability see Forsythe 
and Wasow (33) or Richtiryer (84). 
