INTRODUCTION
The development community relies heavily on workshops, seminars, congresses and technical consultations (hereafter referred to generally as workshops) to bring specialists together to exchange experiences, learn about each other's work and, where appropriate, initiate collaborative projects. As such, workshops are, or can be, important occasions for knowledge sharing. But the printed workshop proceedings are often produced just as a matter of record and are viewed as little more than tangible evidence that the event took place. They are seldom seen as a source of new ideas. As a result, very little is known about the potential or real contribution of workshops to the creation of new knowledge and the advancement of development practices.
From January 1998 to November 2002, the author attended five international workshops dealing with the topic of evaluation. This experience led him to the conclusion that these meetings have played and continue to play a key role in shaping evaluation practice in the development community, particularly in the field of information. The five workshops were held in Wageningen (January 1998), Entebbe (November 1999), London (December 1999), Bonn (October 2001) and Amsterdam (November 2002) . This paper also draws on the proceedings of a sixth workshop that took place in Tokyo in September 2000, which, although not attended by the author, is highly relevant to the ongoing debate on evaluation practice. This paper reviews the key messages from these workshops by looking at the printed proceedings (in particular, the working group reports, conclusions and recommendations). It provides an insight into some of the key statements from these documents, which reflect the positions that participants have taken, either collectively or in small working groups, on some of the important questions currently dominating the evaluation debate in the development community. It also draws on the author's own experience. It argues that, viewed collectively, the proceedings constitute an accumulation of new ideas and knowledge on evaluation practice. As implied in the title, the paper also attempts to illustrate the extent to which discussions at these workshops are succeeding in taking evaluation practice in the information field to a higher level, in terms of both strategy and methodology
The paper contains six sections, dealing with (i) background information on the selected workshops, (ii) strategies for institutionalizing evaluation in development organizations, (iii) the debate surrounding the evaluation goals of accountability and learning, (iv) clarification of evaluation concepts and terms, (v) review of evaluation frameworks and (vi) an 'Evaluation Road Map for Information' (ERMi), proposed by the author. The conclusion looks briefly at the implications of the messages from these workshops for the future development of evaluation practice in the field of information and communication management.
BACKGROUND ON SIX INTER-AGENCY CONSULTATIONS ON EVALUATION: 1998-2000
The six workshops discussed in this article had the following titles: The Wageningen, London, Bonn and Amsterdam workshops dealt mainly with issues relating to the evaluation of information, while the Entebbe workshop dealt with agricultural research. The Tokyo workshop looked at the evaluation of development aid programmes. All these workshops were organized through the collaborative effort of various development organizations (donor agencies, international and regional bodies, and national organizations in developing countries). Collaboration usually involved cost sharing, planning and coordination of the workshops, and various written and oral contributions to the workshop deliberations. As will be shown later in this paper, another characteristic of the six workshops was their search for alternative approaches to evaluation with a view to promoting evaluation as a catalyst for development. This process inevitably involved a critical look at evaluation concepts and methods, as well as at the often non-receptive or indifferent attitude of the development community at large towards evaluation exercises.
In order to have a more complete overview of these workshops, it is also important to highlight some of the differences between them. Three aspects are worth examining: the organizers, the participants and the focus of the debate.
Organizers
The four workshops dealing with the evaluation of information (Wageningen, London, Bonn and Amsterdam) were organized by development agencies mandated to work in the area of information management in developing countries:
. 
Participants
The participants in the Tokyo workshop were predominantly from international donor organizations, and nearly all of them were specialists in evaluation or planning. In the other five workshops, there were very few evaluation or planning specialists, the bulk of the participants having a background in information management (Wageningen, London, Bonn and Amsterdam workshops) or in agricultural research (Entebbe workshop). In addition, there was a high proportion of developing country participants, mainly from African, Caribbean and Pacific countries. The decision to invite many developing country participants and to draw on very few evaluation or planning specialists was made deliberately by the organizers, so as to encourage a 'fresh' and critical look at current evaluation practice. This choice of participants lies at the heart of the openness and depth of the debate generated at these workshops. It also accounts for the overall push towards developing a more pragmatic orientation to evaluation.
The Entebbe workshop was attended by many senior managers, including directors, while the Wageningen, London, Bonn and Amsterdam workshops were attended by mainly senior officers, with only a handful in middle to senior management positions. Finally, it is worth noting that there was also a good gender balance in the Bonn and Amsterdam workshops.
Focus of the Debate
Many issues were discussed at these workshops, but not all of them were deemed to be controversial or particularly problematic. As argued in the next four sections of this paper, the issues that appeared to attract most attention were: These issues were given different weights in the different workshops.
PROMOTING AN EVALUATION CULTURE
The issue of promoting the adoption of an evaluation culture received particular attention at the Entebbe workshop and was also touched upon in Tokyo. While the lead papers and case studies at Entebbe dealt largely with impact assessment concepts and methodology, a careful look at the four working group reports reveals that the participants were very preoccupied with the search for an effective strategy for promoting the adoption of an evaluation culturea process also known as the institutionalization of evaluation. The reports provide a list of prerequisites for the establishment of an environment in which process of institutionalization could successfully occur. The critical success factors identified by the participants in the Entebbe and Tokyo workshops included staff motivation, stakeholder involvement, capacity building and leadership.
Staff Motivation
The very small number of impact studies undertaken in the Eastern and Central African region, and, even more worrying, the lack of interest in the results of those studies, were considered by participants to be a symptom of the low level of motivation among scientists and their managers for orienting their work towards development impact. In order to improve this situation, the potential benefits of embarking on impact assessment exercises and impact-oriented research for individual scientists and managers needed to be better defined and made widely known to all the groups concerned. Furthermore, they viewed the introduction of reward mechanisms in which, for instance, scientists are rewarded (in terms of promotion, scholarships, etc.) more for their contribution to development goals than for their ability to publish in refereed journals as the cornerstone to the successful institutionalization of impact assessment.
Stakeholder Participation
The debate surrounding the involvement of stakeholders in various aspects of evaluation exercises was a recurrent theme in the different workshops. The Entebbe workshop emphasized the need to involve farmers in both the design and implementation of impact studies. The workshop report states that through such an approach 'farmers would be empowered to demand a useful research output'. The report also notes: 'Together with farmers, meaningful and feasible indicators need to be developed. Farmers and researchers should negotiate impact assessment indicators.' The Bonn workshop took this matter a step further by setting up a working group to examine questions relating to:
. the definition of stakeholders and their roles (including influence and leadership) . when to involve stakeholders . how to promote and ensure the effective participation of stakeholders.
This working group recommended that stakeholders should be involved at the outset of an evaluation (i.e. including the design stage), and that the following steps should be taken to ensure effective stakeholder participation (CTA, 2002):
. allocate adequate resources aimed specifically at stakeholder participation . allow for the feedback of results to stakeholders . make tangible benefits to stakeholders clear . clearly indicate future plans, next steps, etc. . facilitate links and knowledge-sharing between stakeholder groups.
Capacity Building
The issue of capacity building to support evaluation practice was addressed at the Entebbe workshop, in a broad sense, including human and financial constraints as well as the absence of strategies and common concepts on impact assessment. In addition, weak coordination of evaluation exercises at the regional level meant that there was duplication of effort, while the under-developed communication systems and language differences had an adverse effect on dissemination of evaluation results amongst the various organizations at both national and regional levels. 
SHAPING EVALUATION PRACTICE

ACCOUNTABILITY AND LEARNING GOALS OF EVALUATION
These two goals -accountability and learning -were given special attention during discussions at the Entebbe and Tokyo workshops. In Entebbe, a working group was set up to define ways in which impact assessment could serve as a means for improving the accountability of organizations in national agricultural research systems (NARS) towards research donors, politicians, the farming community and other clients. A separate working group was formed to analyze the relationship between impact assessment and organizational learning with a view to improving the overall effectiveness of research. The working groups concluded that the two goals were desirable and should be viewed as essential elements in institutionalizing the practice of impact assessment in NARS organizations. In view of the title of the Tokyo workshop, 'Evaluation Feedback for Effective Learning and Accountability', it is no surprise that the discussions in Tokyo went well beyond recognizing the desirability of these two evaluation goals, and focused instead on the debate surrounding their compatibility. The workshop report captures the liveliness and intricacies of this debate by identifying a range of views expressed by various groups and agencies. The following statements from the report (OECD, 2001) should help illustrate this diversity of views:
Some agencies argued that accountability is still the core function of central evaluation units, and that the new emphasis on learning needs to build from this and not be seen as being in opposition to it. Separating them was, they felt, creating a 'false dichotomy'.
Others saw it differently and pointed out the tensions that can arise between the two: the International Fund for Agricultural Development (IFAD) for example, is now putting learning explicitly at the top of its agenda.
The Swedish International Development Agency (SIDA) suggested that it was useful to decide on a case-by-case basis whether learning or accountability was the priority in a particular evaluation. This would then affect the design of the evaluation and the role of the stakeholders.
The World Bank suggested that accountability should create the incentive framework for learning.
From a partner country perspective, Laos argued that learning and accountability are two sides of the same coin.
The OECD report (OECD, 2001) concludes that while the workshop participants recognized that there is significant overlap between learning and accountability, the two were not identical. In practice, they may involve different target audiences and may require quite different approaches. As such, the report notes, feedback strategies that blur the distinction between the two run the risk of falling short in both areas.
The report goes on:
where accountability is the priority, the traditional virtues of rigour, independence, replicability, and efficiency tend to be the primary concerns; where learning is the priority, the emphasis is more likely to be on achieving 'buyin' from stakeholders, focusing on the process, and creating space to make sure that experience is properly discussed, and lessons drawn . . .
EVALUATION CONCEPTS AND TERMS
Moving from the policy and strategic concerns of developing an evaluation culture and deciding how to deal with the dual evaluation goals of accountability and learning, this section and the next two will focus on the more practical questions relating to evaluation methodology. Some of the major problems in this area were brought to the fore in the Wageningen, London, Bonn and Amsterdam workshops. The driving force behind this series of workshops was the need to develop practical and cost-effective approaches to evaluation in the field of information and communication management.
Concerns over the multiplicity of evaluation terms, with the tendency for some of the key terms to have more than one meaning or for more than one term being used to define the same concept, were cited at the Wageningen, Entebbe, London and Bonn work-shops as major obstacles to progress in evaluation practice. At the Wageningen workshop, participants lamented the failure of the development community to arrive at a commonly accepted definition of the term 'impact' (CTA, 1998) . At the London workshop, concerns were raised over the lack of an acceptable definition of key terms in information management, such as 'information', 'data' and 'knowledge' (Horton, F. W. Jr., 2000).
Leading development agencies have defined the term 'evaluation' in diverse and potentially confusing ways, with each source appearing to provide the standard definition (Khadar, 2002) . Examples include (see also The Amsterdam workshop offered a solution to this dilemma about the definition of evaluation by proposing a two-part definition. The first part involves defining evaluation as being made up of 'performance evaluation' and 'impact evaluation'. The second part then concerns defining performance evaluation and impact evaluation separately. These two terms are defined in terms of how they cover concepts such as efficiency, effectiveness, sustainability, cost-effectiveness, etc. More specifically, the term 'impact' is defined as the broad, long-term effects (economic, social and environmental), anticipated or unanticipated, positive or negative at the level of individuals, organizations, networks and society (CGIAR, 1999) . Performance evaluation, on the other hand, looks primarily at indicators relating to processes, management, outputs, services, utilization and the short-and medium-term programme outcomes. The origin of this proposal to define evaluation only in terms of performance and impact can be traced to a number of publications in information and communication management, including:
. A UNESCO report (Correa et al., 1997) in which 'performance' is defined in relation to services or activities, while 'impact' is defined in relation to the effects (of the services or activities) on the community. . The CTA Working Document entitled 'Evaluating information: a letter to a project manager' in which it is argued that the reasons for evaluating information programmes are 'to improve future performance' or 'to measure the benefits [impacts] already realized' (Mook, 2001 ).
The selection of the title of the Bonn workshop, which included the words 'Assessing the performance and impact . . . ', was influenced by these publications; and the discussions at the Bonn workshop, in turn, provided the basis for this daring proposal to divide evaluation into only two categories, performance evaluation and impact evaluation.
REVIEW OF EVALUATION FRAMEWORKS
An evaluation framework can be defined as a description of the overall plan, the context and the underlying philosophy for the different evaluation activities. (Los Alamos National Laboratory, 1999)
In a narrower sense, it can be defined as a well-defined group of questions on which the structure of enquiry is based. They form the specifications that map the route the evaluation must follow. (South African Northern Province's Hospital Information System Evaluation, 1998).
Both definitions underline the importance of an evaluation framework in mounting evaluation exercises. The concept of evaluation frameworks has played an important role in research efforts aimed at developing a suitable methodology for evaluating information programmes. 
Examples of Evaluation Frameworks for Information Programmes
IDRC can be credited with initiating the first substantive research project aimed at developing a suitable framework and methodology for assessing the impact of information. This pioneering research project, carried out from 1992 to 2000, revolved around testing the Preliminary Framework Methodology (also known as the PF methodology) in seven countries in Africa, the Caribbean, Latin America and Asia. A full account of the PF methodology has been published by IDRC (Menou, 1993) and the results of the research project have been published by the International Federation for Information and Documentation (FID) (Horton, F. W. Jr. 2000) .
According to the FID report (McConnell, 2000) the PF methodology attempts to measure the part played by information (among other factors) in decision-making through a combination of qualitative and quantitative approaches to monitoring of inputs, outputs, and outcomes.
The methodology identifies four distinct stages in the evaluation process:
1. preparatory steps: including describing the 'information use environment' and identifying the target audience 2. planning and design: including identifying the primary objectives of the evaluation and defining indicators 3. monitoring and measuring: involving data gathering on inputs, outputs, benefits, costs and indicators 4. communicating the results: aimed at providing evaluation feedback to the target audience.
The following indicators constitute the core of the PF methodology:
. performance indicators relating inputs to outputs . effectiveness indicators relating outputs to usage . cost-effectiveness indicators relating inputs to outcomes . impact indicators relating usage to outcomes. The report of this research project (McConnell, 2000) revealed a number of problems with the application of the PF methodology during the case studies. These problems, which largely contributed to the inconclusive nature of the findings, included:
. failure of the case studies to adhere to the PF methodology (tracking fewer variables, indicators and channels, reducing the monitoring period, etc.)
. ambiguity over the primary object being assessed, and whether the perceived benefits truly were indications of impact, or merely user satisfaction.
Although the project failed to deliver its expected output, it played an important role in raising awareness about impact assessment and in managing to convince organizations and individuals involved in information and communication management of the need to take a stronger interest in evaluation. As a result of this encouragement and buoyed by developments in information and communication technologies (ICTs), the search for a suitable evaluation methodology has continued, leading to several frameworks being proposed in the literature. Examples include:
. a conceptual framework for the study of the impacts of the Internet (Daly, n.d.) : this framework is based on the indicators 'penetration', 'use' and 'impact' . ICTs and development: testing a framework for evaluation: this framework is based on the indicators 'information', 'borderless connection', 'timeliness' and 'improving costs and benefits' (Young, 1997) . ICTs life-cycle: this framework is built around the critical benchmark events -choice of technology, purchase and installation, assimilation and use, adaptation, diffusion and innovation (Baark and Heeks, 1998) .
Limitations of Evaluation Frameworks
Despite the efforts various researchers and evaluation specialists have made to developing the ideal framework for evaluating information programmes, the available options still have a number of weaknesses, including the use of potentially confusing terminology, limited flexibility and incompleteness of the framework design. These limitations, which may be interrelated, are outlined here:
. The practice of designing evaluation frameworks mainly around groups of indicators, without sufficiently clarifying the link between the types of evaluation and the corresponding indicators, can be very confusing. For example, in the case of the PF methodology, the terms 'performance', 'effectiveness', 'cost-effectiveness' and 'impact' are employed as groups of indicators, whereas the entire framework is meant to be used to evaluate impact. This gives the impression that evaluation and impact assessment constitute the same exercise, making
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the role of impact indicators in the exercise unclear. . Evaluation frameworks currently in use in the information field are quite rigid; in order to apply a framework fully, each time an evaluation exercise is undertaken, all groups of indicators (e.g. efficiency, effectiveness, relevance, sustainability, cost-effectiveness, etc.) have to be investigated. This often makes the scope of the evaluation too broad and unmanageable. On the other hand, any deviation from the standard model, as seen in the case of the PF methodology, may be considered 'unacceptable'. . The diagrammatical presentation of the evaluation frameworks tends to feature the indicators mainly, thus leaving out key strategic elements or planning issues such as the type of evaluation envisaged, scope and focus of the evaluation, methods and the involvement of interest groups in the evaluation exercise. Although these issues may be adequately covered in the overall evaluation plan or 'terms of reference', being able to capture all of them in one diagram will provide a more complete picture of strategic options available in pursuing the evaluation exercise.
The Bonn workshop revisited the question of evaluation frameworks and as part of the preparation for the workshop an inventory of evaluation frameworks was carried out, dealing specifically with information programmes (Cummings, 2002) . After discussing this issue at length, the workshop participants came to the following conclusion (CTA, 2002):
The content of evaluation frameworks is rich, with different frameworks suited to the analysis of different conditions. The frameworks should therefore serve as road maps to help practitioners define hierarchies of objectives (e.g. goals, purposes, outputs, activities, etc.) all in the context of time and space.
EVALUATION ROAD MAP FOR INFORMATION (ERMi): A PROPOSAL
Attempting to translate this conclusion from the Bonn workshop into a request for further research on evaluation frameworks, the author realized that what was needed was not an alternative or a better evaluation framework, but rather a holistic and more comprehensive network of evaluation concepts that can provide the basis for developing a specific evaluation framework to match different requirements. This holistic network can be viewed as a map, while specific frameworks derived from it would constitute routes to be followed for given evaluation exercises. The result of this reflection -the ERMi -is presented in Fig. 1 ERMi has several important characteristics:
. it is a detailed map that provides the key elements (or signposts) around which the evaluation frameworks (or routes) can be derived . it contributes to making evaluation frameworks more realistic by highlighting the options (i.e. choices and limitations) to be taken into account when designing an evaluation exercise . it treats performance and impact evaluation as separate, albeit interrelated, types of evaluation . it recognizes the complex, non-linear relationships between evaluation indicators . it is a comprehensive multi-dimensional roadmap -a vertical dimension reflecting five elements (or signposts) that are interrelated via a horizontal dimension that allows movements back and forth on the map. The five elements, from left to right in the diagram, are:
1. Evaluation type: involves choosing between performance evaluation and impact evaluation or selecting elements from both types 2. Evaluation scope and focus: the evaluation exercise could focus on one or more of four areas of development intervention (i.e. 'process and management', 'products and services', 'individuals, organizations and networks', and 'society'). Collectively, these areas of intervention constitute the entire scope of evaluation exercises. 3. Performance-impact space: this depicts the generic types of indicators as well as the level of investment (expected to increase from projects to programmes to the organization as a whole) that would correspond to the levels of intervention indicated in the 'scope and focus' column. 4. Evaluation methods: aimed at ensuring that the chosen evaluation method accords with the choices made regarding the type of evaluation, its scope and focus, and the area of the performance-impact space targeted by the evaluation. . it is neither a method nor a framework per se. It is important to note that the definition of the evaluation route is an iterative process involving movements in all possible directions (i.e. considering all the options available on the map) until an acceptable route has been identified. One of the main advantages of ERMi is that it provides a relatively simple visual representation of the key evaluation concepts in a single diagram, rather than through several fragmented descriptions or illustrations.
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CONCLUSION
Information provided in six workshop proceedings and personal experience of five of these workshops have made it possible to analyze how these consultations have helped to move the debate on evaluation practice forward. As a result of the synergies created through these discussions, as well as the long-standing collaboration among various organizations, some new ideas for evaluating information programmes are emerging, and this new knowledge may have important implications for future developments in evaluation practice.
Three areas in which the workshops have contributed the most are:
1. raising awareness about strategic issues 2. clarifying the difference between performance evaluation and impact evaluation 3. establishing the need for an evaluation road map and facilitating the design and refinement of ERMi.
Awareness Raising
There is growing realization that development organizations in African, Caribbean and Pacific countries need to acquire an evaluation culture in order to facilitate organizational learning. However, this realization is not growing at a fast enough pace. If the information community is to move the evaluation debate beyond the quest for improved evaluation methods, it needs to occasionally organize policylevel and awareness-raising workshops involving senior managers and key stakeholders. Performance Evaluation and Impact Evaluation
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Accepting that there are only two distinct types of evaluation (performance evaluation and impact evaluation) offers conceptual clarity and a strong basis for planning and implementing evaluation exercises. The debate about the different types of evaluation is likely to be pursued further, however, since in practice there is bound to be an overlap (or a grey area) between performance evaluation and impact evaluation, and it may not be always easy to decide which of the two to favor when embarking on an evaluation exercise. In addition, the terms 'impact' and 'performance' have already been assigned multiple definitions in the literature. This legacy will continue to confuse many newcomers to the discipline of evaluation.
It will be left, therefore, to participants from the Bonn and Amsterdam workshops to 'spread the news' and convince others of the merits of adopting a simplified definition of evaluation.
The Evaluation Road Map (ERMi): what next?
An important message embedded in ERMi is that the standardization of evaluation concepts and terms would significantly widen the scope for further advances in evaluation practice. Various concepts and related terms are employed as signposts in ERMi, with the aim of reducing variations in meaning and clarifying the relationships between the various terms.
In the information field, ERMi presents an opportunity for a more focused debate on evaluation practice. As the debate unfolds, compromises will be achieved and new ideas on evaluation will emerge. In the meantime, attempting to convert the conceptual ERMi model into an operational tool for planning evaluations might be worthwhile, especially in the context of collaborative work in which consultation and debate take centre stage.
Note
This paper has been produced by a member of the LEAP IMPACT community of practice. This open community aims to improve the institutional performance of monitoring and evaluation practice related to information services, information products and information projects. Visit the LEAP IMPACT workspace at: http://www.bellanet.org/leap/impact.
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