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We prove the existence of positive solutions of some eigenvalue problems 
relative to variational inequalities. The operators considered here belong to a 
class of differential nonlinear elliptic operators in divergence form. 
0. INTRODUCTION 
Let a(r) = (al(v) ,..., a,(r)), Y = (rl ,..., r,) E W be a monotone V-vector 
field and let 
Let f be an increasing function and W a closed convex subset of the Sobolev 
space W*r’(O) (S2 C W). The problem considered here is to find real eigenvalues 
of a variational inequality for the operator A. 
The problem is the following one: 
find a pair (A, U) E 173 x K such that 
1 1 (I~ (grad U) & (z - U) d,z: 3 X JQf(u)(n - U) d.~ 
Kw 
for all v E K. 
‘R i 
Eigenvalue problems for variational inequalities have recently been studied 
under various hypotheses [2, 10, 111, always under the assumption that -4 is 
the subdifferential of a convex functional. 
In this paper we drop this assumption and use the fact that the operator (0.1) 
satisfies the maximum principle. Moreover, we seek positive solutions of 
problems (0.2). 
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If K = H’s?‘(Q), the research for positive solutions to problem (0.2) reduces 
to the following problem: 
24 E I&l(Q); u 3 0, 
Au = hf(u) in Q in the sense of distributions. 
(0.3) 
In the literature there are many results for problem (0.3) (see, e.g., [l, 15, 231 
and references; for the linear case with discontinuous coefficients see [7, 81). 
We obtain some results for problem (0.3) as a particular case of problem (0.2) 
using quite different methods. 
After formulating problem (0.2) precisely (Section l), we introduce a new 
problem (the auxiliary problem) which is equivalent to problem (0.2) in a sense 
which will be specified later (Section 2). 
It is easy to prove that the auxiliary problem admits solutions (Section 3) and 
by using some tools of the theory of subdifferentials we prove that these solutions 
are solutions of problem (0.2). 
In Sections 5 and 6, we give two practical examples. The first example deals 
with heating by the Joule effect, which has been studied some years ago by 
Keller and Cohen [ 131. 
In this paper we shall study this problem under more general boundary 
conditions than those in [13]. Th ese boundary conditions make the use of 
variational inequalities necessary. 
The second example deals with a situation which cannot be reduced directly 
to the form (0.2) without the use of a trick. 
In the Appendix we prove a form of the maximum principle for T-monotone 
operators, a class of operator introduced by Brezis and Stampacchia [4], which 
generalizes operators of type (0.1). 
In this way we hope to facilitate the reading of this paper for a person not 
acquainted with the literature on this subject and at the same time we show that 
the results of this paper are true not only for the operator (0.1) but for all 
T-monotone operators. 
1. NOTATIONS AND STATEMENT OF THE PROBLEM 
Let 52 be a bounded open set in the n-dimensional Euclidean space UP, whose 
boundary and closure we denote by aQ and Q, respectively. We suppose that 852 
is smooth, say of class V. The Lebesgue measure of Q is denoted by ( Q j. 
We consider the following linear spaces on the real field: 
9(Q) = functions of F with compact support in 0; 
‘iP(sZ) = functions defined in 0 with continuous derivatives up to 
order m: 
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Lp(O) = the usual Lebesgue space, the norm of which is denoted 
by II . IID ; 
H”‘,p(SZ) = Banach space obtained by the completion of the space 
%F(D) with respect to the topology induced by the norm; 
1) UilH m,qQ) = I2 il Dau lip1 
l/P 
(m = 1,2, 3,...; 1 <p < +co>; 
H,“‘T~(O) = completion of 9(Q) in W,l(Q); Hr9V(Q) will be considered 
with the norm; 
#I 24 LJ = [ClalCrn I/ Du l;J1lr, which is equivalent to the norm of 
Hnz,n(Q) by the PoincarC inequality; 
W”(Q) = WyfJ); 
H,““(Ll) = qy(Q); 
H-“~~‘(Q) = topological dual of E&$“(Q) the norm of which is denoted 
with Ij u jl-m,n, . 
If V is one of the topological spaces listed here, we denote with (., *)V the 
pairing between the topological dual of V and I’. 
We denote by X a Banach space such that 
Hp(Q) c xc P’“(Q) (1 <P < +a> 
and by X its topological dual. The pairing is denoted by (., *) and the norms 
by II . 11 and I/ . /lx, , respectively. 
Let u(r) = (a,(r) ,..., a,(r)), y = (rr ,..., r,) E RF, be a +Y2-vector field which 
satisfies the following conditions: 
(i) xi (a,(r) - a,(r’))(r, - r,‘) > 0 for all Y, Y’ E lW, 
(ii) a(O) = 0, (1.1) 
(iii) ~,~Y~~-~~~~~,(Y)Y~~~~,~Y~P+N whereai>O(i=1,2) 
and N are constants. 
Let A : X + X’ be the nonlinear operator defined by 
<Au, V) = L T u,(grad U) g dx. U,VEX 
2 
(1.2) 
It is known that the operator A satisfies the maximum principle. In the Appendix 
the maximum principle is proved for the class of T-monotone operators, a 
class which includes the operator A. 
By (1.1) (iii) with a suitable chaise of X (e.g., X = H,,‘(Q)), A satisfies the 
following coercivity condition: 
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Now let K C X be a closed convex set. We suppose that there exists an 
open set w C Q and a function 5 E X such that 
KC{vEXja><in~j (1.4) 
(the inequality is in the sense of H1*r’(SZ), see, e.g., [16 or 221). 
Let f(~, y) be a real function defined on Q x R, continuous in y for almost 
every x E 52 and measurable with respect to x for almost every y E R, and let 
F(x, y) be 
F(x, y) = j’ j(x, t) dt. 
0 
We suppose that f(~, y) is increasing in y for almost all .r: E Q and that 
f(x, 0) 3 0 almost everywhere. 
Moreover, we suppose that there exist two constants, r > 1 and k, > 0 
such that 
min lim ‘M > k, > 0 
I?J[f’rn 13’ p--l 
uniformly in x. 
If 1 < p < n let p’, p*, and s be constants1 such that 
1 1 
+-T=1, 
P P 
1 1 1 -- 
p*=p n7 
1 1 
=-.+$+~. 
s P’ 
(1.6) 
(l-7) 
We also need the following assumptions: 
I f(X, Y>l G 44 + I Y lr’s with c E LT(Q) and r < p, (1.8) 
f(x, y) > v > 0 for almost every x E w and for all y E IR. (1.9) 
Remark 1.1. In practice the constantp is determined by the operator A (i.e., 
p must be chosen in such a way that (1.1) (iii) is satisfied). 
When we choose Y we must pay attention that both (1.6) and (1.8) are 
satisfied. 
We now state a problem: 
1 If p > n we require that (1.8) is satisfied with s = 1, 
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PROBLEM P. Let A, 06, and f satisfy the previous assumptions. Given 
R > R, = in$ s, F(x, u(x))dx, 
V>O 
find a pair (h, U) E [w x K such that 
u 3 0, (1.10) 
I F(x, u(x)) dx = R, n (1.11) 
(Au, v - u) > h nf(x, U)(W - u) dx 
I 
forall vEK. (1.12) 
We prove that Problem P admits at least one solution for every R > R. . 
Remark 1.2. We remark that for sake of simplicity our assumptions are not 
the most general. 
For instance we can replace the operator (1.2) with an operator A: X - X’, 
which satisfies the following assumptions. 
(i) A is T-monotone; i.e., (Au - An, max(O, u - 21)) 3 0 for all u, 
zq E Hl,p(O) with u < v on Z’. 
(ii) B is coercive in the sense that lim,, U,, ++m (Au, u>//i u /j = +co. 
(iii) A is hemicontinuous; i.e., for all u, v E X the function t H (A(tu f 
(1 - t)v), u - v> is continuous. 
(iv) A is local in the sense that u = z’ in an open set Q. C 52 implies 
Au = i2u in Q, . 
69 v E H2,u(J2) implies Av EL=(Q). 
(vi) 8(O) = 0. 
In many concrete cases the assumptions on the function f(~, JJ) may also 
beiweakened; see, e.g., Remark 3.4 and Example II. 
2. THE AUXILIARY PROBLEM 
We now define a problem which is equivalent to Problem P in a sense which 
will be specified in Section 4. As we see in Section 3, this problem is easily 
solvable. 
LEMMA 2.1. Let B : X + X’ be the operator defined by 
(Bu, v> = gf(x> W) 44 dx, f&VEX 
where f (., .) satisjies the assumptions of problem P. 
(2.1) 
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Then B is completely continuous (i.e., continuous from the weak topology of X 
to the strong topology of X’) and monotone. 
Moreover, if we set 
G(u) == $, F(x, u(x)) dx, (2.2) 
we have d+(u) = Bu, where d+(u) denotes the (Frechet) dtserential of I/ at the 
point u. 
Proof. By (1.8) the operator B, , which maps each u ELM intof(x, U(X)) E 
L”(Q), is continuous (see, e.g., [14, p. 301). By the Sobolev inequalities and by 
(1.7) the imbedding i, of H’*p(Q) in L’(B) is compact, and the imbedding ia of 
Ls(Q) into H-1,7”(Q) is continuous. The operator B, = & 0 B, 0 il is completely 
continuous; therefore, B = B, IX is completely continuous. 
The monotonicity of B is a trivial consequence of the fact that f is 
increasing. 
By (1.5) and (2.2), B is the Gateaux differential of Z/J. Since B is continuous, 
4 is differentiable and B is its derivative (see, e.g., [I& Theorem 2-31). 1 
Now for all 
we let 
and 
CR = {u E X / 4(u) < R} (2.3) 
K, = 06ncc,. (2.4) 
Since # is a continuous and convex function, CR and, consequently, K, are 
closed and convex sets. Moreover, K, # e, since R > R, . 
We now define the auxiliary problem. 
PROBLEM 2.2-AUXILIARY PRCBLEM. Let A be the operator of problem P, 
B the operator (2.1), and K, the convex set (2.4). 
Given p >, 0 find ua E KR such that 
(Au, - PBue , v - ue, >, 0 for all v E KbR . (2.5) 
In the next sections we prove that if (A,, uo) is a solution of Problem P and if 
/3 > A, , then u. is a solution of the auxiliary problem. 
Conversely, we prove that if uq is a solution of the auxiliary problem and 
if uBEacRr then there exists X < /3 such that (A, ua) is a solution of 
Problem P. 
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3. EXISTENCE AND PROPERTIES OF THE SOLUTION OF THE AUXILIARY PROBLEM 
The first aim of this section is to prove that problem (2.2) (the auxiliary 
problem) admits at least one solution. Moreover, we prove that if p is large 
enough this solution belongs to a@, . 
LEMMA 3.1. The set C, (defined by (2.3)) is bounded in L’(Q). 
Proof. By (1.6) there exists a constant K, > 0 such that for all 7 > K, we have 
f(x, 17) > J- kpp, 
and hence (for y > K,) 
F(x, y) - F(r, k,) = j-l f(x, 7) d7 > &k, 6 q-l d? = &k, y’ - $k,k,+. 
t2 2 
Thus we can choose two constants 0 < k, < 4 rk, and k, > k, such that 
J-(x, y) > k, y” for all y > k4 . 
If we argue in the same way for negative y’s, we get 
WG Y> 2 k, I Y 1’ when ly j >A*. 
Now for all u E CR we have 
LEMMA 3.2. The operatov B (defined by (2.1)) is bounded on CR . 
Proof. It is sufficient to prove that B, is bounded on iI (B, and il are 
defined in the proof of Lemma 3.1). 
Since the operator B, is continuous, it maps bounded sets of La(Q) into 
bounded sets of L”(Q) (see, e.g., [ 14, Theorem 2-2, p. 261). 
The conclusion follows from Lemma 3.1. 1 
THEOREM 3.3. The auxiliary problem admits at least one solution. 
Proof. The operator A is monotone, hemicontinuous, and satisfies (1.3). 
The operator B is completely continuous by Lemma 2.1 and bounded on KR 
by Lemma 3.2. Then the conclusion follows by a known existence theorem for 
variational inequalities (see, e.g., [12, Theorem l-l]). 1 
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Remark 3.4. The conclusion of Theorem 3.3 holds under assumptions 
different from those we have used. 
For instance, if we replace assumptions (1.1) (i) and (1.6) with the following 
one, 
,,uf% {Au - ,BBu, u> II u II - =. +a, 
the conclusion of Theorem 3.3 also holds (see, e.g., [6]). 
We now prove a property of the solutions of the auxiliary problem. 
LEMMA 3.4. Let us be a solution of the auxiliary problem and let z E H”,=(Q) 
be a nonnegative function whose support is in w and such that AZ < v in w (v and w 
are, respectively, the constant and the open set of (1.9)). 
Then for any m > 0 there exists p(m) such that for all p >, /?(m) we have one 
of the following two statements: 
(i) uB E E, i.e., #(uB) = R, 
(ii) uR > mz, a.e., in w. 
Proof. Since z E E@“(Q), then A(mz) EL=(Q). Let mr = sup ess,,, A(mz) 
and let p(m) = m,/v. Suppose now that ua (with /3 > p(m)) do not satisfy (i). 
We prove that uq satisfies (ii). 
We choose a nonnegative function CJI E s(Q) w h ose support is contained in W. 
For each E > 0 the function ua + EF E K for (1.4). Moreover, if e is small enough, 
ua + ECQ E CR , since u, $ X, . Then u, f l 9 E K, . 
Thus in inequality (2.5) the function z, can be replaced by ua + ET, and we 
obtain 
This is true for each nonnegative function ‘p having support in w. 
Then, recalling (1.9), we have in w 
Au, > /3Bu = /3f (x, ug) > /3v > m, 2 A(mz). 
Since ua 3 0 = mz on &, applying the comparison principle (Theorem A.4), 
(ii) follows. m 
Lemma 3.4 permits us to prove the following property of uB which will be 
used in the next section. 
LEMMA 3.5. Let u, be the solution of the auxiliary problem. There exists a 
constant & such that p > &, implies that u0 E XZR . 
Proof. Let m,, = max(2, 2(R/v)(j,z(x) dx)-‘) and let PO = p(m,) as in 
Lemma 4.4. 
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Since the function 
is nonnegative and nondecreasing, and 4(O) > 0, we have 
Now if #(z+) < R and u, $ acCR , Lemma 3.4 (ii) and the inequality /3 3 /3(m,,) 
show that 
> + s f(x, z(x)) m,+(x) dx 2 & m,v 1 z(x) dx > R. 1 
w w 
4. EXISTENCE OF SOLUTIONS OF PROBLEM P 
We prove that Problem P admits solutions by showing that it is equivalent 
to the auxiliary problem. In order to demonstrate this equivalence, we need 
some technical lemmas which we prove with the aid of some tools from the 
theory of subdifferentials. 
DEFINITION 5.1. Let 4: X-t 88 u {+co> be a 1.s.c. (lower semicontinuous) 
convex, proper (not identically +co) function. 
The multivalued application 
sip :X-+2X’ 
is said to be the subdifferential of C/ if for all u E X, 
for all z, E X and for all w E &$(u). 
Given a closed convex set K, we set 
(4.1) 
We have that w E H,(U) if and only if u E K and (w, w - u:\ < 0 for all 21 E K. 
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If $ is Gateaux differentiable at the point U, then 
(d&(u) denotes the Gateaux differential of + at the point u). 
Remark 4.2. In terms of subdifferentials the variational inequalities (2.5) 
and (1.12) (recalling (2.1)) can be written, respectively, hBu - i2u E H,(U) and 
/lBu - Au E i31KR(u). 
LEMMA 4.3. Let X be an uniformly convex Banach space and let $: X ---f LQ be 
a convex (Frechet) dz#erentiable function. We set 
CR = {v E x j 4(u) < R}. 
We suppose that theve exists a point c at which #(ii) < R. Then zfu,, E 6@, we have 
H&,,) = {v E X’ / v = pd#(u,); p > O}. 
Proof. First we prove that 8CR is a manifold of class W. Suppose for contra- 
diction that there exists a point w E KR such that d+(w) = 0. This implies 
that w is a minimum point for 4 and that R is the minimum value of 4. But this 
contradicts the assumption that there exists a point f at which #(u) < R. 
Now let A : X -+ X’ be the duality mapping, i.e., a linear map such that 
(Au, u) = II 24. (12 and II * II = II flu IL’ ; 
it exists and it is single valued and continuous since X is uniformly convex 
(see, e.g., [53) 
We set z = A-l(d$(u,)) and L! = {V E X / (d$(q,), v) = O}. 
Thus we have 
and we can write 
v-uo=w+olz with wEKlandolE(W; 
in particular, if v E CR , we have 01 < 0. 
For all p > 0 and for all z1 E CR we have 
Thus we have proved that 
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sow let 5 E ilc- . We must prove that there existsi > 0 such that 5 = ijd+(uJ. 
It is sufficient to prove that f is orthogonal to I7. 
Let w E n; for all t E (0, e] (6 >> 0 is supposed small enough) we can choose 
v(t) E 2 CR defined bv 
v(t) - ug = tw -; p(t)-?. 
It is clear that if t ---+ 0 then v(t) - ua , and since SC, is a W-manifold, 
p(t)/t - 0. Therefore, 
0 ;; I[, v(t) - U”> = t<(, w) + p(t)((, z, for all t 6 (0, ~1. 
Dividing by t and letting t --f 0, we obtain (5, wj < 0. Since this inequality 
holds also for -w, we get (5, w\ = 0 1 
In particular, if 4 is the functional (2.2), the assumptions of Lemma 4.3 are 
satisfied and hence, if u,, E 2UZ, , we have 
2I,,(u,) = {v E X’ j v :-= pBu; p 2 0). 
Now we can prove the following. 
(4.2) 
THEOREM 4.4. Let (A, u) be a solution of Problem P. If /3 > A, then u is a 
solution of the auxiliary problem. 
Proof. For all z’ E K, we have 
,!Au - /IBu, v - u, = (Au - /\Bu, v - u) - (/?I - /I)(Bu, v - u>. 
By (1.12) recalling (2.1), we have 
(Au - hBu, v - u) > 0 since 2, E ode C 116. 
On the other hand, since by (1.11) and (4.2), Bu E aICR(u) 
(Bu, v - u, .< 0 since 7~ fz KR C a=, . 
Thus, since p - X > 0, we have (Au - ,6Bu, v - uj > 0. 1 
In order to prove the converse of Theorem 4.4 we recall a known theorem. 
THEOREM 4.5. Let q51 and & be convex proper functions of X. Suppose that 
there exists a point E at which one of the two functions is continuous and the other 
one is Iess than -- rc, 
Then, for every u E S, we have 
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For the proof see, e.g., [9, Theorem 11. As a consequence of Theorem 4.5 
we have the following lemma: 
LEMMA 4.6. With the previous notations, we have 
%&> = G&4 + G&4 for every 21 E X. 
Proof. Let ii E DbR and set 
R = #(ix) = s, F(x, ii) dx. 
It is possible to choose u in such way that E E [R, , R] because by definition 
we have 
R, == inQ 4(v). 
AK 
Since # is continuous (Lemma 2.1), u is an interior point of CR . Thus at the 
point u the function ICR is continuous and the function IK is less than 4-x. 
Since by (2.4) we have 
we can apply Lemma 4.5 and the conclusion follows. 1 
Now we can prove that Problem P admits solutions. 
THEOREM 4.7. Let ug be a solution of the auxiliary problem. Suppose that fi is 
large enough (i.e., p > /3,, as in Lemma 3.5). Then there exists a constant X ,( /l 
such that (A, us) is a solution of Problem P. 
Proof. If ug is a solution of the auxiliary problem, by Remark 4.2, it follows 
that 
B+ - Au0 E %&,A 
and by Lemma 4.6 
PBu, - Au, E ~I,,&~,) i- G&,). 
By Lemma 3.5, us E XR ; thus recalling (4.2) we have 
aI,, = {v E X 1 v = pBu; p > 0:. 
Therefore there exists p 2 0 such that 
(/I - ,6) Bu, - Au, E EM&,). 
By Remark 4.2 the conclusion follows with /\ = /3 ~ /5. l 
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Recalling Theorem 3.3, we have the following. 
COROLLARY 4.8. For each R 3 R, Problem P admits at least one solution. 
5. EXAMPLE 1 
11-e now study a problem suggested by electric heat generation. A problem 
of this kind has been studied in [13] with usual boundary conditions. Here we 
study a situation which requires the use of variational inequalities rather than 
equations. First we give a short description of the physical problem. 
Suppose that Q is a body heated by the application of a uniform electric 
current of intensity i = Pi2 (Joule heating). 
If the body is inhomogeneous with thermal conductivity k(x) 3 K, > 0, if 
its electric resistence R(x, 7’) is a function of the temperature, and if the radiation 
is negligible, then the resulting equation can be formulated, in dimensionless 
form, as 
(aT/at) - div[k(x) grad T] = XR(x, T). 
In particular, we are interested in the steady state, i.e., in equations of the form 
-div[k(x) grad T] = XR(x, T), (5.1) 
subject to appropriate boundary conditions which we discuss later. 
As in many cases of physical interest, we suppose that R(x, 7’) is an increasing 
function of the temperature. 
Let 52 be connected, and 8Q = r, u r, with r,, n I’, = 0. On r, the 
temperature is kept at constant value T, . On r, there is a feedback device that 
keeps the temperature less than a fixed value Tl > T,, , i.e., a device which 
absorbs the flux of heat (measured by -i3T/&) if and only if T = Tl . 
Thus on r, we have 
T < Tl, 
T < T, implies -ST/& = 0, (5.2) 
T = Tl implies --aTI& > 0. 
If we set 
u = T- T,, 
f(x, u) = R(x, T, + u), 
Db = {V E HI(Q) : v = 0 on r, ; z < TX - T, on r,}, 
(5.3) 
a(u, v) x 1 k(x) grad u grad z’ dx for all U, v E W(Q), 
R 
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the physical problem described above can be formulated in the form of a 
variational inequality in the following way. 
PROBLEM 5.1. Find pairs (A, u) E [w x K such that 
u 3 0, (5.4) 
a(u, v - u) 3 j f(x, u) . 6% - U) dx for all ‘u E K. (5.5) 
R 
We remark that (5.4) is a necessary requirement from the physical point of 
view since temperature increases when current is applied. 
We now verify that (5.5) is equivalent to (5.1) and (5.2) (in a sense to be 
specified). 
If v E 9(Q), then u + y E K. Thus z’ in (5.5) may be replaced by u + 9. 
So (5.1) follows in the sense of distributions. 
In order to obtain boundary conditions (5.2) we suppose u to be smooth 
enough to apply Green’s formula to (5.5). We have 
- J^ div[k(x) grad U] (V - u) dx - 1 k(x) (dujdn) (u -- u) dr 
n l-1 
3 X 
s 
f(x, u) (v - u) dx for all VE K 
i2 
By (5.1), it follows that 
[ k(x) (du/dn) (v - u) dr G 0. 
-r1 
If we choose 9 E W(a), g, > 0 on r, , and g, = 0 on &‘\I’, then u - v E K 
and v in (5.6) can be replaced by u -- q~ 
So we have Jr, k(x)(du/dn)g, dr 3 0. Because v is arbitrary, it follows that 
-dujdn < 0. (5.7) 
If we set y = {x E r, j u(x) < L”i -- To in the sense of W(Q)} and if we take 
CJJ E 0 on a neighborhood of y, then there exists E > 0 such that u & ET E 06. 
Replacing v in (5.6) with u & E~J, we obtain 
s k(x) (dq’dn) vdr = 0 Y 
and by the arbitrariness of q, it follows that 
dujdn = 0 on y. (5.8) 
Since u = T - T,, , (5.2) follows from (5.7) and (5.8). 
SOLUTIONS OF EIGENVALUE PROBLEMS 179 
We assume that r,, is a sufficiently large portion of as2 so that the following 
inequality is true: 
II u /I2 G C il fbi /I2 (C is a constant, i = l,..., n) 
for all %?(.Q) functions vanishing on aQ. 
Then clearly 
a(u, u) 2 v II 24 lIH’(sa) > where Y = k,/C. (5.9) 
We now suppose that f(~, u) satisfies (1.6), (1.8), and (1.9) with w = Sz. 
Assumption (1.9) has the physical meaning that the electric resistivity of the 
body is always positive. 
Under the above assumptions the following theorem holds. 
THEOREM 5.2. For all R > 0 there exists a solution (A, u) of the Problem 
5.1 such that 
Proof. We set 
s J’ 
U(X) 
dx f (x, t) dt = R. 
i? 
o 
(Au, v) = a(u, v) for all u, zl E Hi(Q). 
It is clear that the operator defined above is of type (1.2). Moreover, by (5.7), 
it satisfies all the assumptions (1 .l), and R, = 0. Thus the triplet (;4, 06, f) 
satisfies the assumptions of Problem P. By Corollary 4.8 the conclusion holds. 1 
Remark 5.3. If we want to have more general boundary conditions than (5.2) 
we must consider variational inequalities of the following type: 
a(u, z - u) + a(u) - Q(u) 3 h J]of(~,u)(u - u) dx for all z, E Hi(Q), (5.9) 
where @: F(Q) ---f R is a 1.s.c. convex function. 
In particular, if we set 
we obtain inequality (5.5). 
If we set 
@P(u) = s, d4x)) dr 
(where v : R + R is a 1.s.c. convex function), we can have many interesting 
situations from the physical point of view. 
We refer to [9, Chap. I] for the study of these situations. 
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Moreover we remark that Mosco [17] has shown that inequalities of the 
form (5.9) can easily be reduced to inequalities of the form (1.12). 
6. EXAMPLE II 
We now consider a simple problem which cannot be reduced directly to 
Problem P because (1.9) is not satisfied. 
We consider the following linear operator defined on a bounded open set: 
Lu = - c JT- [fz&) $1 -c c b&Y) UZi + c(x)24 ij axi 3 z 
with aij E HI*“(Q) and 6, , c E Lm(Q). 
Let E C D be a closed set and let g E Ul(Q) be a function such that 
g(x) ;> y > 0 on E. 
We consider the following closed convex set of H,l(Q) 
K, ={VEH,,l(Q):v<gonE}. 
The problem we wish to study is the following one. 
VW 
PROBLEM 6.1. Given p > 0 find a pair (A, u) E [w x K, such that 
u 3 0, 
Ii 24 II: = f) 
(Lu, v - u> > h i u(v - u) dx for all 2, E K, . * n 
(6.1) 
(6.2) 
(6.3) 
We set Au = Lu + ku. It is possible to choose K so large that A is coercive 
(see [22, Theorem 3.21). In the linear case this means that there exists a constant 
OL > 0 such that 
<Au, u> 2 Ly. II24 IIf. for all u E H,‘(Q). (6.4) 
The operator A satisfies all the assumptions of Remark 1.2. 
Now let z be an eigenfunction of A corresponding to the first eigenvalue 
A1 of A. It is known that z is positive and essentially bounded; moreover, we 
suppose that z is so small that 
;/ z Hi < +p, (6.5) 
rna.r.2s.s z(x) < +r. (6.6) 
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Now we set 
K ={v~lK,:v>xonD}. 
Let 6 = dist(E, aQ); we set 
w = (x E Sz : x 6 E; d&(x, aQ) > S/2}. 
Thus the set K satisfies (1.4) with 5 = z. 
Now we define the following function 
fk Y> = 44 if y < z(x), 
=Y if y > z(x). 
It is trivial to verify thatf(x, y) satisfies (1.5), (1.6), and (1.8) with r = 2 and 
(1.9) with Y = inf esssE, z(x). 
Moreover, we set 
F(x, y)= iv f(x, 4 dt = 44 Y if y < z(x), 
= B[+y + Y21 if y >z(x). 
Recalling Remark 1.2 and applying Corollary 4.8 we have the following. 
LEMMA 6.2. For jixed R > R, = inf,,, jnF(x, v) dx = 11 z 11; there exists a 
pair (h, , u,J E 1w x H,1(Q) such that 
s /‘(x, uo(x)) dx = $(I1 z Iii + II *o II;, = R (6.7) 
<Au, v - ~3 3 Ao I 
uo(v - uo) dx for all v E K, uo(x) 3 0. (6.8) 
52 
We now want to prove that the pair (A, - K, uo) is a solution to Problem 6.1. 
Equation (6.1) is trivially satisfied and (6.2) ’ IS t rue if we take R = Q(i] z 11,” + ~2). 
Thus we only have to verify the inequality (6.3). For this purpose we need some 
lemmas. 
LEMMA 6.3. If (X0, uo) is the pair defined in Lemma (6.2), and h, is the $rst 
eigenvalue of A, we have A0 2 A1 . 
Proof. We suppose for contradiction that A, < AI . This implies that z 
satisfies the following inequality (we recall that u 3 z since u E W): 
<Ax, z - uo) = h, 
s 
x(z - uo) dx < ho 
s 
z(x - uo) dx. (6.9) a n 
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Replacing n by x in (6.8) and subtracting the (6.8) by the (6.9) we have 
On the other hand, since h, is the first eigenvalue of A, we have 
(AZ:, v> > h, j” vu2 dx > X, j v2 dx for all v E H,l(Q). 
“0 n 
Thus (6.10) is not possible. fi 
THEOREM 6.4. The pair (X, - k, u,,) is a solution of Problem 6.1. 
Proof. (6.2) is satisfied if we take R = 4 (11 z II2 + p2). We must verify (6.3). 
Let 
and 
J-4 = cx E J-2 I 44 < 4-q + r/41 
Q)z = {x E f2 1 U(X) > g(x) - r/4}. 
Let pi E s(Q) (i = 1, 2) be two nonnegative functions having support, 
respectively, in !EIr and Q, . 
Let E be a constant such that ~~~ < y/4 (i = 1, 2) thus, by (6.0) and (6.6), 
~of-p1,%--p2E~. 
We replace v in (6.8) by u. + q1 (respectively, u. - q2) and we obtain 
<Au, > ~1) 2 ho j,, ~0~1 dx 
and 
(Au, , ~4 G Xo jQ2 ~0~2 dx, 
and by the arbitrariness of v’i (i = I, 2) 
Au, > X,u,. in G1 
and 
Au, < h,u, in Qa . 
Moreover, it is trivial to verify that 
Au, = h,u, in Q\(sZ, U a,). 
Applying a known theorem of Riesz-Schwartz [20], there exists two non- 
negative measures p1 and pa having support, respectively, in Q, and Sz, such that 
.4u, - Au, = p1 - p2 in Q. 
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Now we want to prove that pr = 0. It is easy to verify that 
*up P1CQ*\@ I44 > 4 
(see e.g., [16, p. 1581). 
If we assume for contradiction that p1 > 0, Lemma 6.3 shows that 
Au, > h,,u, > h,z = Az in Q,, 
(6.11) 
and since u > z on as2, , by the comparison principle (Theorem A.4) it follows 
that u > z in Q, . Therefore by (6.11) supp p1 = @. 
Thus we have proved that 
Au, - houo = -pa in Q. (6.12) 
NowletvEIK,.Thenv--,,<Oontheset 
Q,\{x E E : 44 < g(x)> C supp ~2 . 
Thus by (6.12) we have 
(Au, , z, - u,J - h, 
s 
u,,(z’ - u) dx = - 
n ! 
; (c - uo) dpp > 0. 
Recalling that Au = Lu + ku we have 
(ho, z' - Uo> - (ii0 - k) ja U& - U,,) dx 2 0. 1 
We thank Prof. G. Stampacchia for the interesting discussions and for much illuminating 
advice. 
APPENDIX: T-MONOTONE OPERATORS AND MAXIMUM PRINCIPLE 
In this appendix we list some properties of T-monotone operators and, in 
particular, the maximum principle. 
These properties, which are well known in the literature for many cases, are 
here proved for the abstract class of T-monotone operators. 
In this way we show that Problem P also admits solutions when the operator 
(1.2) is replaced by a more general operator, which satisfies assumptions of 
Remark 1.2. 
At the same time we hope to facilitate the reading of this paper for persons 
not acquainted with the literature on the maximum principle. 
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DEFINITION A.1. We say that the operator A : H’*p(Q) 4 [kPp(Q)]’ is 
T-monotone if for every u, ZI E Hl*r’(SZ) such that u < ZI on aQ 
(Au - Au, max(O, u --- v)) > 0. 
We say that the operator A is strictly T-monotone if it is T-monotone and 
if (Au - Av, u - V) = 0 and u = n on %Q implies that u = u’. 
We remark that when A is T-monotone, its restriction to H,l,p(Q) is monotone. 
In fact if u, v E H,‘*“(Q), then 
u - 2) = max(O, u - E) - max(O, 21 - U) 
from which 
(AU - Av, u - v) = (Au - Av, max(0, u - v)) 
+ (Av - Au, max(O, v - u)) > 0. 
DEFINITION A.2. We say the operator A : H’*“(SZ) + [We”] is local if 
for each open set w C Q 
u = c in w implies Au := Av in w. 
We now shall give some examples of strictly T-monotone local operators. 
Let us consider the linear differential operator 
Au =: - 1 6 (c a<i~,c + dp) -$ c biuxt 
, %Xj i + 44 44 (A.11 I 
TVe assume that A is uniformly elliptic; i.e., there exists a constant u > 0 
such that 
We also suppose that 
c - 1 (di)Z< 2 co I CoE Iw, (-44 
z 
with co large enough that A is coercive (see [22, Theorems 3.1 and 3.21); i.e., 
there exists v > 0 such that (Au, u) >, Y /j u IIf,, . 
It is clear that the operator A with the above assumptions is T-monotone. 
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As a second example we consider an operator which generalizes the operator 
(1.9, 
Au = - T & a,(.~, u, grad u) + a,(~, u, grad u), 
? 
where the ai’s (0 < i < TZ) are smooth functions defined on Q x lRnfl. 
In order that the operator (A.3) be T-monotone we require the following 
assumptions: 
(i) Cr-, [a@, y, r) - a,(-~, y, r’)] (yi - yi’) 2 0 
for all x E 52, y E R and r = (rl ,..., r,), r’ = (Y,’ ,..., Y,‘) E R”; 
(ii) [a,(~, y r) - 4x, y’, r)l ( y - y’) 2 0 
forallxEQ;y,y’ER,andrERn. 
We prove the following lemma. 
LEMMA A.3. Let A : Hl*p(.Q) + [fls”(Q)]’ be a strictly T-monotone local 
operator. If u, v E Hl*p(SZ), then the following two statements aye equivalent: 
(i) (Au - Av, max(O, u - v)) = 0 and u < v 071 X2, 
(ii) u < v in 0. 
Proof. (ii) implies (i): trivial. (i) implies (ii). We set 
G = int{x j U(X) >, V(X)) 
and 5 = maxfu, v). It is clear that 
On the other hand, since u = 5 in G, we have Au = A{ from which 
(-45 - Au, 5 - u)~‘(~, .= 0. (A.41 
From (i), it follows that 
(Au - -4r, 5 - v)H’(R) = 0. (A.5) 
Adding (A.4) to (A.5), we have (A< -- Au, 5 - a),l(,) = 0, and SO v = 5 = 
max(u, v) >, u. 1 
THEOREM A.4 (Comparison Principle). Let A : H’*n(SZ) + [H’*p(Q)]’ be a 
strictly T-monotone local operator, and w C Q be UTZ open set. 
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Au < AC in W, 
64.6) 
then u < v in W. 
Proof. Set 
ii = uin W, 6 = v in W, 
= min(u, v) in Q\,w, = max(zc, V) in Q\u. 
Since A is T-monotone, we have 
(A2 - AZ, max(O, 2i - 6) 2 0 in Q. 
On the other hand, since max(O, zi ~ a) = 0 in Q\w, by the first of (A.6), 
one gets 
(Ati - A77, max(O, ii ~ a)) < 0 in 52. 
Then condition (i) of Lemma A.3 holds for li: and d. Consequently, 27. < d 
in Q and then u < v in Q. a 
As a consequence of Theorem A.4 we have the maximum principle. 
COROLLARY A.5 (Maximum Principle). Let .4 and w be as in Theorem 
A.4. Moreover, let A(0) = 0 and k . Ak > 0 almost everywhere for every constant 
function k. Then if 
Au < 0 in w [respectively, Au > 0 in w], C-4.7) 
we have 
rnzx u < max(rn-ix u, 0) [respectivelq, rnjn u > min(rn-@ u, O)]. 
Proof. Let be k = max(maxa, , 0) [respectively k = min(mina, U, O)]. By 
(A.7), it holds that Au < 0 < Ak [respectively, Au > 0 > Ak]. Then by 
Theorem A.4 since u ,( k on Xi 
u < k in w [respectively, u 3 k in w]. 1 
Remark A.6. If A is the operator (A.]) then the maximum principle has 
been proved by Stampacchia in [22] 1 a so when the hypothesis of T-monotonicity 
is replaced by the assumption that the constant c,, in (A.2) is positive. 
Moreover, Chicco has proved that maximum principle holds also if the 
constant c0 in (A.2) is nonnegative (see [7] and its references). 
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