Abstract. Integer programs are a class of optimization problems that have traditionally been studied using techniques from polyhedral theory and linear algebra. Although these methods have proved to be very successful for linear programming and have contributed much to the understanding of integer programs, many questions regarding integer programs still remain. Recently, tools from commutative algebra and algebraic geometry have provided some new insights into the structure of integer programs, via the theory of Gr obner bases. This lecture is intended to be a tour through the main results that have been obtained by studying integer programs from this algebraic point of view.
Introduction
Linear and integer programs are optimization problems that occupy a fundamental place in the world of mathematical programming and, more globally, op- The set of all solutions, P b = fx 2 R n : Ax = b; x 0g R n , is a polyhedron, by which we mean a set that can be described as the intersection of nitely many hyperplanes and closed halfspaces in R n . We say that LP A;c (b) is feasible if P b 6 = ;. For simplicity we assume that P b is a polytope for all b 2 R d , or equivalently that fx : Ax = 0; x 0g = f0g. A polytope is, by de nition, a bounded polyhedron and has an equivalent description as the set of convex combinations of a nite minimal set of points called the vertices of the polytope. Therefore LP A;c (b) involves minimizing the linear cost function c x over the polytope P b which implies that the set of optimal solutions to LP A;c (b) always includes a vertex of P b .
Probably the most famous algorithm for solving a linear program is Dantzig's simplex method Dan] . For other algorithms and further reading on both linear and integer programming see Sch] . The simplex method needs as input, an arbitrary vertex v 0 of P b as well as a representation of P b in terms of inequalities and equations. Geometrically, the simplex algorithm traces a monotone edge path on P b , starting at the \initial" vertex v 0 and ending at an optimal vertex v 0 . More speci cally, a generic step in the algorithm involves moving from a non-optimal vertex v to a Despite the success of a number of algorithms on many problems of practical interest, the structure of the general integer program is not well understood (unlike the case of linear programs). Hence, it seems worthwhile to apply techniques from other branches of mathematics to understand the large di erences in complexity and structure brought about by the imposition of integrality on a linear program. In this lecture, we survey results obtained by investigating integer programs using the theory of Gr obner bases of polynomial ideals, an important computational tool in commutative algebra and algebraic geometry. A Gr obner basis of a polynomial ideal is a special generating set of the ideal that depends on a term order on the variables in the ideal. Gr obner bases can be computed using Buchberger's algorithm Buc] . A term order on N n , denoted , is a total order on N n with the additional properties that 0 for all 2 N n nf0g and that if then + + for all 2 N n . We refer the reader to the books AL] and CLO], and the lecture notes by David Cox in this volume, for all Gr obner basics necessary for this lecture.
In Section 2, we describe the Gr obner basis based algorithm to solve integer programs introduced by Conti and Traverso CT]. The geometry behind this algo-4 REKHA R. THOMAS rithm is examined in Section 3. Section 4 introduces universal test sets for IP A , the family of all integer programs with xed coe cient matrix A. Section 5 contains some special cases. Then a number of results on the structure of the polytopes P I b , given by the Gr obner basis approach to integer programming, are discussed in Section 6. We conclude in Section 7 with a brief discussion of implementation issues associated with this method. The interested reader is referred to Stu] for a detailed algebraic treatment of the material in this lecture and for the general connections between Gr obner bases and convex polytopes. The support of a vector u 2 Z n is the set supp(u) = fi : u i 6 = 0g f1; 2; : : : ; ng, and notice that every u 2 Z n can be written uniquely as u = u + ? u ? where u + ; u ? 2 N n and have disjoint supports. Let ker Z (A) denote fx 2 Z n : Ax = 0g, which is a saturated sublattice of rank d in Z n . If u 2 ker Z (A) then A (u + ) = A (u ? ) and the binomial x u + ? x u ? 2 I A . Conversely, every binomial in I A is of the form x u + ? x u ? for some u 2 ker Z (A). Lemma 2.1. The In the rst step of the Conti-Traverso algorithm, we need to compute the reduced Gr obner basis G c of the toric ideal I A with respect to the re ned cost vector c . In usual Gr obner basis computations one requires a term order as input to the Buchberger algorithm, although every term order can be mimicked by a nonnegative cost vector as long as the largest degree of a polynomial encountered during the algorithm is bounded. However, the cost vector induced by c often has negative components and hence fails to satisfy the condition c 0 for all non-zero 2 N n . It is this property that usually guarantees that the Buchberger algorithm will terminate after nitely many steps, and hence we need to compensate for its absence. In our situation, the termination of the Buchberger algorithm follows from the assumption that fx 0 : Ax = 0g = f0g allowing us to use c instead of a term order to run the algorithm.
The mechanics of the Buchberger algorithm assures that if a set of binomials is used as input then, regardless of the cost vector used, every S-polynomial and its remainder on division by the existing partial Gr obner basis is again a binomial.
The existence of a binomial generating set for I A then gives the following corollary. There are a number of issues that have to be dealt with while implementing the above version of the Conti-Traverso algorithm. In particular, nding a generating set for I A to be used as input to the Buchberger algorithm in Step 1 If all entries of the matrix A are non-negative, we do not need the variable t 0 and the binomial t 0 t 1 t d ? 1 in the above computation. We refer the reader to CT] for computational tests of the above algorithm.
Test Sets in Integer Programming
We now Example 2.5 continued: Figure 3A shows the projections onto the x 4 ; x 5 plane, of the elements in G c , interpreted as directed line segments. This allows all lattice points in P I b to be enumerated. This idea was applied in TTN] to a class of stochastic integer programs that arose from a manufacturing application. The stochastic program consisted of an integer program of the form IP A;c (b) with an additional complicated stochastic constraint f(x) f 0 that was given by an oracle. By this, we mean that there exists an oracle which will output a \yes/no" answer to whether this complicated constraint is satis ed by a given lattice point. No further assumptions are made on the constraint f(x) f 0 . The problem was to minimizefc x : Ax = b; f(x) f 0 ; x 2 N n g. This can be solved using Gr obner bases as follows. We rst ignore the stochastic constraint and compute G c and locate the optimal solution of IP A; c (b). Next, we reverse the direction of all edges in the graph F b; c and trace all paths starting at the optimum of IP A; c (b) until we reach the rst node on a path that satis es f(x) f 0 . At this point the path is pruned and the vertex is recorded. An unpruned path can be pruned before it enters the feasible region of the stochastic program if its current vertex has higher cost value than the cost value of a recorded leaf. When all paths have been pruned, for one reason or another, the recorded vertices are compared and the one that has the least cost value is the optimal solution to the program. Proof of optimality follows from the properties of F b; c . This reverse search technique is similar in avor to the procedure in AF] for searching the vertices of a convex polytope.
Given that the idea of solving integer programs via test sets is rather natural, it is not surprising that a number of test sets can be found in the integer programming literature. In 1975, Graver Gra] showed the existence of a nite set of vectors that solve all integer programs with coe cient matrix A. We call this test set the Graver basis of A and it will be discussed further in Section 4. Variants of the Graver basis appear in both BJ] (1) the Graver basis of (A), (2) the universal Gr obner basis of (A), (3) any reduced Gr obner basis of I (A) , and (4) any minimal generating set of I (A) (up to scalar multiples).
Algorithm 4.5 How to compute the Graver basis of A..
(1) Compute the reduced Gr obner basis G of I (A) with respect to any term order.
(2) The Graver basis Gr A consists of all elements ? such that x y ?x y appears in G. Proof. By Theorem 4.4 any reduced Gr obner basis of I (A) is also the Graver basis of (A). The bijection between the kernels of A and (A) implies that a reduced Gr obner basis of I (A) with the variables y j set to one, is the Graver basis of A.
Example 2.5 continued: In this example, Gr A = UGB A = fx 3 x 3 5 ?x 2 1 x 2 4 ; x 2 x 2 5 ? x 2 1 x 4 ; x 2 x 4 ? x 3 x 5 ; x 2 2 x 5 ? x 2 1 x 3 ; x 2 1 x 2 3 ? x 3 2 x 4 g. The associated toric ideal has eight distinct reduced Gr obner bases which we will examine in Section 6.
Since UGB A Gr A , all we need now is a characterization of the elements of UGB A so that they can be identi ed from among the elements of Gr A . In Section 6 we will see a geometric characterization of the elements in UGB A that can be used for this purpose. A second test for whether an element of Gr A is in UGB A can be found in ST].
We now introduce certain special elements of UGB A which play a crucial role in the theory of linear programming. An integral vector is said to be primitive if the greatest common divisor of its components is one.
De nition 4.6. A circuit of A is a non-zero primitive vector u 2 ker Z (A) such that its support, supp(u); is minimal with respect to inclusion. of the form e i ? e j ; 1 i < j n ? 1 and n ? 1 elements of the form De k ? e n , k = 1; : : : ; n ?1. The ratio of the cardinality of the Graver basis to the cardinality of UGB A tends to in nity both in n and in D.
Just as for integer programs, we may de ne test sets for linear programs as follows. A test set for the family LP A;c is any nite subset T c of ker(A) such that, for every b such that LP A;c (b) is feasible and for every x 2 P b , either x is an optimal solution of LP A;c (b) or there exists t 2 T c and > 0 such that x? t 0 and c t > 0. Here ker(A) = fx 2 R n : Ax = 0g and as before we assume that c is a generic cost vector for the matrix A. A test set is minimal if it has minimal cardinality. We de ne a universal test set for the family LP A to be any nite subset T of ker(A) such that T is a test set for LP A;c , for every generic c 2 R n . The following theorem along with Theorem 6.14 show that C A is to LP A as UGB A is to IP A . Theorem 4.10.
(1) C A is a minimal universal test set for LP A (up to sign).
(2) Every edge direction of every polytope P b has a unique representative in C A .
A natural question in the spirit of this section is to ask whether it is possible to bound the degree of elements in UGB A and / or Gr A in terms of the matrix A. By the degree of a binomial x v + ? x v ? we mean P n i=1 jv i j, the 1-norm of the vector v. Improving degree bounds of elements in Gr A is an important open problem in this area. It has been conjectured that the true degree bound for elements in Gr A should not involve n. A related question is to ask whether the maximum degree of an element in Gr A is always achieved by a circuit. This is however false. In fact there exists a family of matrices for which the elements of Gr A with maximum 
Special Cases
In many special cases the elements of Gr A and UGB A can be described more speci cally by using properties of the matrix A at hand. We describe below two such special situations. We now examine certain polyhedral results for integer programs that follow from this Gr obner basis approach. We begin by stating some general facts from polyhedral theory. Recall that a polytope P is a bounded polyhedron that can either be written as P = fx 2 R n : Mx mg for some M 2 R p n and m 2 R p , or as P = f 1 v 1 + + t v t : P i = 1 ; i 0; 8ig where the points v 1 ; : : : ; v t are the vertices of P. If m = 0 in the rst expression, then P is called a polyhedral cone in R n . The dimension of P, denoted dim(P), is the dimension of its a ne span. For a polytope P R n and a vector c 2 R n , we de ne face c (P ) to be the set of all points in P at which the linear functional c x is minimized. Hence face c (P ) = fx 2 P : c x c y; 8y 2 Pg. If F is any face of P, then N(F; P) denotes the cone of (inner) normals, called the inner normal cone of P at F. In symbols, N(F; P) = f c 2 R n : c x c y for all x 2 F; y 2 Pg. A polyhedral fan in R n is a collection of polyhedral cones (also called cells of the fan) with the property that if C is in the fan then so is every face of C, and if C 1 and C 2 are in the fan then their intersection is a common face of each. A polyhedral fan in R n is said to be complete if the union of all elements in the fan is R n . It may be noted that the collection of cones N(F; P) as F ranges over all faces of P, denoted N(P), is a complete polyhedral fan in R n and we call it the (inner) normal fan of P. We say that two polytopes are normally equivalent if they have the same normal fan.
v P normal cone of P at v inner normal fan of P Figure 4 : inner normal cone of P at v and inner normal fan of P.
Given two polytopes P and Q in R n , their Minkowski sum is the polytope P+Q = fp + q : p 2 P; q 2 Qg R n , and P and Q are called Minkowski summands of P +Q. As in the usual extension of addition to integration, the operation of taking Minkowski sums of nitely many polytopes extends naturally to the operation of taking Minkowski integrals of in nitely many polytopes. See BiS] for details. The common re nement of two fans F and G in R n , denoted F \ G, is the fan of all intersections of cones from F and G. We say that F \ G is a re nement of F (respectively G). The following are two useful facts in this context: (i) for polytopes P and Q in R n , the fan N(P + Q) = N(P) \ N(Q) and (ii) the fan N(P) is a re nement of N(Q) if and only if Q is a Minkowski summand of P for some positive real number . For a hyperplane H = fx 2 R n : ax = 0g in R n , let H + denote the closed half space fx 2 R n : ax 0g and H ? denote fx 2 R n : ax 0g.
A hyperplane arrangement in R n is the common re nement of nitely many fans of the form fH + ; H ? g. The arrangement is usually speci ed by listing the associated hyperplanes. The Minkowski sum of nitely many line segments is called a zonotope and by (i), its normal fan is a hyperplane arrangement. We will rst study the variation of cost vectors in integer programming. There is a natural equivalence relation on the space of all (not just generic One of the main results in this section is a structure theorem for these equivalence classes (Theorem 6.10). We note that Theorem 6.10 can also be derived from more general results of Mora-Robbiano MR] and Bayer-Morrison BM] on Gr obner fans and state polytopes for graded polynomial ideals. What we present here is an alternate construction for toric ideals, which is self-contained and provides more precise information for integer programming. This is a well-de ned polytope in R n which we call the state polytope of A. Example 2.5 continued: For our running example we saw that UGB A = fx 3 x 3 5 ? x 2 1 x 2 4 ; x 2 x 2 5 ? x 2 1 x 4 ; x 2 x 4 ? x 3 x 5 ; x 2 2 x 5 ? x 2 1 x 3 ; x 2 1 x 2 3 ? x 3 2 x 4 g. There are eight distinct reduced Gr obner bases for I A . We list below the distinct initial ideals, each accompanied by a representative cost vector. Each element of UGB A comes from a distinct ber of A , two of which are triangles and three are line segments. The ve Gr obner bers are shown in Figure 6 and correspond to the right hand side vectors (2; 2; 2) t , (3; 1; 2) t , (4; 2; 4) t , (3; 2; 1) t and (4; 4; 2) t . As expected, the Minkowski sum of these ve bers is an octagon in R 5 which is the state polytope of this matrix. The vertices of the octagon are in bijection with the eight distinct initial ideals of I A . As easy computation shows that there are 8 + 8 + 1 = 17 equivalence classes of cost functions for the above matrix. Obviously we have '(2) = 2. Conjecture 6.13 asserts that '(3) = 4, or, equivalently, that every vertex of a 3-dimensional state polytope is either 3-valent or 4-valent. It is also known that for k 2 N, '(4k ? 1) ? 2k?1 k ? 2k+1 k+1 > 2 k .
We close this section with a geometric characterization of the elements in the universal Gr obner basis UGB A . In the case of our running example, this theorem can be seen in Figure 6 . We now recall a general fact about Minkowski sums of polytopes.
Lemma 6.15. Let P be the Minkowski sum of the polytopes P 1 ; : : : ; P k . Then the set of edge directions of P is the union of the sets of edge directions of P i for i = 1; : : : ; k. (St(A) ). Therefore g appears in the inequality presentation of K c . In other words, g is equal to one of the elements g i of the reduced Gr obner basis G c .
We do not give a proof of the only-if direction here, but instead mention the key lemmas and ideas that are needed. Corollary 6.19. For every generic cost vector c 2 R n , the reduced Gr obner basis of IP A;c consists only of edges of certain bers P I b . Theorem 6.14 implies that we can trace a monotone edge path from every nonoptimal vertex of IP A;c (b) to the optimal vertex, using only elements in UGB A .
Thus reduction with respect to the universal Gr obner basis can be viewed as an integer analogue to the simplex method for linear programming.
Theorem 6.14 gives rise to the following algorithm for computing the universal Gr obner basis.
Algorithm 6.20 How to compute the universal Gr obner basis UGB A .
(1) Compute the Graver basis Gr A using Algorithm 4.6. Conversely, each maximal cell in the Gr obner fan will eventually be generated in the WHILE-loop since Gro(A) covers R n .
Implementation Issues
To conclude, we brie y discuss some of the implementation issues related to the use of Gr obner bases in integer programming.
In Section 2 we saw some of the problems that have to be faced while solving an integer program using the Conti-Traverso algorithm. The rst issue is nding a generating set for the toric ideal, I A , which can be a stumbling block for large integer programs. By Theorem 4.4, nding a generating set for a toric ideal is in the worst case as hard as nding a universal Gr obner basis of the ideal. In theory, generators for I A can be found using the original Conti-Traverso algorithm via a Gr obner basis computation on a larger ideal in at most d + 1 extra variables. In practice, this method works only when the integer programs at hand are reasonably small. Newer algorithms given in DU] and HS] run entirely within the polynomial ring k x] and have been found to be faster (as one might expect). Both these algorithms use many relatively short Gr obner basis computations.
Once a generating set for I A has been found, the reduced Gr obner basis G c has to be calculated. This can be done in principle using any software package that computes Gr obner bases like MACAULAY. As the problem size increases this computation may become di cult or sometimes impossible. In many situations, one can push the computations further by exploiting the speci c structure of the integer program at hand. One such methodology was adopted in TTN] where it was possible to decompose the Gr obner basis computation into smaller sub-computations that could be carried out e ciently. In the perfect f-matching problem from Section 5 we saw that the Gr obner basis elements can be interpreted graphically. Recently Hayer and Hochst attler HH] investigated Gr obner bases of vertex cover problems 22 REKHA R. THOMAS where once again the Gr obner basis elements can be interpreted graphically. In these situations combinatorial arguments aid the computation of G c and UGB A .
The software GRIN (GR obner bases for INteger programming) exploits the combinatorial interpretation of the Buchberger algorithm possible in the case of toric ideals, along with some of the usual criteria used to speed up Gr obner bases computations. A detailed discussion of the special features implemented in GRIN can be found in HS]. This paper also reports experiments with randomly generated integer matrices of sizes ranging from 4 8 to 8 16 with non-negative entries in the range 0 to 20 and comparisons with CPLEX, a commercial package for linear and integer programming currently used by integer programming practitioners. According to their results GRIN becomes competitive with CPLEX when the matrix A is dense and randomly generated with entries that are not all 0=1. In these situations, the optimal solution of the integer program is typically far from the optimal solution of its linear relaxation. The expensive part of the work done by GRIN is in the computation of G c , after which reducing a non-optimal solution in a given ber to the optimum was found to be extremely fast. The computation of G c has to be thought 
