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to finely tune signaling and ensure
that only the most proximal oocyte
completes meiotic maturation and is
ovulated.
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A remarkable new study of conjoint electrophysiological and metabolic brain
signals is the first to analyse trial-by-trial responses in awake-behaving
primates and furnishes crucial constraints on the interpretation of functional
brain mapping data.
Karl Friston
‘‘What causes brain mapping
signals?’’ This question has dogged
functional neuroimaging since its
inception in the 1980s. One often
reads the phrase ‘‘little is known about
the neuronal basis of hemodynamic
signals, as measured with functional
magnetic resonance imaging (fMRI)’’.
In fact, we know an enormous amount
about the genesis of these signals.
However, there is a missing link; we
do not know which attribute of
neuronal activity causes measurable
changes in perfusion and blood
oxygenation. We know from MRI
physics how signals are formed,
through changes in deoxyhemoglobin
concentration in the blood [1]; we
have precise and physiologically
validated biophysical models of how
these concentrations unfold in
response to changes in cerebral
blood flow [2,3]; and we have a fairly
thorough understanding of the
vasodilatory mechanisms that initiate
these changes [4,5]. What we do
not know is how vasodilatory signals
relate to neuronal dynamics at the
cellular and micro-circuitry level. The
work reported recently in Current
Biology by Goense and Logothetis
[6] takes us closer to answering this
question.
Energetics and Electrophysiology
The basis of brain imaging signals
has always been a preoccupation of
imaging neuroscience and has been
expressed in many guises. Initially, the
focus was on quantitative metabolism
and stoichiometrics, as exemplified by
the pioneering work of Sokoloff [7].
With the advent of positron emission
tomography (PET) and the opportunity
to measure cerebral blood flow
non-invasively, stoichiometric analyses
focussed on the apparent uncoupling
between blood flow and oxygen
metabolism [8]; it seemed that the brain
does not use all the oxygen delivered
by increases in blood flow. This
uncoupling is the basis of the
blood-oxygenation-level-dependent
(BOLD) signal in fMRI, established
in the early 1990s [1]. Around this
time, there was a shift in focus to
distal mechanisms generating fMRI
signals, such as balloon models
[2,3] that emphasised hemodynamics
per se.
The past few years have seen
a return to the stoichiometric analysis
but finessed in terms of energy
budgets that can be attributed to
specific aspects of neuronal activity




This progressed at two scales; first,
the study of correlations between
non-invasive electroencephalographic
(EEG) and fMRI signals that has
been championed by epilepsy
researchers [10]. The second was
at a microscopic scale [11,12].
Logothetis and colleagues [11]
led the way in correlating local
field potentials and multi-unit
activity with conjoint fMRI signals.
This work was technically
breathtaking in its sophistication
and proficiency, and has provided
some of the clearest insights
into the link between neuronal




The [simplified] picture that emerges
from the above research is that
vasodilatory signals are elaborated
in response to pre-synaptic release
of neurotransmitters (principally
glutamate). Their post-synaptic
targets include glial cells, the
secondary-messenger systems of
which orchestrate the synthesis of
signals (such as nitric oxide) that cause
arteriolar muscle to relax and initiate
well-characterised hemodynamics.
Goense and Logothetis [6] suggest
that the concomitant post-synaptic
responses of neurons are fluctuations
in transmembrane potential which give
rise to local field potentials. Critically,
these neuronal dynamics have
characteristic frequencies in a range
that corresponds to the time-constants
of slow currents, mediating things like
after-hyperpolarisation. This is
important because these slower
(10 to 100 milliseconds) post-synaptic
dynamics are moderated by classical
modulatory neurotransmitters
and coincide with the longer
time-constants associated with
(nonlinear) NMDA receptors. Put
simply, two streams of cellular
processes are initiated by pre-synaptic
glutamate release; the first
(predominantly in glial cells) gives
rise to the BOLD signal, while the
second (in neurons) engenders local
field potentials.
This picture is supported by the
new results [6] because it is the local
field potentials and not multi-unit
activity that predicts the BOLD signal.
Goense and Logothetis [6] exploit the
fact that multi-unit activity reflects
action potentials in large cells (such
as pyramidal or principal cells) to
reach a fundamental conclusion:
BOLD signals reflect the sequelae
of pre-synaptic activity, not
post-synaptic firing. This is important
because one cannot interpret the
results of a brain mapping activation
in terms of the firing of principal or
output neurons. In other words, one
is not looking at the results of
a computation or the neuronal code
per se but at the somato-dendritic
computations that furnish that
representation. One can equate the
firing of principal cells with a neural
code, in the sense that these are the
only signals that are transmitted to, or
accessed by, other neurons. This
means the BOLD signal is not
a correlate of neuronal encoding;rather it reflects the effects of
pre-synaptic activity, from which the
code is elaborated. Goense and
Logothetis [6] are careful to point out
that this is not necessarily the input
from another population or area,
because pre-synaptic terminals are
found on both extrinsic and intrinsic
(or recurrent) connections from the
same area. This conclusion is
important and may explain why fMRI
can see subtle effects normally
associated with lateral or top-down
inputs that elude single-unit electrode
recording studies [13].
Microscopic or Macroscopic?
The work reported by Goense and
Logothetis [6] is unique because it is
the first conjoint recording study in
awake-behaving monkeys that has
examined trial-by-trial responses. It is
also the first time that these data have
been analysed to disclose the unique
contributions of different local field
potential frequencies. These analyses
are based upon convolution models of
the sort used to model conventional
fMRI data in humans, but the stimulus
functions (that usually encode
surrogates for neural activity, such as
stimulus presentation) comprised the
power in different frequencies.
Critically, this enabled the authors to
examine the contribution of different
frequencies, while explaining away the
effects of others. Remarkably, their
results suggest that all frequencies
explain a significant part of the BOLD
response. Having said this, the most
potent frequency lies in the low-gamma
range, in which the slow post-synaptic
somato-dendritic responses to input
are expressed [6].
This is important from a number of
perspectives, particularly for those
involved in EEG research. First, if it is
true that the BOLD signal and local
field potentials have the same cause
(pre-synaptic activity), then there
might be closer correspondence
between EEG (a summation of local
field potentials) and fMRI than
previously thought. Second, these
results may inform the study of
frequency-specific correlates of fMRI
signals in induced response, sleep
and epilepsy research. The questions
here are not about the relationship
between BOLD signals and the neural
code, but their relationship to
macroscopic oscillations and
transients. Here the questions pertain
to the population dynamics, asopposed to the microscopic activity
of single neurons. In this context,
the findings of Goense and
Logothetis [6] may substantiate the
longstanding conjecture that faster
(de-synchronised) EEG activity is
associated with neuronal activation:
Studies of EEG and fMRI suggest an
increase in EEG frequency is
associated with an increase in BOLD
signal, at least in the cortical sources
[14,15]. In other words, low-frequency
(alpha) activity is usually associated
with smaller fMRI signals, whereas
fast (gamma) activity is associated
with a hemodynamic activation.
This relationship has been studied
using computational modelling [16],
which suggests the mechanism is
quite simple; increased pre-synaptic
activity opens ion channels,
decreases effective membrane
time-constants and reduces the
integration time of post-synaptic
neurons. This leads to faster
oscillatory activity and an increase in
the frequency of population activity.
This is a nice example of circular
causality, where the microscopic
post-synaptic processes are enslaved
by macroscopic variables (mean
activity), which links the microscopic
scale to observable macroscopic
quantities. The precise form of the
frequency dependency of BOLD
signal reported in [1] may provide
important constraints on synaptic
time-constants and intrinsic
connectivity of microcircuits [17] that
support this self-organised behaviour.
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TheArp2/3 complex is a powerful nucle
recent study has now revealed that this
control but that there also exists a brake
both the basal activity of the Arp2/3 co
nucleation-promoting factors.
Britta Qualmann*
and Michael M. Kessels
The actin cytoskeleton plays important
roles in a broad collection of cell
biological processes in eukaryotes,
including cytokinesis, cell migration,
vesicle trafficking, Golgi organization
and cellular morphogenesis. The actin
cytoskeleton can provide mechanical
stability and can generate and
transduce forces, yet is dynamic and
subjected to turnover and
reorganization in response to both
external and internal cues. The
dynamic assembly and disassembly
of actin filaments and the organization
of larger filament superstructures are
under the tight control of a plethora
of actin-binding proteins. These
proteins bind directly to filaments or
monomers and control both actin
organization and actin dynamics.
Assembly of actin filaments from
monomeric globular actin (G-actin) is
not an easy task, as spontaneous
assembly is kinetically very
unfavorable due to the instability of
actin dimers. To ensure efficient
filament formation cells therefore use
a (thus far) limited number of nucleating
factors, such as Arp2/3 complex,
formins, Spire proteins and Cobl.
Formins can be found in all
eukaryotes and promote the formation
of unbranched filaments. Biochemical12. Lauritzen, M. (2005). Reading vascular
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the key? Nat. Rev. Neurosci. 6, 77–85.
13. Heeger, D.J., and Ress, D. (2002). What does
fMRI tell us about neuronal activity? Nat. Rev.
Neurosci. 3, 142–151.
14. Laufs, H., Kleinschmidt, A., Beyerle, A.,
Eger, E., Salek-Haddadi, A., Preibisch, C., and
Krakow, K. (2003). EEG-correlated fMRI of
human alpha activity. NeuroImage 19,
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(1999). The relationship between
synchronization among neuronal populationsutting the Brakes
ator of actin filamentswhen activated. A
complex is not only subject to positive
on its activity. This brake can suppress
mplex as well as its activation by
and structural work indicates that
a donut-shaped formin structure
stabilizes an actin dimer or trimer and
then processively remains associated
with the growing, ‘barbed’ end of
the actin filament [1]. Spire proteins,
which have been found in flies and
vertebrates, also give rise to
unbranched filaments and have been
suggested to promote the formation of
a linear array of four actin molecules
and remain associated with the
‘pointed’ end of the filament [2]. The
most recently discovered nucleator,
Cobl, also gives rise to unbranched
filaments. For nucleation, Cobl uses
three G-actin-binding WH2 domains,
which seem to spatially arrange three
actin monomers so that an actin seed
with a complete barbed end interface
for further spontaneous actin assembly
is generated. Given that Cobl shields
the barbed end from depolymerization,
it was suggested that Cobl follows this
fast-growing end of actin filaments
during filament growth. The nucleator
Cobl is restricted to vertebrates and
plays an important role in neuronal
morphogenesis, a critical step in the
formation of neuronal networks [3].
The founding member of the actin
nucleators is the Arp2/3 complex,
a complex composed of seven
subunits, two of which are the
actin-related proteins Arp2 and Arp3.
The Arp2/3 complex is highlyand their mean activity levels. Neural Comput.
11, 1389–1411.
17. Riera, J.J., Schousboe, A.,
Waagepetersen, H.S., Howarth, C., and
Hyder, F. (2008). The micro-architecture of the
cerebral cortex: Functional neuroimaging
models and metabolism. NeuroImage 40,
1436–1459.
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DOI: 10.1016/j.cub.2008.03.042conserved in all eukaryotes and has
only a very moderate actin nucleation
capability on its own but can be
activated by the VCA domain at the
carboxyl terminus of Wiskott-Aldrich
Syndrome Protein (WASP) family
proteins, which comprises a
G-actin-binding WH2 domain and an
acidic motif that mediates binding to
Arp2/3 complex. VCA association
induces a conformational change of
the complex, bringing Arp2 and Arp3
close to each other and thereby
promoting actin nucleation (for a recent
review, see [4]). Consistent with such
a mechanism, the Arp2/3 complex
remains associated with the pointed
end and lets the barbed end polymerize
freely [5]. Since the Arp2/3 complex
has actin filament side-binding activity,
it is so far the only known nucleator that
gives rise to branched actin filaments,
which are important, for example, for
the formation of lamellipodia in
migrating cells [4,5].
The signaling network regulating
Arp2/3 activity is highly complex and
encompasses several direct activators
that in turn are each controlled by
a multitude of further components [4].
Thus far, however, our knowledge of
this regulatory network has been
restricted to positive regulation. A
recent study from Rocca et al. [6] now
shows that the PICK1 scaffold protein
acts as an inhibitor of the Arp2/3
complex, describing a completely new
type of regulation of actin dynamics.
PICK1 was previously described as
a scaffold protein that binds lipids
through its BAR domain and interacts
via its PDZ domain with a number of
membrane proteins including the
AMPA receptor subunits GluR2/3.
This interaction influences trafficking
of postsynaptic AMPA-type glutamate
receptors in response to Ca2+ influx
