Abstract. We show that the span of Ω( 1 ε 4 ) rows of any matrix A ⊂ R n×d sampled according to the length-squared distribution contains a rank-1 matrixÃ such that ||A −Ã||
Introduction
Rank-k approximation is an important problem in data analysis. Given a dataset represented as a matrix A ⊂ R n×d , where the rows of the matrix represent the data points, the goal is to find a rank-k matrixÃ such that ||A −Ã|| 2 F is is not too large compared to ||A − π k (A)|| 2 F . Here π k (A) denotes the best rank-k matrix under the Frobenius norm, that is, From a geometric perspective, the problem is to find a best-fit k-subspace to a given n points in d-dimensional Euclidean space where the measure of fit is the sum of squared distance of the points to the subspace. In this article we restrict our discussion to rank-1 approximation which corresponds to the geometric best-fit line problem. We will be using the matrix and geometric interpretations interchangeably in this discussion.
We will discuss a sampling technique for this problem. We start with the following question: "Is there a simple sampling procedure that samples a few rows of the given matrix such that the span of the sampled rows contain a good rank-1 approximation?" Let us try the simplest option of sampling from the uniform distribution. One quickly realises that it is easy to construct datasets where the span of even a fairly large sample of uniformly sampled rows does not contain a good rank-1 matrix. For example, consider a two-dimensional dataset where all except one point have coordinate (0, y) and the remaining point has coordinate (x, 0) and x >> y. This example suggests that one should take the norm of a point into consideration while sampling. This naturally leads to length-squared sampling. The idea is to sample rows such that the sampling probability of the i th row is proportional to the square of its norm. That is, the sampling probability p i of the row A (i) of a matrix A is given by:
Length-squared sampling has been explored in the past work of Frieze et al. [FKV04] and further explored in various works [DRVW06, DV06] . The main result known from previous works in the context of rank-1 approximation is the following theorem of Frieze et al. [FKV04] . 
Note that this only gives an additive approximation and the additive error of ε · ||A|| 2 F can be very large since we do not have any control on ||A|| 2 F . This raises the question about whether a multiplicative approximation could be possible. The subsequent works of Deshpande and Vempala [DV06] and Deshpande et al. [DRVW06] use adaptive length-squared sampling along with volume sampling to obtain a multiplicative approximation. In this work, we show that length-squared sampling is sufficient to obtain a multiplicative approximation albeit at the cost of using a slightly larger sample size. Our main result is formally stated as the following theorem. 
We prove our main result in the next section. Before we do this, let us discuss the application of our results in the streaming setting that is relevant for big data analysis where n and d are very large 1 . Note that length-squared sampling will naturally give a 2-pass streaming algorithm that uses O( n+d ε 4 log nd) space. Here, in the first pass, we perform length-squared sampling using reservoir sampling 2 . In the second pass, we project all the points in the space spanned by the sampled rows and find the best fit line in this smaller dimensional space. It is important to note that a streaming algorithm with similar space bound that works using only one pass is known [CW09] . So, our note is more about the properties of length-squared sampling than streaming algorithms for rank-1 approximation.
Related Work
Low rank approximation of matrices has large number of applications in information retrieval and data mining (see e.g. [DKR02, PRTV00, AFKM01, DFK + 04]). There has been lot of recent activity in obtaining low rank approximations in time depending on the number of non-zero entries in the input matrix [CW17, Sar06, DV06, Har14]. All of these methods rely on computing suitable random projections of the input matrix. Length-squared sampling is a natural sampling algorithm and has had applications in many problems involving matrix computations [DK01, DK03, FKV04, DFK + 04]. As mentioned earlier, et al. [FKV04] showed that this can also be used for obtaining low rank approximations, but one needs to incur an additive error term. This restriction was removed in subsequent works [DV06, Sar06, DMM06a, DMM06b, DMM06c, NDT09, MZ11, DMMS11] but using different techniques. Our main contribution is to show that length-squared sampling is sufficient to obtain a bounded multiplicative error for rank-1 approximation.
1 In this setting, one is allowed to make a few passes over the dataset while using limited amount of workspace. That is, the amount of space the should not scale linearly with the dataset size. This makes sense for big data analysis where it may not be possible to hold the entire dataset in the memory for processing. 2 In order to maintain a single sample one does the following. The first row is stored with probability 1. On seeing the i th row (i > 1), the stored item is replaced wth A (i) with probability
. A simple telescoping product shows that the rows get sampled with the desired probability.
Rank-1 approximation
We prove our main result in this section. Let A (i) denote the i th row of matrix A. Let v denote the unit vector such that Av 2 is maximised. We assume without loss of generality that v = (1, 0, 0, ..., 0). Let σ 2 = Av 2 . So, we can write
Proof. Note that since v maximises Av 2 , we have π 1 (A) = σu 1 ,0,...,0
. . . , which implies that
Combining the above with Theorem 1, we get:
This completes the proof of the lemma.
⊓ ⊔
For the remainder of the proof, we will assume that
Let s be a randomly sampled row of matrix A sampled with length-squared distribution and let s (1) , s (2) , ..., s (l) be l independent copies of s. What we would like to do is to define a deterministic procedure to construct a (random) rank-1 matrix X using s (1) , ..., s (l) , where each row of X lies in the span of s (1) , ..., s (l) , such that the expected value of ||A − X|| 2 F is at most (1 + ε) · r 2 . Another (geometric) way of saying this is that there is a point t in the span of s (1) , ..., s (l) such that the squared distance of rows of A from the line ℓ(t) is at most (1 + ε) times of that from the best-fit line ℓ(v). Here ℓ(.) denotes the line passing through the given point and origin o = (0, ..., 0).
We will need a few more definitions to give the procedure that defines X from s (1) , ..., s (l) . We first divide the rows into "good" and "bad". A row A (i) is said to be good if
otherwise it is bad. We now give the procedure for mapping the randomly length-squared sampled s (1) , ..., s (l) to and appropriate matrix X.
. . .
Note that the above defined procedure is only meant for the analysis and is never actually executed. First, note that the n × d matrix X defined above is a rank-1 matrix. We will now bound E[||A − X|| 2 F ], which is the same as
We start with a simple lemma that bounds the probability of sampling a bad row.
Lemma 2. The probability that a sampled row s, sampled using length-squared distribution, is bad is at most
Proof. The probability of sampling a bad row A (i) is given by
. So, the probability that a sample row is bad is at most
1 is σu i and X
1 is σu i t 1 . Therefore:
We obtain a bound on the expectation of (A
Lemma 2 shows that the probability of t (j) 1 being 0 for any j is at most
εσ 2 . Substituting this in the inequality (3) above, we get that
The lemma follows from the facts that i u 2 i = 1, r 2 ≤ ε 3 σ 2 and l ≥ 
We will now estimate each of the terms above. First, note that if z (j) denotes the vector obtained from t (j) by removing the first coordinate, then t ′ = 1 l l j=1 z (j) . Let G denote the index set of good rows. Then observe that for any j,
where p k is the probability of length-squared sampling the k th row of A. Since the vectors t (j) are chosen i.i.d, the expectation of t ′ can also be written in terms of the above expression. Next, we show a useful inequality for good rows.
Lemma 4. If row
Proof. Since row A (i) is good, we know that r 2 i ≤ εσ 2 u 2 i . Also note that length squared sampling means that p i = σ 2 u 2 i +r 2 i σ 2 +r 2 . Using these we get:
The lemma follows from the above two inequalities.
⊓ ⊔
The next lemma gives an upper bound on
Proof. Using the triangle inequality and an expression for E[t ′ ] using (5), we get This completes the proof of the lemma.
We now show a useful fact regarding r (i) .
Lemma 6. i u i r (i) ≤ r.
Proof. The statement follows by Cauchy-Schwarz:
This completes the proof. ⊓ ⊔ Now, using Cauchy-Schwarz, the second term can be bounded using r 2 · k δ 2 k = r 2 · k∈G δ 2 k + r 2 · k / ∈G u 2 k ≤ ε 2 r 2 + r 2 · k / ∈G u 2 k , where the last inequality uses the Lemma 4 and k u 2 k = 1. Now, if k / ∈ G, then u 2 k ≤ r 2 k εσ 2 . So, r 2 · k / ∈G u 2 k ≤ r 2 k r 2 k εσ 2 ≤ ε 2 r 2 using eqn (1). This completes the proof of the lemma.
⊓ ⊔ Now, combining Lemma 7, Lemma 8, Lemma 9, we see that eqn (4) can be simplified as:
Combining this with Lemma 3, we get that ||A− X|| 2 F has an expected value at most (1+ 15ε)r 2 for the case where eqn. (1) holds. Finally, combining this with Lemma 1, we obtain the main result 3 .
