The ability to dynamically probe single enzymes allows the experimental investigation of enzyme kinetics with unprecedented resolution. In this paper we develop a simple theory which predicts that certain classes of enzyme pathways can be distinguished by studying the turnover rate, V , as a function of substrate concentration, [S]. In particular, we study the steady state of a single enzyme interacting with a bath of substrate molecules, and analyse it as a stochastic process. The V ([S]) relation is found to depend sensitively on the manner in which substrate molecules in the bath are replenished. We focus on a gedanken experiment in which the average substrate concentration is kept fixed by allowing molecules to enter the bath at a constant rate. We derive the exact relationship between V and [S], which has a relatively simple form, though different to that of the Michaelis-Menten (MM) equation. Interestingly, the MM equation is exactly recovered if the substrate concentration is instantaneously maintained with molecular precision. We examine the new V ([S]) relation for a number of enzyme pathways and find that it differentiates between enzyme reactions involving one or many intermediate enzyme-substrate complexes. This, in principle, allows one to probe the internal conformations of enzymes by careful measurement of V ([S]) curves in appropriately designed single enzyme experiments.
Introduction
The Michaelis-Menten (MM) equation has been an essential guide to interpreting experiments on enzyme kinetics for almost a century (Michaelis and Menten 1913, Cornish-Bowden 1995) .
Despite the principal role of MM dynamics, for much of this time there has been a continued discussion on its range of validity (Straus and Goldstein 1943 , Cha 1970 , Hill et al 1977 , Schenter et al 1999 , Schnell and Maini 2000 . The MM equation arises from deterministic chemical rate equations under a quasi-steady-state approximation (QSSA). This latter approximation is believed to fail at very high enzyme concentrations (Straus and Goldstein 1943 , Cha 1970 , Schnell and Maini 2000 . One may also question the application of MM dynamics to situations in which enzyme and/or substrate concentrations are very low. In such regimes concentration fluctuations become non-negligible, and a deterministic model may not be appropriate.
A series of papers in the 1970s analysed the effects of fluctuations on enzyme kinetics, and the closely related problem of cell membrane transport, and gave estimates for the range of validity of the MM equation (Bartholomay 1962 , Heyde and Heyde 1969 , 1971 , Smith 1971 , Smeach and Smith 1973 , Arányi and Tóth 1977 , Hasstedt 1978 . These papers received relatively little attention, presumably because the results were only relevant to, what were at that time, very low (experimentally inaccessible) enzyme concentrations. Now, 30 years on, single enzyme experiments are a reality and it is perhaps advisable to re-examine these issues. Indeed, there is reason to believe single enzyme dynamics contain a wealth of information pertaining to the internal conformational states of enzyme molecules. This idea has been pursued both experimentally, by analysis of single enzyme kinetics using fluorescence (Edman et al 1999 , Ha et al 1999 , Xie 2001 , and theoretically, in studies of temporal correlations within single enzyme time-series (Wang and Wolynes 1995 , Jung et al 2002 , Qian and Elson 2002 , Brown 2003 .
In this paper we examine the nature of substrate fluctuations in an idealized experimental set-up in which a single enzyme successively processes substrate molecules within a carefully controlled chemical environment. We focus on the functional dependence of the turnover rate, V , on the mean substrate concentration, [S] , and as such try to make contact with the classical MM result. Our main finding is that the nature of the deviation of the V ([S]) curve from the MM equation is sensitive to whether the enzyme-substrate reaction has one or more than one long-lived intermediate conformational state.
The outline of this paper is as follows. In section 2 we present a basic version of our model using a master equation formulation. By studying equations of motion for the moments of the substrate concentration, we make a mean-field truncation and in section 3 retrieve the deterministic equations which form the basis for the MM equation. Returning to the stochastic model in section 4, we study transient dynamics, in which the enzyme processes a finite number of substrate molecules. This problem is exactly solvable, and the deviation from MM behaviour which is found can be traced to accumulated temporal fluctuations, which depend sensitively on initial conditions. Therefore it is preferable to establish a steady state within which to study fluctuations and possible deviations from MM dynamics. In section 5 we consider a particularly simple steady state in which substrate concentration is maintained with molecular precision. Interestingly, the exact solution of this model leads to the MM equation. In section 6 we relax the unrealistic constraint of molecular precision and study a steady state in which substrate concentration is held constant on average. This model is again exactly solvable and we find departures from the MM equation. We also discuss the case of an additional dissociation reaction from the enzyme-substrate complex to free reagents. We generalize this last result to more complex enzymatic reactions in section 7, and find that our solutions are sensitive to the presence or absence of more than one intermediate enzyme-substrate complex. We end in section 8 with a discussion of possible experimental overlap with our theory and some general conclusions.
counter counter counter Figure 1 . Schematic illustration of the three scenarios considered in this paper. (a) The enzyme E exists in a closed container and the number of substrate molecules (•) eventually reaches zero as the enzyme converts them into processed molecules (•), these events being registered by an imaginary counter. This scenario is treated exactly in section 4. (b) A Maxwell demon injects a new substrate molecule into the container each time a processed molecule is registered by the counter, thereby keeping the number of substrate molecules in the container microscopically fixed. In this scenario, the MM relation is found to hold exactly (section 5). (c) New substrate molecules are injected into the container at a rate k . The substrate concentration is now fixed only on average. The fluctuations in the substrate concentration lead to strong deviations from the MM relation as described in section 6.
Master equation formulation
We are interested in fluctuations, which naturally will be most important at low concentrations of both substrate and enzyme. Given the growing interest in single enzyme experiments, we shall concentrate on the limit in which a single enzyme interacts with a bath of discrete substrate molecules. There remains substantial freedom in defining both the model details of the enzyme-substrate reaction and the boundary conditions of the system. We start with the simplest reaction, namely an enzyme E which undergoes an irreversible reaction with a substrate molecule S to form a complex C. This complex then irreversibly dissociates into a product P and the original enzyme. Symbolically,
where k and k are rate constants. We also take the simplest boundary conditions-those of zero influx of substrate molecules (figure 1(a)). We initialize the system with N 0 substrate molecules. Over time these will be processed by the enzyme, and after infinite time all substrate molecules will have been converted into the product. The reaction C → E + P is typically modelled as irreversible. However, formation of the complex should realistically have the reverse reaction, C → E + S. We exclude this here for simplicity. In section 6 we shall see that inclusion of this reverse component of the reaction is straightforward, yet of little qualitative importance. We describe the system by P (N, J, t), the probability that at time t the system contains N substrate molecules with either the active site of the enzyme being vacant (denoted by E above, and corresponding to J = 0) or occupied (denoted by C above and corresponding to J = 1). This probability distribution satisfies a master equation (Van Kampen 1992) 
It is convenient to define the functions
Then, we have from (2) dP 0 (N, t)
If the system initially has N 0 substrate molecules, with the enzyme in the state E, then we have the initial conditions
This model, as written above, is precisely that studied by Arányi and Tóth (1977) . We shall re-analyse this particular case in section 4, before turning to new steady-state scenarios in sections 5 and 6. The normalization of P can be written as
Similarly, the moments of the distribution may be calculated via
In this paper we are primarily interested in the relationship between the turnover rate of the reaction, V , and the average substrate concentration, [S] = µ 1 = N . In the absence of reverse reactions
We shall study the particular model expressed in equations (4) and (5) in more detail in section 4. Thereafter we consider more complicated boundary conditions, involving an influx of substrate molecules and more complex reaction schemes. These extensions are easily incorporated into the master equation formulation. We first consider the deterministic limit of our stochastic model.
The deterministic limit
The standard approach to enzyme kinetics (Murray 1993) has as its basis deterministic chemical rate equations. Such equations are generally an adequate description of the system when concentrations of all reagents involved are high. Since the enzyme rate equations are nonlinear, it has not proved possible to find an exact analytic solution. Instead, the QSSA is invoked, which allows one to solve for the turnover rate, and which leads to the MM relation. The range of validity of the QSSA has received close scrutiny over the years (Schnell and Maini 2000) . Crudely speaking, the QSSA is expected to hold when key timescales of the problem are widely separated.
In order to make contact with the deterministic formulation, we must first average the master equation with appropriate weights to derive equations of motion for moments of the distribution. For all but the simplest systems these equations are not closed and lead to an infinite hierarchy wherein the nth moment requires knowledge of the (n + 1)th moment, and so on. It is therefore necessary to break, or truncate, the hierarchy to form a closed, solvable system. The simplest truncation is known as 'mean-field theory' and amounts to replacing the second moment by the square of the first moment: µ 2 = µ 2 1 . In other words, one sets the variance of the distribution to zero, which is indeed analogous to deterministic dynamics. Let us proceed with this strategy for our master equation given in the previous section.
It is convenient to define the averages over P 0 and P 1 separately (for integer q 0):
Note that the moments of the original distribution, defined in equation (8), are given by
It is also convenient to eliminate one of the rate constants by rescaling time as τ = kt and defining = k /k. Averaging equations (4) and (5) with a weight of N yields
Adding equations (13) and (14) gives an expression for the rate of change of the mean substrate concentration:
where we have used equation (9) in the final step. However, we do not know µ (0) 1 , and the equation of motion for this quantity (13) involves the higher-order quantity µ 0 2 . We must therefore invoke the mean-field truncation.
In order to accomplish this, we derive an expression for the second moment of the distribution. So, we average equations (4) and (5) with a weight of N 2 , which gives
Adding these equations yields dµ 2 dτ = −2µ
We can now impose the mean-field truncation µ 2 = µ 2 1 , which, on using equation (18), gives dµ 2 dτ = 2µ 1 dµ 1 dτ = −2µ
Finally, combining equations (15) and (19) allows us to solve for µ (0) 2 , with the result µ (0)
We can now eliminate µ (0) 2 from equations (13) and (14) to obtain dµ
It is more intuitive to rewrite these equations in terms of the sum and difference of the partial means. So, we define φ(t) ≡ µ (0)
1 , i.e. the difference in the mean substrate concentrations when the enzyme is in the state E and in the complex state C. We can easily express µ (0) 1 and µ (1) 1 in terms of µ 1 and φ, and from equations (21) and (22) we have
Via this somewhat tortuous route we have derived two simultaneous equations for the mean substrate concentration and the 'difference function', φ. We now impose a version of the QSSA. We assume that the dynamics of φ is slow, and take dφ/dτ ≈ 0. Then from equation (24) we have
which on substitution into equation (23) gives
This is the MM relation. Thus, from our single enzyme model, we can recover MM dynamics by making two approximations: first, we impose mean-field theory via µ 2 = µ 2 1 , and second, we impose a version of the QSSA via d(µ
As an aside, we can impose the QSSA without first imposing the mean-field approximation. This yields nonsense as follows. From equations (13) and (14) we have directly dφ dτ = −2µ
The QSSA dφ/dτ ≈ 0 applied to equation (27) gives
1 /2, which on substitution back into equations (13) and (14) yields the trivial equations
which on solution give µ 1 = N 0 (2 e −τ/2 − 1). The long-time dynamics of this solution leads to negative substrate density, indicating a breakdown of the QSSA.
Thus, the mean-field truncation and the QSSA are intimately related in making the transition from a stochastic theory of a single enzyme to the MM relation. In the following sections we shall dispense with approximations and exactly solve the stochastic model appropriate to three different experimental set-ups. Interestingly, one of these set-ups (section 5) yields the MM relation as an exact result.
Transient dynamics
The first set-up we consider corresponds precisely to the master equation (2) as written in section 2, and is illustrated in figure 1(a). We consider the system to be prepared in an initial state containing N 0 molecules, with the enzyme in its free state, E. The subsequent dynamics occur with no external perturbation. After infinite time, the number of unprocessed molecules in the system will be zero.
This problem was first studied by Arányi and Tóth (1977) , and they solved it exactly. We will sketch a solution here using Laplace transform techniques. The solution, given by equations (39) and (40), is not amenable to asymptotic analysis. In fact, it is more straightforward to analyse the long-time dynamics of the system by direct numerical integration of the master equations.
As in the previous section we define = k /k and rescale time via τ = kt. On Laplace transforming the master equations (4) and (5) and rearranging, we find
wheref (s) denotes the Laplace transform of f (τ ). We have also defined ξ = /(s + ). On iterating (30), one can shoŵ
where B(u, v) is the beta function (Abramowitz and Stegun 1965) . With the help of this solution we can rearrange (31) to obtain
Using the integral representation of the beta function,
it is straightforward to invert the Laplace transform, and we find for N < N 0
with
Similarly, we find for N < N 0 − 1
Ultimately we wish to calculate the mean turnover rate, V , and the mean substrate concentration. These can be evaluated from the definitions (8) and (9) using the exact solutions for P 0 and P 1 above. The sums may be performed in terms of the generalized Laguerre polynomials L (1) m (z) (Abramowitz and Stegun 1965) . We find the complicated expressions
and
where σ = (e y − 1)(τ − y) and we have ignored transients of order e −N 0 τ . Equations (39) and (40) encapsulate the parametric relationship (via τ ) between V and N . However, these expressions are too complicated to easily extract the main features of the relationship and/or a comparison with the MM relation. It is simpler to return to the master equations (4) and (5) and perform a direct numerical integration.
We have performed this numerical integration for a range of values of N 0 and . Our main results are (i) the turnover rate curves show significant deviation from the MM form, (ii) these curves are very sensitive to the initial number of substrate molecules N 0 , and (iii) for a fixed curves for different N 0 can be collapsed onto a single curve by rescaling the substrate number by N p 0 . The scaling exponent, p, is found to depend on , and the quality of scaling decreases as increases.
We now discuss these results in more detail. The master equations (4) and (5) are discretized in time using a simple Euler discretization. This is appropriate so long as we use a small enough time increment dt. We have found that dt in the range 10 −4 -10 −3 is sufficiently small. The CPU time required for these integrations is modest: of the order of a few minutes for a run using specific values of N 0 and . Given the values of P 0 (N, t) and P 1 (N, t) for a given time, we can numerically evaluate V and N from equations (8) and (9). By repeating this many different times, we can generate a plot of V versus N .
In figure 2(a) we show such a plot for the values N 0 = 100 and = 1.0. It is noteworthy that the numerical curve (solid line) deviates strikingly from the MM relation (26) (dashed line). This deviation becomes more severe as is decreased. One might expect that the agreement between MM and the stochastic model would improve as N 0 is increased, based on some notion of the law of large numbers. In fact, quite the opposite effect occurs. The deviation from the MM relation increases with increasing N 0 . We illustrate this in figure 2(b) with data taken for = 0.25, for a range of values of N 0 . The explanation is as follows. The MM relation, at least as derived from the mean-field approximation, assumes that the probability distribution of the substrate number is a sharp peak, centred at N . However, in the stochastic model this probability distribution will naturally broaden with time. For a larger initial value of N 0 , the system spends a longer time processing substrate molecules (with a maximal turnover rate V ∼ ) before reaching the crossover region, where the increased enzyme-substrate collision time competes with the processing time. Thus, for larger N 0 , the probability distribution of substrate concentration is broader for a given mean substrate concentration. The left tail of the distribution samples a smaller turnover rate than the right tail, and thus the mean turnover rate from a broad distribution is smaller than that for a sharp distribution. This explains the trend seen in figure 2(b) .
Since the distribution of substrate concentration has a width of order √ N 0 , one might expect that it is possible to approximately collapse the turnover rate curves by rescaling the mean substrate concentration by √ N 0 . Such a rescaling does indeed lead to a crude degree of data collapse. What is remarkable, however, is the empirical discovery that by rescaling the abscissa more generally by N p 0 , we can find a value of p which gives excellent data collapse. The scaling exponent, p, is found to depend sensitively on (table 1). The quality of scaling is poorer for larger values of , which is to be expected since the dynamics is far faster. From a non-equilibrium system viewpoint, we would expect the system to reach a 'scaling regime' only for long times. We show an example of data collapse for = 0.25 in figure 2(c) . The existence of this scaling exponent, p( ), is based purely on numerical analysis. It may well be that the intuitive value p = 1 2 is the correct one, but with very strong logarithmic corrections, these corrections mimicking an -dependent exponent.
It should be possible to retrieve this interesting scaling behaviour from the exact solution of the model as given in equations (39) and (40). We have attempted this using saddle point The error notation should be read as, e.g., 0.48(1) = 0.48 ± 0.01.
methods, but have not been able as yet to extract a simple relation between V and N . A careful asymptotic analysis of this expression is one topic of future work.
Steady-state dynamics: the Maxwell demon case
The deviations from MM due to transient fluctuations are strong, and yet they depend sensitively on the initial conditions. It would be more convenient to compare the MM relation with a steady-state model, since any deviations from MM can then be catalogued in terms of model parameters, such as rate constants. In this and the next section we shall consider two steadystate enzyme models, differing in the manner in which the steady state is maintained. The first model, to be described in this section, establishes a steady state using a 'Maxwell demon'. In other words, we consider an idealized mechanism by which one can microscopically maintain a fixed concentration of substrate molecules in the system. The second, and more realistic, model, to be described in the next section, establishes a steady state at the macroscale. We imagine a perfectly controlled experiment in which the number of substrate molecules to which the single enzyme has access is exactly fixed at N (see figure 1(b) ). Each time the enzyme processes a substrate molecule, another molecule is fed into the solution (by the Maxwell demon). It is convenient, although not necessary, to determine the rate of molecules processed by the enzyme by establishing an imaginary counter which is incremented each time a product molecule is created. This was not necessary in the transient case (considered in section 4) since knowledge of the number of remaining molecules in the bath was sufficient to determine that number which had been converted into product.
Let P (L, J, t) be the probability that at time t the counter reads L molecules processed, and the enzyme is in state J (with, as before, J = 0 (1) corresponding to the enzyme in its free (complex) state). Then, in analogy with equations (4) and (5), we have the master equation in the form
where we have defined the conditional probability distributions
and, as before, performed the rescalings τ = kt and = k /k. Note, it is not necessary to carry the number of substrate molecules as an argument of the probability distributions, since this is fixed precisely at N for all times. These equations can be solved as follows. The turnover rate, V , is equal to the mean rate of change of the number of counted product molecules, and so
where the second step follows from the master equations (41) and (42). Defining
we have V = N σ . Now, from the master equation (41), we have
the last step following from normalization of the total probability distribution, P (L, J, t). We may now integrate equation (46) to find σ , and after an exponentially decaying transient we find the steady-state solution,
Thus, the steady-state rate of processing of molecules is
which is precisely the MM relation. This shows that one can view the MM relation as the exact solution of a fully stochastic model of a single enzyme, in which there is microscopic 'control' of substrate concentration. Within the framework of a single enzyme, the derivation of MM from a mean-field theory plus QSSA is, in a sense, a cancellation of two errors.
Steady-state dynamics: substrate fluctuations
The steady-state model described earlier yields the MM relation exactly, but is artificial since no experiment (that we know of) can maintain a fixed substrate concentration at the level of single molecules. Thus, we now consider a more realistic situation in which substrate molecules are fed into the solution at a constant rate k , and this rate is chosen to balance, on average, the rate at which molecules are processed by the enzyme. Thus, we must once again explicitly include the number of substrate molecules, N , in the probability distributions. We consider P (L, N, J, t)-the probability that at time t the counter has value L, the solution contains N substrate molecules and the enzyme is in state J . We have the master equations
where along with the usual rescalings and definitions, we have introduced the dimensionless rate constant θ = k /k. The turnover rate is given by
where the penultimate relation results from the use of the master equation, and the final relation is a consequence of maintaining a steady-state mean concentration. The counter was made an explicit part of the model in order to clarify the construction of the master equation. For calculational purposes it is convenient to sum all probabilities over L and work with the reduced distributions, (L, N, τ ) .
The steady-state constraint now takes the form
Summing equations (49) and (50) over L, we have the master equations
In the steady state the reduced distributions will be independent of time, and we can re-arrange the above master equations into the form
It turns out that one can exactly calculate the dependence of the turnover rate on the mean substrate concentration from the master equations (56) and (57). One method is to use generating functions. We shall demonstrate their use for the more complex case of multistep reactions in section 7. Here, we shall solve for the turnover rate using a direct algebraic solution, which is similar in spirit to the derivation of the MM relation given in section 3. The non-trivial aspect of this calculation is that one needs to evaluate expressions for the variance of the substrate concentration in order to complete the calculation. In analogy to equations (10) and (11) we define
Summing equations (56) and (57) over N with a weight of unity leads to
Summing equations (56) and (57) over N with a weight of N leads to
And, summing equations (56) and (57) 
We also have the relation given in (53) in the form η (60)- (62) to find an exact relationship between θ (which is actually the turnover rate) and the mean substrate number N . This relation has the form of a quadratic equation,
which may be solved to give
Equation (64) reduces to the MM relation whenever N + 2 √ N , which is the case for large , or (for fixed) large N or small N . In the intermediate range of N (which for small to moderate is the region of most importance on the MM plot), equation (64) deviates significantly from the standard MM relation. In figure 3 we compare the new relation (64) (dashed line) with the MM relation (solid line) for three different values of . The deviations between the two become stronger as is reduced. We stress that these strong deviations from the MM relation are solely due to fluctuations in the substrate concentration. When the fluctuations are suppressed (e.g. by the Maxwell demon construct discussed in section 5), the MM relation is recovered.
The reaction from the enzyme-substrate complex to enzyme plus product is, to all intents and purposes, irreversible. However, it is often necessary to consider reversibility in the first stage of the enzyme reaction-namely, a dissociation from the complex to free enzyme and substrate. We briefly consider this here in the context of substrate fluctuations and show that the new functional form for the turnover rate is still valid, but with slightly different parameters.
So, we consider the reactions
where the additional back-reaction has been included with rate constant k −1 . Substrate molecules are fed into the system with an average rate equal to k . The master equations corresponding to this reaction scheme are
As usual, it is convenient to define dimensionless rate constants: 1 = k 1 /k, −1 = k −1 /k and θ = k /k. The calculation of the turnover rate proceeds essentially as before, with the steady state being imposed, followed by constructing moment equations of the master equations. An important difference appears in the relation between the turnover rate, V , and the marginal average of N as given previously in equation (53). The dissociation of the complex leads to the new equation
Proceeding as before, but with careful use of equation (68), it is relatively straightforward to derive a self-consistent equation for the turnover rate, which takes the form
where M = 1 + −1 . Solving for θ we find
Thus, as claimed, the functional form of the new turnover rate relation is unchanged by the inclusion of a reverse reaction (from the complex to the free enzyme and substrate). Interestingly, in the limit N + M 2 √ N we retrieve the MM equation appropriate for the reaction scheme given in equation (65), where M is known as the MM constant.
Multiple intermediate states
So far, we have assumed that the enzyme forms a single dynamically relevant conformational state when processing the substrate molecule. Given the complex structure of enzymes, it is far more likely that the enzyme-substrate complex proceeds through a series of intermediate stages before the product is formed. Within MM dynamics, such intermediate states simply renormalize the dimensionless rate constant (namely, the MM constant) that appears in the MM relation, and thus are not distinguishable from reactions involving only a single intermediate state by observation of the turnover rate alone. We now consider multiple intermediate states within the stochastic framework of a steady state maintained by an influx of substrate molecules, as discussed in section 6. We find that the modified relation (64) still holds, but now with an additional 'correction factor'. This correction factor allows, in principle, an observation of the turnover rate to distinguish between enzyme kinetics with single or multiple intermediate states.
We first consider a multi-step reaction in which the enzyme-substrate complex undergoes M serial conformational changes, the intermediate complexes being denoted as A i :
where k i are rate constants. It is convenient to define the dimensionless rate constants i = k i /k. As in the previous section, we maintain a steady state by replenishing the substrate bath at a rate k . In the appendix we give details of a derivation for the turnover rate using generating functions. Interestingly, the result is similar in form to equation (64) 
where the renormalized rate constant, R , is the harmonic mean of the intermediate rate constants:
and the dimensionless 'correction factor', γ , takes the form
Note, in the case of one intermediate reaction (M = 1), R = and γ = 0, so that equation (72) reduces to (64) as found in section 6. When N + 2 √ (1 − γ ) N the square root may be binomially expanded and we recover the MM relation. It is crucial to note that in this limit the correction factor (1 − γ ) cancels out, reaffirming our statement at the beginning of this section that the MM relation cannot distinguish between single and multiple internal states. The more general form for the turnover rate, equation (72), does distinguish between these states through the need to fit with two parameters, R and γ , although it is not possible to infer the actual number ( 2) 
Intermediate reaction pathways of the enzyme need not be serial-there may be competing pathways in the conformational landscape. We consider here a simple case in which the serial pathway described earlier competes with a single parallel reaction A 1 → E +P with rate κ. As usual, it is convenient to define a dimensionless rate constant ρ = κ/k. The analysis follows similar lines outlined for the purely serial pathway in the appendix. The key difference is that the first equation in the set of equations (A1) has an extra term ρP 1 (N, τ ) and the second an extra term −ρP 1 (N, τ ) . This eventually leads to a quadratic equation for θ analogous to (A15), but with more complicated coefficients. However, defining new quantities
the relation takes on exactly the same form, but with R and γ being replaced by R and γ , and so leads to the result
Since the functional form of equation (77) is the same as that for the purely serial pathway, as given in equation (72), our result for the turnover rate cannot distinguish between different topologies of reaction pathways.
Discussion and conclusions
In this paper we have considered stochastic effects in a variety of simple enzyme reactions. Such effects are negligible in 'test-tube' experiments when large numbers of enzyme and substrate molecules interact with each other. However, with the advent of more precise experimental techniques in biochemistry, it is possible to probe the dynamics of single enzymes, and it is therefore essential to have a sound understanding of fluctuations. This is also highly relevant to the compartmentalized biochemical dynamics within cells, in which there are often small numbers of molecules involved in enzymatic reactions. We have advanced such an understanding here by considering exact solutions for the mean turnover rate for a single enzyme interacting with a bath of discrete substrate molecules, under three different experimental conditions (figure 1).
In the preliminary sections of the paper we examined the mean-field theory of this model and recovered the MM relation for the turnover rate, under the usual quasi-steadystate hypothesis. We then went on to solve the stochastic theory exactly for the case in which no new substrate molecules are added to the reservoir. The results for the turnover rate deviate significantly from MM, especially as the initial number of substrate molecules, N 0 , is increased, due to the build-up of fluctuations over time. Interestingly, the turnover rate curves for different N 0 could be collapsed by a nonlinear scaling plot (figure 2).
The main results of the paper emerge from considering steady-state conditions. In particular, we found that (i) the influence of fluctuations on the turnover rate curve is sensitive to the mode by which substrate molecules are injected into the vicinity of the enzyme and (ii) it is possible, under appropriate steady-state conditions, to delineate enzyme dynamics with a single or many intermediate states by studying the precise form of the turnover rate curve.
This first point was addressed in sections 5 and 6, in which the steady state is maintained with microscopic and macroscopic precision, respectively. In the former case, we find that the MM relation is exactly recovered, with no recourse to mean-field approximations or the QSSA. In the latter case, the MM relation is replaced by a new form for the turnover rate, given in equation (64) and shown graphically in figure 3 . We also showed in section 6 that this new form for the turnover rate is not functionally modified by inclusion of a back-reaction from the complex to the free enzyme.
The MM relation is often fitted experimentally by using the so-called Lineweaver-Burk plot (Lineweaver and Burk 1934, Cornish-Bowden 1995) , in which the inverse of the turnover rate is plotted against the inverse of the substrate concentration, yielding a straight line. Our new relation equation (64), or equation (70) for the case of a back-reaction, can be fitted in a number of ways, and we mention here one particular method. Focusing on the more general case with a back-reaction, we refer the reader to equation (69). Dividing through by the turnover rate and rearranging, we have
Note that the parameter 1 can be inferred from data since this is the maximal turnover rate. Then one can plot 1 N /θ − θ/ 1 as a function of N . According to equation (78) this will yield a straight line with a slope of unity, and an ordinate intersection yielding M . The second point concerning intermediate states of the enzyme reaction was addressed in section 7. We considered a sequential series of intermediate reactions. We showed that the functional form of the turnover rate from section 6 is still recovered but that a new 'correction factor' appears. Thus, failure to fit an experimentally determined turnover rate curve to equation (64) gives no information concerning their topology. We suspect that a more sophisticated analysis of fluctuations in turnover rate will be able to make these distinctions. Such an analysis is beyond the scope of this paper but can be performed using the methods outlined here.
Whether or not a given enzyme reaction satisfies the MM relation has been a topic of intense discussion for many years (Hill et al 1977, Schnell and Maini 2000) . It is well known that deviations from MM can be due to molecular effects such as substrate inhibition and aggregation. We have shown here that at very low enzyme concentrations, fluctuations (in both the enzyme dynamics and the manner in which substrate molecules enter the system) can cause large deviations from MM and should therefore be carefully considered when interpreting experimental data from precision measurements. For a particular case of a macroscopically maintained steady-state we have shown that the MM relation is replaced by a different, but relatively simple, form equation (64). Some years ago, Smeach and Smith (1973) considered a more complicated, but experimentally important, steady state in which the substrate molecules both enter and leave the reservoir. The solution for the turnover rate was complicated, and expressed in terms of hypergeometric functions. Their work created little interest at the time, partly because single enzyme experiments were not possible, but also because their result was difficult to fit to experimental data. An advantage of our main result equation (64) is its simple form, allowing straightforward comparison with data.
We hope that our work will aid the interpretation of experimental data. Our steady-state analysis complements real-time single enzyme work (Lu et al 1998 , Visscher et al 1999 , Xie 2001 , Lerch et al 2002 , Yanagida and Ishii 2002 in which the actual reaction events are monitored, and the time series analysed. In conjunction with substrate concentration data, such time series can be used to construct turnover rate curves allowing comparison with our results.
A natural question arises as to whether one can design new single enzyme experiments to test the results of this paper. As we have shown, the nature of the deviation from MM dynamics depends sensitively on the manner in which substrate molecules enter the system, and so the challenges for these new experiments are threefold: (i) to localize a single enzyme, (ii) to accurately monitor its activity, and thus its turnover rate and (iii) to have the ability to constrain (and, more usefully, to manipulate) the passage of substrate molecules through the boundaries of the system. The first challenge can be approached in a variety of ways, e.g. tethering single molecules to agarose gel (Lu et al 1998) or encapsulating single enzymes in micro-droplets. This latter technology has only recently become a possibility (Weitz 2005) . One method by which the second challenge can be approached is through the use of fluorescent tags on either enzyme or cofactor molecules (Xie and Lu 1999, Yang et al 2003) . The third challenge appears to be the most demanding, since the boundary condition of primary interest to us is that in which only an influx of substrate molecules is permitted. An experimental instantiation of this will require some type of semi-permeable membrane. An intriguing possibility is to surround the enzyme with a bio-membrane (with perhaps appropriate trans-membrane proteins acting as conduits).
It is important to stress that fitting experimental data to turnover rate curves requires great care. This has recently been discussed in detail by Schnell and Maini (2003) for the case of MM dynamics, and the associated Lineweaver-Burk plot. One of the difficulties is that a separate experiment must be performed for each value of the substrate concentration in order to determine the reaction velocity (or turnover rate), yet different transient effects occur as this concentration is varied. We have shown here that at the single molecule level it is essentially impossible to infer information about the kinetics from transients, due to the accumulation of fluctuations over time. Instead, one must equilibrate the system to a steady state. Even then, one must have precise information about the type of steady state (i.e. the process by which molecules enter and/or leave the system) in order to make a meaningful comparison with theory.
As a final comment, our results on the strong stochastic effects in enzyme kinetics can be applied to related 'queuing problems' in the biological sciences, such as transport through trans-membrane proteins (Smeach and Smith 1973 , Ball and Rice 1992 , Alberts et al 2002 and nonlinear functional response in predator-prey systems (Roughgarden 1996) . where in the last equation i ranges from 2 to M. We have also defined i = k i /k, θ = k /k and rescaled time as τ = kt. We now impose the steady-state condition ∂ τ P i (N, τ ) = 0 and introduce the generating functions g i (z) =
