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Although to penetrate into the intimate mysteries of nature and thence to learn the true 
causes of phenomena is not allowed to us, nevertheless it can happen that a certain fictive 
hypothesis may suffice for explaining many phenomena. 
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Computational fluid dynamics and heat transfer (CFD/HT) models have been 
employed as the dominant technique for the design and optimization of both new and 
existing data centers. Inviscid modeling has shown great speed advantages over the full 
Navier-Stokes CFD/HT models (over 20 times faster), but is incapable of capturing the 
physics in the viscous regions of the domain. A coupled inviscid-viscous solution method 
(CIVSM) for bounded domains has been developed in order to increase both the solution 
speed and accuracy of CFD/HT models. The methodology consists of an iterative 
solution technique that divides the full domain into multiple regions consisting of at least 
one set of viscous, inviscid, and interface regions. The full steady, Reynolds-Averaged 
Navier-Stokes (RANS) equations with turbulence modeling are used to solve the viscous 
domain, while the inviscid domain is solved using the Euler equations. By combining the 
increased speed of the inviscid solver in the inviscid regions, along with the viscous 
solver’s ability to capture the turbulent flow physics in the viscous regions, a faster and 
potentially more accurate solution can be obtained for bounded domains that contain 






The pervasive trend of increasing heat flux and power dissipation of Information 
Technology (IT) equipment [1], has created a significant challenge for air-cooled data 
centers, which can contain as many as several thousand pieces of IT equipment. In order 
to maintain high reliability, this equipment must be supplied with adequate cooling air 
according to the manufacturers’ specifications. As the power dissipation increases, so do 
the cooling requirements, necessitating higher IT equipment and cooling supply air-flow 
rates. This has led to complex flow patterns and temperature distributions within these 
data centers. In order to better understand these and to reduce mixing of hot and cold air 
streams, which degrades cooling efficiency, computational fluid dynamics and heat 
transfer (CFD/HT) modeling has been employed as the dominant technique for the design 
and optimization of both new and existing data centers. With as much as 1.5% of the 
world’s and 2.2% of the United States’ electrical power going to data centers, and 
roughly half of that used for cooling those data centers [2], optimizing the cooling 
systems of data centers for minimized power consumption has become an industry 
imperative. 
1.1 Design of Data Centers 
Data centers are large computer rooms which are used to house and secure IT 
equipment such as computational servers, storage devices, and networking equipment. 
Each piece of IT equipment within the data center must be supplied with adequate 
cooling resources, typically using air and water as the heat transfer fluids, in order to 
maintain high reliability of the IT equipment. The vast majority of IT equipment is air-
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cooled, although some IT equipment use water-cooling while still others employ 
dielectric fluids as the cooling fluid. 
1.1.1 Air-Cooling Configurations 
In air-cooled data centers, IT equipment is typically placed into hot and cold aisle 
layouts [3-5]. Most IT equipment racks employ front to back cooling which, when 
aligned in hot and cold aisles, helps separate the hot exhaust air from the cold inlet air 
[3]. Figure 1 shows an example of this arrangement for a raised floor design and how the 
cooling air from the perforated tiles in the cold aisle is somewhat isolated from the hot 





Figure 1. Hot and Cold Aisle Raised Floor Data Center Layout 
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Computer-room air-conditioning (CRAC) units provide cooling air to the cold 
aisles by extracting, chilling, and routing (preferably hot) air from the data center. In 
raised floor designs, as shown in figure 1, the CRAC units pressurize the under-floor 
plenum with chilled air that then exits perforated floor tiles in the cold aisles. Although 
less common, multiple other forms of both raised floor and non-raised floor designs also 
exist [3,4]. 
1.1.2 Air-Flow Velocities and Reynolds Numbers 
IT equipment air-flow rates vary considerably based on their design, 
configuration, heat load, and air inlet temperatures. Typical air inlet velocities for IT 
equipment range from 0.5 to 1.0 m/s where the air-flow is evenly distributed across the 
face of the inlets, while exhaust velocities can reach as high as 25 m/s at the concentrated 
exhausts of air moving devices. When using the width of the inlet and exhaust as the 
characteristic length, these velocities correspond to Reynolds numbers on the order of 
2×104 for IT equipment inlets, and as high as 2×105 for the concentrated exhausts.  
Perforated-tile velocities, averaged over the entire tile area, are typically around 
0.3 to 0.6 m/s with some tiles reaching as high as 1.3 m/s [5,6]. Using the perforated-tile 
width as the characteristic length, the Reynolds numbers are on the order of 1×104 to 
5×104. Localized perforated-tile discharge velocities can reach 7.4 m/s [6], or Reynolds 
numbers of 5×103 when using the diameter of the perforation as the characteristic length. 
CRAC inlet (exhaust from the room) velocities typically range from 1.0 to 3.0 m/s and 
average about 2.2 m/s. This corresponds to Reynolds numbers on the order of 1×105 
when using the width of the CRAC as the characteristic length. 
1.1.3 Air Temperatures 
IT equipment manufacturers specify inlet air temperatures for their products and 
generally follow the guidelines defined by the American Society of Heating, 
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Refrigerating and Air Conditioning Engineers (ASHRAE) [4]. As a result, data center 
temperatures in the cold aisle are prescribed to a range of 10 to 35°C for most IT 
equipment (class A2) and up to a range of 5 to 45°C (class A4). A temperature difference 
of 10°C across both IT equipment and CRAC units is typical while some high powered 
IT equipment can reach differences as high as 20°C [3]. In practice temperatures within 
data centers range from a minimum of 10°C at the inlet of the IT equipment to a 
maximum of 55°C at the exhaust of the IT equipment. 
1.1.4 Cooling Energy Efficiency 
One of the easiest ways of cutting energy consumption used to cool data centers is 
reducing the amount of cold and hot air mixing. By allowing the cold and hot air to mix, 
CRAC units must sub-cool the air in order to supply adequately cool air to the IT 
equipment. The placement of the perforated tiles, CRAC units, and IT equipment is 
critical to optimizing the cooling of data centers for energy efficiency. CFD/HT and other 
modeling techniques have proven to be valuable tools in optimizing data center cooling 
energy efficiency. 
1.2 Data Center Numerical Modeling 
Numerical modeling of data centers allows for the prediction of air-flow patterns 
and the potential for cold and hot air mixing which leads to inefficiencies and increased 
power consumption for cooling the data center. Different methods have been employed 
including Reynolds-Averaged Navier-Stokes (RANS) CFD/HT, ad hoc methods, Proper 
Orthogonal Decomposition (POD), inviscid and potential flow methods, and various 
combinations of these methods. 
1.2.1 Reynolds-Averaged Navier-Stokes 
A number of researchers [3,5,7-16] have used the standard k- turbulence model 
to simulate data centers using different CFD/HT RANS solvers. It has become the most 
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commonly used turbulence model in data center analysis [17], although it has neither 
proven to be the most accurate [13-15,17] nor the most computationally efficient [13-15]. 
Patel et al. [7] found an error ranging from 7 to 12% in temperature predictions for an 
overhead return, raised floor data center test lab. 
Shrivastava et al. [8] compared a CFD/HT model to an actual 690 m2 (7,400 ft2) 
data center housing over 130 IT equipment racks and found a mean absolute rack inlet air 
temperature error of 4°C, with a standard deviation of 3.3°C. Schmidt et al. [9] also 
compared a CFD/HT model to measured temperature data from a data center. While the 
general trends in the IT equipment inlet air temperatures were reasonably predicted, there 
were deviations of more than 30°C between the measured and predicted values. 
Amemiya et al. [10], using a three-dimensional temperature mapping tool [18], found that 
the transient temperature fluctuations within the data center affected the temperature 
mapping results due to the differing time scales between those transient fluctuations and 
the time it took to completely map the data center. Temperature spikes of over 2°C were 
discovered at both the IT equipment and the chiller units, raising the uncertainty of the 
temperature measurements. 
1.2.2 Reduced Order Modeling 
CFD/HT modeling tools are quite useful in providing a high-level understanding 
of the flow patterns and temperature distributions in a data center. Simple parametric 
models can be built and run in a number of different layouts, with multiple case studies in 
a fraction of the time it takes to construct or rearrange a data center. Although increasing 
the potential accuracy, more elaborate and finer grid models require increased 
computational effort which can severely limit the number of runs, and subsequently limit 
the ability to find an optimized cooling design. 
In order to increase computational efficiency, reduced order modeling techniques 
have been used such as ad hoc methods [19-22], POD [23], and various inviscid and 
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potential flow methods [15,16,24,25]. In general, these methods increase the 
computational efficiency relative to traditional CFD/HT RANS modeling methods, but at 
the cost of modeling accuracy. Combinations of these methods are also being studied in 
order to increase modeling accuracy [26-30]. 
The reduced order models based on ad hoc methods rely on measurements in 
order to predict air temperatures at specific locations within a data center. These methods 
require the compilation of large amounts of experimental data in order to create a 
computational model. Although able to help predict how the specific data center will 
react to changes in certain parameters, these methods are not able to provide timely 
insight into the construction of new, or rearrangement of existing data centers [19-22]. 
POD based algorithms have proven quite effective in reducing the computational 
effort, along with providing reasonably accurate results at the rack scale, but have not 
been able to provide accurate results at the room scale [23]. In combination with ad hoc 
methods, a POD model has shown both increased computational speed and accuracy for a 
specific data center layout [26]. Although future improvements to this method could 
reduce or eliminate these limitations, the combined method is currently incapable of 
predicting the effects of rearranging existing data centers, or in optimizing the 
construction of new ones without new observations. 
1.2.3 Inviscid Methods 
Inviscid and potential flow reduced order modeling techniques are the most 
similar to the full Navier-Stokes CFD/HT models and in some cases are simply a subset 
of the same equations. The inviscid (Euler) equations are a subset of the full Navier-
Stokes equations obtained through the elimination of the viscous terms. The potential 
flow models require the flow to be irrotational, which implies that the flow is also 
inviscid. Both of these simplified modeling techniques allow for significantly smaller 
grid counts and therefore faster solution times, but don’t necessarily capture all of the 
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physics in a complex, turbulent flow field. For large rooms with high Reynolds-number 
flows such as those found in many data centers, it may be worth the trade-off of loss of 
accuracy for the guaranteed reduction in solution time. 
Toulouse et al. [24] explored the use of a finite difference solver based on the 
potential flow equations. An experimental validation was performed on a modified 
version of this solver [25], which showed large deviations between predicted and 
measured temperatures. A later study [16] used the method of vortex superposition to 
modify the original model to account for the effects of buoyancy, which were thought to 
be the cause of the previous inaccuracies. This new model was then “tuned” using 
temperature data collected in the modeled data center. Three models were used to 
compare measured temperatures in a data center: the new “optimized” model with 
superimposed Rankine vortices, the original “basic” potential flow model, and a CFD/HT 
model using the k- turbulence model. The CFD/HT model produced the lowest overall 
temperature deviations to measured data, while the “optimized” model produced the 
lowest rack inlet temperature deviations. The low deviations at the inlet were expected 
for the “optimized” model since that was the location the model was “tuned” to produce 
the best results. While providing a significant reduction in computational effort, the 
“optimized” model may need to be “tuned” for different geometries of data centers in 
order to be able to limit the deviations. 
1.2.4 Hybrid Methods 
There are a few other examples of combining potential flow modeling with other 
techniques. Most notable are the combinations of potential flow and ad hoc methods [27-
30] for the modeling of data centers. Hamann et al. [28] explored the zones that each 
CRAC creates within the data center using sensor data, along with a potential flow 
model. Das et al. [29] expanded on this potential flow modeling, incorporating sensor 
data to predict and optimize CRAC thermal zones in order to minimize power 
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consumption. Lopez and Hamann [30] considered the number of ad hoc data points 
needed for an accurate potential flow model. 
In order to evaluate the performance of helicopter rotors, Sankar et al. [31] and 
Berezin and Sankar [32] developed a closely coupled potential flow and full Navier-
Stokes modeling technique. When compared with a full Navier-Stokes model, this 
technique reduced the computational effort by 40-50% without reducing the accuracy. 
However, the method relies heavily on the a priori knowledge of the shape and 
approximate location of the inviscid-viscous boundary for the flow around the rotor. Two 
regions are formed: a viscous region near the rotor that employs the full Navier-Stokes 
solver, and an inviscid region a distance away from the rotor that employs the potential 
flow solver. The two regions are solved iteratively, and are coupled via an interface 
“surface”, which provides the boundary conditions for the two regions, and allows them 
to interact with one another. 
1.3 Preview of the Present Work 
This research is primarily focused on reducing the solution time of data center 
fluid-dynamic models, while maintaining the accuracy of traditional RANS CFD/HT 
modeling techniques. Reductions in solution time are necessary for better optimization of 
data center layouts which ultimately lead to energy conservation and reduced operational 
costs. 
Chapter 2 presents a comparison of traditional RANS CFD/HT models to 
experimental data from a single-rack data center test cell. The temperature field 
prediction capabilities of different turbulence models as well as the laminar and inviscid 
model are evaluated. Chapter 3 introduces a novel coupled inviscid-viscous solution 
method (CIVSM) for bounded domains. Both the RANS equations for the viscous 
domains and the Euler equations for the inviscid domains are presented. The chapter also 
includes an example of the method applied to the single-rack data center test cell from 
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chapter 2. Chapter 4 performs a thermal verification of a modified version of the CIVSM 
modeling technique on the computational section of the multi-rack Data Center 
Laboratory (DCL) at Georgia Tech. It compares the IT equipment inlet temperature 
predictions from the inviscid solver, the CIVSM, and traditional RANS CFD/HT using 
the k- turbulence model with measured data from 13 powered racks and 71 pieces of IT 
equipment. 
Chapter 5 verifies the flow predictions of the CIVSM, which employs one 
additional change to the updated version that was used in chapter 4. It compares flow 
measurements from particle image velocimetry (PIV) with flow predictions from the 
inviscid solver, the CIVSM, and traditional RANS CFD/HT using the k- turbulence 
model. Only one rack is powered for the flow measurements, which were collected on the 
experimental section of the multi-rack DCL at Georgia Tech. Finally, future work, 
recommendations and conclusions are outlined in chapter 6. 
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CHAPTER 2 
MODELING OF A SINGLE-RACK DATA CENTER TEST CELL 
 
The focus of this chapter is to analyze the use of an inviscid CFD/HT model and 
compare its performance to that of more conventional viscous CFD/HT employing 
different turbulence models. The performance of the various models is assessed partly on 
the root mean squared (RMS) difference in temperature between the models’ temperature 
field and the data measured in a small, single-rack data center test cell. The other 
performance criterion is the computational effort used to obtain the predicted temperature 
and flow fields. 
2.1 Experimental Setup of the Single-Rack Data Center Test Cell 
A small, single-rack data center test cell was constructed at the IBM site in 
Poughkeepsie, New York in order to compare three-dimensional temperature data to the 
numerical results of CFD/HT [11]. Figure 2 shows a picture of the single-rack data center 
test cell, specifically looking at the area of interest near the single IT equipment rack. The 
test cell was reasonably isolated from the rest of the data center both above and below the 
raised floor. Sheets of plastic were used above the raised floor while cardboard was used 
underneath the raised floor in the supply air plenum in order to minimize air leakage to 
the surrounding data center floor. This limited the test area to a control volume of 84 m2 
(900 ft2) floor area with a 3 m (10 ft) ceiling and 0.43 m (17 in.) under-floor plenum. 
Figure 3 depicts a plan view while figure 4 displays an isometric view of the 
single rack data center test cell. The room contained four IT equipment simulators housed 
in one rack, one CRAC unit, and depending on the configuration one, two, or three 27% 
open perforated tiles located in front of the IT equipment simulator. Bypass flow was 
provided for by removing five tiles on the opposite side of the CRAC from the IT 
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equipment simulator. This allowed for more realistic under floor static pressure and flow 









The CRAC unit was rated for 70 kW cooling capacity and provided 4.81 m3/s 
(10,200 CFM) of cool air to the single-rack data center test cell. The IT equipment 
simulator was set to 11 kW or 23 kW and had a volumetric flow rate of 1.13 m3/s (2,400 
CFM). The perforated tiles provided a total of 1.12 m3/s (2,380 CFM); 0.80 m3/s (1,700 
CFM); and 0.496 m3/s (1050 CFM) of cooling air or roughly 99%, 71%, and 44% of the 













A three-dimensional temperature mapping scheme was utilized to collect the 
experimental temperature data in a region near the IT equipment simulator. The region of 
interest, shown in figures 3 and 4, encompasses most of the area between the CRAC unit 
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and bounding walls of the test cell on the IT equipment simulator side of the test cell. The 
three-dimensional temperature-mapping tool used to create the temperature map can be 
seen in figure 2 between the CRAC and the IT equipment simulator. The thermal time 
constant for the thermocouple temperature sensors was determined to be less than two 
seconds [11]. Nine thermocouple sensors were placed on each plane in a 3×3 equally 
spaced array, which gave a spatial resolution of 0.203 m (8 in.) in the plane, and 0.305 m 
(12 in.) out of the plane. Additional details on the single-rack data center test cell 
including the isolation scheme and measurement techniques can be found in [11] and 
more information on the three-dimensional mapping tool can be found in [18]. 
2.1.1 Experimental Uncertainty 
A temperature measurement uncertainty of ±1°C was estimated for the individual 
thermocouples used in the three-dimensional temperature mapping tool [10,11,13,14,18]. 
However, Hamann et al. [18] found the maximum total measurement difference of the 
three-dimensional mapping tool to be less than 2.5°C (i.e. ±1.25°C). This difference 
included the air-flow disruption of the tool in a uniform hot air stream, combined with the 
±1°C thermocouple temperature reading uncertainty mentioned above. This suggests a 
±1.25°C total uncertainty for the three-dimensional temperature mapping tool. 
Temperature fluctuations within the room of as much as 2.5°C (i.e. ±1.25°C) 
during the course of the three-dimensional temperature mapping were found. This 
variation is somewhat higher, but still consistent with the temperature spikes that were 
found in [10]. This gives a ±1.25°C total uncertainty for the room temperature 
measurement. 
These temperature measurement uncertainties (i.e. the overall accuracy of the 
three-dimensional temperature mapping tool and the transients during the measurement 
process) along with positional uncertainty (i.e. placing the tool directly over the floor 
tile), measured power uncertainty (found to be within 4% for the 23kW cases [11], and 
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within 10% for the 11 kW cases [14]), and boundary condition air-flow uncertainty 
combine to increase the overall measured temperature uncertainty. Using only the two 
±1.25°C temperature uncertainties, combined by taking the root of the sum of the squares 
(the RSS combination method), nets an overall measured temperature uncertainty of 
±1.8°C. This suggests that differences between experimental and numerical temperatures 
less than 1.8°C are within the experimental uncertainty of the measurements. 
2.2 Numerical Model 
Six CFD/HT models were generated using the commercially available ANSYS 
Fluent [33] software which employs the finite-volume method. The governing equations 
used in the analysis can be found in chapter 3.2. The six models were constructed to 
match the physical layout of the single-rack data center test cell with the three different 
floor tile arrangements. Each of the models consisted of six major components: a CRAC 
unit, an IT equipment rack, a set of perforated tiles in front of the IT equipment rack, 
bypass air-flow tiles, walls (including ceiling and floor), and an air-flow leakage source. 
Only the space above the raised floor was modeled, eliminating the added complexity of 
the under floor air plenum. 
The inlet tile flow rates, both bypass and in front of the IT equipment rack, were 
modeled using the standard, porous jump model (see chapter 4.2.2 for more detail), and 
set to the measured values of the single-rack data center test cell as fixed, uniform air-
flow boundary conditions. The IT equipment rack was modeled as a black box with either 
a 11 kW or 23 kW heat source with an air-flow of 1.13 m3/s (2,400 CFM). The CRAC 
unit was also modeled as a black box exhausting 4.81 m3/s (10,200 CFM) from the model 
as a second mass flow boundary condition. An air-flow leakage source was placed 
uniformly along the ceiling and provided the balance (i.e. the difference between the inlet 
tile flow rates and the CRAC exhaust flow rate) of the air-flow into the model. The air-
flow leakage boundary condition was chosen based on the findings from [12] as 
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providing the lowest RMS difference in the previous study of the same single-rack data 
center test cell. For the Spalart-Allmaras and all of the k- turbulence models, all of the 
domain inlets were set to have a turbulence intensity of 10% and a turbulent length scale 
of 0.061 m (2.4 in.), both of which were the default settings. No additional detail was 
added to the IT equipment rack since it was found in [12] to offer no benefit. 
Figures 3 and 4 show the CFD/HT model domain, including the region of interest 
near the IT equipment rack where the temperature measurements were taken. The region 
contains 7,650 points providing the models’ temperature monitor points, which are 
located in the same positions as the three-dimensional temperature mapping tools’ data 
measurement thermocouples in the single-rack data center test cell. Both the temperature 
monitor point readings and experimental measurements were taken at nine heights in a 
3×3 array for a total of 81 measurements per floor tile. An 8×12 array of 0.61 m × 0.61 m 
(2 ft × 2 ft) floor tiles, excluding the two tiles occupied by the IT equipment, provides the 
7,650 data points. The lowest readings were at a height of 0.15 m (0.5 ft) and increased to 
2.59 m (8.5 ft) in 0.305 m (1.0 ft) increments. The temperature monitor points are so 
densely packed that they would be indistinguishable if plotted in figure 3 or 4. 
2.2.1 Flow Models 
Nine viscous flow models were used, along with the inviscid flow model for the 
six different cases. The first two studies [13,14] focused on the nine viscous models 
which consisted of the laminar, zero-equation, Spalart-Allmaras, standard k-, realizable 
k-, enhanced k-, enhanced realizable k-, RNG k-, and enhanced RNG k- flow 
models. All of the turbulence models are of the RANS type, and all of the k-model 
variations add two transport equations to the solver, while the Spalart-Allmaras model 
adds one transport equation, and the zero-equation model, which as the name implies 
adds no additional transport equations. Due to the similarity in results of many of the 
turbulence models [13,14] only a subset of the turbulence models were included in the 
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third study which also evaluated the inviscid model. Only the laminar, zero-equation, 
Spalart-Allmaras, and the standard k- model were retained [15]. A more detailed 
discussion on the different turbulence models can be found in Appendix A. 
The Boussinesq approximation was implemented for all of the models. This 
allows buoyancy effects to be included in the momentum equations in the form of a body 
force while modeling the flow as being incompressible with constant density. The 
appropriate dimensionless number to determine if buoyancy effects in mixed convection 









where g is the gravitational constant,   is the thermal expansion coefficient, T  is the 
temperature difference, L is the characteristic length, and u is the characteristic velocity. 
The Richardson number for this data center was calculated to be on the order of 0.4, 
which is greater than 0.1 and less than 10, meaning that both forced and natural 
convection effects are important. This value is typical of data centers where, in general, 
buoyancy effects should not be ignored. 
2.2.2 Grid Studies 
The six CFD/HT models consisted of much finer grids than were used in [11,12]. 
The total node count for the three grids were 248,148; 2,091,872; and 7,993,152 
corresponding to a maximum individual control volume size of 1.33×10-3, 1.25×10-4, and 
3.19×10-5 m3 respectively, and a minimum control volume size of 6.20×10-4, 1.04×10-4, 
and 2.97×10-5 m3 respectively. Grid studies were performed in [13,14] using the three 
different sizes to determine grid independence for each of the six CFD/HT models. Grid 
independence was declared if the maximum temperature difference between the different 
grid sizes is less than 1°C for the 846 points monitored in those studies. Based on the 
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results from these studies, the laminar and zero-equation models were run using the 
2,091,872 node grid, while the remaining turbulence models were run with the larger 
7,993,152 node grid. A finer grid size was not analyzed based on the computational 
system limitations. The grid convergence index (GCI) for the two coarser grids are 
presented in Appendix B. 
In order to see what affects a smaller grid would have on the performance of the 
models, a different approach to the grid study was performed for the third study [15]. Ten 
different grids were analyzed from one containing as few as 1,361 nodes all the way up to 
the same exact grid used in the previous analyses of 248,148 nodes. Each of the five flow 
models was run for each of the six test cases until the overall RMS difference between 
successive grids was below 1°C for the worst of the six cases. The GCI for the 3 tile, 23 
kW cases are presented in Appendix B. 
The inviscid flow model was the first to reach this newly defined criterion with a 
grid size of 17,061 nodes. This corresponded to a maximum control volume of 0.027 m3. 
Interestingly all of the other (viscous) flow models met the criterion at 248,148 nodes 
which was the smallest of the three grids in the previous studies. These corresponded to a 
maximum control volume of 1.33×10-3 m3. Also worth noting is that the inviscid flow 
model had a remarkably similar grid sizing to the coarser of two grids used in [24], while 
the finer grid was also quite similar in grid size to the grids used for the viscous flow 
models in this study. Even though the solution method is completely different, the 
fundamental equations in the potential-flow-based analysis are quite similar to those used 
in the inviscid model in this analysis. 
2.3 Computational Effort 
Each of the numerical models was run independently on the same IBM 
IntelliStation Z Pro [34] system with two dual-core Xeon 5160 CPUs (4 cores total) rated 
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at 3.00 GHz with 16.0 GB of RAM in parallel mode on all four cores using the Microsoft 
Windows XP Professional x64 Edition operating system. 
2.3.1 Convergence Criteria 
For the first two studies, convergence was determined to be either when the 
solution residuals reached the default values of less than 0.001 for the flow equations and 
less than 10-7 for the energy equation, or when the residuals no longer changed for one 
third of the total iterations. Only the Spalart-Allmaras and laminar models did not 
completely converge to the default convergence values, but they did reach sufficiently 
small residuals as determined by the calculated iteration error (see Appendix B). In order 
to limit the computational effort for the third study, the computation of each model was 
terminated after 500 iterations, or when the solution residuals reached the default values 
of less than 0.001 for the flow equations and less than 10-7 for the energy equation. Only 
the zero-equation model met the residual convergence criteria values and did not compute 
all 500 iterations, except for in the 1 tile, 23 kW case. The worst case iteration error was 
calculated to be an order of magnitude less than the discretization error as recommended 
by Celik et al. [35]. The numerical error analyses are presented in Appendix B. 
2.3.2 Results 
Figures 5, 6, and 7 show the overall RMS difference between measured and 
predicted values for the temperature data points plotted against the solution time needed 
to either converge, or reach the stopping criteria for each of the flow models for the three 
different studies [13-15]. Each of the flow models is represented by a different basic 
symbol. For example, the laminar models are all shown as downward pointing triangles 




















































































































































Not surprisingly, the solution time for the inviscid model, seen in figure 7, was by 
far the shortest. With the least equations and complexity and by far the smallest grid, the 
inviscid model finished iterating in 1/33 the time it took for the next fastest model. The 
zero-equation model was the next fastest (depending on the case) followed closely by the 
laminar model, both of which have no additional transport equations to solve over the 
inviscid equations. The Spalart-Allmaras model with its one additional transport equation 
was next, followed by the two additional transport equation standard k- model. This 
follows what would be predicted, unlike the results seen in figures 5 and 6 which were 
due to the differing convergence criteria. 
2.4 Experimental Data and Model Comparison 
2.4.1 Overall Comparison 
Not only did the inviscid flow model require the least computational effort, but it 
also produced the smallest RMS difference. Figure 7 shows a general trend in the data 
points that move up (higher RMS difference) and to the right (longer solution time). This 
goes against standard expectation of increasing model complexity (and with it solution 
time) providing higher accuracy (lower RMS difference). However, this is really only the 
case for models that properly capture the flow physics of the problem. In these cases it 
appears as though the simpler models do a better job of capturing the physics than the 
more complex models. Of course, this is a generalization for the RMS difference across 
the entire region of interest and does not take into consideration localized effects. 
2.4.2 Localized Comparison 
Figure 8 shows the measured temperature contours, the inviscid model prediction, 
and the absolute temperature difference between the measured data and the inviscid 
model prediction for all 7,650 data points along the nine heights for the 1 tile, 23 kW 
case. All of the contour planes show the region of interest in the same orientation as is  
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Figure 8. Temperature and Absolute Temperature Difference Contours within the Region 
of Interest of the Single-Rack Data Center Test Cell for the 1 Tile, 23 kW Case 
 24 
shown in figure 3. The IT equipment rack is shown as blank space in the middle of the 
contours at the lower seven heights. 
Figure 9 depicts the absolute temperature difference between the measured data 
and the five flow model predictions for the 1 tile, 23 kW case. It shows the results from 
only one of the six cases, but is representative of all of the cases since the other cases 
show the same basic trends. This figure allows for a visual analysis into where and to 
what degree the differences between the experimental data and the various numerical 
models occur. By studying this figure a better understanding of prediction trends of each 
model can be ascertained. 
Overall, the inviscid model did the best job in predicting the temperature field, as 
can be seen in figure 7. This can also be seen in figure 9 with the relatively high level of 
cool colored (purple-blue-green) areas which correspond to 0°C to 4°C difference. Most 
of the high levels of deviation are located against the wall where the IT equipment is 
exhausting. This is most likely where viscous and turbulent effects are the highest and the 
inviscid model is incapable of capturing the physics of the mixing and entrainment in that 
region. The highest deviation was 11.7°C and was located against the wall at 0.46 m (1.5 
ft). There are other large pockets that show moderate deviation, most notably between the 
IT equipment and the CRAC unit at the low to middle heights. 
Overall, the laminar models did quite well for RMS difference (see figure 7), 
given the high-Reynolds-number flows within the model. The laminar model performed 
similarly to the inviscid model but with higher deviations especially near the corner 
opposite the CRAC towards the exhaust side of the IT equipment rack. The highest 
deviation was 12.5°C and was located against the wall at 0.46 m (1.5 ft). 
Where the inviscid model performed the best is the exact place where the zero-
equation model performed the worst (i.e. at the higher heights). Likewise in the worst 
performing areas of the inviscid model the zero-equation model performed the best of the 
viscous models in this study. For the lower and middle heights the zero-equation model 
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Figure 9. Absolute Temperature Difference Contours within the Region of Interest of the 
Single-Rack Data Center Test Cell for the 1 Tile, 23 kW Case 
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performed almost identical to inviscid model, but with less overall deviation. The highest 
deviation was 11.6°C and was located at the exhaust of the rack at 0.46 m (1.5 ft). 
The Spalart-Allmaras turbulence modeling cases also performed similarly to the 
inviscid model. The high deviations were concentrated behind the IT equipment rack 
especially at the lower heights towards the CRAC side. The highest deviation was 12.3°C 
and was located against the wall at 0.46 m (1.5 ft). At higher elevations, higher deviation 
was found between the CRAC and the IT equipment rack. 
Although the standard k-, produced the worst overall RMS difference, it did the 
best job of predicting the temperature field behind the IT equipment up to the highest two 
planes. Most of the deviation was found to be at the higher two heights, namely 2.29 m 
(7.5 ft) and 2.59 m (8.5 ft), and near the wall opposite the CRAC unit. The highest 
deviation was 12.6°C and was located near the wall opposite the CRAC at 2.59 m (8.5 
ft). The inviscid model did remarkably well in those areas where the standard k- 
performed poorly. 
2.5 Conclusions 
It was found that the inviscid flow model provided both the best speed and 
accuracy for this application. It ran over thirty times as fast as the next fastest model 
while producing better RMS differences. The addition of the viscous terms and finer grid 
did not help the viscous models outperform the inviscid model in this study, however this 
may not always be the case. 
Note that this very open data center is an ideal case for the inviscid model and it is 
not too surprising that it performed well. There are not many high velocity gradients to 
create turbulence or a lot of walls, obstacles, or impinging jets. In fact, as noted earlier, 
the worst performing areas are where turbulence is most likely located (i.e. where the IT 
equipment exhaust impinges on the wall). In a properly designed, densely populated data 
center with a hot-aisle, cold-aisle arrangement, there would certainly be a lot more 
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turbulent mixing with jet impingement flows that the inviscid model may not be able to 
accurately model. 
However, by combining the speed benefits of the inviscid model with the viscous 
mixing predictions of an appropriate turbulence model, there is potential to create an 
overall more accurate and faster modeling scheme for data center analysis. Such a 
method has been developed and is described in detail in the following chapter. 
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CHAPTER 3 
COUPLED INVISCID-VISCOUS SOLUTION METHOD 
 
A coupled inviscid-viscous solution method (CIVSM) for subsonic flow in a 
bounded domain was developed in an attempt to create a faster and more accurate 
solution technique than traditional RANS CFD/HT for data center analysis. The CIVSM 
presented here is based on the two patents of Cruz [36,37], which are applications of the 
Schwarz alternating method [38], and has been further developed, modified, and refined. 
First, a high-level description of the method is presented. This is followed by a 
delineation of the governing equations for the different solution domains, along with 
guidelines on properly sizing the grid. The specific algorithms and procedures referred to 
in the high-level description are then illustrated more completely. These include a 
detailed explanation of the partitioning algorithm, boundary conditions and coupling 
procedure, mass and energy balance algorithms, various convergence criteria, and 
pressure-velocity coupling methods. 
Once the CIVSM is fully described, results from a test case based on the single-
rack data center test cell from chapter 2 are compared with traditional CFD/HT with 
multiple turbulence models. Further details on the values for the different parameters are 
enumerated and discussed. The results include a discussion of the partitioning algorithm, 
a grid study, the mass balance algorithm, modeling accuracy, and solution time. 
3.1 Overall Solution Method 
Figure 10 shows a flow chart of the general solution approach. After a CFD/HT 
model is created with the appropriate boundary conditions, it is solved using the inviscid 
equations on a coarse mesh. The second step is to re-run the model using the solution 


























































mesh and using a basic turbulence model, such as the zero-equation turbulence model 
[39,40]. 
The third step is the division of the entire solution domain into three regions: 
viscous, inviscid, and interface. A partitioning algorithm is used to determine the location 
of the viscous region, thereby defining the interface and inviscid regions. A more 
thorough explanation of this partitioning algorithm can be found in section 3.3, which is 
dedicated to this procedure and defines the different parameters such as the -value. 
Figure 11 depicts the isometric, top, left, and front views of the single-rack data center 
test cell described in chapter 2, and highlights the cells within the three viscous regions 
which were defined by the partitioning algorithm. Part A of figure 12 illustrates different 
steps in the partitioning algorithm on a cross-section of the domain, which is defined in 
figure 11 as the cut-plane which passes through the IT-equipment simulator rack and the 
three perforated floor tiles in front of the rack. 
The fourth step is the formation of the two solution domains and further 
refinement of the mesh. The viscous region is combined with the interface region to 
create the viscous solution domain. In the same way, the inviscid region is combined with 
the interface region to create the inviscid solution domain. Part B of figure 12 
demonstrates the formation of the two domains from the three regions for the same cross-
section as shown in part A, and is defined in figure 11 as the cut-plane. 
The fifth step is to initialize the iteration counter (n) and the newly formed 
solution domains. The iteration counter is set equal to one. The solution from the second 
solve is interpolated onto the newly refined mesh as the initial solution for both the 
viscous and inviscid solution domains. 
An iterative routine is then used to solve the two domains and pass the boundary 
conditions back and forth. However, a mass balancing correction algorithm is needed in 
order to preserve conservation of mass within each of the solution domains. This is 

























































































































are specified. An in-depth discussion of the mass balance algorithm and a description of 
the resulting boundary conditions can be found in section 3.5, which is dedicated to the 
algorithm. 
The first of the steps in the iterative routine is to solve the viscous domain using 
the chosen turbulence model. Once the domain has been solved, the boundary conditions 
can be updated for the inviscid domain. Having already been initialized with the solution 
from the second solve, the inviscid domain is then solved. 
The next step is to check the iteration counter (n) and overall convergence criteria. 
If the convergence criteria or maximum number of iterations have not been met then the 
iteration counter (n) is incremented. Then the viscous domain is initialized using the 
solution from iteration (n-1) and the boundary conditions of the viscous domain are 
updated from the interior of the inviscid domain. Similarly the inviscid domain is 
initialized with the previous inviscid domain solution (iteration n-1), and updated 
boundary conditions are passed from the interior of the viscous domain. This iterative 
procedure is repeated until the maximum number of iterations, or the convergence criteria 
are met. 
Finally the viscous and inviscid domains are combined to form the entire solution 
domain. This is accomplished by patching together the results from the two domains into 
a single solution. The solution from the viscous domain is used for the interface region 
since it has the finer mesh, and the turbulent data (e.g. turbulent viscosity, turbulent 
kinetic energy, etc.) that are not calculated within the inviscid domain. In this way the 
final CIVSM solution is obtained. 
This methodology allows for the two solution domains to be non-contiguous, 
thereby allowing for the ability to apply both different grid sizes and, in the case of the 
viscous domain, different turbulence models to the multiple contiguous zones. The ability 
to apply different grid sizes allows for finer control over the final solution accuracy for 
the different zones. The refined grids in each of the domains are not required to be 
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multiples of the original grid, but can be re-grided independently of one another. The 
parameters used to re-grid the domains can be set either a priori, or a posteriori, but have 
been programmed a priori in all cases presented here. 
In the viscous domain, different turbulence models can be employed in order to 
extract the best overall solution for the entire domain. Different turbulence models may 
provide better accuracy in different zones than a single model across all of the zones. For 
optimized results, different turbulence models may require finer or allow for coarser 
mesh which can be accommodated for with this method. A coarser mesh will help yield 
lower computational cost and faster solution speed. 
3.2 Governing Equations 
The two types of solution domains are solved using different sets of equations. 
The viscous domains are solved using the RANS equations while the inviscid domains 
are solved using the Euler equations. Compared with the Euler equations, the RANS 
equations require additional relations or equations (turbulence modeling) in order to close 
the set of equations due to the Reynolds stresses, which arise from the Reynolds 
decomposition. 
3.2.1 Viscous Domains 
The viscous domains in the CIVSM are solved using the RANS equations and an 
appropriate turbulence model for each of the domains. The RANS equations decompose 
each of the variables of the instantaneous Navier-Stokes equations into the sum of the 
mean (time-averaged) and fluctuating parts of that variable: 
      txxtx ijijij ,,   , (2) 
where  ix  is the mean (time-averaged) value defined by:
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tdt,xlimx ijij , (3) 
where ix  (i=1,2,3) or (x,y,z) are the Cartesian coordinates, j=1,2,3 when representing the 
Cartesian components of a vector quantity or j can be dropped for scalar quantities of , t 
is time, and  is the averaging interval. 
Using the Reynolds decomposition of the variables for a homogeneous, 
incompressible fluid (i.e. 0d ) with gravitational body force, and neglecting the 
pressure work, the kinetic energy terms, and the dissipative heating terms due to viscous 
stresses, the averaged continuity, momentum, and energy equations can be written in 
Cartesian tensor notation as: 

































































































where  is the density, iu  the mean (time averaged) velocity vector from the Reynolds 
decomposition, iu  the fluctuating velocity vector from the Reynolds decomposition, p  
the static pressure,   the molecular viscosity, ig  the gravitational body force per unit 
volume, T  the static temperature, k  the thermal conductivity, pc  the specific heat, and 
S  the volumetric heat sources. 
The Boussinesq approximation states that differences in the density of a fluid are 
small enough to be neglected in all but the buoyancy term, ig , which can then be 
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rewritten as   ig 0 , where 0   is the density variation, and 0  is the 
reference density. The buoyancy term due to density variation   ii gg 0   can be 
rewritten in terms of the thermal expansion coefficient   as: 
     ii gTTg 000    (7) 
where 0T  is the reference temperature that corresponds with the reference density, 0 . 
By substituting equation (7) into equation (5) the momentum equation becomes: 



























































The Reynolds decomposition introduces additional terms, jiuu   and Tui  , in the 
momentum and the energy equations, respectively, as compared with the instantaneous 
Navier-Stokes equations. The first terms, jiuu  , are referred to as the Reynolds stresses. 
The Reynolds stresses along with the additional temperature transport terms require 
additional relations or models in order to close the set of equations. 
A number of different turbulence models have been proposed and used for many 
different applications, but only the zero-equation turbulence model [39,40], the one-
equation Spalart-Allmaras model [41,42], and variations of the two-equation k- models 
[43-47] have been used with and compared with the CIVSM. 
One problem with using these turbulence models, especially the k- models, is 
that they are typically developed for fully turbulent conditions and do not adequately 
account for transition from laminar to turbulent flow [48]. This has been shown to be the 
case for data centers where complex flow patterns and large changes in velocities are 
present throughout the domain [3,5,7-16]. It was also noted that in the locations where 
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the k- model performed the worst in terms of predicting the temperature field, the 
inviscid model performed better than any of the viscous models [15]. This is due to the k-
 model over-predicting the viscous effects and dissipating the heat instead of advecting 
it further downstream as is done by the inviscid model. 
3.2.2 Inviscid Domains 
The inviscid domains within the CIVSM are solved using the Euler equations, and 
for a homogeneous, incompressible fluid (i.e. 0d ) using the Boussinesq 
approximation with gravitational body force, the continuity, momentum, and energy 
equations can be written in Cartesian tensor notation as: 
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where h  is the sensible enthalpy defined by: 
  dTch p  (13) 
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By eliminating the viscous terms from the Navier-Stokes equations, the inviscid 
equations help to improve the speed of the solution in two ways: by reducing the 
computational expense per iteration, and allowing for coarser mesh. For the same size 
mesh the inviscid model runs 30% faster than the fastest of viscous models [15]. 
However, the largest gains in reducing solution time come from using a coarser mesh. 
3.2.3 Grid Sizing 
In order to benefit from each of the solution techniques’ advantages in the 
different domains, the selection of the grid size should be taken into account and much 
finer grids should be used in the viscous domains than in the inviscid domain. The 
viscous domains should have fine enough grid to adequately model the turbulent 
structures within the domain. Likewise, the inviscid domain’s mesh should be fine 
enough to adequately resolve the velocity and temperature fields, while not being so fine 
as to severely impact the speed of the solution. 
3.3 Partitioning Algorithm 
One of the most critical steps in the process is defining the location of the different 
regions and subsequently the solution domains. An overall flow chart of the algorithm is 
shown in figure 13. Of the many choices of criteria available, vorticity magnitude was 
chosen as the critical value to determine the location of the different regions. The two 
main reasons for choosing vorticity magnitude are that it is easily calculated based on the 
flow field regardless of the flow model used, and both viscous effects and turbulence will 
be most prevalent where there is significant vorticity. 
After performing the second solve step using a basic turbulence model, the 
vorticity magnitude is calculated and sorted for all of the cells in the domain. Three cutoff 

































percentiles (P1 > P2 > P3) of vorticity magnitude within the domain. All of the cells within 
the domain are marked with a value (i) based on the vorticity magnitude (i) for the ith 

































  (14) 
where R is the viscous region cell radius parameter, which is defined as a natural number 
of cells. After the viscous region growth has completed, only the cells with ≥1 are 
included in the viscous regions. 
The cells with the highest vorticity magnitude within the domain (i ≥ cutoff3), 
called “seed” cells, are used to grow the viscous region. All cells bordering the seed cells 
within the radius R are included in the viscous region. This is accomplished by 
recursively changing the -value of the cells sharing a face with the seed cell to R-1 and 
then having those cells act as seed cells by changing the -value of the cells sharing a 
face with these new seed cells to R-2 and continuing the procedure until the -value is 
equal to 1. The highest -value for a cell is always retained and the -value is never 
lowered. For example, if two neighboring cells are seed cells, then they both would have 
R rather than having one of the two change the other to the lower -value of R-1. In 
this way the viscous regions grow outwardly in a “sphere” with radius R from the centers 
located at the seed cells. 
The viscous regions are also expanded by another growth function that is based 
on each cell’s -value, its neighboring cells’ -value, and whether or not the cell is 
adjacent to a boundary. Cells that meet any of the conditions shown in table 1 are updated 
to a -value of 1. If any cells adjacent to an inlet or outlet boundary have a -value that is 
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greater than or equal to 1, then all cells adjacent to that boundary are changed to =1. 
This ensures that all of the boundary conditions are either entirely in the viscous or the 
inviscid regions and not split among the two regions. The viscous growth procedures 
continuously update the -value for all of the cells in the domain until no new cells are 
updated. An example of the initial and final -values, as well as an intermediate step, is 




Table 1. Conditions necessary to change a cell to =1 
Condition i Minimum number of 
adjacent cells with =1 
Cell is adjacent 
to a boundary 
1 ½ 1 - 
2 ¼ 2 - 
3 ¼ 1 Yes 
4 0 3 - 




After the viscous regions have finished growing, the ratio (n) of the overall size 
of the viscous region to the overall size of the domain is then compared with the 
minimum (min) and maximum (max) allowable ratios. If the viscous regions comprise 
too little or too much of the domain then the parameters used in this algorithm (cutoff1, 
cutoff2, cutoff3, R) are automatically modified in order to expand or shrink the viscous 
regions and the viscous region growth algorithm is repeated. 
In order to take advantage of the benefits the CIVSM offers, the method needs to 
ensure there is a large enough inviscid domain to help reduce computational effort as 
compared with a fully viscous model and a large enough viscous domain to add any 
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detail that would be lost in a fully inviscid model. The CIVSM should only be used if 
clear distinctions between inviscid and viscous domains exist. If after N iterations (n ≥ N) 
of modifying the parameters (cutoff1, cutoff2, cutoff3, R) the ratio (n) of the overall size 
of the viscous region to the overall size of the domain is less than the minimum (n < 
min) or greater than the maximum (max < n) then the values of the cutoff parameters 
are compared with their limits (cutoff3 < min for n < min, or max < cutoff1 for max < 
n). If the parameters exceed their limits then the model should be run as either a fully 
inviscid (cutoff3 < min) or fully viscous (max < cutoff1) and not using the CIVSM. If the 
parameters do not exceed their limits then the parameters are further modified until either 
the overall size of the viscous region to the overall size of the domain is within the limits 
and the CIVSM can continue to the next step or the parameters exceed their limits and the 
model should be run as either fully inviscid or fully viscous. 
Once the overall size of the viscous region to the overall size of the domain falls 
within the minimum and maximum limits (min < n < max) the viscous regions are 
grouped into contiguous zones. This is accomplished by first looping through the domain 
and, for every cell with ≥1, changing the cells’ -value to an increasing integer value 
starting with R+1. After all of the cells within the viscous regions (previously ≥1) are set 
to ≥R+1, and no two values are the same, then the algorithm loops over all of the faces 
for every cell in the viscous regions (≥R+1), and updates the cells’ -value to the 
maximum value of its own and its nearest neighbors -value. The loop is repeated until 
no new updates are performed. Once this has occurred each of the contiguous zones can 
be determined by identifying regions of constant >R+1. 
After the contiguous viscous regions are defined, then the interface regions are 
defined based on a specified distance and/or cell count from each of the contiguous 
viscous regions. The interface regions grow outwardly from the viscous regions into the 
inviscid regions and will be incorporated into both the viscous and inviscid domains. A 
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check must be performed to ensure there is no overlap in the interface regions emanating 
from the different viscous regions. If there is an overlap then the interface regions can be 
reduced in size to try to eliminate the overlap. If the overlap remains after the interface 
size was reduced, then the cutoff parameters are modified to either try to reduce the 
viscous regions so that there is a large enough gap between the viscous regions for the 
interface region to not overlap, or they are modified to include the gap between the 
offending viscous regions to create a new, larger contiguous viscous region. After the 
interface region is defined and there is no overlap between the different regions then 
partitioning algorithm is complete and the viscous and inviscid domains can be created. 
The partitioning algorithm has been implemented such that it automatically 
modifies the percentiles and/or the radius R for partitions as needed. Different starting 
parameters can lead to slightly different partitions, but the partitions are typically not 
significantly different from each other as to affect the overall solution. The partitioning 
algorithm has been designed to require minimal input or experience from the user, and 
when using the default values, has consistently produced good, repeatable results. 
3.4 Boundary Conditions and Coupling Procedure 
Before the individual viscous and inviscid domains can be solved, they first need 
to have their boundary conditions defined. The boundary conditions for the viscous 
domains come from the interior of the inviscid domain, and vice versa. The intersection 
of the inviscid and interface regions within the inviscid domain forms the outer boundary 
of the viscous domain. Likewise the intersection of the viscous and interface regions 
within the viscous domain forms the outer boundary of the inviscid domain. Part B of 
figure 12 depicts the locations of the boundaries for the two domains in a cross-section of 
the single-rack data center test cell. 
The wall boundary conditions do not change within the viscous and inviscid 
regions. However, the wall boundary conditions do change in the interface region 
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depending on whether the boundary is being solved in the viscous or inviscid domain. 
The viscous domains have no-slip boundary conditions for walls while the inviscid 
domains have no penetration boundary conditions at the walls. 
Due to the elliptic nature of the equations for subsonic, steady flow, the boundary 
conditions must specify (Dirichlet) the dependent variables (velocity and temperature), 
the derivatives of the dependent variables (Neumann), or a combination of the two over 
the entire boundary of the domain, as well as specify the pressure at one location within 
the flow domain, and if using a purely Neumann set of boundary conditions, then the 
velocity and temperature must also be specified at a location within the flow domain, in 
order to create a well-posed problem. Given that the flow patterns within the viscous and 
inviscid domains are not necessarily aligned with the boundaries, as defined by the 
partitioning algorithm, it is nearly impossible to distinguish traditional inlet and outlet 
boundaries. Therefore the methodology does not allow for applying boundary conditions 
that are sufficiently upstream or downstream of the area of interest to use zero gradient 
boundary conditions. 
In order to satisfy the flow boundary condition requirements the velocity 
components and temperature are directly specified (Dirichlet-type) across all of the flow 
boundaries. When running an incompressible, unsteady case, time-marching from a fully 
specified initial condition is all that is needed in addition to the above boundary 
conditions in order to well-pose the hyperbolic nature of the inviscid domain and the 
parabolic nature of the viscous domain. 
Grid differences between the domains in the form of non-conformal mesh require 
an interpolation scheme in order to apply the boundary conditions. The CIVSM employs 
the inverse distance interpolation scheme to apply the boundary conditions across the 
domains. This scheme applies a weighted average to the profile data that is inversely 
proportional to the distance between the cell face centers. The scheme effectively 
smooths out the many data points when going from a dense grid to a coarse grid by 
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applying the most weight to the nearest faces. A similar result is obtained when the 
coarse data points are applied to the dense grid; not all of the fine cell faces near the 
edges of coarse cell faces will have the same value. In this way the boundary conditions 
are directly specified across the domains. 
However, by directly specifying the velocity components at all of the boundaries, 
and thereby the mass flux for an incompressible flow of constant density (using the 
Boussinesq approximation), satisfying continuity must also be addressed when applying 
the boundary conditions. This leads to the necessity of a mass balance algorithm during 
the specification of the velocity boundary conditions in order to ensure continuity for the 
entire domain. Similarly, directly defining the temperature at all of the boundaries would 
over-specify the problem and constrain the solution. 
3.5 Mass and Energy Balance Algorithm 
A novel mass balance algorithm has been developed in order to satisfy continuity 
through the boundaries of the domain. The algorithm was developed in order to try to 
minimize the change in mass flux through each face area of the flow boundaries between 
the domains. It also has to account for the non-conformal mesh between the different 
domains. Mass flux specified at other boundary conditions are not affected by the 
algorithm. 
An iterative method is employed as outlined in the flow chart of figure 14. After 
initializing the iteration counter and the initial correction factor, 0, the net mass flux and 
then the total mass flux through all of the boundaries of the domain are calculated. The 
mass imbalance ratio is then calculated by dividing the net mass flux by the total mass 
flux. The absolute value of the mass imbalance ratio is then compared with the stopping 
criterion, max. The stopping criterion, max, should at least be small enough to ensure 
stability of the solution and ideally would be on the order of the discretization error. 
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If the mass imbalance is not less than or equal to the stopping criterion then the 
correction factor is calculated. For the first iteration the correction factor is simply the 
negation of the imbalance ratio. Subsequent correction factors are calculated using the 
secant method, which provides superlinear convergence, requires minimal storage, and 
does not necessitate any additional mass imbalance evaluations [49]. 
The correction factor is then used to update the magnitude of the velocities at the 
flow boundaries of the interface regions. The algorithm always modifies the magnitude of 
the velocities in the direction that decreases the net mass flux through the domain. The 
magnitude of the velocities is either increased or decreased depending on the whether the 
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net mass flux through the boundary is positive or negative and whether the flow direction 
of the individual velocity is into or out of the domain. 
For example, if the net mass flux is into the domain and a particular boundary 
velocity is also into the domain, then that velocity is reduced in magnitude. However if a 
particular boundary velocity is out of the domain, then that velocity is increased in 
magnitude. In this way the overall change in the velocities along the interface regions is 
minimized and any other boundary conditions are not affected. 
After the velocities are updated, the iteration counter is incremented and the 
algorithm is repeated. The iterative process continues until the mass imbalance ratio 
meets the stopping criterion. In practice the algorithm only takes three to five iterations to 
converge to the stopping criterion. 
Although a simple scaling of the velocities simplifies the calculation considerably 
and produces a near-exact solution in a single iteration, it can also lead to divergence of 
the solution. Divergence occurs when the velocity vectors are altered by a high correction 
factor on the first outer viscous- iteration of the CIVSM which has to account for the non-
conformal mesh between the different domains. The subsequent correction factors 
ultimately amplify the initial velocity vector modification until the correction factors 
become so high that the solution diverges. By always minimizing the change to the 
velocity vectors using the mass balance algorithm outlined in figure 14, the CIVSM 
avoids this divergence mechanism of overcorrecting the velocity vectors. 
Unlike the mass balance algorithm for the continuity equation, no additional 
algorithm is required in order to alter the boundary conditions to satisfy the energy 
equation. The way the energy equation is satisfied is by using an upwind discretization 
scheme that ignores the temperature boundary conditions where the flow is exiting the 
domain. This is done in order to not over-specify the problem and constrain the solution. 
No specific algorithm is necessary for the energy equation beyond removing the strict 
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enforcement of the temperature specification for flow exiting the domain, which is 
fulfilled in an upwind discretization scheme. 
3.6 Pressure-Velocity Coupling Method 
Although the Semi-Implicit Method for Pressure Linked Equations (SIMPLE) 
pressure-correction algorithm provides [50] good convergence for the viscous and 
inviscid full-domain solutions, it can produce oscillations and in many cases divergence 
of the solution for the CIVSM when applied to the individual viscous and inviscid 
domains. The oscillations and divergence are due to interactions of the pressure 
correction within the SIMPLE algorithm with the mass balance algorithm. This may be 
corrected by significantly reducing the under-relaxation factors, but that would greatly 
decrease the rate of convergence and subsequently extend the overall solution time. 
However by using the coupled pressure-velocity calculation method, the 
oscillations noted when using the SIMPLE algorithm can be eliminated. The coupled 
method [51,52] simultaneously calculates the velocity and pressure field which comes at 
the cost of requiring roughly twice the amount of memory and computational time per 
outer-iteration as the SIMPLE algorithm. However, the coupled pressure-velocity method 
is quite robust and in practice converges in less than half of the number of outer-iterations 
as the SIMPLE algorithm (if the SIMPLE algorithm does converge). The net result when 
switching to the coupled pressure-velocity method is increased solution stability at the 
cost of about twice the memory usage with nearly identical solution time. 
Switching from the SIMPLE algorithm to the coupled method provides no 
additional benefits to the full domain viscous or inviscid models. The results for the 
conventional CFD/HT results are nearly identical for the SIMPLE algorithm and the 
coupled method in terms of a final solution and solution time. However the coupled 
pressure-velocity method required twice the memory usage and does not add stability to 
the solution for the conventional CFD/HT models. 
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In summary, the coupled method is required for the individual viscous and 
inviscid domains using the CIVSM in order to avoid divergence of the solution due to the 
interaction with the mass balance algorithm. Either the coupled or the SIMPLE pressure-
velocity coupling methods can be used for domains not running the mass balance 
algorithm with nearly identical results. However the coupled method does require 
roughly twice the memory usage, which is why the SIMPLE algorithm is typically 
favored. 
3.7 Convergence Criteria 
Each of the solving steps in the CIVSM (see figure 10) requires a set of 
convergence criteria before proceeding to the next step. Beginning with the initial solve 
step, the overall convergence is not critical since its function is mainly to ensure that the 
solution is properly started such that the residuals begin to converge, and the solution 
allows the second solve step to properly converge. With complicated flows it is often 
necessary to start the flow solver off using the inviscid equations. Therefore once the 
residuals start to decrease monotonically, the initial solve step can be stopped and the 
solution can be applied to the second solve step. 
The second solve step should use typical convergence criteria since the solution to 
this step is used to divide the domain using the partitioning algorithm. The partitioning 
algorithm should have a good representation of the flow, especially the vorticity field, in 
order to properly divide the domain into the viscous and inviscid domains. Typical values 
for convergence are a reduction in the unscaled residuals of three orders of magnitude, 
steady values of critical monitor points or regions, or unscaled residuals compared with 
an appropriate value such as inlet conditions. 
In order to achieve the highest computational efficiency, the viscous and inviscid 
domain solve steps require a fine balance between over-solving and under-solving their 
respective equations. Since the overall solution is based on a combination of the two 
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domains and each domain affects the other, over-solving each domain can needlessly 
lengthen the overall solution time. However, under-solving each domain may lead to a 
poor update to the boundary conditions for the other domains which could lead to an 
increased number of outer inviscid-viscous domain solve iterations or even divergence of 
the solution. 
To ensure adequate convergence within each solution domain, an additional set of 
convergence criteria are defined that monitor the change in the values of the other 
domains’ boundary conditions. The set of convergence criteria are based on the residuals 
of the mass-weighted average of the velocity and temperature values through the other 
domains’ boundary. Convergence of a particular domain occurs when either the overall 
typical convergence criteria are met, or if the velocity and temperature boundary 
conditions for the other domains have stopped changing. This prevents the algorithm 
from over-solving when the boundary conditions for the other domains have already 
converged. 
The last set of convergence criteria are the overall convergence criteria for the 
CIVSM. Overall convergence occurs once all of the individual viscous domains have met 
the outer-convergence criteria or a predefined number of outer-iterations have been 
completed. Once all of the components of the updated boundary conditions stop changing 
between successive outer-iterations for an individual viscous domain, that viscous 
domain has reached its outer-convergence criteria. This is done in much the same manner 
that the individual domains are considered converged when the residuals for the boundary 
conditions for the other domain have reached their convergence criteria. The scaled 
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where jn,  is the mass flux for one of the three Cartesian coordinates or the temperature 
for the nth outer-iteration and the jth face of the boundary. 
After an individual viscous domain has met the outer-convergence criteria as 
described above, it is no longer solved for in each successive outer-iteration of the 
CIVSM and no further boundary condition updates are made to the inviscid domains. 
Once all of the viscous domains have converged or a specified number of outer-iterations 
has been completed then the iterative process is concluded and the individual solution 
domains are combined into a final solution. 
3.8 Results and Discussion 
The CIVSM was applied to the single-rack data center test cell numerical model 
described in detail in chapter 2. The commercially available finite-volume, CFD/HT code 
ANSYS Fluent [33] was used to model the physical layout of the single-rack data center 
test cell for the three perforated-tile, 23 kW case. The same IBM IntelliStation Z Pro [34] 
system was used for all of the reported solution times in this dissertation and allow for 
direct comparison of computational effort. 
A new grid study was performed in order to determine the appropriate grid sizes 
for the different steps of the method. Also an extensive design of experiments was 
performed in order to determine the appropriate values of the newly defined parameters 
in the CIVSM. 
3.8.1 Parameter Definition 
A number of previously undefined parameters are required in order to execute the 
CIVSM. An optimization algorithm in the form of an extensive design of experiments 
was performed which led to the formation of an optimized set of parameters which 
produce consistent results. A list of the input parameters that were used as well as the 
model calculated values can be found in table 2. 
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Table 2. List of parameters used in the CIVSM 
Model Inputs 
Parameter Description Value Unit 
min Vorticity magnitude minimum 1.0 s
-1 
max Vorticity magnitude maximum 5.0 s
-1 
P1 Percentile 1 (vorticity magnitude 1) 10%  
P2 Percentile 2 (vorticity magnitude 2) 2.5%  
P3 Percentile 3 (vorticity magnitude 3) 1.0%  
R Radius of viscous region 2 Cells 
min Minimum ratio (marked/total) 5%  
max Maximum ratio (marked/total) 35%  
N Maximum number of iterations 10  
 Interface thickness 3 Cells 
max Mass balance stopping criterion 10-9+10-6*|1|  
Model Outputs 
Parameter Description Value Unit 
cutoff1 Vorticity magnitude 1 1.35 s
-1 
cutoff2 Vorticity magnitude 2 3.0 s
-1 
cutoff3 Vorticity magnitude 3 4.65 s
-1 




The first set of parameters that needed to be defined was for the operation of the 
partitioning algorithm. The three vorticity magnitude cutoff values (cutoff1 < cutoff2 < 
cutoff3) were calculated to be 1.35, 3.00, and 4.65 s
-1 based on the decreasing percentiles 
(P1 > P2 > P3) of vorticity magnitude within the domain of 10, 2.5, and 1%, respectively. 
In other words, 90% of the cells within the domain had a vorticity magnitude less than 
1.35 s-1, 97.5% were less than 3.00 s-1, and 99% were less than 4.65 s-1. By setting R = 2, 
the partitioning algorithm produced three viscous regions that comprised 22.7% of the 
cells within the domain, which is between the limits defined as 5% and 35% for the 
minimum and maximum, respectively. 
The overall partitioning algorithm is quite fast and takes less than two seconds to 
run through to convergence for the single-rack data center test cell. In general, it takes 
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about one second for every 25,000 cells in the grid per partitioning algorithm iteration on 
the IBM IntelliStation Z Pro [34]. So for a 100,000 cell grid that requires three iterations 
to converge, it would take about 12 seconds. For another data center case where the 
model was determined to be fully turbulent, the partitioning algorithm ran for the 
equivalent of 10 outer-iterations of the flow solver. Since that model was stopped after 
500 outer-iterations of the flow solver, the attempt to solve that case using the CIVSM 
method added less than 3% to the total solution time. 
The partitioning algorithm created three viscous regions. As can be seen in figure 
11, the three viscous regions were located at the major flow inlets and exits of the 
domain. Region one surrounded the IT equipment rack and the floor tiles in front of the 
rack. Region two was comprised of the bypass floor tiles while region three encompassed 
the entrance to the CRAC unit. 
Although increasing the interface thickness increases the number of cells that are 
solved in both the inviscid and viscous domains, it was found to also decrease the number 
of outer-iterations required for overall convergence. This is due in part to oscillations that 
develop in the boundary conditions from the iterative method. A larger interface 
thickness helps to dampen the effects of these oscillations in the boundary conditions by 
creating a buffer between the two boundaries. This dampening effect helps to speed 
convergence by requiring fewer outer iterations of the CIVSM. 
However, too large of an interface thickness can create interferences between 
multiple viscous regions that must be resolved in the partitioning algorithm. The 
partitioning algorithm automatically modifies the necessary parameters to eliminate these 
interferences. It does this by first trying to reduce the interface thickness, and then if 
unsuccessful, the algorithm modifies the cutoff criteria to either incorporate more of the 
domain into the viscous regions to eliminate the gaps between the regions, or reduce the 
size of the viscous regions to create larger gaps which can accommodate the interface 
thickness. 
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Excessively large grid counts for the viscous and inviscid domains, which lead to 
increased solution time, can also occur due to too large of an interface thickness. A 
balance must be made between increasing the total number of grid cells in the overall 
model, which increases individual domain solution time, and effectively reducing the 
number of outer iterations. 
An interface thickness of three grid cells provided the fastest overall solution 
times and did not hinder the formation of the different domains during partitioning. An 
interface thickness of two grid cells reduced outer inviscid-viscous iteration solution 
time, but significantly increased the number of outer inviscid-viscous iterations required 
for overall convergence. Increasing to four grid cells for the interface thickness did not 
reduce the number of outer-iterations enough to overcome the increase in solution time 
per outer-iteration. The partitioning algorithm also needed to make modifications to the 
different default parameters when trying to specify a four grid cell interface thickness and 
required three iterations before creating a good partition. 
Once the inviscid and viscous domains were defined, the next sets of parameters 
that need to be defined were the convergence criteria for the two domain types. 
Increasingly more stringent sets of convergence criteria were employed for both domain 
types in order to try to prevent over- or under-solving each domain. This helped reduce 
the number of inner and outer-iterations thereby decreasing solution time. 
By solving the viscous and inviscid domains’ equations for the first few outer 
inviscid-viscous iterations more loosely, the overall solution converged more quickly by 
not over-solving during the inner iterations. The later outer inviscid-viscous iterations 
however required more stringent convergence criteria from the inner iterations so that a 




3.8.2 Grid Study 
A new grid study was performed for the CIVSM. A coarse grid with 3998 nodes, 
3218 cells, and a maximum control volume of 0.4138 m3 was used as the base grid for 
the study. Five grids, which are outlined in table 3, were built from the base grid with 
different levels of refinement. The coarsest of the five grids, grid #1, used the base grid 
for the inviscid domain and one level of refinement for the viscous domain. Each level of 
refinement cuts each cell in half for each dimension of the grid. This effectively increases 




Table 3. Details of the Various Grids Used in the Grid Study 
 Grid # 
 1 2 3 4 5 
Level of refinement      
    Inviscid 0 0 1 1 2 
    Viscous 1 2 2 3 3 
× factor      
    Inviscid 1 1 8 8 64 
    Viscous 8 64 64 512 512 
Number of cells      
    Inviscid 2648 2648 19888 19888 159104 
        Region 1601 1601 14634 14634 117072 
    Viscous 12936 103488 88880 711040 711040 
        Region 4560 36480 46848 374784 374784 
    Total 15584 106136 108768 730928 870144 
Max Cell Size (m3)      
    Inviscid 4.14×10-1 4.14×10-1 5.17×10-2 5.17×10-2 6.47×10-3 
    Viscous 2.27×10-2 3.08×10-3 6.47×10-3 8.08×10-4 8.08×10-4 
Volume (m3)      
    Inviscid 231.895 
        Region 191.541 
    Viscous 57.922 
        Region 17.568 
    Interface Region 40.354 
    Total Domain 249.463 
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The results presented here are from grid #3 since it was found to be grid 
independent in the same way that the previous results from the standard CFD/HT models 
used in [15] that is Grid #3 showed less than a 1.0°C RMS difference between both grid 
#4 and grid #5. The maximum control volume for the inviscid domain was 0.0517 m3 
which is a little less than twice the size of the maximum control volume of 0.027 m3 used 
in the standard CFD/HT inviscid grid. Similarly the maximum control volume for the 
viscous domain was 6.47×10-3 m3 which is a little less than five times the size of the 
maximum control volume of 1.33×10-3 m3 used in the standard CFD/HT viscous grids. 
Even though the grid was somewhat larger for both the inviscid and viscous domains as 
compared with their standard CFD/HT counterparts, the overall solution did not change 
significantly with further grid refinement.  
3.8.3 Mass Balance Algorithm 
The stopping criterion used for the mass balance algorithm was: 
 1
69 1010  *max
  . (16) 
This criterion consists of the base value of 10-9 and a reduction of the initial mass 
imbalance by six orders of magnitude. If the mass imbalance is very low to begin with, 
then the base value allows the algorithm to converge. Otherwise the stopping criterion 
requires a significant reduction in mass imbalance. 
In practice the algorithm only took three to five iterations to converge to the 
stopping criterion. The mass balance correction factors were typically less than 5% for 
the viscous domains and less than 2% for the inviscid domains. That means that the 
magnitudes of the velocity vectors were modified by the mass balance algorithm on the 
order of 2-5% in order to satisfy global continuity. Not only does the mass balance 
algorithm have to account for the different flow models in the different domains, but also 
the non-conformal mesh between the different domains. 
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3.8.4 RMS Difference vs. Solution Time 
Figure 15 shows the overall RMS difference between the measured and predicted 
values for the 7,650 temperature data points plotted against the solution time needed to 
converge for each of the traditional flow models and the CIVSM for five increasingly 
more stringent convergence criteria. The traditional models used the default values of less 
than 0.001 for the flow equations and less than 10-7 for the energy equation for 
convergence or 500 iterations, which are the same conditions that were used in [15]. 
Except for the zero-equation model, none of the traditional models converged before 
reaching the maximum 500 iterations. The convergence criteria for the CIVSM models 
can be found in table 4. The turbulence model and the overall flow convergence criteria 
used for each of the CIVSM runs are shown in the legend of figure 15. 
The inviscid model returned the fastest solution and also the lowest deviation of 
all of the traditional CFD/HT models. The next seven fastest solutions were from the 
CIVSM with either the zero-equation or the standard k- turbulence model and different 
convergence criteria. These solutions not only ran faster than all of the traditional viscous 
CFD/HT models, but also produced lower overall RMS deviation than all of the 
traditional CFD/HT models. The solution to the CIVSM model running the standard k- 
turbulence model with the strictest convergence criteria reduced the overall RMS 
deviation even further to 2.63°C, more than 0.5°C less than the inviscid solution. 
The traditional CFD/HT viscous models solved in the order of their complexity. 
The zero-equation and the laminar models solved in about the same amount of time, 
while the more complex Spalart-Allmaras (one-additional-transport equation) and 
standard k- (two-additional-transport equations) models took significantly longer. The 
solution to the CIVSM model running the standard k- turbulence model with the strictest 
convergence criteria finished iterating slightly faster than the time required for the 



























































Table 4. Convergence Criteria Used for the CIVSM Models 
 
Solution Step Parameter Value 





Coupling Method SIMPLE 





Coupling Method SIMPLE 
Viscous Domain Solve Continuity 10-3 8×10-4 5×10-4 
Velocity 10-3 8×10-4 5×10-4 
Temperature 10-6 10-6 10-6 
Iterations 20 30 40 
Velocity BC monitor 5×10-3 3×10-3 10-3 
Temperature BC monitor 5×10-6 3×10-6 10-6 
Model Standard k- or 
Zero-Equation 
Coupling Method Coupled 
Inviscid Domain Solve Continuity 2×10-3 10-3 8×10-4 
Velocity 2×10-3 10-3 8×10-4 
Temperature 2×10-5 10-5 5×10-6 
Iterations 40 60 80 
Velocity BC monitor 1.5×10-2 9×10-3 3×10-3 
Temperature BC monitor 5×10-5 10-5 5×10-6 
Model Inviscid 
Coupling Method Coupled 
Overall Convergence Overall Continuity 0.2, 0.1, 0.05. 0.025, or 10-2 
Overall Velocity 0.2, 0.1, 0.05. 0.025, or 10-2 
Overall Temperature 5×10-4 





model running the zero-equation turbulence model with the strictest convergence criteria 
finished iterating slightly slower than the Spalart-Allmaras model completed 500 
iterations. 
All of the models employing the CIVSM spent roughly 38% of the time solving 
the inviscid domain, 23% of the time solving the viscous domains, and 4% of the time 
performing all of the operations prior to solving the two domain types. This means that 
roughly 35% of the time was spent performing operations other than solving or preparing 
the domains. The time not spent solving is mainly comprised of saving the solution, 
closing and opening the next domain, and then calculating and setting the boundary 
conditions. By further optimizing the code to minimize the dwell time between solving 
operations through parallelization, the overall solution time for running the CIVSM could 
be significantly reduced without changing the solution. 
As the convergence criteria were tightened for the CIVSM, the overall RMS 
deviation fell. The modeling technique employing the standard k- turbulence model 
consistently produced the lowest overall RMS deviation of all of the models while 
solving faster than all but the inviscid model (except with the most stringent convergence 
criteria). However, the overall RMS deviation does not take into consideration any 
localized effects. 
3.8.5 Temperature Difference Contours 
Figure 16 shows the measured temperature contours, the predicted temperature 
contours from the CIVSM using the standard k- turbulence model with the most 
stringent convergence criteria, the absolute temperature difference between the measured 
data and the CIVSM using the standard k- turbulence model with the most stringent 
convergence criteria, and the location of the viscous, interface, and inviscid regions. 
Figure 17 depicts the absolute temperature difference between the measured data and the 
five traditional CFD/HT flow model predictions. The temperature and absolute 
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Figure 16. Temperature Contours, Absolute Temperature Difference Contours, and 
CIVSM Region Locations at the Nine Elevations within the Region of Interest of the 
Single-Rack Data Center Test Cell for the 3 Tile, 23 kW Case 
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Figure 17. Absolute Temperature Difference Contours within the Region of Interest of 
the Single-Rack Data Center Test Cell for the 3 Tile, 23 kW Case 
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temperature difference contours plot all 7,650 data points along the nine heights for both 
figures 16 and 17. All of the contour planes show the region of interest in the same 
orientation as is shown in figure 3. The IT equipment rack is shown as blank space in the 
middle of the contours at the lower seven heights. 
The CIVSM does a good job of predicting the temperature field of the region of 
interest in the single-rack data center test cell. At a high level, the deviations from the 
measured data can be seen in the contours that plot the absolute temperature differences 
and general comparisons between the effectiveness of the different models predictions 
can be made. 
When comparing the different models’ absolute temperature difference contours it 
is plain to see that all of the models had a significant amount of deviation at the lower and 
mid-elevations near the wall where the IT equipment rack was exhausting. The model 
that performed the best in this region was the standard k- model. However the standard 
k- model was the worst performing model nearly everywhere else. In fact, where the 
best traditional CFD/HT model, the inviscid model, performed the worst is where the 
standard k- model performed the best. It can also be seen that the zero-equation model 
was the next best model in the regions of highest deviation of the inviscid model. 
Although the standard k- and the zero-equation models do a better job of predicting the 
temperature field in the areas of highest deviation of the inviscid model, the locations of 
the viscous and interface regions in the CIVSM model are not necessarily in those same 
areas. Figure 16 shows the location of the inviscid, viscous, and interface regions, as 
defined by the partitioning algorithm. When comparing the different viscous models in 
the viscous and interface regions, one would expect that when running the CIVSM with 
the standard k- and the zero-equation models would produce the best results. Not only 
did that turn out to be the case, but also the laminar and Spalart- Allmaras viscous models 
produced worse results when run in CIVSM than as a traditional CFD/HT model. 
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The CIVSM model using the standard k- turbulence model not only produced the 
lowest overall RMS difference, but also improved on the inviscid model’s localized 
deviation at nearly every elevation. The only exceptions are at the highest two elevations 
near the front of the rack. At these elevations a small patch of low deviation in the 
inviscid model seems to have grown both in size and deviation. This is due to the viscous 
domain passing higher temperature air (due to mixing) to the pure convection inviscid 
domain. The inviscid domain then advects this higher temperature air back to the CRAC 
unit rather than mixing with the cooler air exiting the perforated floor tiles. All of the 
traditional models do a better job of predicting the temperatures in this area due to either 
mixing with the cooler air from the perforated floor tiles or, as in the case of the inviscid 
model, simply advecting cooler air back to the CRAC unit. 
Other than the area of higher deviation described above, the CIVSM does just as 
good, if not better, of a job predicting the temperature field. Visually analyzing the local 
deviations affirms the lower overall RMS deviation of the CIVSM compared with the 
traditional CFD/HT models. The CIVSM has fewer and smaller areas of higher deviation 
than any of the traditional CFD/HT models. 
3.9 Summary 
A novel CIVSM for bounded domains was developed that has the potential to 
produce more accurate temperature field predictions for data centers with similar solution 
times as compared with traditional CFD/HT. By combining the increased speed potential 
and more accurate results of the inviscid solver in the inviscid domain along with the 
viscous solver’s ability to capture the turbulent flow physics in the viscous domain, a 
faster and overall more accurate solution can be obtained for bounded domains that 
contain large inviscid regions such as data centers. There is room for significant 
improvements in overall solution time by reducing the dwell time between solving 
operations in the current implementation of the CIVSM algorithm. 
 65 
While external flow CFD/HT modeling has taken advantage of a coupled 
inviscid-viscous solution technique, the problem of defining the inviscid-viscous 
boundary is straightforward. This new method uses a partitioning algorithm which 
determines where this interface should be applied based on the flow physics not known a 
priori. Details of the overall modeling technique, the inviscid-viscous partitioning 
algorithm, and the required mass-balance algorithm were presented. 
This new method also allows for the use of multiple turbulence models for the 
different viscous domains defined within the overall domain. Multiple grid sizes for the 
different solution domains allow for more control in the solution accuracy and 
computational efficiency based on the turbulence models being used in the different 
viscous domains and the inviscid solver’s less stringent grid requirement. 
The CIVSM was applied to a small, single-rack data center test cell and the 
results were compared with traditional CFD/HT. When using the standard k- and zero-
equation turbulence models, the new modeling technique produced both lower overall 
RMS deviation and, for lower levels of convergence, faster solution times as compared 
with traditional viscous CFD/HT models. 
Additional verification studies are presented in the following two chapters. Both 
temperature and flow predictions are compared with both experimental data from the 
Data Center Laboratory at Georgia Tech as well as traditional CFD/HT predictions. 
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CHAPTER 4 
TEMPERATURE VERIFICATION OF THE CIVSM IN A MULTI-
RACK DATA CENTER 
 
In this chapter predictions from the CIVSM, which is described in detail in 
chapter 3, are compared with experimental temperature measurements from the Data 
Center Laboratory (DCL) at the Georgia Institute of Technology, as well as predictions 
from traditional CFD/HT. The flow models are quantitatively compared with measured 
inlet air temperatures of the IT equipment. The models are also evaluated on the amount 
of computational effort they required to obtain the predictions. 
This research utilizes measured data from [53] in order to verify the performance 
of the CIVSM. It focuses on the temperature inlets to the IT equipment in the DCL using 
an open aisle and a closed aisle arrangement. Due to the difficulties in determining the 
locations of the air leakage between the contained cold aisle and the rest of the data 
center, only the open aisle arrangement has been modeled. The air-flow supplied to the 
room through the perforated tiles was varied by turning on or off one of the two CRAC 
units in the laboratory. This provided two cases of experimental data which were then 
compared with traditional CFD/HT models using two perforated-tile modeling 
techniques: a porous jump model, and a modified body force model. Details of the tile 
modeling techniques are provided in section 4.2.2. 
4.1 Experimental Setup of the Data Center Laboratory 
The DCL is split into two 56 m2 (600 ft2) rooms which both have a 2.64 m (8 ft 8 
in.) ceiling. One was used for the temperature verification test cases presented here, and 
the other was used for the flow verification test cases delineated in chapter 5. The layouts 
are nearly identical except for most notably the IT equipment rack placement and the cold 
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aisle containment geometry. Figure 18 shows an isometric view of the numerical model 










The half of the DCL used for the temperature verification test cases consists of a 
single cold aisle with 14 perforated tiles, 14 racks of IT equipment, three CRAC units, 
and two power distribution units (PDUs). The racks are divided into two rows of seven 
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racks each on either side of the cold aisle. Each rack has a generic 0.61 m × 0.61 m (2 ft 
× 2 ft) perforated tile located in front of it which supplies the cooling air to the IT 
equipment. Of the three CRAC units, two are down-flow units and one is an up-flow unit. 
Only the down-flow units were used in these tests, while the up-flow unit was blocked to 
prevent recirculation. 
The IT equipment is housed in standard 42 U (1 U = 0.0445 m) racks. Ten of the 
racks contain IBM Blade Centers and are fitted with rear-door heat exchangers that 
partially cool the hot exhaust air before it returns to the data center. One rack each are 
populated with standard 1 U servers, networking equipment, and storage equipment. The 
remaining rack is empty but incorporates blanking panels to prevent recirculation of hot 
aisle air into the cold aisle. 
Inlet and exhaust air temperatures along with anemometer measurements were 
taken for every 7 U section of the racks that housed IT equipment. These data were then 
used to calculate the air-flow rate and heat load for each of the racks. On average each 
populated 7 U section produced 860 W of bulk heating and 0.11 m3/s (230 CFM) of air-
flow for a total heat load of 61 kW and total rack air-flow of 7.8 m3/s (16,000 CFM). 
The perforated-tile air-flow rates were also measured for one down-flow CRAC 
operational, and for both down-flow CRACs operational. With one CRAC on, the total 
tile air-flow rate provided 79% of the total rack air-flow rate. With both CRAC units 
running the tiles supplied 121% of the total rack air-flow. 
Further details on the DCL boundary conditions and measurement techniques can 
be found in [53]. 
4.2 Numerical Models 
Four CFD/HT models were built using the commercially available finite-volume 
method solver, ANSYS Fluent [33]. The models were constructed to match the physical 
layout of the DCL. Each of the models consisted of ten major components: three CRAC 
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units, two PDUs, two rows of IT equipment racks, an aisle of perforated tiles in front of 
the IT equipment racks, ceiling return air vents, and walls (including ceiling and floor). 
Only the space above the raised floor was modeled, eliminating the added complexity of 
the under floor air plenum. 
The modeled inlet tile flow rates in front of the IT equipment racks were set to 
their measured values from the DCL as fixed air-flow boundary conditions. The IT 
equipment racks were modeled as a black boxes with their measured powers and flow 
rates. The hot-air return-vents were set as pressure outlet boundary conditions and 
balanced the inlet air from the perforated tiles. 
4.2.1 Flow Modeling 
Only the inviscid, zero-equation, and standard k- flow models were used on the 
DCL numerical models. The traditional CFD/HT models used either the inviscid model, 
or the standard k- model. The CIVSM models used the inviscid and standard k- models 
during the iterative scheme, and the zero-equation as the basic turbulence model before 
dividing the domain. 
For the standard k- turbulence model the turbulent intensity and length scale 
were set to 5% and 2.54 mm (0.1 in.) for all of the domain inlets respectively. However 
these values were set to 2.5% turbulent intensity and 61 mm (2.4 in.) at all of the 
interface boundary conditions during the viscous domain solve steps in the CIVSM 
iterative process. This was done to lower the amount of turbulence entering the viscous 
domain from the inviscid domain. Since the inviscid domain does not calculate these 
quantities and measured flow data are unavailable, they were set based on engineering 






  (17) 
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where I is the turbulent intensity, RMSu  is the RMS of the velocity vector fluctuations, and 
u  the mean (time averaged) velocity vector from the Reynolds decomposition. Values of 
1% or less are considered low while values of 10% or greater are considered high. 
Without flow measurements the default value is 5%, which is considered medium 
intensity, and is too high for flow entering the domain which is also modeled as inviscid. 
The length scale is generally taken to be about an order of magnitude less than the 
relevant length scale of the problem [54]. Therefore the length scale was chosen as 1/10th 
of the length of a floor tile. 
The values for turbulence intensity and length scale were confirmed by inspecting 
the calculated values from the full CFD/HT models using the k- turbulence model in the 
locations of the interface boundaries from the CIVSM models. The following equation 





4/3 kC  (18) 
where   is the length scale, C  is the empirical constant defined by the turbulence model 
(0.9 for the standard k- model), k is the turbulent kinetic energy, and  is the turbulent 
dissipation. 
4.2.2 Tile Modeling 
Two different tile modeling techniques were evaluated: the porous jump model, 
and the modified body force model. To better model the air-flow through a perforated tile 
without having to resolve the fine scale details, Arghode, et al. [55-57] proposed using a 
modified body force modeling technique. This modeling technique produces similar 
results to the fine grid predictions, but allows for much coarser mesh than a detailed 
perforated-tile model. 
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When not modeling the underfloor air-flow in a data center, the porous jump 
model essentially becomes a uniform, prescribed inlet flow to the model. This is typically 
what is employed above raised-floor data center models, and was used for all of the 
single-rack data center test cell cases. However, this type of model does not take into 
consideration the momentum changes which occur when the air passes through the 
perforations of the floor tile. 
When passing through a perforated tile, air must travel through a significant 
restriction through the perforations and then expand into the data center at the exit. This 
rapid acceleration creates a large momentum difference between the air exiting the pores 
of the tile and the surrounding air. This momentum difference is neglected when using 
the porous jump model, but is simulated by adding the modified body force. 
The modified body force model is a volumetric momentum source that is placed 
above the perforated tile to simulate the acceleration of the air through the tile 
perforations. The modified body force source strength, MBFS , can be calculated using the 
following equation: 








S . (19) 
where  is the density, tileA  is the total area of the tile, inletu  is the inlet velocity,   is the 
volume of the momentum source, and K is the pressure loss coefficient across the tile. A 
good estimate for the height of the momentum source was determined to be 12 pore 
diameters [56]. This distance was chosen as a midpoint between the axial distance of 
significant jet decay of a free jet (18 diameters) and a symmetric array of jets (8 
diameters) [56]. 
The modified body force modeling method for the perforated tiles has been 
applied to both the CIVSM and traditional CFD/HT models. 
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4.2.3 Grid Studies 
Three grid studies were performed on the numerical models: one each for the 
CIVSM model, the inviscid CFD/HT model, and the standard k- CFD/HT model. The 
modified body force perforated-tile models were used for the grid studies since they 
produced the highest velocities and gradients. The 1 CRAC models were chosen because 
they produced more mixing in the cold aisle where the comparisons were made. 
A similar approach was taken for the grid study of the CIVSM models as was 
done for the single-rack data center test cell [58]. The base grid for the models consisted 
of 68,488 cells and the largest control volumes were 0.0336 m3. The intermediate grid 
refined the viscous domains to a maximum control volume of 2.36×10-3 m3. These are 
somewhat smaller than the maximum control volumes in the single-rack data center test 
cell, which were 0.0517 m3 for the inviscid domain, and 6.47×10-3 m3 for the viscous 
domains. The grid convergence index (GCI) for the three CIVSM grids is presented in 
Appendix B. 
For the traditional CFD/HT grid studies, the same base grids from the CIVSM 
models were used and refined in the same manner as well as a nearly uniform grid similar 
to the one used in [53]. The nearly uniform grid consisted of cells with a maximum linear 
dimension of 0.508 m and maximum control volume of 1.31×10-4 m3. It was found that 
for the inviscid model none of the four grids would converge, however after 1500 
iterations they all produced similar temperature predictions. For this reason the results 
presented are from the coarsest of the four grids and were all run for 1500 iterations. The 
GCI for the two coarsest grids is presented in Appendix B. 
For the standard k- models, the two coarser grids used for the CIVSM would not 
converge. The finest of the three grids used for the CIVSM did converge, but contained 
nearly four times the cells as the nearly uniform grid and produced nearly identical 
results. Thus, the results are presented from the nearly uniform grid for the standard k- 
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models using traditional CFD/HT. The GCI for the standard k- model is also presented 
in Appendix B. 
4.3 CIVSM Refinements 
The CIVSM modeling technique was further modified from the implementation 
used on the single-rack data center test cell. The biggest alteration to the method was the 
inclusion of under-relaxation factors to the application of the boundary conditions. The 
other modification was to not allow any thin flow blockages (i.e. plates) to bound the 
viscous or inviscid region. Thin flow blockages were allowed to cross the domains, 
however they were not allowed to form the boundary of a domain. 
4.3.1 Boundary Condition Under-Relaxation 
Oscillations in any iterative solution technique have the potential to lead to 
delayed convergence or even divergence of the solution. Under-relaxation is used to 
dampen these oscillations and allow the iterative technique to converge more quickly. 
Large oscillations in the application of the boundary conditions of the CIVSM can lead to 
divergence of the solution especially for the first couple of iterations. Although this was 
noted for a couple of the cases when running the CIVSM for the single-rack data center 
test cell with one grid cell in the interface region, an easy solution was to increase the 
interface region thickness to dampen out the oscillations. 
However, the complex flow patterns of the DCL led to large oscillations in the 
boundary conditions which significantly lengthened convergence, and in certain cases 
even led to divergence. This was observed using the default three grid cell thick interface 
region developed from the single-rack data center test cell results. Therefore under-
relaxation was applied to the boundary conditions in order to dampen these oscillations 
and ensure faster convergence of the solution. 
Under-relaxation was applied by using the standard linear model: 
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  icalculatedii  1  (20) 
where 1i  is the new boundary condition value, i  is the old boundary condition value, 
calculated  is the calculated boundary condition value, and   is the under-relaxation factor. 
4.3.2 Partitioning Algorithm and Thin Flow Blockages 
The partitioning algorithm was modified to prevent thin flow blockages from 
bounding the domain. It was discovered that when the cold aisle containment geometry 
(see figure 18), which is constructed of thin flow blockages (i.e. plates), bounded either 
of the domains that the CFD/HT modeling software would not know how to treat the 
boundary condition. This is a known issue and the software will issue warnings if a 
model is originally built in this manner, however the check is not in place when dividing 
the domain as is automatically performed by the CIVSM. Therefore the partitioning 
algorithm was modified to perform this check and modify the partition to either enclose 
the thin flow blockage or exclude it from the boundary of the domain. 
4.4 Results and Discussion 
All of the numerical models were run independently on the same IBM 
IntelliStation Z Pro [34] system with two dual-core Xeon 5160 CPUs (4 cores total) rated 
at 3.00 GHz with 16.0 GB of RAM. This is the same machine used for the single-rack 
data center test cell cases. 
4.4.1 CIVSM Parameter Definition 
The same parameters from the single-rack data center test cell, which are located 
in table 2, were used for the DCL models. The only additional parameters that needed to 
be specified were for the under-relaxation values. A few different sets of values were 
tested, but the set that gave the most consistent convergence results were 0.2 for the 
pressure, 0.3 for the velocity components, and 0.5 for the temperature. Slowly increasing 
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these to higher values after the first few iterations may lead to even faster convergence, 
but only a few sets of constant values were explored. 
4.4.2 Partitioning Algorithm 
For all of the cases the partitioning algorithm converged in either one or two 
iterations depending on the case. The maximum amount of time spent running the 
partitioning algorithm was less than seven seconds. 
For all of the cases, the partitioning algorithm created one viscous region that 
included all of the IT equipment inlets and exhausts and all of the perforated tiles. An 
example of the location of the viscous region from the 1 CRAC, modified body force 
case can be seen in figure 19. All of the viscous partitions were very similar and 
consisted of approximately 15% of the cells in the domain. 
4.4.3 Convergence Criteria 
For the traditional CFD/HT models, convergence was attained when the solution 
residuals dropped to values of less than 10-4 for the flow equations and less than 10-7 for 
the energy equation or 1500 iterations. These are the same values that were used in [53]. 
Only three changes were made to convergence criteria as compared with those 
used in the single-rack data center test cell (see table 4). The first was that the number of 
iterations for the second solve was increased to 300 to ensure convergence prior to 
running the partitioning algorithm. The second was that only the k- turbulence model 
was used in these cases. Lastly the overall convergence criteria were lowered. 
Three sets of overall convergence criteria were used for the CIVSM to see the 
impacts on solution time and RMS difference. In order to limit the computational effort, 
only the three loosest overall convergence criteria were used from the single-rack data 
center test cell case. The most relaxed of these were 0.2 for the pressure and flow 






























































pressure and flow residuals and 5×10-4 for the temperature residual, while the tightest 
increased the pressure and flow residuals to 0.05 leaving the temperature residual at 
5×10-4. 
4.4.4 RMS Difference vs. Solution Time 
Figure 20 shows the overall RMS difference between measured and predicted 
values for the mass-averaged inlet temperatures into the 71 pieces of IT equipment 
housed in the 14 racks plotted against the solution time for all of the models. Each of the 
viscous model types is marked with a single shape. All of the inviscid models are marked 
with diamonds, while the standard k- models are marked with squares. Similarly, the 
CIVSM models are all marked with squares of different shading for the different 
convergence criteria used. For instance, the most stringent convergence criteria for the 
CIVSM models are filled in the top half of the square. Note that the 2 CRAC, porous 
jump case met both the 0.1 and the 0.05 convergence criteria on the same iteration and is 
therefore only shown as meeting the tightest convergence criteria. 
The inviscid models, having the coarsest grids and simplest equations, were the 
first to reach their stopping criteria. The CIVSM models were the next fastest, followed 
by the standard k- models. All of the CIVSM models solved at least three times as fast 
as their standard k- CFD/HT counterpart, with the lowest convergence criteria CIVSM 
models solving from nine to 35 times faster.  
Although the inviscid models solved in the least amount of time, for these cases 
they also produced the highest RMS temperature differences. Only the 2 CRAC, porous 
jump model produced RMS temperature differences within 10% of the CIVSM and k- 
models. Not only did the CIVSM models run significantly faster than the standard k- 
models, they also produced similar RMS temperature differences. In fact, only the 2 
CRAC, modified body force model with the tightest convergence criteria did not 

























































It is also interesting to note that for all of the viscous models, except for the 2 
CRAC, modified body force model solved using the CIVSM with the tightest 
convergence criteria, the modified body force models outperformed the porous jump 
models in terms of RMS temperature difference. In terms of solution time, only the 2 
CRAC CFD/HT model did not solve faster using the modified body force model than the 
porous jump model. 
However, the opposite trend was found for the inviscid models, where the porous 
jump model produced both lower RMS difference and solution time compared with the 
modified body force model. This is most likely due to the inviscid model’s lack of a 
means for mixing two flow streams of different temperatures together, and only allows 
for the increased momentum of the cold air from the perforated tiles in the modified body 
force models to advect further towards the top of the racks towards the center of the aisle. 
Thus the modified body force model will, relative to the porous jump model, predict 
lower temperatures for the IT equipment at the tops of the central racks and predict 
higher temperatures for the IT equipment at the racks on the ends of the rows where 
warm air from the room must be “entrained”. This phenomena was verified for both of 
the cases run for this study. 
4.5 Summary 
The CIVSM was modified to include under-relaxation factors for the boundary 
conditions between the inviscid and viscous domains. The partitioning algorithm was also 
updated to eliminate poorly defined boundary conditions caused by plates at the 
boundaries of the inviscid and viscous domains. These alterations to the CIVSM were 
then applied to the DCL at Georgia Tech, a compact, multi-rack data center. Temperature 
predictions from the CIVSM, as well as inviscid and standard k- CFD/HT models, were 
compared with measured data. Two perforated-tile modeling techniques were employed 
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for each of the flow models. Computational effort for all of the models were also 
evaluated. 
Although the inviscid models solved faster than the CIVSM models, the CIVSM 
models were much more consistent in their temperature predictions. Overall the CIVSM 
does a good job of replicating the standard k- CFD/HT model temperature predictions 
while significantly reducing solution time. The CVISM outperformed the standard k- 
CFD/HT in terms of solution time by a minimum factor of three, while maintaining the 
same level of predictive accuracy in terms of RMS difference. 
The modified body force tile modeling technique, in conjunction with the 
CIVSM, performed quite well, and led to reduced solution times and similar RMS 
difference temperature predictions as compared with the porous jump modeling 
technique. This technique better simulates the effects of entrainment the air experiences 
after it flows through the perforated tiles for both the CIVSM and the standard k- 
CFD/HT models as measured by the reduced RMS difference. 
However, the inviscid model does not show the same reductions in RMS 
difference. The inviscid model’s inability to properly entrain the warm air from the room 
into the cold air supplied by the perforated tiles is suspected to be the reason for the 
decrease in modeling accuracy of the modified body force model compared with the 
porous jump model. 
Even though the CIVSM has done a good job of reducing solution time and 
replicating the temperature predictions of traditional CFD/HT in a multi-rack data center, 
verification of the flow predictions has not yet been demonstrated. Chapter 5 presents 
comparisons of the CIVSM predictions to PIV measurements from the DCL at Georgia 
Tech, as well as to traditional CFD/HT predictions. 
 81 
CHAPTER 5 
FLOW VERIFICATION OF THE CIVSM IN A MULTI-RACK DATA 
CENTER 
 
In this chapter predictions from the CIVSM, which is described in detail in 
chapter 3, are compared with experimental flow measurements from the DCL at the 
Georgia Institute of Technology as well as predictions from traditional CFD. The flow 
models’ predictions are qualitatively compared with measured air-flow data taken using 
particle image velocimetry (PIV). The flow models are also compared with each other on 
the basis of the computational effort used to obtain the predictions. 
This research utilizes previously published, measured data from [59] in order to 
verify the performance of the CIVSM. The study [59] focused on the air-flow exiting a 
perforated tile and entering an IT equipment simulator. PIV measurements were taken for 
seven different cases by varying the perforated-tile design, air-flow rate, and IT 
equipment simulator rack placement. Due to the similarity of the air-flow patterns only 
three of the seven cases were modeled for this comparison. They represent the largest 
changes in perforated-tile design, and subsequently, air-flow patterns. Both the porous 
jump and modified body force modeling techniques were implemented for the perforated-
tile flow in the CIVSM and traditional CFD models. Details of the perforated-tile 
modeling techniques are provided in section 4.2.2. 
5.1 Experimental Setup of the Data Center Laboratory 
The DCL is split into two 56 m2 (600 ft2) rooms which both have a 2.64 m (8 ft 8 
in.) ceiling. One was used for the flow verification test cases presented here, and the other 
was used for the temperature verification test cases described in chapter 4. The layouts 
are nearly identical except for most notably the IT equipment rack placement and the cold 
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aisle containment geometry. Figure 21 shows an isometric view of the domain simulated 
numerically, which illustrates the layout of the half of the DCL at Georgia Tech used for 









The DCL contained one perforated tile, 12 IT equipment racks, three CRAC units, 
two in-row-coolers, one PDU, and one cooling distribution unit (CDU). The 12 racks 
were split evenly in front of two rows of tiles. Only one of the tiles in the cold aisle was 
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perforated and it was located directly in front of the only rack that was functional during 
the tests. That rack housed four-10 U IT equipment simulators, and was only powered for 
flow since no thermal measurements were made. The two in-row-coolers were not 
powered on and neither were two of the CRAC units. Since only one perforated tile was 
open during the testing, bypass air was directed through the down-flow CRAC unit that 
was powered off. This allowed for reasonable air-flow rates through the lone perforated 
tile. The CRAC unit that was powered on incorporated a variable speed drive (VSD) 
which allowed the researchers to provide constant air-flow through the various 
perforated-tile designs [59]. 
The four IT equipment simulators were housed in a standard 42 U rack adjacent to 
the perforated tile. The same measurement techniques were used to determine the rack 
and tile flow rates as were used in [53]. The air-flow rates for the rack and perforated tile 
were matched using the simulators’ speed control dials and the CRAC’s VSD. Both were 
set to provide a measured flow rate of 0.56 m3/s (1177 CFM). 
Although the air-flow rates were held constant for the three different perforated-
tile cases, the discharge velocities increased by over 30% due to the change in open area. 
The three perforated-tile cases studied here correspond to the test cases #1, 5, and 6 from 
[59] and are referred to as the full tile (case 1), the framed tile (case 2), and the blocked 
tile (case 3), respectively. The full tile (case 1) acted as the base tile for the modifications 
in [59], and consisted of a tile with 40% open tile porosity, and 6.35 mm (0.25 in.) pores 
on 9.53 mm (0.375 in.) pore-pore center spacing. The full tile was then “framed” with a 
38.1 mm (1.5 in.) edge blockage around the perimeter of the tile to produce the framed 
tile (case 2). The third case evaluated here was the blocked tile, which corresponds to the 
full tile being fully blocked along one edge by a distance of 0.1524 m (6 in.). 
The velocity field was measured using PIV in a plane across the centerline of the 
perforated tile starting at the cold aisle center, and ending at the IT equipment rack front 
face, and spanning the height of the rack. The plane is shown in figure 21. The PIV 
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system was able to cover the width of the tile, but needed to be adjusted vertically in 
order to stitch together the entire plane. The average velocity field was created from 30 
image pairs at each vertical location and the spatial resolution was determined to be 
approximately 7 mm. The standard error of the velocity measurements was quite small 
for the flow near the perforated tile and gradually increased as the distance from the 
perforated tile increased. This indicates that the fluctuations in the velocity measurements 
increased as the distance from the perforated tile increased, but they were still relatively 
small even at the highest elevations. Additional information on the experimental setup 
can be found in [59]. 
5.2 Numerical Models 
Six CFD models were built using the commercially available finite-volume 
method solver, ANSYS Fluent [33]. All six of the models were constructed to match the 
physical layout of the DCL. Each of the models consisted of twelve major components: 
three CRAC units, one PDU, one CDU, two rows of IT equipment racks, two in-row 
coolers, one perforated tile in front of the IT equipment simulator rack, ceiling return air 
vents, and walls (including ceiling and floor). Only the space above the raised floor was 
modeled, eliminating the added complexity of the under floor air plenum. 
The modeled inlet tile flow rate in front of the IT equipment rack was set to its 
measured value from the DCL as a fixed air-flow boundary conditions. The IT equipment 
server simulators were modeled as a black boxes with their measured flow rates. The hot-
air return-vents were set as pressure outlet boundary conditions, and balanced the inlet air 
from the one perforated tile. 
5.2.1 Flow Modeling 
Only the inviscid and standard k- flow models were used in the DCL numerical 
models built for flow verification. As with the temperature verification models of chapter 
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4, the traditional CFD models used either the inviscid model, or the standard k- model. 
However, the CIVSM models used only the standard k- turbulence model for both the 
iterative scheme, and the turbulence model before dividing the domain. This is different 
from what was done for all of the previous implementations of the CIVSM which used 
the zero-equation model for dividing the domain. Further discussion of the reasons for 
this change can be found in section 5.3.1. 
The turbulent intensity and length scale were set to 5% and 2.54 mm (0.1 in.) for 
all of the domain inlets, respectively, for the standard k- models. These values were 
lowered to 2.5% for the turbulent intensity and 61 mm (2.4 in.) at all of the interface 
boundary conditions for the viscous domain solve steps in the CIVSM iterative process. 
This was done to lower the amount of turbulence entering the viscous domain from the 
inviscid domain. Additional details on the selection of these boundary conditions can be 
found in section 4.2.1. 
5.2.2 Tile Modeling 
The same two tile modeling techniques described in section 4.2.2 were analyzed 
for this study: the porous jump model, and the modified body force model. A modified 
body force modeling technique was proposed by Arghode, et al. [55-57] in order to better 
model the air-flow through a perforated tile without having to resolve the fine scale 
details. This modeling technique produces similar results to the fine grid predictions, but 
allows for much coarser mesh than a detailed perforated-tile model. Further details of 
both tile modeling methods can be found in section 4.2.2. 
The height of the momentum source for the modified body force model is 
dependent on the pore size, and a good estimate was determined to be 12 pore diameters 
[56,57]. However the previous implementations of the modified body force modeling 
technique all used perforated tiles with pore sizes at least twice the size of the pores in 
this study, and subsequently twice the momentum source height [55-57]. Given that the 
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momentum source height is outside the range of previous implementations, some 
unexpected consequences may arise. 
5.2.3 Grid Studies 
Three grid studies were performed on the numerical models: one each for the 
CIVSM model, the inviscid CFD model, and the standard k- CFD model. The blocked 
tile (case 3), modified body force flow tile models were used for the grid studies since 
they produced the highest velocities and gradients. The same approach was taken for the 
flow verification models as was done for the temperature verification models (see section 
4.2.3) with the same results. 
Since the flow verification models only have one perforated tile, one modified 
body force source, and no cold aisle containment geometry, the base grid could be more 
evenly distributed across the DCL than for the temperature verification models described 
in chapter 4. The base grids ranged from 58,999 to 67,292 cells for the different tile 
configurations. Even though the grid counts for the flow verification models were about 
the same as the temperature verification models’ grid counts, the maximum control 
volumes were significantly smaller. The flow verification models all had maximum 
control volumes of 5.05×10-3 m3 for the inviscid domains and 6.06×10-4 m3 for the 
viscous domains. These were an order of magnitude smaller than the maximum grid sizes 
used in the single-rack data center test cell. As with the temperature verification models, 
further grid refinements of the CIVSM did not alter the flow field predictions along the 
measurement plane for this case. 
For the traditional CFD grid studies, the same base grids from the CIVSM models 
were used, and refined in the same manner, as well as a nearly uniform grid similar to the 
one used in [53]. The nearly uniform grid consisted of cells with a maximum linear 
dimension of 0.508 m and maximum control volume of 1.31×10-4 m3. 
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Similar to the temperature verification models, the inviscid model would not 
converge for any of the four grids. However, after 1500 iterations the predicted flow field 
was nearly the same for all of the grids, and the residuals were near convergence and had 
reached their minimum values. Therefore the results are shown for the coarsest of the 
four grids which all were run for 1500 iterations. 
As in the temperature verification models for the standard k- models, it was 
found that the two coarsest grids used for the CIVSM would not converge. Also the finest 
of the three grids used for the CIVSM did converge, but contained significantly more 
cells and increased solution time as compared to the nearly uniform grid. Thus, just as in 
the temperature verification models, the results are presented from the nearly uniform 
grid for the standard k- models using traditional CFD. Additional details on the grid 
study and the grid convergence index can be found in Appendix B. 
5.3 Results and Discussion 
All of the numerical models were run independently on the same IBM 
IntelliStation Z Pro [34] system with two dual-core Xeon 5160 CPUs (4 cores total) rated 
at 3.00 GHz with 16.0 GB of RAM. This is the same machine used for both the single-
rack data center test cell cases and the temperature verification cases. 
5.3.1 CIVSM Parameter Definition 
Except for the initial turbulence model, the same parameters from the temperature 
verification models, which are delineated in section 4.4.1, were used for the flow 
verification models. The initial turbulence model was changed to match the final 
turbulence model (i.e. the standard k- turbulence model) due to instabilities in the first 
two iterations of the iterative portion of the CIVSM which would lead to divergence. 
It was found that the zero-equation turbulence model did a poor job of initializing 
the solution for the CIVSM when using the standard k- turbulence model as the solver in 
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the viscous domain. All attempts to reduce the instabilities by means of reducing the 
various under-relaxation factors only delayed the onset of divergence. The only method 
that prevented divergence was to initialize both the viscous and inviscid domains with the 
standard k- turbulence model’s solution. 
The easiest and most straightforward way to implement this change was to use the 
standard k- turbulence model as the solver for the second solve step for the overall 
CIVSM. This meant the standard k- turbulence model’s solution, rather than use the 
zero-equation model’s solution, was used as the basis for defining the viscous and 
inviscid domains using the partitioning algorithm. For all six cases there was no 
difference in domain definition when switching from the zero-equation model to the 
standard k- model. 
The only drawback that accompanied this change was the increased solution time 
for the second solve step. The standard k- model required an additional 70 to 430 
seconds of computation for the second solve step compared with the zero-equation 
model. However without the standard k- turbulence model used for the initial solution, 
the CIVSM diverged. 
5.3.2 Partitioning Algorithm 
For all of the cases the partitioning algorithm converged in either one or two 
iterations depending on the case. The maximum amount of time spent running the 
partitioning algorithm was less than six seconds. 
The flow verification test cases all consisted of one viscous region that covered 
the inlet and exhaust planes of the IT equipment simulator and the perforated tile. As in 
the temperature verification test cases, the partitioning algorithm defined very similar 
viscous regions for the flow models. In these cases about 10% of the domain was 
included in the viscous region. 
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Figure 22 depicts the region locations, for all six numerical models, along the 
measurement plane, which is shown in figure 21. Each of the plots in figure 22 shows the 
center plane of the perforated tile directly in front of the IT equipment simulator. The 
origin of the plots are vertically located at top of the perforated tile, and horizontally 
located at the center of the cold aisle. The IT equipment simulator is on rightmost edge of 
all of the plots, up to 1.98 m (78 in.). Therefore the air enters the data center at a height of 
zero, and flows upwards and to the right towards the IT equipment simulator. 
As can be seen in figure 22, the viscous regions were all slightly different for each 
perforated-tile case and flow model type. The partitioning algorithm created larger 
viscous regions for all of the modified body force (MBF) models than for the 
corresponding porous jump (PJ) models. This is to be expected since the modified body 
force models increase the vertical momentum which would be carried further 
downstream, thereby increasing the height above the perforated tile where viscous effects 
would be important. 
5.3.3 Convergence Criteria 
For the traditional CFD models, convergence was attained when the solution 
residuals dropped to values of less than 10-4 for the flow equations, or the solution was 
stopped after reaching 1500 iterations. These are the same values that were used in the 
temperature verification test cases (see section 4.4.3). 
Three changes were made to the convergence criteria as compared with those 
used in the temperature verification test cases (see section 4.4.3). The first, and largest 
change, was to use the standard k- turbulence model for the second solve step solver. 
The second was that the number of iterations for the second solve was increased to 500 to 
ensure either convergence, or low level residuals prior to running the partitioning 
algorithm. Thirdly, only the middle of the three overall convergence criteria were used, 
i.e. 0.10 for the flow variables. 
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Figure 22. Region Locations for the Flow Verification Models 
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5.3.4 Flow Results 
Figures 23-28 show the measured and calculated streamtrace plots for the three 
flow cases and the two perforated-tile flow models along the measurement plane. 
Streamtraces are defined as lines that are everywhere parallel to the velocity vector field. 
This is essentially the same definition as a streamline, but for these cases only two 
dimensional flow field data are available since the PIV measurements can only be taken 
within a plane. Therefore, the plots technically do not show streamlines, rather two-
dimensional projections of the velocity field onto a plane. Thus, the lines will be referred 
to as streamtraces. 
Each of the six figures shows the measured data plotted as streamtraces on the 
left, the inviscid model prediction second from the left, the CIVSM prediction second 
from the right, and the standard k- model on the right. The streamtraces are colored by 
the local velocity magnitude and the scale can be found on the far right of the figures. 
The CIVSM predictions also show the boundaries of the viscous, interface, and inviscid 
regions. 
Figures 23 and 24 show the full tile cases for the modified body force, and the 
porous jump perforated-tile models, respectively. The measured air-flow velocities 
leaving the tile are somewhat evenly distributed and only about a third of the air-flow 
appears to enter the IT equipment simulator. The CIVSM models closely approximate the 
CFD counterparts, and all under-predict the amount of air leaving the left side of the plot, 
which is towards the other row of racks, away from the IT equipment simulator. The 
CIVSM model predictions appear to almost average the viscous and inviscid CFD model 
predictions for both perforated-tile flow models.  
The modified body force perforated-tile models all severely over-predicted the 
vertical velocities. This may be due to the location of the measurement plane and that 
there is only a single perforated tile supplying the flow for the entire data center. The 












































































































































































































































































































































































































































also lead to artificially high momentum at the central portion of the tile. The high 
momentum levels could also be caused by the decreased momentum source height. This 
height is set by the perforated-tile pore size, which is half the size of the smallest pores 
from the previous studies [55-57]. 
The second case depicts the air-flow measurements and predictions from the 
framed tile, shown in figures 25 and 26 for the modified body force and porous jump 
models, respectively. In this case the perforated tile was framed such that the perforations 
0.038 m (1.5 in.) around the periphery of the tile where blocked. Since the total air-flow 
rate was maintained from the previous case the decrease in open area meant the exit 
velocities were increased compared with the full tile case. 
The modified body force models seem to do a much better job of predicting the 
velocity field than the porous jump models. Again the CIVSM seems to bridge the 
difference between the two CFD models. The CIVSM and standard k- models both 
show the same trends relative to the measured data by over-predicting the velocities at 
about 0.2 m from the center aisle, and under-predicting the velocities near the 0.5 m 
mark. The inviscid model using the porous jump tile model appears to severely under-
predict the flow velocities toward the center of the cold aisle. 
Figures 27 and 28 present the third case, where only 0.46 m (1.5 ft) of the tile was 
open and 0.15 m (0.5 ft) was blocked. This simulates the use of a smaller aisle width and 
further increases the exit velocity as compared with the framed case. It is interesting to 
note that a greater fraction of the cold air is entering the IT equipment simulator for this 
case than in the previous two cases. 
None of the numerical models do a good job of predicting the air-flow patterns in 
this case. However, the CIVSM does do a good job of splitting the difference between the 
two CFD predictions. The CIVSM prediction using the modified body force model does 
appear to have a peculiar streamtrace near the center of the cold aisle. The streamtrace 
takes a turn at the boundary of the interface and inviscid regions. This is due in part to the 
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low velocity in that region and also due to the solution being patched together from the 
viscous and inviscid domains at that location. 
In order to better evaluate the differences between the predictions and the 
measured velocity data, the vertical and horizontal velocities at three heights were plotted 
against the distance from the center of the aisle. Figure 29 shows the measured and 
predicted vertical and horizontal velocities for the full tile cases using the modified body 
force tile flow model at a height of 0.15 m (0.5 ft) above the perforated tile. The three 
models do a relatively good job of predicting the vertical velocities, but over-predict the 
horizontal velocities. Figure 30 shows the same case and height as figure 29 (case 1 @ 
0.15 m), but with the porous jump tile flow predictions. The porous jump model does not 
do as good of a job capturing the vertical velocities as the modified body force model, but 
also does not over-predict the horizontal velocities by as much either. 
Figures 31 and 32 show the velocity plots for case 1 at the highest of the three 
heights, namely 1.68 m (5.5 ft), for the modified body force and porous jump models, 
respectively. Here it is clear to see that the modified body force perforated-tile flow 
model severely over-predicts the vertical velocities, while the porous jump model does a 
relatively good job. Both models do a very good job at predicting the horizontal 
velocities at this height, although the porous jump model predictions are almost all within 
the error bars of the measurements. 
The velocity plots for the other two cases at all three heights, as well as the 
















Figure 32. Velocity Plots for Case 1, Porous Jump Model @ 1.68 m (5.5 ft) 
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The lack of agreement between all of the numerical models and the measured data 
implies an error in the modeling techniques used. Modeling errors are most likely due to 
the boundary condition treatments. The differences between the two tile modeling 
techniques can be easily seen in figures 23-32. The modified body force model appears to 
do a much better job of predicting the vertical velocities near the tile than the porous 
jump model, but then it severely over-predicts the vertical velocities at higher elevations. 
The uniform rack inlet velocity boundary condition may also play a part in the 
discrepancies between measured and modeled results. 
For all of the cases and perforated-tile flow models, the CIVSM produced similar 
results to traditional CFD using the standard k- turbulence model. In many of the areas 
where the CIVSM deviated from the standard k- turbulence model, it produced similar 
results to the inviscid model. The good overall agreement between the numerical models 
implies that if the modeling errors are corrected, then the CIVSM should be able to 
reproduce the results of the standard k- turbulence model, but at much lower 
computation expense. 
5.3.5 Solution Time 
Figure 33 shows the solution time for each of the flow cases and perforated-tile 
flow models. The inviscid models all ran the fastest, followed by the CIVSM, and then 
the standard k- turbulence model. On average the CIVSM models ran an order of 
magnitude faster than the standard k- turbulence models, and the inviscid ran 1.7 to 7.6 
times as fast as the CIVSM models. Even when running the standard k- turbulence 




The CIVSM produced similar flow predictions to the standard k- turbulence 
model while reducing solution time by about an order of magnitude. However, 
convergence issues necessitated the use of the standard k- turbulence model for the 
second solve step, which increased the CIVSM solution times. It also brings into question 
using the zero-equation turbulence model for the second solve step on future 
implementations that use the standard k- turbulence model for the viscous domain 
solver. 
Although the CIVSM has the potential to significantly reduce computational 
effort, it does have a few weaknesses, and potential problems that need to be overcome to 






Figure 33. Solution Time for the Flow Verification Test Cases 
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CHAPTER 6 
FUTURE WORK, RECOMMENDATIONS, AND CONCLUSIONS 
 
A novel CIVSM was developed, and has proven to provide significant time 
savings compared with traditional CFD/HT methods while not sacrificing accuracy. 
However, there are still a number of known issues and potential sources of problems that 
can arise when using the CIVSM. There are also a number of parameters and techniques 
that have yet to be fully explored when implementing the CIVSM technique. These may 
lead to further decreases in computational time or increased accuracy of the models.  
6.1 CIVSM Partitioning Algorithm 
The CIVSM’s partitioning algorithm is key to the success of the method. If the 
defined viscous regions are too small, then the CIVSM will not accurately model the 
domain. Conversely, if the defined viscous regions are too large, then the CIVSM 
solution time will increase to the point where it is no longer advantageous as compared 
with a traditional, fully viscous CFD/HT model. 
Even though it is easily quantified and understood, the overall size of the viscous 
regions is not the only aspect which determines the partitioning algorithm’s effectiveness. 
Other factors, both within the partitioning algorithm and external to it, have been 
identified as having a significant influence over the definition of the viscous regions, and 
subsequently the solution time and accuracy of the CIVSM. These factors are described 
in detail in the following sections. 
6.1.1 Non-Uniform Grid 
One of the most difficult things to do when building and running CFD/HT models 
is to appropriately grid the domain. Too fine of a grid leads to increased compute time, 
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but too coarse of a grid can lead to inaccurate and misleading results. One tool that has 
been used extensively to reduce the grid size is to employ a non-uniform grid. Certain 
“rules-of-thumb” have been developed over time for determining what is acceptable and 
what will produce poor results for traditional CFD/HT. These generalized rules have not 
been fully developed for the CIVSM modeling technique, although a few issues have 
been noted. 
When growing the viscous regions, the CIVSM’s partitioning algorithm sweeps 
across the faces of every cell in the domain and examines the -value of the adjacent 
cells. When evaluating the -value of an adjacent cell, the partitioning algorithm does not 
take into consideration the face area, or any other parameter of the neighboring cells. The 
adjacent cell may be much larger, or smaller than the cell in which the evaluations are 
being conducted, and this may be an important factor that is being overlooked by the 
current implementation of the partitioning algorithm. The partitioning algorithm has 
shown a tendency to place viscous region boundaries at the interfaces of non-uniform 
grid cells. 
The way in which the interface regions are defined can also lead to problems due 
to non-uniform grid. When bounding a fine grid, simply defining a fixed number-of-cells 
to include in the interface region may not allow for an effective interface region. This is 
especially true when there is a limited amount of grid in the flow direction. The 
partitioning algorithm also allows for a distance variable to be set for the definition of the 
interface region, but all implementations of the CIVSM described in this dissertation 
have set the distance parameter to zero. This was done in order to avoid irregular viscous 
boundaries in the form of stair-casing. Stair-casing is when the boundaries of a domain 
take the shape of a stair case, which leads to non-physical grid effects. 
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6.1.2 Viscous Region Smoothing 
One problem that was discovered early-on in the development of the CIVSM was 
the need for relatively smooth viscous region boundaries. Irregularly shaped viscous 
regions can lead to boundary condition applications that produce non-physical grid 
effects. This can lead to extremely slow convergence, or even divergence of the overall 
solution. 
These non-smooth boundaries are naturally created by the partitioning algorithm 
during the formation of the viscous and interface regions. The viscous regions grow 
outwardly from the seed cells in a “spherical” manner, resulting in stair-cased viscous 
regions. Similarly, when the interface regions are defined by a certain distance from the 
viscous regions, stair-cased boundaries are defined at the corners and along the edges of 
the viscous regions. The stair-casing can be mitigated by only using the distance in 
number-of-cells from a boundary, since this parameter only forms interface regions 
normal to the viscous boundaries, and does not create irregularly shaped boundaries on its 
own. 
A smoothing function is currently incorporated in the algorithm, and is an integral 
part of the growth of the viscous region (see table 1). However this function always 
grows the viscous region outwardly from the seed cells, and never trims the extraneous 
cells that sometimes end up on the face of an otherwise smooth boundary. An additional 
smoothing function has been formulated to eliminate these irregularities, but it tends to 
create extremely large viscous regions, which can cause the partitioning algorithm to 
diverge. A trimming function would help to ensure convergence of the partitioning 
algorithm when the smoothing functions fail to contain the viscous region growth. 
Advanced smoothing techniques would lead to better viscous region definition, 
and eliminate a source of oscillations within the CIVSM. Smaller viscous regions are 
desired for reduced computational effort, but too small of a region could produce poor 
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predictions. A fine balance must be made to create appropriately sized viscous regions 
that are not irregularly shaped, which can cause convergence issues. 
6.1.3 Partitioning Algorithm Parameters 
Vorticity magnitude was chosen as the default parameter used in the partitioning 
algorithm to determine the viscous regions. Other parameters could also be used, but 
have not been extensively researched. Three new parameters were explored for the one 
CRAC case, using the modified body force perforated-tile flow modeling technique from 
the DCL at Georgia Tech. The three parameters analyzed were turbulent kinetic energy, 
turbulent dissipation, and turbulent viscosity. 
The first two parameters require the use of a k- turbulence model (e.g. standard, 
RNG) in order to calculate the parameters for the domain. This can be a drawback since it 
requires the use of a more complicated model than the zero-equation turbulence model, 
which ultimately results in increased solution times for the second solve step of the 
CIVSM. Although, as seen in the flow verification cases, using the same turbulence 
model for the second solve step and the iterative portion of the CIVSM may be required 
for overall convergence. 
Figures 34-37 show the seed cells and final viscous regions defined by the 
partitioning algorithm for vorticity magnitude, turbulent kinetic energy, turbulent 
dissipation, and turbulent viscosity, respectively. The first three seed cell locations and 
viscous regions look quite similar. However, the turbulent viscosity defined regions are 
very different from the others. 
Even though the seed cells for the first three figures are nearly the same, the other 
factors in the partitioning algorithm managed to create slightly different final viscous 
regions. What aren’t shown in these figures are the initial -values that were used to 
create the viscous regions. The location of the cells with -values greater than zero affect 
the growth of the viscous regions. 
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Figure 34. Seed Cell and Viscous Region Locations for 1 CRAC, Modified Body Force 
Model when Using Vorticity Magnitude 
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Figure 35. Seed Cell and Viscous Region Locations for 1 CRAC, Modified Body Force 
Model when Using Turbulent Kinetic Energy 
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Figure 36. Seed Cell and Viscous Region Locations for 1 CRAC, Modified Body Force 
Model when Using Turbulent Dissipation 
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Figure 37. Seed Cell and Viscous Region Locations for 1 CRAC, Modified Body Force 
Model when Using Turbulent Viscosity 
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The turbulent kinetic energy defined viscous region (figure 35) was the largest of 
the first three final viscous regions shown. It included the entire cold-aisle within the 
viscous region. This is not surprising since high turbulent kinetic energy indicates the 
location of high inertial regions within the domain rather than highly viscous regions. 
Using the turbulent dissipation as a criterion, the partitioning algorithm defined a 
viscous region nearly identical to that of the turbulent kinetic energy viscous region 
(figure 36), except that the upper two-thirds of the center of the cold aisle was not 
included. The vorticity magnitude defined region (figure 34) was even smaller in the 
center of the cold-aisle than the turbulent dissipation defined region, but contained more 
grid on the exhaust of the IT equipment. 
Both the turbulent kinetic energy and turbulent dissipation defined partitions used 
the standard k- turbulence model for the second solve step, while the vorticity 
magnitude used the zero-equation model. The viscous regions defined by the partitioning 
algorithm using vorticity magnitude were minimally different when using the standard k-
 turbulence model instead of the zero-equation model. 
The viscous regions defined by the partitioning algorithm using turbulent 
viscosity as the criterion (figure 37) were completely different than those defined by the 
other parameters. The partitioning algorithm using turbulent viscosity defined one 
viscous region in the middle of one corner of the data center, and another at the end of the 
cold aisle near the solitary CRAC unit. Although the flow may be mixing in these 
regions, modeling these zones as a viscous regions would likely not alter the predictions 
of the inlet air temperatures of the IT equipment and would significantly increase the 
solution time. Also there is a large gap between a viscous region at the perforated floor 
tiles and a viscous region in the center of the cold aisle. Although this gap is large enough 
to prevent interface region overlap, it would likely increase the solution time compared to 
a viscous region that included the entire cold aisle due to the additional boundary 
conditions and non-solving operations that would be required. Like the turbulent kinetic 
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energy and turbulent dissipation defined partitions, the turbulent viscosity defined 
partitions used the standard k- turbulence model for the second solve step. 
Overall, the viscous regions defined by the partitioning algorithm using turbulent 
viscosity as the criterion (figure 37) are not located where one would expect viscous 
effects to be important. This suggests that unlike vorticity magnitude and turbulent 
dissipation, the turbulent viscosity is a poor criterion for determining the viscous regions. 





Ct   (21) 
where t  is the turbulent viscosity, C  is the empirical constant defined by the 
turbulence model (0.9 for the standard k- model), k is the turbulent kinetic energy, and  
is the turbulent dissipation. This confirms the notion that the use of turbulent viscosity as 
the criterion for the partitioning algorithm is a poor choice, since viscous effects will be 
highest where the turbulent dissipation is high. 
The CIVSM was run using the same parameters as in section 4.4.1 except that the 
standard k- turbulence model was used for the second solve step and the partitioning 
algorithm used turbulent kinetic energy, or turbulent dissipation for the viscous region 
definitions. The results from these test cases are shown in figure 38 along with the 
previous results for the one CRAC case from chapter 4. 
Of the CIVSM models, the original model using vorticity magnitude produced the 
best results in terms of both RMS difference, and solution time. The two new partitions 
took longer to converge, but also included more of the domain in the viscous region. Both 
produced similar RMS difference results to the traditional CFD/HT standard k- model, 




















































Based on these limited results, either turbulent kinetic energy, or turbulent 
dissipation may offer a good alternative to vorticity magnitude as the partitioning 
algorithm criterion. However, vorticity magnitude can be easily calculated from any 
viscous flow solution, and is not reliant on a specific turbulence model. Further research  
into the optimization of the different parameters, and verification of the effectiveness of 
the criteria is needed for a thorough comparison. 
6.1.4 Relatively Small Viscous Regions 
The partitioning algorithm can form relatively small viscous regions in zones 
where there are only a few cells with high vorticity in the vicinity. In some cases, these 
may not be important to the overall solution, and could probably be neglected without 
affecting the areas of interest in the domain. Currently, there is no mechanism to find and 
eliminate these small viscous regions. 
A good example of this is in the single-rack data center test cell, where the air 
flow exiting the bypass tiles is included in a small viscous region. This region is located 
on the other side of the data center from the area of interest and is much smaller than the 
other two viscous regions. It may not add any benefit to the overall solution, but requires 
a significant amount of computational effort. 
Without user interaction, defining what constitutes a negligible viscous region is 
an extremely difficult task. One possibility that has been considered for implementation 
is to define the areas of interest (i.e. in the case of data centers, IT equipment inlets) prior 
to running the first solve step of the CIVSM. Then all viscous regions that fall outside of 
those areas would be eliminated if their contiguous regions were less than a predefined 
percentage of the overall viscous domain. This would help eliminate any small 




6.2 Mass Balance Algorithm 
The mass balance algorithm does an excellent job of minimizing the changes to 
the boundary conditions while ensuring continuity. However, it does have two major 
inherent problems. The first, which has already been described, is the interaction with the 
SIMPLE algorithm’s pressure-velocity coupling. This could pose a significant challenge 
for large models that approach the limits of the computer’s memory since the coupled 
pressure-velocity method requires roughly twice memory as compared with the SIMPLE 
method. 
The second issue with the mass balance algorithm is the potential for interactions 
with other flow boundary conditions. The mass balance algorithm can induce undesired 
fluctuations in the solver when coupled with a boundary condition that does not specify 
the mass flux. For example, a pressure-outlet boundary will satisfy the continuity 
equation by changing the mass flux through the domain. If a pressure-outlet boundary is 
coupled with the mass balance algorithm, then both boundary conditions simultaneously, 
and independently attempt to satisfy continuity. This could lead to divergence of the 
solution. 
This potential problem has been mitigated by stopping the mass balance algorithm 
when it encounters a net mass flux increase between successive iterations. This typically 
occurs only for the first few outer iterations of the CIVSM, and has not led to any 
noticeable degradation in overall performance. 
However, it is worth noting that the mass balance algorithm was developed only 
for cases in which the mass fluxes were specified at all of the boundaries. Therefore this 
potential problem is easily addressed by simply turning off the mass balance algorithm 
when there is at least one boundary condition where the mass fluxes are not fixed. In 
these cases, the non-fixed boundary condition will automatically balance the mass flow 
for the domain. 
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6.3 Under-Relaxation Parameters 
Under-relaxation of the boundary conditions has helped speed convergence, but 
has only been statically implemented. Large fluctuations in boundary conditions for the 
first few iterations necessitate small under-relaxation values. However, later iterations 
may benefit from higher under-relaxation values and could decrease the number of outer 
iterations. An optimum set of under-relaxation values that slowly increase with the 
number of outer iterations could significantly reduce convergence times. This could be 
implemented in a similar manner to the way the convergence criteria are updated after the 
first few iterations. 
6.4 Non-Solving Operations 
In a few of the cases it was found that all of the non-solving operations of the 
CIVSM took just as much time as the solving operations. There can be a lot of overhead 
with the CIVSM, especially for problems that solve relatively quickly and have many 
viscous regions. The two of the biggest time consumers are loading and saving the 
individual viscous and inviscid models. If the models are not so large as to create 
memory problems, then there is the possibility of keeping both models continuously open 
to save the time of closing and loading the individual models. This would also allow for 
solving one domain while simultaneously saving the other’s solution, thereby 
parallelizing a few of the operations and further reducing the overall solution time. 
6.5 Conclusions 
Inviscid solution methods have proven to greatly reduce solution time relative to 
traditional CFD/HT for bounded domains. However, inviscid methods are not capable of 
capturing the effects of mixing hot and cold air streams which is vital to accurately 
predicting the inlet air temperatures for IT equipment in data centers. While certainly 
more accurate than inviscid solution methods, traditional CFD/HT models are 
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computationally expensive and can severely limit the ability to optimize a data center 
layout. There is a need for a modeling technique that provides more accurate results than 
the inviscid methods and faster solutions than traditional CFD/HT. 
A novel approach to predicting the flow and temperature fields of bounded 
domains, such as data centers, was presented. The technique couples an inviscid and a 
viscous solver to create a solution that uses less computational effort than a traditional 
CFD/HT solver, and produces more accurate results than an inviscid solver. The CIVSM 
allows for an increased number of cases to be run for better optimization of data center 





All of the turbulence models that were used in this dissertation are of the 
Reynolds-Averaged Navier-Stokes (RANS) type (see section 3.2.1). The additional terms 
that are introduced from the Reynolds decomposition require relations in order to close 
the set of equations. Although numerous turbulence models have been implemented for 
many different applications, only the zero-equation turbulence model [39,40], the one-
equation Spalart-Allmaras model [41,42], and variations of the two-equation k- models 
[43-47] have been used here. All turbulence modeling constants were kept at their 
respective default values. 
The simplest of the models is the zero-equation turbulence model, which was first 
proposed by Prandtl in 1925 [39]. The implementation used here was developed by 
Smagorinsky [40]. Although crude, this model does a good job of predicting flow in thin 
shear layers and requires minimal computational expense. This modeling technique has 
found widespread use in external aerodynamics applications, however it does not 
describe flows with separation [48, 54]. For data center applications, the zero-equation 
turbulence model can provide a good compromise of fast computation and similar 
temperature field predictions of much more complicated turbulence models [13-15]. 
The Spalart-Allmaras turbulence model [41,42] adds one transport equation to the 
computation by solving for the kinematic eddy viscosity. Originally created for 
aeronautics applications, the Spalart-Allmaras turbulence model also performs quite well 
for turbomachinery applications, but not in free shear flows [52]. The specific 
implementation used here was developed by Dacles-Mariani et al. [42]. Although not as 
fast as the zero-equation turbulence model, the Spalart-Allmaras turbulence model does a 
relatively good job of predicting the temperature field in a data center [13-15]. 
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The most common forms of RANS turbulence modeling are the two-equation 
models, with the k- turbulence model variations being the most widely used technique. 
Of the two-equation models, the standard k- turbulence model, which was originally 
developed by Jones and Launder [43], is the most commonly used turbulence model for 
data center modeling [17]. Many other variations have been proposed, but the standard k-
 turbulence model forms the basis for most applications [48]. 
Three k- turbulence models were used here, namely the standard, RNG, and 
realizable. The two additional transport equations in the various k- turbulence models 
solve for the turbulent kinetic energy (k) and its dissipation (). The different variations 
all have similar forms, but go about calculating the turbulent viscosity, turbulent Prandtl 
number, and the generation and destruction of  differently [51]. Enhanced wall 
treatments were also run with the three k- turbulence models, but in general showed 
little difference with the models run with their standard wall functions [13,14]. Additional 
information on enhanced wall treatments can be found in [48,54,51]. 
The standard k- turbulence model is quite robust, but does have some limitations 
and weaknesses. The main weaknesses for application to data centers are that the 
standard k- turbulence model is developed only for fully turbulent flows and that it 
performs poorly in rapidly strained flows. Also due to the additional transport equations, 
all of the k- turbulence models are more computationally expensive per iteration than 
the zero-equation and Spalart-Allmaras models. 
The RNG k- turbulence model [45,46] was derived with renormalization group 
theory, a statistical technique, in order to account for smaller scale effects in the flow 
than what the standard k- turbulence model can capture. Theoretically the RNG k- 
turbulence model should provide the best results in a data center environment since it 
improves the accuracy of the modeling of low-Reynolds number effects and for rapidly 
strained flows. In practice, the RNG k- turbulence model showed nearly the same 
 124 
accuracy as the standard k- turbulence model, but required increased solution time 
[13,14]. 
The realizable k- turbulence model [47] alters the formulation for the turbulent 
viscosity and the transport equation for the turbulent dissipation. Unlike in the standard 
and RNG k- turbulence models, the turbulent dissipation transport equation is derived 
from an exact equation. The realizable k- turbulence model also satisfies certain 
constraints of turbulent flows which mathematically make it “realizable”. These changes 
are meant to improve upon some of the weaknesses of the standard k- turbulence model 
in certain situations. Although it required the least computational effort, the realizable k- 
turbulence model was also the least accurate performing two-equation model [13,14]. 
For general data center CFD modeling, the RNG k- turbulence model should 
return the most accurate results for a RANS type turbulence model. However, this was 
not shown to be the case in [13,14]. Both the zero-equation and Spalart-Allmaras models 
produced lower RMS differences in those cases. Of the two simpler models, the zero-
equation required nearly an order of magnitude less solution time. Based on the results 
from [13,14], the zero-equation turbulence model should be used as an initial pass 
turbulence model due to its speed and accuracy. This is what was initially used for the 
coupled inviscid-viscous solution method (CIVSM) presented here. 
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APPENDIX B 
NUMERICAL ERROR ANALYSIS 
 
There are three main sources of errors in numerical analyses: modeling errors, 
discretization errors, and iteration errors. Modeling errors are defined as the difference 
between the actual flow and the exact solution to the analytical model [60]. Discretization 
error is defined as the difference between the exact solution of the analytical model and 
the exact solution of the numerical model, which is the system of equations which result 
from the discretization of the analytical model [60]. Iteration error defined as the 
difference between the exact and iterative solutions of the numerical model [60]. Only the 
discretization and iterative errors will be estimated here. 
The discretization errors are estimated using the grid convergence index (GCI) 
procedure defined by Roache [61] and Celik et al. [35]. Table 5 shows the values for the 
calculations for the rack inlet air temperature at 1.067 m (3.5 ft) above the raised floor for 
the different flow models used in the single-rack data center test cell. The minimum, 
maximum, and average values are reported for the seven monitor points at the inlet to the 
rack, which correspond to the points measured using the three-dimensional mapping tool. 
The maximum fine GCI reported for the single-rack data center test cell using traditional 
CFD is for the standard k- turbulence model at 0.15%, which corresponds with a 
discretization error of 0.42°C. 
Similarly, table 6 shows the same calculations for the coupled inviscid-viscous 
solution method (CIVSM) for the single-rack data center test cell. However, the results 
presented for the CIVSM models were from the intermediate grid rather than the fine 
grid, which effectively increases the GCI and discretization error by a factor of four. The 
maximum intermediate GCI reported for the single-rack data center test cell using 
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CIVSM is for the zero-equation turbulence model at 0.43%, which corresponds with a 




Table 5. Single-Rack Data Center Test Cell Discretization Error Calculations for 










1 17061 248148 248148 248148 248148 
2 4165 17061 17061 17061 17061 
3 1361 3140 3140 3140 3140 
Refinement Factor 
21r  1.60 2.44 2.44 2.44 2.44 
32r  1.45 1.76 1.76 1.76 1.76 
Temperature (K) 
1 287.78 287.13 286.81 287.05 286.64 
2 287.62 287.78 287.21 287.11 286.86 
3 287.99 287.63 287.06 287.34 286.93 
Apparent Order 
Local 2.07 1.30 0.90 2.53 0.57 
Minimum 0.19 0.14 0.56 0.17 0.14 
Maximum 7.28 3.44 3.42 2.99 1.83 












exte  0.03% 0.10% 0.11% 0.00% 0.12% 
Grid Convergence 
Index (GCI) Fine 0.04% 0.13% 0.14% 0.00% 0.15% 
Discretization 
Error (°C)   0.12 0.37 0.41 0.01 0.42 
Oscillating 
Convergence 
Number 4 2 5 1 0 
Percent 57.1% 28.6% 71.4% 14.3% 0.0% 
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Table 6. Single-Rack Data Center Test Cell Discretization Error Calculations for the 
CIVSM Models 





1 870144 870144 
2 108768 108768 
3 15584 15584 
Refinement Factor 
21r  2.00 2.00 
32r  1.91 1.91 
Temperature (K) 
1 287.88 289.06 
2 287.47 288.65 
3 288.51 288.60 
Apparent Order 
Local 1.41 2.68 
Minimum 1.41 0.15 
Maximum 8.32 4.73 
Average 2.80 1.90 
Extrapolated Temperature (K) 
21
extT  288.13 289.14 
Approximate Error 
21
ae  0.14% 0.14% 
Extrapolated Relative Error 
21
exte  0.09% 0.03% 
Grid Convergence Index 
Fine 0.11% 0.03% 
Intermediate 0.43% 0.12% 
Discretization Error (°C)   1.25 0.35 
Oscillating Convergence 
Number 6 3 




Figure 39 shows the rack inlet air temperature predictions from the three grids 
along with the extrapolated temperature from the CIVSM using the k- turbulence model. 
Figure 40 shows the temperature prediction from grid 2 along with discretization error 
bars as well as the measured temperatures and their error bars. Grid 2 was the final grid 
that was used for the comparison in chapter 3, and was the intermediate grid. The 























































































































































Table 7 shows the values for the calculations for the inlet air temperature of the 
highest server in the middle of the aisle of the 1 CRAC, multi-rack data center using the 
modified body force perforated-tile modeling. The minimum, maximum, and average 
values are reported for the inlet air temperatures of all 71 pieces of IT equipment in the 
data center. The GCI results from the inviscid model are based on only two grids, and as 
expected show the highest discretization error of the three model types. Both the CIVSM 
and standard k- models used the intermediate grids for their final grids and show quite 
similar discretization error. The intermediate GCI for the multi-rack data center using the 
standard k- turbulence model was 0.08%, which corresponds with a discretization error 
of 0.22°C while the CIVSM model was slightly higher at 0.09%, which corresponds with 
a discretization error of 0.27°C. 
The other major source of numerical errors being estimated is iteration errors. 
Iteration errors should be at least an order of magnitude less than the discretization errors 
[35]. The highest iteration errors will be in those cases where the solution had not 
completely reached the convergence criteria. Two of these cases are examined here: the 
worst case convergence from the single-rack data center test cell, and the worst case 
convergence from the multi-rack data center. 
The iteration errors are estimated using the procedure outlined by Celik et al. [35]. 
In the case of the single-rack data center test cell, the highest iteration errors occurred in 
the solution for the laminar flow models. The procedure resulted in an estimated iteration 
error of 0.0098°C for the same seven temperature monitor points used for the 
discretization error estimate. This fulfills the requirement of ensuring the iteration errors 
are at least an order of magnitude less than the discretization errors for the worst case 
condition. 
For the multi-rack data center, only the inviscid model didn’t achieve 
convergence. For this model, the iteration errors are estimated to be 0.073°C for the 71 
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inlet air temperatures. This estimate is right at an order of magnitude less than the 




Table 7. Multi-Rack Data Center Discretization Error Calculations 
  Inviscid CIVSM Standard k- 
Grid Size 
1 547584 2197688 4380672 
2 68448 274711 1198137 
3 - 68448 68448 
Refinement Factor 
21r  2.00 2.00 1.54 
32r  - 1.59 2.60 
Temperature (K) 
1 291.34 291.63 292.88 
2 291.16 291.45 292.97 
3 - 290.99 292.56 
Apparent Order 
Local - 2.43 1.76 
Minimum - 0.34 0.08 
Maximum - 12.15 7.60 
Average - 3.77 2.00 
Extrapolated Temperature (K) 
21
extT  291.41 291.67 292.80 
Approximate Error 
21
ae  - 0.06% 0.03% 
Extrapolated Relative Error 
21
exte  - 0.01% 0.03% 
Grid Convergence Index 
Fine 0.26% 0.02% 0.04% 
Intermediate - 0.09% 0.08% 
Discretization Error (°C)   0.75 0.27 0.22 
Oscillating Convergence 
Number - 32 23 




For both the single-rack data center test cell and the multi-rack data center, both 




VELOCITY PROFILE PLOTS 
 
The following figures depict the velocity profiles of the measured PIV data, along 
with the predictions from models using an inviscid solver, the CIVSM, and traditional 
CFD/HT using the standard k- turbulence model (see chapter 5). Both the modified body 
force and porous jump tile modeling techniques (see section 4.2.2) were employed for 
three different tile cases: full tile, framed tile, and blocked tile. The velocity profiles are 
shown for the measured data and predictions along the plane (shown in figure 21) for 
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