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Abstract
Causal inference is a fundamental problem in statistics and has wide
applications in different fields. Transfer Entropy (TE) is a important
notion defined for measuring causality, which is essentially conditional
Mutual Information (MI). Copula Entropy (CE) is a theory on mea-
surement of statistical independence and is equivalent to MI. In this
paper, we prove that TE can be represented with only CE and then
propose a non-parametric method for estimating TE via CE. The pro-
posed method was applied to analyze the Beijing PM2.5 data in the
experiments. Experimental results show that the proposed method
can infer causality relationships from data effectively and hence help
to understand the data better.
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1 Introduction
Causality is about the relationship between cause and effect and is ubiquitous
in natural and social worlds. Questing such relationship is the central topic
of different sciences. Causal inference [1] is the statistical problem to iden-
tify such causal relations from observational or experimental data collected
∗Email: majian@hitachi.cn
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from the underlying systems. In statistics, association is closely related to
causality. However, the former does not imply the latter, as is well known
that correlation does not mean causation. To discover causality relationships,
conceptual tools beyond association are needed.
Granger [2, 3] developed the notion of causality between two stationary
time series based on the philosophy that cause should improve the prediction
of effects. Given two random variable Xt, Yt, t = 1, . . . , T , Granger Causality
(GC) is defined as follows:
Definition 1 (Granger Causality).
δ2(Yt+1|Yt, Xt) < δ
2(Yt+1|Yt), (1)
if X causes Y , where δ2 denotes variance.
Transfer Entropy (TE) is another information theoretic measure of causal-
ity defined for stationary time series by Schreiber [4]. Inspired by the notion
of Mutual Information (MI), TE is defined in the form of conditional MI, as
follows:
Definition 2 (Transfer Entropy). TE between time series Xi, Yi, i = 1, . . . , T
is
TE =
∑
p(Yi+1, Y
i, Xi) log
p(Yi+1|Y
i, Xi)
p(Yi+1|Y i)
. (2)
where Y i = (Y1, . . . , Yi).
The above defintion can be written as condition MI, as follows:
TE = I(Yi+1;Xi|Y
i). (3)
By such definition, TE is a model-free measure and can be interpreted as the
information cause provides to effects. TE assumes time series to be station-
ary. Additionally, since conditional probability are used in the definition, it
means TE also assumes markovianity.
Both GC and TE are defined based on the same philosophy of causality.
Barnett et al. showed that GC and TE are equivalent under the Gaussian
assumption [5]. Apparently, TE can be applied to more broad cases than
GC. Directed Information (DI) is a notion closely related to TE, which is
defined as the sum of a group of TE and one MI [6].
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Copula theory is about the representation of statistical dependence [7, 8].
Copula Entropy (CE) is a recently introduced theory on measurement of sta-
tistical independence [9]. CE has been proved to be equivalent to MI [9] and
therefore connects copula theory with information theory. It is a ideal mea-
sure of statistical independence since it has several good properties, such as
multivariate, symmetric, non-negative (0 iff independent), invariant to mono-
tonic transformation, equivalent to correlation coefficient in Gaussian cases.
In [9], Ma and Sun also proposed a non-parametric method for estimating
CE (See Section 2.2). CE has been applied to discover associations in data
[10].
Estimating TE is a fundamental problem for its applications. One of the
basic estimation methods is based on the defintion of TE. Faes et al. [11]
used the original definition of TE to estimate it as the difference between two
conditional entropies. Vicente et al. [12] proposed to estimate TE by expand-
ing the definition of TE into the sum of four entropies. Kontoyiannis and
Skoularidou [13] proposed to estimate DI via likelihood based MI estimator
and showed the asymptotical convergence of such estimator theorectically.
Copula has been applied to estimate measures of causality. Hu and Liang
proposed to compute GC with copula, which write the definition of GC
into a conditional copula density formation and then estimate conditional
copula density empirically [14]. This work proposed to estimate GC with non-
parametric pdf approximation, which is lack of convergence guarantee. Since
TE is essentially a conditional MI, it is natural to link it to CE. Wieczorek
and Roth [15] proposed the notion of causal compression with CE, which
proved that DI can be represented with only CE.
In this paper, we propose a method for estimating TE with CE. Specifi-
cally, we first prove that TE can also be represented with only CE and hence
propose a method for estimating TE via CE. We test the proposed method
on the Beijing PM2.5 data to identify the causality in environmental and
meteorological systems.
2 Copula Entropy
2.1 Theory
Copula theory is about the representation of multivariate dependence with
copula function [7, 8]. At the core of copula theory is Sklar theorem [16] which
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states that multivariate probability density function can be represented as
a product of its marginals and copula density function which represents de-
pendence structure among random variables. Such representation seperates
dependence structure, i.e., copula function, with the properties of individual
variables – marginals, which make it possible to deal with dependence struc-
ture only regardless of joint distribution and marginal distributions. This
section is to define an statistical independence measure with copula. For
clarity, please refer to [9] for notations.
With copula density, Copula Entropy is define as follows [9]:
Definition 3 (Copula Entropy). Let X be random variables with marginal
distributions u and copula density c(u). CE of X is defined as
Hc(X) = −
∫
u
c(u) log c(u)du. (4)
In information theory, MI and entropy are two different concepts [17]. In
[9], Ma and Sun proved that they are essentially same – MI is also a kind of
entropy, negative CE, which is stated as follows:
Theorem 1. MI of random variables is equivalent to negative CE:
I(X) = −Hc(X). (5)
The proof of Theorem 1 is simple [9]. There is also an instant corollary
(Corollary 1) on the relationship between information of joint probability
density function, marginal density function and copula density function.
Corollary 1.
H(X) =
∑
i
H(Xi) +Hc(X). (6)
The above results cast insight into the relationship between entropy, MI,
and copula through CE, and therefore build a bridge between information
theory and copula theory. CE itself provides a mathematical theory of mea-
surement of statistical independence.
2.2 Estimation
It has been widely considered that estimating MI is notoriously difficult. Un-
der the blessing of Theorem 1, Ma and Sun [9] proposed a simple and elegant
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non-parametric method for estimating CE (MI) from data which composes
of only two steps:
1. Estimating Empirical Copula Density (ECD);
2. Estimating CE.
For Step 1, if given data samples {x1, . . . ,xT} i.i.d. generated from ran-
dom variables X = {x1, . . . , xN}
T , one can easily estimate ECD as follows:
Fi(xi) =
1
T
T∑
t=1
χ(xi
t
≤ xi), (7)
where i = 1, . . . , N and χ represents for indicator function. Let u = [F1, . . . , FN ],
and then one can derives a new samples set {u1, . . . ,uT} as data from ECD
c(u). In practice, Step 1 can be easily implemented non-parametrically with
rank statistics.
Once ECD is estimated, Step 2 is essentially a problem of entropy es-
timation which has been contributed with many existing methods. Among
them, the kNN method [18] was suggested in [9]. With rank statistics and
kNN methods, one can derive a non-parametric method of estimating CE,
which can be applied to any situation without assumptions on the underlying
system.
3 TE via CE
In this section, we propose a method for estimating TE via CE. Before that,
we derive a representation of TE with CE.
Proposition 1. TE can be represented with only CE.
Proof. The proof starts from the definition of TE (2). After expanding the
definition equation, the definition can be easily tranformed into the equation
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composed of four different CE terms.
TE =
∑
p(Yi+1, Y
i, Xi) log
p(Yi+1|Y
i, Xi)
p(Yi+1|Y i)
(8)
=
∑
p(Yi+1, Y
i, Xi) log
p(Yi+1, Y
i, Xi)p(Y
i)
p(Yi+1, Y i)p(Y i, Xi)
(9)
= I(Yi+1; Y
i;Xi)− I(Yi+1; Y
i)− I(Y i;Xi) (10)
= −Hc(Yi+1; Y
i;Xi) +Hc(Yi+1; Y
i) +Hc(Y
i;Xi) (11)
= −Hc(Yi+1, Y
i, Xi) +Hc(Yi+1, Y
i) +Hc(Y
i, Xi)−Hc(Y
i). (12)
The last term Hc(Y
i) in (12) equals to 0 if Y i = Yi.
The above proposition shows that TE is the sum of four terms: joint CE
of cause X and the past and future of effect Y , self-joint CE of Y , association
between cause X and effects Y , and joint CE of the past of Y (exists only if
it is multivariate).
With this representation, we propose a method for estimating TE via CE
by two steps:
1. estimating the three or four CE terms in (12);
2. calculating TE from these CEs.
CE can be estimated with the method in Section 2.2, and hence we derive a
non-parametric method for estimating TE. The proposed method inherites
the merits of the method for estimating CE, including model-free, tuning-
free, good convergence performance and low computation burden.
4 Experiments and Results
4.1 Data
The Data used in our experiment is the Beijing PM2.5 dataset in the UCI
machine learning repository [19], which is about air pollution at Beijing.
This hourly data set contains the PM2.5 data of US Embassy in Beijing.
Meanwhile, meteorological data from Beijing Capital International Airport
are also included. The data has been analyzed at month scale [20].
Meteorological factors in the data include dew point, temperature, pres-
sure, cumulated wind speed, combined wind direction, cumulated hours of
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snow, cumulated hours of rain. The first four factors were analyzed in our
experiments. The data was collected hourly from Jan. 1st, 2010 to Dec.
31st, 2014, which results in 43824 samples with missing values. To avoid to
tackle missing values, only the data from April 2nd, 2010 to May 14th, 2010
were used in our experiments, which contains 1000 samples without missing
values.
In our experiments, we analyze the causality relationship between mete-
orological factors and PM2.5 at hour scale. Studing such relationship can
help to understand the underlying mechanism of pollution generation and to
build the forecasting model of PM2.5.
4.2 Experiments
In the experiments, we estimated TE between meteorological factors and
PM2.5 to measure how the former affect the latter after several hours lag.
In the experiments, for (12), two cases are considered: Y i = Yi and Y
i =
(Yi, Yi−1, Yi−2, Yi−3), which means the past one and four states are condi-
tioned. The latter case is for testing the markovianity of time series data.
The time lags in the experiments is from 1h to 24h. To investigate the rela-
tionship between three CE terms in TE, we also estimated them from data
respectively. To investigate the dynamic relationship between meteorological
factors, we estimate TE between four pairs of factors: temperature to pres-
sure and dew point and cumulated wind speed to temperature and pressure.
TE is estimated with the proposed non-parametric method.
4.3 Results
The estimated TE of four factors are shown in Figure 1. It can be learned
from the Figure that TE of the four meteorological factor increase sharply in
the first 9 hours time lags and that TE of temperature and cumulated wind
speed reach to their peak value at 9 hours time lags while TE of the other
two factors still increase but with relatively slow rate. Generaly speaking,
the trends of TE of dew point and pressure are similar and that of the other
two factors are similar.
The three CE factors of TE of temperature on PM2.5 are illustrated in
Figure 2. It can be learned that association strength measured by CE does
not increase as causality strength measured by TE increases and that the
7
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Figure 1: TE of different time lags of meteorological factors on PM2.5.
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increasing trend of TE is mostly contributed by the difference between joint
CE and self joint CE.
TE between meteorological factors are shown in Figure 3. It can be
learned that the influence of temperature on pressure and dew point increase
with time and takes more than 10 hours lag to reach its peak and that the
influence of cumulated wind speed on temperature and pressure increases
very quickly in the first 4-5 hours lag.
5 Discussion
The CE based representation of TE gives theoretical insights on how causality
between two time series is measured by attaching each term in (11) with
causal meaning. The joint CE term can be interpreted as measuring all the
causal effect on Y from two time series; the self joint CE term as measuring
the effect of the past of Y on the future of Y which corresponds to causal
dynamical mechanism of Y its own; the association term as the causality by
the possible common causal effect on both the cause X and the past of the
effect Y . In this sense, TE can be interpreted as the difference between all
the effects on Y and the effects of all the factors except X on Y , i.e., the
effect of only X on Y .
Compared with the previous works, the proposed method is more com-
putationally efficient. The previous works usually requires estimating (con-
ditional) pdf explicitly, which is computationally unstable, especially in the
cases of small data and high dimensions. Our method is based the non-
parametric CE estimation, which do not need to estimate (conditional) pdf
and thus has good convergence guarantee.
The application of TE requires time series to be stationary. In our exper-
iment, the data used was collected from Beijing during Aprial to May. Con-
sidering the weather condition of this period at Beijing, the stationary of the
data can be assumed to be true. Another assumption by TE is markovianity.
In our experiments, only one past state (1 hour lag) is conditioned, which
means assuming the markovianity of meteorological processes at local scale
(mesogamme scale) [21]. Considering the distance between two locations∗
where the data were collected, we argue that this assumption is reasonable
at this temporal and spatial scale in meteorological sense. To validate this
∗The straight-line distance from US Embassy to Beijing Capital International Airport
is about 17.7km.
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Figure 2: CE Factors of TE of temperature factor.
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Figure 3: TE between meteorological factors.
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assumption, the TE of meteorological factors conditioned on the past four
hours lag were also estimated, as shown in Figure 4. Comparison between
Figure 1 and Figure 4 shows that conditioning on more hours lag does not
change TE too much and the trend of TEs remain same, which suggests that
markovianity is a reasonable assumption for the experiments.
The experimental results show that the effects of meteorological factors
on PM2.5 increase with roughly two phrases: the sharp increase phrase in the
first 9 hours time lag with its peak at about 9 hours lag and the flat increase
phrase during which TE of Dew point and pressure increase with relatively
flat rate while TE of temperature and cumulated wind speed does increase
any more. This phenomenon may mean that the effects of meteorological
factors on PM2.5 do not show immediately and are cumulating meteorological
processes and that they affect the air quality of 9 hours later most. We
conjecture that this corresponds to a underlying dynamical mechanism of
PM2.5 generation.
The experimental results also show clearly how meteorological factors af-
fects with each other. For example, It can be learned from Figure 3 that
wind change temperature and pressure very quickly at Beijing. More specif-
ically, wind changes temperature in 3 hours later and changes pressure in
5 hours later. Compared Figure 1(d) with Figure 3(c) and 3(d), it can be
learned that wind has causal effect on temperature and pressure hours more
quickly than on PM2.5. This may be explained as how the entrained wind air
is blened throughout the mixed layer and may help to build meteorological
forecasting models for air quality [21].
The above experimental results help to understand the data with reason-
able explainations with reference to meteorological knowledge. This means
the proposed method can estimate TE effectively to infer causality relation-
ships from data.
The results also show that association and causality are two different
things. It can be learned from Figure 2 that even when the association
between temperature and PM2.5 does not increase the TE of them still in-
creases clearly. This suggests that only association (or correlation) is not
suitable for investigate the causality relationship between temporal factors.
We notice that Zhu et al. [22] also applied TE to analyze the spatial-
temporal causality relationships of air pollutants at different locations includ-
ing Beijing. However, They estimated TE under the Gaussian assumption,
which is unreasonable both theoretically and empirically due to the non-
linearity and non-Gaussianity of weather system [23]. Compared with them,
12
5 10 15 20
0.
0
0.
1
0.
2
0.
3
Dew Point
lag (hours)
Tr
a
n
sf
e
r 
En
tro
py
(a) Dew Point
5 10 15 20
−
0.
15
−
0.
10
−
0.
05
0.
00
0.
05
0.
10
0.
15
Temperature
lag (hours)
Tr
a
n
sf
e
r 
En
tro
py
(b) Temperature
5 10 15 20
−
0.
1
0.
0
0.
1
0.
2
0.
3
Pressure
lag (hours)
Tr
a
n
sf
e
r 
En
tro
py
(c) Pressure
5 10 15 20
−
0.
10
−
0.
05
0.
00
0.
05
0.
10
Cumulated Wind Speed
lag (hours)
Tr
a
n
sf
e
r 
En
tro
py
(d) Cumulated Wind Speed
Figure 4: TE of different time lags of meteorological factors conditioned on
past four hours states.
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our estimation method makes no assumption on the underlying distributions
and therefore derives more reliable results.
6 Conclusion
In this paper, we prove that TE can be represented with only CE and then
propose a non-parametric method for estimating TE via CE which composed
of only two simple steps. The proposed method was applied to analyze the
Beijing PM2.5 data in the experiments. Experimental results show that
the proposed method can identify causality relationships from data, discover
how meteorological factors affects PM2.5 and each other, and hence help to
understand the data better and to build better forecasting model for time
series data.
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