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A juventude e a velhice 
A Juventude não é um período da vida; a juventude é um estado de 
espírito, um efeito da vontade, uma qualidade da imaginação, uma intensi-
dade emotiva, uma vitória do valor sobre a timidez, do gosto pela aventura 
sobre o amor ao conforto. Alguém não se torna velho por haver vivido um 
certo número de anos; toma-se velho porque desertou dos ideais. Os anos 
enrugam a pele, mas a renúncia a um ideal enruga a alma. As preocupações, 
as dúvidas, os temores e as desesperanças, são os inimigos que lentamente, 
nos fazem vergar para o chão e nos convertem em pó antes da morte. Jovem 
é o que deslumbra e se maravilha ... o que pergunta como menino- E depois'? 
Jovem é o que desafia os acontecimentos e encontra alegrias no jogo da vida. 
As provas galvanizam-no, os fracassos o tornam mais forte, as vitórias o 
tornam melhor. Serás tão J·ovem como tua fé, tão velho como tuas dúvidas, 
tão jovem como a confiança que tenhas em ti, tão velho como tuas deses-
peranças, e mais velho ainda como o teu abatimento. Permanecerás jovem, 
tanto quanto permaneceres verdadeiramente generoso, tanto quanto sentires 
o entusiasmo de dar alguma coisa de ti: pensamentos, palavras, amor; tanto 
quanto o fato de dar alguma coisa, te der a impressão de receber; e por 
conseguinte, se sempre estás devendo e desejando dar mais. Permanecerás 
jovem enquanto fores receptivo a tudo quanto é belo, bom e grandioso, po-
dendo desfrutar das mensagens da natureza, do homem e do infinito. Se um 
dia qualquer que seja da tua idade, teu coração for mordido pelo pessimismo, 
torturado pelo egoísmo, roído pelo cinismo, que Deus tenha piedade de tua 
alma de velho. 
Gal. Douglas MacArthur 
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Resumo 
Nosso objetivo neste trabalho de tese é estudar alguns problemas de 
otimização onde estabelecemos, entre outros resultados, condições suficientes 
de otirnalidade global sem nenhuma hipótese de convexidade ou diferencia-
bilidade. As técnicas para se atacar tais problemas são a análise não difer-
enciável devida ao matemático canadense Clarke e o conceito de convex:idade 
generalizada, chamado invexidade, introduzido pelo matemático americano 
Hanson, as quais são detalhadas no capítulo 1. No capítulo 2 estudamos 
alguns problemas de programação matemática estabelecendo condições su-
ficientes de otimalidade global e dualidade. De posse desses resultados es-
tabelecemos nosso principal resultado na seção: um teorema de alternativa 
invexo do tipo Gordan, onde as funções envolvidas são localmente Lipschit'l. 
e invexas. No capítulo 3 obtemos condições suficientes de otimalidade global 
na forma de uma regra de multiplicadores para um problema de otimização 
entre espaços de Banach. No capítulo 4 obtemos condições suficientes de oti-
malidade global na forma de uma regra de multiplicadores para um problema 
de programação matemática com tempo contínuo o qual estende os resulta-
dos obtidos pelo matemático americano Zalmai para o mesmo problema no 
caso diferenciável. Também estabelecemos condições suficientes de 2a. ordem 
utili1.ando a noção de Hessiano generalizado introduzida pelos matemáticos 
chilenos Cominetti e Correa. No último capítulo damos algumas direções de 
pesquisa futura dentro da área de otimização não diferenciável. 
Capítulo 1 
Introdução e resultados 
preliminares 
1.1 Introdução 
Nosso objetivo nessa tese é estudar alguns problemas de otimização que, 
numa forma geral, podem ser colocados da seguinte maneira: Sejam E, F e 
G espaços normados, 0: c E um aberto de E, C c O um subconjunto não 
vazio de n e K c G um cone em G. Consideremos o seguinte problema geral 
de otimização: 
Minimi1.ar f ( x) 
sujeito a -g(x) E K (PG) 
X E C, 
onde f : n ----+ F e g : ü ---t G são aplicações sem, a priori, nenhuma hipótese 
de diferenciabilidade ou convexidade. Quando F = ?R o problema acima 
toma a forma de um problema usual de programação matemática. Quando 
F = !R:m ou F é infinito dimensional temos um problema de programação 
multi objetivo. 
Urna das razões para estudarmos tal tipo de problema é fato que, nos 
dias de hoje, existe urna vasta produção científica na área de otimização no 
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caso em que os problemas tratados envolvem funções diferenciáveis ejou con-
vexas. No entanto, em se tratando de problemas onde as funções utilizadas 
não possuem tais agradáveis propriedades, a situação muda de figura. So-
mente nos últimos trinta anos foi desenvolvido algum ferramenta} matemático 
no sentido de se tentar atacar tais problemas de maneira sistemática. Dessa 
forma, essa área vem se tornando muito atrativa e promissora, pois ainda ex-
iste muita coisa por se fazer. Outra razão para direcionarmos algum esforço 
matemático nessa linha de pesquisa é a necessidade das aplicações pois, em 
muitos modelos matemáticos, hipóteses de diferenciabilidade e ou convexi-
dade vem se tornando excessivamente exigentes e restritivas. Em vista disso 
tudo, procuraremos dar algumas contribuições no estudo de tais problemas. 
Passemos a discutir como pretendemos fazer isso. 
O termo não diferenciável é muito genérico e pode envolver uma classe 
muito grande de funções. Em nosso trabalho, nos restringiremos a funções 
que possuam algum tipo de propriedade "Lipschitz", sem, a priori, nenhuma 
hipótese de diferenciabilidade (pelo menos não nos sentidos clássicos de difer-
enciabilidade como Fréchet, Gâteaux, etc). Por exemplo, seja E um espaço 
de Banach, !1 c E um aberto não vazio de E e f : !1 --+ lR uma função. 
Di:r.emos que f é uma função Lipschitz em n, se existe uma constante K > O 
tal que 
!J(y)- f(x)J :<:: Klly- xJJ, 
para todo x, y E 0. Esse tipo de função, além de ser abundante nas aplicações, 
possui boas propriedades quando se associa a ela um tipo de derivada gen-
eralizada introduzida por Clarke em [16]: a derivada direcional generalizada 
de f em x E !1 na direção v E E, denotada f'(x; v), é dada por 
. 1 f'(x; v) = hr:'J;'P );[j(y + .l,v)- f(y)], 
""' 
onde y E O, À E (0, +oc). Em dualidade com essa derivada generalizada, 
Clarke introduziu um gradiente generalizado que é uma boa extensão tanto 
do gradiente clássico, no caso de funções continuamente diferenciáveis, quanto 
do subdiferencial da análise convexa, no caso de funções convexas. 
É fato conhecido que para se obter condições globais de otimalidade em 
problemas de otimização, é necessário algum tipo de hipótese de convexidade. 
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Para substituirmos a ausência de convexidade nos nossos problemas, e ainda 
assim obtermos resultados globais, utilizaremos um conceito de convexidade 
generalizada introduzido por Hanson [28] no caso diferenciável e extendida 
para o caso de funções Lipschitz por Phuong, Sach e Yen [47]. Craven [19] 
chamou tais funções de "invex functions" numa alusão ao termo invariante 
convexo, e nós, numa livre tradução do inglês, chamaremos tais funções de 
funções invexas. A definição de função inve:xa no caso Lipschitz pode ser 
colocada, grosso modo, da seguinte forma: Dizemos que f é invexa em f! se, 
para todo x, y E f!, existe "'(Y, x) E E tal que 
J(y)- f(x) 2: f'(x,ry(y,x)). 
Essa classe de funções é estritamente maior do que a classe das funções con-
vexas, possuindo muitas das boas propriedade que funções convexas tem em 
otimização, tais como garantia de otimalidade global, bons resultados de 
dualidade, etc. 
Na próxima seção falaremos um pouco mais dessas duas ferramentas 
básicas: derivada generalizada de Clarke e invexidade. Na última seção dare-
mos uma prévia dos resultados que iremos apresentar na tese, discutindo a 
relevância e originalidade dos mesmos e comparando com outros trabalhos 
similares já existentes na literatura. 
1.2 Análise não diferenciável e invexidade 
1.2.1 Introdução 
Nesta seção introduziremos as definições e resultados básicos que serão 
necessários para uma boa compreensão dos capítulos seguintes. Resultados 
específicos de cada capítulo serão apresentados nos mesmos. Corno dissemos 
na introdução, as duas ferramentas essenciais que utilizaremos para obter 
nossos resultados em otimização não diferenciável e não convexa são a teoria 
de derivadas e gradientes generalizados de Clarke e a noção de convexidade 
generalizada, chamada invexidade. Para maiores detalhes e informações sobre 
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análise não diferenciável, derivadas e gradientes generalü~a.C.os o leitor pode 
consultar o excelente livro de Clarke [16]. As referências sobre invexidade 
serão citadas no transcorrer do texto. 
1.2.2 Análise não diferenciável 
No que se segue E denotará um espaço de Banach real com a norma 11-11, 
g• será seu espaço dual com a norma dada por 
]](]], = sup{ ((,v) :v E E, ]]v]] :::; I}, 
onde {·, ·} é a aplicação dualidade canônica entre E* e E. n C E denotará 
um aberto não vazio de E. 
Definição 1.1. Dizemos que uma função f : n ----+ !R é Lipschitz 
próxima de x E n, se existe um e> O uma constante positiva K = K(x,e) 
tal que 
]f(x,) - f(x,)] S K]]x, - x2 ]], 
para todo Xt,X2 E {x + eB} n n, onde B é a bola unitária aberta em E. 
A constante K é chamada a constante de Lipschitz de f. Se f é Lipschitz 
próxima de todo ponto de !1 dizemos que f é localmente Lipschitz em !1. 
Definição 1.2. Definimos a derivada direcional generalizada de f em 
x E 0 na direção v E E, denotada jD(x; v), por 
, I f'(x; v)= hmsup -;-[f(y + Àv)- f(y)], 
11-1"' /1 
À+O 
onde y E !1, À E (O, +oc). 
Definição 1.3. Definimos o gradiente generalizado de f em x, denotado 
8f(x), como sendo o subconjunto de E* dado por 
8f(x) = {€ E E': f'(x;v) ~ (€,v}, Vv E E}. 
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Teorema 1.4. Suponha que f : n ----* !R é uma função localmente Lips-
chitz. Paro cada X E n seja K a constante de Lipschitz de f. Então, 
(i) A função v -t f'(x; v) é finito, sublinear e vale [f'(x; ")[ $ K[[v[[; 
(ii) 8f(x) é um subconjunto não vazio, convexo e w*-compacto de E* e para 
cada~ E at(x), temos que IIE[[. $ K; 
(iii) Para todo v E E, 
f'(x;v) = max{(v,Ç): ~E aJ(x)}; 
(iv) ~E aJ(x) se e somente se f'(x;v) ::0: (Ç,v) Vv E E. 
Como mostra o Teorema anterior, conhecer o conjunto 8f(x) é equiv-
alente a conhecer a função fO(x; v). Este é um exemplo de um fato mais 
geral: conjuntos convexos e fechados são caracterizados pelos seus funcionais 
suporte. Lembremos que o funcional suporte de um subconjunto não vazio 
C de E é a função <Jc : E• --+R U { +oc} dada por 
uc(() := sup{((,x): x E C}. 
Se I: é um subconjunto de E*, seu funcional suporte é definido em E**. 
Se identificarmos E com um subconjunto de E**, então, para cada x E E, 
temos que 
uE(x) := sup{ ((, x) : (E l:}. 
Teorema 1.5. Seiam C, D subconiuntos convexos fechados e não 
vazios de E; E, .ó. subconjuntos convexos w* -fechados e não vazios de E*; 
K c E um cone convexo e fechado; K 0 seu cone polar e fJ, À ~ O. Então 
(i} C C D se e somente se uc(() $ un{() V( E E•; 
(íi) l: C D. se e somente se uE(x) $ u,.(x) Vx E E; 
{íii) ll"c(v) + .\un(v) = <J{pC+W)(v); 
(iv) !l"dv) + M,.(v) = <J{pE+Ã")(v). 
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(v) aK(v) = 1/>Ko(v) onde .PK" é a função indicatriz de K". 
O seguinte teorema mostra que o gradiente de Clarke é uma boa gener-
alização dos casos diferenciável e convexo: 
Teorema 1.6. Seja f : O ---t lR, localmente Lipschitz. Então, 
(i) Se f é convexa, então 8f(x) coincide com o subdiferencial de f no sentido 
da análise convexa; 
(ii} Se f é continuamente diferenciável então 8f(x) = {f'(x)}, onde f'(x) é 
a derivada usual de f em x. 
Definição 1.7. Dizemos que f é regular (Clarke regular) em X E n se 
(i) paro todo v E E, a derivada direcional f'(x; v) existe; 
{ii} para todo v E E, f'(x; v) = f'(x; v). 
Se f é regular para todo X E n então f é regular em n. 
Seja C um subconjunto não vazio de 0., e consideremos sua função 
distância de(·) : E--> lR definida por 
dc(x) = inf{llx- cll: c E C). 
A função de não é diferenciável mas é globalmente Lipschitz. 
Definição 1.8. Seja x E C. Um vetor v E E é dito tangente a C em 
x se dC(x; v) = O. O conjunto de todos os tangentes a C em x é um cone 
convexo e fechado em E denotado por Tc(x) chamado o cone tangente de 
Clarke a C em x. Definimos o cone nonnal a C em x por polaridade com 
Tc(x): 
Nc(x) ={~E E':(~, v) S O, Vv E Tc(x)). 
Nc(x) é um cone convexo e w*-fechado em E*. 
No caso em que E é um espaço finito dimensional, digamos, E = ~n 1 
podemos dar uma boa caracterização de ôf(x). De fato o Teorema de 
Rademacher nos diz que se uma função f : n ---t !R é Lipschitz no aberto 
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n c Rn então f é diferenciável em quase todo ponto de n. Chamemos n1 o 
conjunto dos pontos onde f falha em ser diferenciável. 
Teorema 1.9. Seja f: n--+ lR Lipschitz pr6xima de X e suponha que s 
é uma conjunto de medida de nula no lRn. Então 
8f(x) = co{Jim 'V f(x;): X;--+ x, X; 1j S, X; lj ílJ}. 
A caracterização acima é muito útil no cálculo de 8f(x). Por exemplo, 
consideremos a função f : !R --+ !R dada por f(x) = lxl- f é claramente 
uma função localmente Lipschitz e só não é diferenciável no ponto zero. 
Calculemos 8f(O). Para qualquer sequência de números positivos Xi con-
vergindo a zero, lim V f(xi) = 1. Analogamente, para qualquer sequência 
de números negativos xi convergindo a zero, lim V f(xi) = -1. Portanto 
8f(O) = co{-1, 1} = [-1, 1]. Neste caso f'(O,v) = f'(O,v) = lvl e f é Clarke 
regular em x =O. Agora, se tomarmos f(x) = -lxl, um cálculo análogo ao 
anterior mostra que 8f(O) = [-1, 1] e portanto f'( O, v)= lvl. No entanto é 
fácil verificar que f'(O,v) = -lvl e temos então um exemplo de uma função 
que não é Clarke regular. 
Teorema 1.10. Suponha que f : O --t !R é uma função localmente 
Lipschitz e que f atinge um mínimo sobre C em ?f. Então 
o E 8f(x) + Nc(x). (1.1) 
Definição 1.11. Dizemos que X E C é um ponto estacionário general-
izado de f sobre C se vale (1.1}. 
1.2.3 Invexidade 
Consideremos o seguinte problema de programação matemática: 
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Minimizar fo(x) 
} (PH) 
sujeito a j,(x) ~O, i E I= {1, ... , m}, 
onde fi : ~n ---+.R i E I U {0}, são funções diferenciáveis. 
Impondo-se algum tipo de regularidade nas restrições do problema acima, 
uma condição necessária para que X E ~n seja um mínimo local de {PH) é 
que existam Ài E ~~i E I, tais que 
>.;?O, (1.2) 
),;J1(x) =o, (1.3) 
V' !o (x) +L:>.; V' f;(X) = O. (1.4) 
iEf 
A regra de multiplicadores acima nos permite encontrar apenas candidatos a 
solução do problema (PH). A situação ideal seria aquela em que tivessemos 
alguma hipótese que garantisse a suficiência das condições (1.2)-(1.4) numa 
forma global, isto é, se X satisfaz (1.2)-(1.4) então X é uma solução global de 
(PH). Um resultado bastante conhecido e que num certo sentido responde a 
esta questão é o seguinte: se todas as funções envolvidas são convexas e se 
um ponto x, satisfaz (1.2)-(1.4) então x é solução ótima global de (PH). Uma 
crítica natural a esse resultado é que esta hipótese de convexidade é, em boa 
parte dos casos, muito restritiva. É natural então a tentativa de introduzir 
conceitos que em algum sentido generalizem a noção usual de convexidade e 
que mantenham algumas de suas boas propriedades. 
Em 1981 Hanson [28] introduziu uma nova classe de funções. Ele con-
siderou funções diferenciáveis para as quais exista 1J(X, y) E ~n tal que 
f(y)- f(x)? (V'f(x),~(y,x)), Vx,y E !Rn. (1.5) 
É óbvio que funções convexas diferenciáveis satisfazem (1.5) com 1J(y, x) = 
y - x. Hanson mostrou que, se no problema {PH), /o~ fi, E I satisfazem 
(1.5), com a mesma função~ comum a todas, então as condições (1.2)-(1.4) 
garantem otimalidade global. 
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Neste mesmo trabalho Hanson demonstra que essa classe de funções 
é "maior" do que a classe das funções convexas diferenciáveis, através do 
seguinte exemplo de programa não convexo mas que satisfaz (1.5) para uma 
mesma função 1}: 
Minimizar x1 - sin X2 
sujeito a sin x1 - 4 sin x2 ~ O, 
2sinx1 + 7sinx2 + x1- 6 ~O, 
2x1 + 2x2 - 3 S O, 
4x! + 4xª - 9 S O, 
-sinx1 S O, 
- sinx2 ~O, 
(x1, x2 ) E !112 . 
Notemos a naturer.a não convexa do conjunto de restrições e da função 
objetivo. No entanto tod!!B ela.s satisfazem (1.5) com ry(y, x) dada por 
( ) -(siny1 -sinx1 siny2 -sinx2 ) 1J y, X - ' ' 
cosx1 cosx2 
onde x = (x1,x2) e y = (y1 ,y2). 
Em [19] Craven observou que se F : ~n --+ ~ é uma função convexa e 
tjJ : !Rn --+ lR:n é uma aplicação diferenciável com derivada inversível então, 
tomando f = F o tjJ e x, y E !W' temos que 
f(y)- f(x) = F(c/l(y))- F(c/l(x)) 
2 (V'F(c/l(x)), c/l(y)- c/l(x)) 
(V' f(x), J <P(x) -l[ c/l(y) - c/l(x)]) 
- (V' f(x), ry(y, x)), 
onde ry(y,x) = Jc/l(xr'lc/l(y)- c/l(x)] e J<P(x) é o Jacobiano de c/! em x. A 
conta acima mostra o que resta da convexidade de F após seu domínio ter 
sido distorcido por tjJ. Essa propriedade que permanece (invariante convexo) 
é justamente a propriedade (1.5). Baseado nisso Craven chamou tal pro-
priedade de i'invexity" e denominou as funções que satisfazem (1.5) de "invex 
functions" numa alusão a invariante convexo. Numa "livre traduçãd' para 
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o português, nós utilizaremos as denominações invexidade e Junções in vexas, 
respectivamente. 
Os trabalhos de Hanson e Craven foram muito importantes na teoria 
de otimização global e inspiraram uma grande quantidade de trabalhos sub-
sequentes. Em meados da década de oitenta temos os trabalhos de Craven 
e Glover [20] e Ben-Israel e Mond [3) que são referências importantes para 
quem quer se iniciar no estudo do conceito de invexidade no caso de funções 
diferenciáveis. Um resultado importante que aparece nestes trabalhos é a 
seguinte caracterização de funções invexas diferenciáveis: Urna função é in-
vexa se e somente se todo ponto estacionário é mínimo global. Em [21 ], 
Craven estendeu o conceito de invexidade para funções Lipschitz e em [49], 
Reiland introduz o conceito de invexidade para funções localmente Lipschitz. 
Em [47] Phuong, Sach e Yen, introduzem um novo conceito de invexidade 
para funções localmente Lipschitz definidas num espaço finito dimensional e 
que generaliza todos os anteriores. A seguinte definição é a extensão natural 
da definição de Phuong, Sach e Yen para o caso infinito dimensional: 
Definição 1.12. Seja C c n um conjunto não vazio. Uma função 
localmente Lipschitz f : f! -+ lR é dita in vexa em x E C se, para todo y E C, 
existe ~(y, x) E Tc(x), tal que, 
f(y)- f(x) 2 f'(x;~(y,x)). 
Dizemos que f é in vexa em C se f é in vexa em todo ponto x E C. 
Toda função localmente Lipschitz convexa é invexa. De fato, suponha 
que c c n é um conjunto convexo e que f : n -+ ~é uma função localmente 
Lipschitz e convexa em C. Como f é convexa em C então f é Clarke regular 
em C, isto é, para todo x E C e v E !Rn, existe a derivada direcional J'(x; v) 
e f'(x,v) = f'(x;v). Portanto, para todo y E C, 
f(y)- f(x) 2 !'(x; y- x) = f'(x;y- x). 
Desde que C é um conjunto convexo então, para todo y E C, 71(y, x) = 
y -x E Tc(x). Logo, concluímos que f é invexa em C. Portanto, toda função 
convexa é invexa. No entanto, nem toda função invexa é convexa. De fato, 
consideremos a função f : ~ -+ ~ dada por 
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se x ::; 1, 
{ 
lxl 
f(x) = 4J se x>l. 
Esta função é claramente localmente Lipschitz. Usando o Teorema 1.9 
é fácil calcular 8/(x): 
-1 se X< Ü, 
[-1, 1] se X= 0, 
8f(x) = 1 se Ü <X< 1, 
[1/2,1] se X= 1, 
1/2 se 1 < x. 
É fácil verificar que esta função não é convexa. No entanto, f é in vexa com 
ry(x, y) dada por: 
f(y)- f(x) 
'V/(x) se x;'1oux,<O 
ry(x, y) = o se x=O 
f(y)- f(x) se x = 1 e lxl 2: 1 
2(/(y)- f(x)) se x = 1 e lxl < 1. 
Vamos agora obter uma caracterização de funções invexas. Phuong, Sach 
e Yen (47] obtiveram tal caracterização para funções localmente Lipschitz 
invexas no caso em que E é finito dimensionaL Este resultado é uma extensão 
para o caso não diferenciável da caracterização obtida em [3) para o caso 
diferenciável. Tal resultado pode ser estendido para um espaço de Banach 
qualquer como veremos a seguir. 
Teorema 1.13. Seja C um subconjunto não vazio de n. Uma junção 
localmente Lipschtz f : !1 ---+ lR: é invexa em C se e somente se todo ponto 
estacionário de f sobre C é um mínimo global. 
Prova. Suponhamos que f é invexa em C. Se x E C é um ponto estacionário 
de f sobre C então O E 8/(x) + Nc(x). Logo, existe ~ E 8/(x) e p. E 
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Nc(x) tal que O = ~ + I'· Então, O = (~,v) + (1', v) para todo v E E. 
Em particular, para v E Tc(x), O:=; -(1', v) = (~,v). Portanto, para todo 
y E C, J(y)- j(x) ~ j'(x,~(y,x)) ~ (~,~(y,x)} ~ O, isto é, x é um 
mínimo global de f em C. Suponha agora que todo ponto estacionário é 
mínimo global. Para provar que f é invex em C, tomemos x E C. Se 
O E 8j(x) + Nc(x) então f(y) ~ j(x) qualquer que seja y E C. Basta tomar 
~(y,x) =O. Suponha agora que O ri 8f(x) + N0 (x). Então existe v E Tc(x) 
tal que j'(x, v) <O, pois do contrário se j'(x, v)~ O para todo v E Tc(x) 
então f"(x,v) + 1/>ro(x)(v) ~O para todo v E E. Mas isso é equivalente a 
"IBf(x)+Na(xl)(v) ~O para todo v E E o qual implica que O E 8f(x) + Nc(x) 
(veja o Teorema 1.5), contrariando o fato que O ri 8j(x) + Nc(x). Portanto, 
existe v E Tc(x) tal que f'(x, v) < O. Dado y E C escolhamos t > O tal 
j(y)- f(x) ~ tj'(x, v)= f'(x, tv). Basta agora, tomar ~(y,x) = tv. o 
Usando o Teorema acima é fácil mostrar que a classe das funções invexas 
é estritamente maior do que as convexas sem a necessidade de exibir uma 
função 11· De fato, consideremos novamente a função f : R ~ íR dada por 
se x :::; 1, 
f(x) = { lxl 
~se x>l. 
0 único ponto estacionário de f é x = O pois 0 E [ -1, 1) = 8 f (0). É evidente 
que x =O é um mínimo global de f. Portanto, pelo teorema 1.13, f é invexa. 
Para um o leitor interessado em outros conceitos de invexidade para 
funções não diferenciáveis sugerimos [27]. 
Um outro tipo de convexidade generalizada é o conceito de função pré-
invexa introdu7.ido por Ben-Israe1 e Mond em [3]. Uma função f : O -4 !R é 
pré-invexa em C C Ü se existe TJ(X, y) tal que 
J(y + À~(x, y)) :=; Af(x) + (1 - A)f(y) para todo x, y E C e À E [O, 1]. 
Na definição acima está implícito que C satisfaz a seguinte propriedade de 
conexidade: y + ,\~(x,y) E C para todo x,y E C e,\ E [O, 1]. Conjuntos 
satisfazendo essa propriedade são chamados conjuntos invexos. É óbvio que 
se f é pré-invexa e diferenciável então f é invexa no sentido de Hanson. É 
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interessante notar que esta propriedade não vale para funções apenas local-
mente Lipschitz. Por exemplo, f: !R-+ !R dada por J(x) = -lxl é localmente 
Lipschitz e pré-invexa com 11(x, y) dado por 
se x $ O e y .:::; O, 
ry(x, y) = 
{ 
x-y 
x- y se x2:0ey2::0, 
caso contrário. y-x 
No entanto f não é invexa pois seu único ponto estacionário x = O não é 
mínimo global. Notemos também que toda função convexa é pré-invexa e 
todo conjunto convexo é invexo com 17(x,y) = x- y. A recíproca não é 
verdadeira corno mostra o exemplo acima. Para outras informações sobre 
funções pré-invexas sugerimos [59]. 
1.3 Sobre as contribuições da tese 
1.3.1 Introdução 
Nosso objetivo nessa seção é adiantar ao leitor as principais contribuições 
dessa tese à otimi:r.ação não diferenciável. Faremos uma análise capítulo por 
capítulo. Esperamos que esse procedimento facilite a leitura da tese. 
1.3.2 Sobre o capítulo 2 
Consideremos a seguinte versão do problema (PG) na forma de um prob-
lema de programação matemática usual: 
Minimi:r.ar fo(x) 
sujeito a J.(x) ::; O, i= 1, ... , m, (P) 
X E C, 
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onde n é um aberto do ~n, f o, fi: n--+ a:l, i= 1, ... , m, são funções Lipschitz 
em n, e c c n um conjunto fechado e não vazio; 
No capítulo 2 obteremos, basicamente, condições necessárias e suficientes 
de otimalidade para o problema (P) na forma de uma regra de multiplicadores 
de Karush-Kuhn-Tucker. Grosso modo, tal regra pode ser sumarizada da 
seguinte maneira: se as funções envolvidas são funções invexas e as restrições 
do problema satisfazem uma condição do tipo Slater então, as condições de 
Karush-Kuhn-Tucker 
o E au, +L À;/;)(x) + Nc(x), 
iE T 
são necessárias e suficientes para a otimalidade de X em (P). Além disso 
estabeleceremos resultados de dualidade. De fato consideremos o seguinte 
problema dual relacionado a (P): 
Maximizar 
sujeito a (w, .X) E C X iR'í', (D) 
O E 8(!, + L:;ET .),-J.-)(w) + Nc (w). 
Sob hipóteses de invexidade e uma condição de regularidade do tipo Slater, 
provaremos que os valores deste problema dual e o problema (P) coincidem. 
Notemos que existem vários desses resultados em problemas de pro-
gramação matemática não diferenciável (veja por exemplo [35], [49]). No 
entanto, não conhecemos nenhum resultado na literatura que se aplique di-
retamente ao problema (P), aonde agregamos uma restrição abstrata x E C, 
sendo C um conjunto não necessariamente convexo. De qualquer maneira, 
os resultados acima não são a principal contribuição desse capítulo e sim 
resultados auxiliares que nos permitirão obter nosso resultado principal, o 
Teorema de Alternativa Invexo. As conecções entre teoremas de alternativa 
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e problemas de otimização são bem conhecidas ( [23], [26], [39]). Tais teore-
mas servem, por exemplo, para garantir a existência de multiplicadores para 
problemas de programação matemática-. Um protótipo de teorema de alter-
nativa pode ser estabelecido como se segue: sejam !I,· · ·, ]p funções definidas 
num conjunto C c ~n, e consideremos os dois seguintes sistemas: 
1. 3xECtalque/;(x) <O,i=l,···,p; 
2. 3>., 2: O, i= 1, · · ·,p, não todos nulos, ta!queEf=1 >.,j,(x) 2: 0\fx E C. 
Então, das duas uma, ou o sistema 1 tem solução ou o sistema 2 tem solução, 
mas nunca ambos simultaneamente. 
Existem várias versões desse tipo de teorema onde as funções envolvidas 
pertencem a várias classes de funções. Quando as fi são lineares temos o 
Teorema de Gordan. Se as funções são convexas o resultado é o Teorema 
de Gordan Generalizado (veja [23) e [39]). Teoremas de alternativa similares 
foram estabelecidos para outras classes de funções tendo alguma propriedade 
de convexidade generalizada (veja [35], [30] e [59]). Nosso objetivo nesse 
ponto foi obter uma versão do teorema de alternativa acima no caso em 
que as funções fi são Lipschitz e invexas e o conjunto C é um fechado não 
necessariamente convexo. O único resultado relacionado é aquele obtido por 
Craven em [23]. No entanto no seu Teorema de alternativa ele exige que o 
conjunto de restrições abstratas C seja, além de fechado, convexo. Também, 
as técnicas usadas por Craven na obtenção de seu resultado são diversas das 
usadas por nós. Nós baseamos a demonstração de nosso teorema num artigo 
de Geoffrion [26], em que ele usa resultados de dualidade convexa para provar 
o Teorema de Gordan Generalizado (caso convexo). 
Como aplicação de nosso Teorema de Alternativa Im·e:xo, caracterizare-
mos as soluções do seguinte problema de otimização vetorial, o qual é uma 
versão especializada do problema inicial (PG): 
Minimizar f(x) = (f,(x), ... ,fm(x)) } 
(PV) 
sujeito a x E C, 
onde C c n é um compacto e h : O -4 R i = 1, ... , m, são funções Lipschitz 
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e invexas em C. 
Os principais resultados deste capítulo também podem ser encontrados 
em [10], [11]. 
1.3.3 Sobre o capítulo 3 
Em [1] Thibault e Abdoni obtiveram condições necessárias de otimal-
idade para (PG) na forma de uma regra de multiplicadores do tipo Fritz-
John. Nesse trabalho os autores supõem que as aplicações satisfazem certa 
propriedade do tipo Lipschitz e obtém seus resultados sem nenhuma hipótese 
de diferenciabilidade fazendo uso dos gradientes generalizados de Clarke [16] 
e Ioffe [32]. O trabalho de Thibault foi a fonte de inspiração para obtermos 
os resultados desse capítulo. De fato, obteremos aqui, condições necessárias 
e suficientes de otimalidade para (PG), na forma de uma regra de multi-
plicadores do tipo Karush-Kuhn-Tucker. Além do mais, estabeleceremos 
um problema dual relacionado a (PG) e provaremos resultados de dualidade 
fraca e forte entre eles. Todos esses resultados serão obtidos sem nenhuma 
hipótese de convexidade mas sim fazendo uso de um conceito de invexidade 
entre espaços de Banach adaptado do conceito usual de invexidade (veja 
definição 1.10). Resultados relacionados, mas que ou envolvem outras classes 
de funções ou são menos gerais que o nosso, podem ser encontrados em [17], 
[36], [44]. 
Os principais resultados deste capítulo também podem ser encontrados 
em [12]. 
1.3.4 Sobre o capítulo 4 
Consideremos o seguinte problema de programação matemática com 
tempo contínuo: 
16 
Minimi1.ar .P(x) = J[ f(t,x(t))dt, } 
sujeito a g,(t,x(t)) :-;O a.e. in [O,T], (PNC) 
zEl={l, ... ,m}, xEX, 
onde X é um subconjunto aberto, convexo, e não vazio do espaço de Banach 
L~[O, T] de todas as funções vetoriais n-dimensionais Lebesgue mensuráveis, 
que são essencialmente limitadas, definidas no intervalo compacto [O, T] c JR, 
com a norma 11 · lloo definida por 
llxll., = ,')!a.f, esssup{lx;(t)l, O:": t :": T), 
-'-
onde, para cada tE [0, T], x;(t) é a j-ésima componente de x(!) E JR•, .pé 
uma função a valores reais, definida em X, g(t,x(t)) = 1(x)(t) e f(t,x(t)) = 
r(x)(t), onde 1 é uma aplicação de X no espaço normado A;"[O, T] de t<>-
das as funções vetoriais m-dimensionais, essencialmente limitadas, Lebesgue 
mensuráveis definidas em [0, T], com a norma 11·11 1 defina por 
IIYII1 = max {r IY;(t)ldt, 
1:5J:5m lo 
e r é uma aplicação de X no espaço normado AUO, T]. 
É fácil verificar que o problema acima pode ser colocado na forma do 
problema (PG). De fato basta colocar E = L::O[O, T], F = !R, G = Af'[O, T], 
f(x) = .P(x), g(x) = 1(x), e K = {y E Af'[O, T] : y(t) ;:>: O qtp em [0, T]}. 
Geralmente, na obtenção de condições necessárias de otimalidade para (PG), 
uma hipótese crucial é que o cone associado K seja convexo, fechado e com 
interior não vazio (veja [1], [23]). Infelizmente, no caso do cone K relacionado 
ao problema com tempo contínuo acima, esta hipótese não é satisfeita. Zal-
mai, numa série de artigos [63], [64], [65], [66], conseguiu solucionar esta 
questão, fazendo uso de um teorema de alternativa com tempo contínuo es-
tabelecido por ele mesmo. Zalmai obteve, além de condições necessárias, 
resultados em dualidade e condições suficientes de primeira e segunda or-
dem, tudo isso num contexto diferenciável. Mais especificamente, em [66), 
Zalmai obteve condições suficientes de otimalidade de primeira ordem para 
(PNC), supondo que as funções envolvidas são continuamente diferenciáveis 
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e fa1.endo uso de várias noções de convexidade generalizada tais como pseudo-
convexidade e quasiconvexidade. Ele também obteve condições suficientes de 
otimalidade de segunda ordem, supondo que as funções são duas vezes con-
tinuamente diferenciáveis e fazendo uso da noção usual de Hessiano. Nosso 
ganho aqui foi estender os resultados de Zalmai em [66L da seguinte maneira: 
obtivemos condições suficientes de otimalidade de primeira ordem supondo 
apenas que as funções são Lipschitz e invexas. Também obtivemos condições 
suficientes de otirnalidade de segunda ordem, supondo somente que as funções 
em (PNC) são de classe C 1•l, isto é, são funções diferenciáveis com gradiente 
Lipschitz. 
Os principais resultados deste capítulo também podem ser encontrados 
em [52], [53]. 
1.3.5 Sobre o capítulo 5 
No capítulo 5 faremos urna discussão a respeito de várias possibilidades 
de pesquisas futuras. 
1.3.6 Sobre algumas observações 
Nossos resultados originais (teoremas, corolários, proposições) estão ba-
sicamente nos capítulos 2, 3 e 4. Nestes capítulos quando nos referirmos a 
algum resultado que não seja nosso, colocaremos uma referência ao autor. 
Caso contrário não colocaremos nada. Por exemplo, o seguinte Teorema é 
um resultado usados por nós, devido a Clarke: 
Teorema 2.1. (Clarke) Suponha que x resolve (P). Então, para k 
suficientemente grande, existem Ào, Ài E lR, i = 1, ... , m, não todos nulos 
tais que 
m 
o E a(>.ofo +L >.,j, + kdc)(x), 
i=l 
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Ài 2': O, i:::: 1, ... , m, 
.:\di(X) =O, i= 1, ... , m. 
Por outro lado, na proposição abaixo, nossa autoria está implícita, pois 
não existe nenhuma referência na frente da proposição: 
Proposição 4.5. Seja x E JF. Se existe ); E L:[o, T] tal que (x, Ã) 
satisfaz (4.18}-(4.20}, e se a função Lagrangeana L(x; Ã) é invexa em x (com 
respeito a JF }, então x é uma solução ótima global de (PNC). 
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Capítulo 2 
Programação matemática 
2.1 Introdução 
Seja O um aberto não vazio do !Rn, f o, fi :O...--.)- !R, i:;:::: 1, ... , m, funções 
localmente Lipschitz em D:, e C C n um conjunto fechado e não va?.io. 
Consideremos o seguinte problema de programação matemática: 
Minimizar fo(x) 
sujeito a J;(x) :":O, i E I= {1, ... , m}, (P) 
XE C. 
O conjunto dos pontos factíveis para o problema (P), (o qual suporemos 
não vazio ) será dado por 
lF := {x E C: j,(x) :":O, i E I}. 
Dado X E 1F, seja /('X) o conjunto dos índices correspondentes às restrições 
ativas de (P) em X, isto é, 
I(x) ={i E I f j,(x) =O}. 
Em ( (16) pp. 227-230), Clarke obteve condições necessárias de oti-
malidade para um problema de programação matemática não diferenciável, 
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na forma de uma regra de multiplicadores do tipo Fritz-John. O problema 
(P) acima é um caso particular daquele estudado por Clarke (o problema 
de Clarke continha restrições de igualdade). Logo, podemos estabelecer o 
seguinte teorema: 
Teorema 2.1. (Clarke) Suponha que ?l resolve (P). Então, para k 
suficientemente grande, existem Ào, Ài E 31-, i = 1, ... , m, não todos nulos 
tais que 
m 
o E a(>.ofo +L>.;/;+ kdc)(x), (2.1) 
i=l 
Ài 2: O, i= 1, ... , m, (2.2) 
>.;!,(x) =O, i= 1, ... , m. (2.3) 
Observemos que no Teorema acima o multiplicador associado à função 
objetivo pode ser nulo e neste caso o problema é dito anormal. Sem nen-
huma hipótese suplementar não é possivel garantir que >.0 :f- O. Corno é usual, 
necessitamos impor alguma condição de regularidade sobre as restrições do 
problema para garantir que o multiplicador >.0 seja não nulo. Neste caso o 
problema é dito normal. No caso diferenciável as condições de regularidade 
mais conhecidas talvez sejam as condições de Mangasarian-Fromovitz e de 
Slater [39]. Tais condições podem ser facilmente generalizadas para o caso 
não diferenciáveL Impondo algumas das hipóteses citadas anteriormente, 
o problema (P) torna-se normal e é possível obter uma regra de multipli-
cadores do tipo Karush-Kuhn-Tucker, aonde podemos tomar Ào = 1. No 
nosso caso vamos obter um Teorema do tipo Karush-Kuhn-Tucker (o Teo-
rema 2.2) supondo que no problema (P) as funções envolvidas são invexas, 
para a mesma função 17, e que as restrições satisfazem uma condição do tipo 
Slater: 
existe x E C tal que f;(X) < O, i E J(x). (2.4) 
O motivo de tal escolha particular é bem conveniente (a priori poderíamos 
escolher qualquer condição de regularidade disponível na literatura como 
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por exemplo as condições citadas acima): na seção 2.3, na demonstração do 
teorema de alternativa invexo (Teorema 2.8), vamos fazer uma aplicação do 
Teorema 2.2 na resolução de um problema de otimização invexo (problema 
(P)), o qual satisfaz a condição de Slater. 
2.2 Condições de otimalidade e dualidade 
Teorema 2.2. (Condições necessárias de otimalidade) Seja~ um ponto 
ótimo para (P} e suponha que fi, i E I são invexas em X, para o mesmo 
TJ· Se as restrições de (P) satU;fazem a condição de Slater, então existem 
'X= ('X1, ... , 1,.) satisfazendo as condições de Karv.sh-Kuhn-Thcker 
o E a (f,+ L ~d.)(x) + Nc(x), (2.5) 
iET 
(2.6) 
~d;(x) =o, (2.7) 
Prova. Se X é uma solução de (P) então, pelo Teorema 2.1, existem 
Ào ~ O, Ài E Jl:, i E /, não todos nulos tal que 
o E a(>.ofo +L À;j;)(x) + Nc(x), (2.8) 
iET 
(2.9) 
>.;J;(x) =o. (2.10) 
Basta então provar que Ào > O. Suponha que Ào = O. Desde que existe 
X E C tal que fi(X) <O, i E l(X), e os Ài não são todos nulos então segue-se 
de (2.9)-(2.10) que 
L >.,J,(x)- L >.;J,(x) <o. (2.11) 
iET iET 
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Como fi, i E I 1 são funções localmente Lipschitz e invexas em X, para uma 
função 1J comum, então EieT Adi é um função localmente Lipschitz e invexa 
em x. Logo, existe ~(x, x) E T0 (x) tal que 
iET iE 1 iET 
Portanto, (2.11) junto com (2.12) implicam que 
existe ~(x, x) E T0 (x) tal que (E -'d;)'(x; ~(x, x)) <O. 
iET 
Mas, (2.8) implica que 
(L -'d;)'(x; ~) 2: O, for ali~ E T0 (x), 
iET 
(2.12) 
(2.13) 
o que contradiz (2.13). Portanto ).0 > O e o Teorema segue fazendo :\i = 
À;/Ào, i E I. D 
Teorema 2.3. (Condições suficientes de otimalidade) Dado x E JF, 
suponha que j 0 , ft sejam invexas em X, com relação a C, para um mesmo 1}, 
e que existam 'Xi E ~' i E I tal que valem as condições K-K- T (2.5)-(2. 7). 
Então x é mínimo global para o problema (P ). 
Prova. É óbvio que se 'Xi ~ O e /o, ft são invexas em X com respeito a C 
para o mesmo 1}, então /o+ LieT Xt!i é invexa em X com relação a C. Logo, 
segue-se de (2.5) e do Teorema 1.13 que X é mínimo de fo + LieT Xdt sobre 
C, isto é, 
fo(x) + L;X.J;(x) 2: fo(x) + L;X;J,(x), 'tx E C. (2.14) 
iE7 iET 
Então, (2.7) e (2.14) implicam que 
fo(x) + L;X.J,(x) 2: fo(x), 'tx E C. (2.15) 
iET 
Desde que Xi ~O, por (2.15), concluímos que 
fo(x) 2: fo(x), 'lx E C tal que j;(x) s O, i E I, (2.16) 
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ou seja, X é solução do problema (P). O 
Obs. Notemos que se no problema (P) as funções envolvidas são invexas 
em X e satisfazem alguma hipótese de regularidade (Slater por exemplo) 
então, no Teorema acima, tanto faz usar a condição (2.5) quanto as condições 
O E 8(/0 + L.;er À,J;+kdc)(x) e O E 8fo(x) +Ler "X,8j,(x) + Nc(x). De fato, 
chamemos X= {x E E: O E 8(/o + E;ET À,j; + kdc)(x)}, Y = {x E E: O E 
8(!, + EteT À;!;)(x) + Nc(x)} e z = {x E E: o E 8fo(x) + LiET "X,8j;(x) + 
Nc(x)}. As inclusões X C Y C Z são bem conhecidas. Agora, se x E Z 
então, pelo Teorema 2.3, X resolve (P). Mas se X resolve (P) então, para k 
suficientemente grande, X E X. Portanto, nessas condições, X = Y = Z. Em 
[ 49] Reiland obtém condições suficientes de otimalidade para um problema 
similar a (P) separando em dois casos conforme x pertença a Y ou Z. Nossa 
observação mostra que isto é desnecessário. Além disso mostramos outra 
propriedade de funções convexas preservada por funções invexas. 
Definição 2.4. Dizemos que o ponto (X, X), 'X?: O, é uma solução ponto 
de sela para (P) se 
fo(x) + Í:>.d;(x) :S fo(x) + l:X.J,(x) :S !o(x) + l:X.J,(x), (2.17) 
iEf iET iEl 
para todo x E C e A~ O. 
Teorema 2.5. {Ponto de Sela Escalar) Se x é ótimo para (P), as 
restrições do problema satisfazem alguma condição de regularidade e fo + 
E1er Ãtf1 é invexa em X com relação à C para todo Àt ?: O, então eziste 
X 2: O tal que (x,"X) é uma solução ponto de sela de (P). 
Prova. Se X é ótimo e vale alguma condição de regularidade nas re-
strições de (P) (A condição de Slater por exemplo) então, pelo Teorema 2.2, 
existem X, E !R, i E I tal que valem as condições K-K-T (2.5)-(2. 7). Por-
tanto, (2.5) mais a hipótese de invexidade implicam, pelo Teorema 1.13, que 
X é ponto de mínimo para fo + Í:iET Àifi sobre C 1 isto é, vale a desigualdade 
no lado direito de (2.17). A desigualdade no lado esquerdo de (2.17) vale por 
(2.7), /;(x) :o; o e A 2: o. o 
Vamos estabelecer agora resultados de dualidade para (P). Consideremos 
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o seguinte problema dual (do tipo Wolfe) relacionado a (P): 
Maximizar 
sujeito a (w,>.) E C X !R~, (D) 
o E auo + LieT >.;j,)(w) + Nc(w). 
Teorema 2.6. (Dualidade fraca). Se fo e fi, i E J, são funções invexas 
em C, com uma função 1J comum a todas então: 
fo(x) 2 fo(w) +I; >.J;(w), 
iET 
para todo x factível para (P) e (w, >.)factível para (D). 
Prova. Seja x factível para (P) e ( w, >.) factível para (D). Já que .), E !R~ 
ex E lF então 
fo(x)- f o( w)- I;>.;!;( w) 2 fo(x) + 2:: >.;j,(x)- !o ( w)- I; .À; f;( w ). (2.18) 
iET iET iET 
Como ..\ E !R+ e /o, fi são invexas em C então /o+ L:ieT Àifi é invexa em 
c. Portanto, a condição o E auo + LieT À;/;)(w) + Nc(w) implica, pelo 
Teorema 1.13, que 
fo(x) + I;>,.J;(x) 2 fo(w) + I;>,.J,(w), for all x E JF. (2.19) 
i€1 iET 
O resultado segue facilmente por (2.18) e (2.19). O 
Teorema 2.7. (Dualidade forte). Suponha que fo e J;, i E I são funções 
invexas em C, para a mesma função 11· Suponha que X é uma solução ótima 
de (P) e que existe Ã E !Rm tal que as condições K-K· T (2.5}-(2. 7} são 
satisfeitas em (Y, :\). Então {D) é maximizado em (x) .. ) e os valores ótimos 
de (P) e (D) coincidem. 
Prova. Seja x uma solução ótima para (P). Se existe Ã tal que (x, Ã) 
satisfaz as condições de K·K·T (2.5)-(2.7) então (x, Ã) é factível para (D) e, 
pelo resultado de dualidade fraca, concluímos que 
25 
/o(?t) + Í:~;/;(?f) = /o(?t) 2: /o(x) + Í:~d;(x), 
iE1 iET 
para todo (x, .') factível para (D). Então (x, ~) é ótimo para (D) e os valores 
ótimos de (P) e (D) coincidem. O 
2.3 Sobre um teorema de alternativa invexo 
Em ([26], p. 34) Geoffrion obteve uma nova demonstração do con-
hecido Teorema de Gordan generalizado (teorema de alternativa para funções 
convexas), fazendo uso de resultados de dualidade entre problemas de pro-
gramação convexa. Seguindo sua técnica usaremos os resultados de dualidade 
invexa obtidos na seção anterior, para estabelecermos um teorema de alter-
nativa do tipo Gordan para funções invexas e localmente Lipschitz, o qual é 
nosso principal resultado nesse capítulo. 
Teorema 2.8. Seja C um subconjunto fechado e não vazio de n. Suponha 
que/;,: .O~ ~.i E I= {l, ... ,m}, são localmente Lipschitz e invexas em 
C, para um mesmo TI· Suponha ainda que 
f(x) = ~t,xft(x) atinge um mínimo em C. 
Então, 
ou existe x E C tal que j,(x) <O, i E J, 
ou existem Ài ~ O, i E I, tal que 
e inf Í:Àd;(x) 2 O. 
xEC iET 
(2.20) 
(2.21) 
(2.22) 
Prova. Primeiro vamos provar a parte fáciL Suponha que (2.21) tem 
uma solução X E C. Então, qualquer que Sf:.]am Ài 2:: O, não todos nulos, 
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L::Àd;(xl <o. 
iET 
Logo, (2.22) não pode ter solução. Notemos que nessa parte da demonstração 
não utili1.amos a hipótese (2.20). 
Reciprocamente, suponha que (2~21) não tenha solução e consideremos 
o seguinte problema auxiliar: 
Minimi1.ar F0 (x, y) := y 
sujeito a (x, y) E C x !R, (P) 
F;(x, y) := ];(x)- y :";O, i E J. 
Desde que fi são funções localmente Lipschitz em O então concluímos 
que Fo, F;, são localmente Lipschitz em n X ~. As derivadas de Clarke de 
F0, F, em (x, y) E !1 x !R na direção (u, v) E !R" x !R são dadas por 
Ft(x,y;u,v) = fiv(x,u)- v, i E/. 
Sejam (x, y), (x', y1) E C x !R. Então, pelas hipóteses de invexidade, 
F;(x',y')- F;(x, y) = ];(x')- y'- J;(x) + y 
2: J[(x; ry(x', x))- (y'- y) 
= Fl(:c,y;TJ(x',x),y'- y), 
Fo(x', y')- Fo(x, y) = y'- y 
= F0(x,y;ry(x',x),y'- y). 
Desde que ry(x',x) E Tc(x) e y'- y E T~(y) então (ry(x',x),y'- y) E 
Tc(x) X T~(y) = Tcx~(x,y). Portanto, dados (x,y),(x',y') E C x !R ex-
iste ií(x', y'; x, y) = ( ry(x', x), y' - y) E Tcx~(x, y) tal que 
F;(x', y')- F;(x, y) 2: F,'(x, y; fí(x', y'; x, y), i E I I..J {0}, (2.23) 
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isto é, F0 , Fi, i E /, são funções invexas em C x !R, para um ~ comum. 
Vamos mostrar que se (2.20) vale então o problema acima tem pelo menos 
uma solução. Primeiramente notemos que o conjunto E(f) = {(x, y) E 
C x !R: f(x) :S y} coincide com os pontos factíveis de (P) (E(!) é chamado 
o epigrafo de f). Suponhamos que vale (2.20). Então, existe x E C tal que 
ii = f(i) = maxf(x). 
xec 
Como (i, ii) E C x !R satisfa7. f(i) - ii =O então (i, y) é factível para (P). 
Além disso, qualquer que seja (x, y) factível para (P), 
ií = f(i) :S f(x) :S y, 
ou seja 
Fo(i, ií) :S Fo(x, y). 
Portanto, o problema {P) tem solução. 
Seja (x, y) uma solução ótima de (P). As restrições do problema (P) 
satisfazem a condição de Slater. De fato, se tomarmos (X, Y) = (X, y + 1), 
então, para i E J(Y, y), F,(x, y) = h( 'i) -fi= /;(Y)- (li+ 1) = F;(Y, y)-1 < O. 
O problema dual relacionado a (P) é dado por: 
Maximi•ar L(x, y, >.) := y +Ler >.,(f,(x)- y) 
sujeito a (x, y, .X) E C X !R X !R';', (D) 
O E 8(z,yJL(x, y, >.) + NcxR(x, y). 
Desde que as hipótese de invexidade e a condição de Slater são satisfeitas, 
concluímos, pelo Teorema 2.2, que existe À E lJlm tal que (X, y, :\) satisfaz as 
condições de K-K-T. Portanto, todas as hipótese do Teorema 2.7 (Dualidade 
forte) estão em vigor para (P) e segue que o programa dual (fJ) tem uma 
solução ótima (X, jj, Ã) e os valores F0 (X, Y) e L(X, y)) são iguais. 
Se o sistema de desigualdades (2.21) não tem solução em C então segue-
se que Fo(x, y) ~ O para todo (x, y) factível para (P). De fato, se existisse 
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(x, y) E C x !ll tal que J.(x) - y :S O, i E J, F0 (x, y) = y < O, então existiria 
x E C tal que /;(x) :S y < O, o que contradiz (2.21 ). Logo, o programa 
(P) tem valor ínfimo Fo(x, y) = y ::0: O e pelos resultados de dualidade isto 
implica que L(x, jj, À) ::0: O. 
Consideremos a função i!> : n X !ll _, !ll dada por il>(x, y) = L(x, y, À). i!> 
é obviamente uma função localmente Lipschitz invexa em C x ~ e satisfaz 
O E 8i!>(x, y) + NcxR(i, fi). Portanto, pelo Teorema 1.13, concluímos que 
(X, y) é um mínimo global para IP em C x !R, isto é, 
O:; il>(x,y) = inf i!>(x,y). (z,y)ecxm 
Mas isto é o mesmo que 
O :S inf(x,y)ECxm{Y +DEl À;(f;(x) - y)) 
infxEc{L:;o Ãd,(x)) + inf,Em{Y(l- LiET À,)). 
O segundo termo acima deve ser O, isto é, Lier :Xi = 1 deve valer, pois 
do contrário seu valor seria -oc:. Logo, o primeiro termo é não negativo e o 
teorema está provado. O 
Observação 2.9 É óbvio que se C é um conjunto compacto então a 
condição (2.20) é válida. Outra hipótese que implica (2.20) é a de que pelo 
menos uma das funções fi seja inf-limitada, isto é, exista um índice i E I tal 
que o conjunto de níveis Lafi = {x E C : fi(x) $ a} seja compacto para 
todo a E !ll. 
Agora, apresentaremos um teorema do tipo Bobnenblust-Karlin-Shapley 
{[39], p. 67), o qual pode envolver urna família, possivelmente infinita, de 
funções invexas localmente Lipschitz. 
Teorema 2.10. Seja C c O. um conjunto compacto e ft :f! --t !R, i E M 
uma fam{lia (finita ou infinita) de junções invexas localmente Lipschitz em 
c. Se 
/;(x) :S O, i E M, não tem solução x E C, 
então, para alguma subjamflia finita fii'j = 1, ... , k, existe P; ~O tal que 
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k k 
L;P; = 1 
j=l 
e infL;p;f;,(x) >0. 
:r:EC j=l 
Prova. Afirmamos que o sistema 
!;(x) ~e, Vi E M, 'le > O, (2.24) 
não tem solução x E C. De fato, se tivesse uma solução X, então f.i(X) ~ E, 
para todo i E M, e > O e isto implica que j,(x) ~ O para todo i E M 
(pois, caso contrário se fio ('X) > O para algum i 0 E M então colocando 
e0 = 1/2f,,(x) >O, teríamos que existe io EM e e0 >O tal que J;,(x) > e0 , 
o que nos levaria a uma contradição). Isto, entretanto, contradiz a hipótese 
do teorema e portanto, o sistema (2.24) não tem solução x E C. Os conjuntos 
C( i, e)= {x E C: fi(x) ~e} 
são subconjuntos fechados do compacto C, e sua interseção é vazia. Logo, 
pelo Teorema da interseção finita (see [39], p. 189), existe um número finito 
de tais conjuntos tal que sua interseção é vazia. Assim, nós obtemos índices 
ij,j = 1, ... , k e números reais Ej >O, j = 1, ... , k, tal que o sistema 
f,/x)-eJ::;o, j=l, ... ,k, 
não tem solução x E C. Portanto, pelo Teorema 2.8, existem p; 2:: O tal que 
k k k 
L;P; = 1 e L;P;f,,(x) 2: L;P;e; >O, 
j::l j=l j=l 
como queríamos demonstrar. O 
2.4 Programação multiobjetivo 
Nesta seção, daremos uma interessante aplicação dos resultados da seção 
anterior, caracterizando as soluções de um problema de otimização vetorial. 
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Antes de estabelecermos o resultado propriamente dito, vamos falar um pouco 
sobre o assunto bem como introduzir alguns conceitos de solução para prob-
lemas de otimização vetorial. 
Muitos problemas de tomada de decisão com múltiplos critérios podem 
ser modelados na forma de um problema de otimização vetorial que con-
siste, basicamente, em maximizar ou minimizar várias (e as vezes confli-
tantes) funções objetivo, sujeitas a alguma restrição das variáveis envolvidas 
no problema. Tais problemas tem outras denominações como, por exemplo, 
otimização multicritério, programação multiobjetivo, problemas de ótimo de 
Pareto (para maiores detalhes veja por exemplo [15]). No entaoto, na for-
mulação de muitos modelos, aparecem funções não muito bem comportadas, 
não tendo boas propriedades tais como diferenciabilidade ou convexidade. 
Neste caso a teoria existente é relativamente pobre para uma boa caracter-
ização das soluções de tais problemas. Seguindo o mesmo caminho da teoria 
clássica tentaremos relacionar as soluções do programa multiobjetivo com as 
soluções ótimas de algum programa escalar. Como veremos adiante, o Teo-
rema de alternativa invexo estabelecido no capítulo anterior será essencial na 
obtenção de tais resultados. 
Consideremos o seguinte problema de programação multiobjetivo: 
Minimi?.ar f(x) = (J,(x), ... , fm(x)) } 
(PV) 
sujeito a x E C, 
onde c c n é um subconjunto não vazio e f : n ~ lRm é uma função vetorial 
dada. 
Em 1896, Pareto {46} introduziu o seguinte conceito de solução para 
problemas vetoriais. De acordo com ele, um ponto factível para (PV) é uma 
solução eficiente (ou não dominada, não inferior ou ótima de Pareto) de (PV), 
se não existe outra solução factível que melhore um objetivo sem degradar 
pelo menos um dos outros. Tal conceito pode ser formalizado da seguinte 
maneira: 
Definição 2.11. Dizemos que x é umo solução eficiente para (PV) se 
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J: é factível para (PV) e se não existe outro x factível para (PV) tal que 
fi(x) ~ h(X), para todo i= 1, ... m, com a desigualdade estrita valendo para 
pelo menos um índice i. 
Em [25] Geoffrion introdm~iu o conceito de solução propriamente efi-
ciente: 
Definição 2.12. Dizemos que :f é uma solução propriamente eficiente 
de (PV) se ela é eficiente e se existe um escalar M > O tal que, para cada i, 
f;(x)- J;(x) < M 
f;(x)- J,(J:) -
para algum j tal que f;(x) > f;(x) sempre que x é factível para {PV) e 
J;(x) < f,(x). 
Observação 2.13 O conceito de solução propriamente eficiente de Ge-
offrion elimina certas soluções eficientes indesejáveis, cujo raio da taxa de 
ganho de um objetivo em relação à taxa de perda de outro objetivo é ilimi-
tado. De fato consideremos o seguinte programa: 
Minimizar f(x) = (j,(x) = -x2 ,j,(x) = x3) 
sujeito a x E C= {x E IR' x 2 0}. 
O ponto x = O é eficiente mas não é propriamente eficiente. De fato, o raio 
j,(O)- j,(x) 1 
-j,(x) -f,( O) X 
é ilimitado quando x tende a zero pela direita. 
Como já dissemos na introdução, a estratégia mais comum para car-
acterizar tais soluções é tentar relacioná-las com as soluções ótimas de um 
problema escalar. Existem várias maneiras de escalarizar o problema (PV) 
(veja [15]). Em nosso trabalho nos ateremos a uma escalarização usada por 
Geoffrion. Para isso consideremos o seguinte problema escalar associado a 
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(PV): 
Minimhar (Jl, f(x)) =L;::;, Jld;(x) } 
(P(Jl)) 
sujeito a x E C, 
Geoffrion [25] estabeleceu o seguinte resultado fundamental: 
Teorema 2.14. (Geoffrion) Sejam J1 1 >O, i E J, fixados. Se X é uma 
solução ótima de (P(p)), então X é uma solução propriamente eficiente de 
(PV). 
Supondo que fi são funções convexas e C é um conjunto convexo, Ge-
offrion também estabeleceu a recíproca do Teorema 2.14. Este resultado é 
baseado em uma propriedade fundamental de funções convexas ([4), p.62, 
Teorema fundamental) o que na prática corresponde ao Teorema de Gordan 
generalizado. Então, trocando este Teorema fundamental pelo nosso Teo-
rema 2.8, também obteremos uma recíproca do Teorema 2.14 numa versão 
in vexa: 
Teorema 2.15. Suponha que C é um conjunto compacto, e que fi são 
funções localmente Lipschitz e invexas em C, para o mesmo 1J· Se X é uma 
solução propriamente eficiente de (VP) então X é uma solução ótima de 
(P(Jl)) para algum Jl com componentes estntamente positivM. 
Prova. Se X é uma solução propriamente eficiente de (PV) então existe 
M > O tal que, para cada i = 1, ... , m, o sistema 
J;(x) - J.Cx) <O, 
f,(x) + MJ;(x)- !;(x)- Mf;(x) <O, Vj #i, 
não admite solução x E C. Portanto, pelo Teorema 2.8, para o i-ésimo 
sistema, existem ..x; ~O {J' = 1, ... , m) com E_7!: 1 ..x; = 1, tal que, Vx E C, 
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A)(J;(x)- !;{?!:)) + I:,Xj(J;(x) + Mft(x)- J;(?f)- MJ;(?t)) ~O. (2.25) 
#i 
Como L,j:;;1 À~ = 1 então (2.25) é equivalente a 
J.(x) + M L A}J1(x) ~ J;(x) + M L Ajf;(x), llx E C. 
Jt:i j#i 
A desigualdade acima vale para cada i, isto é, 
f, (x) + M L A)f;(x) ~ J,(x) + M L A)f;(x), llx E C, 
i:;i:l j:jH 
f,(x) + M L ,\~f;(x) ~ j,(?f) + M L ,\~f;(?!), llx E C, 
#2 j::f;2 
fm(x) + M L A'J' f;(x) ~ fm(x) + M L A'J' !;(x), llx E C. 
#m j:;é:m 
Somando as desigualdades acima e rearranjando os termos, obtemos 
m m 
L{l + MLAj)J;(x) ~ L(l + MLAj)J;(x), llx E C, 
j=l i:;i:j j=l i:;i:j 
o que completa a prova. D 
De posse do Teorema acima podemos aplicar resultados conhecidos so-
bre problemas usuais de programação matemática (tanto do ponto de vista 
teórico quanto computacional) à problemas de programação rnultiobjetivo. 
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Em [59], Weir e Mond obtiveram um Teorema de Alte:ruGtiva pré-invexo 
e estabeleceram a recíproca do Teorema 2.14 no caso em que f é uma função 
pré-invexa. 
Daremos agora uma outra aplicação dos Teoremas da seção anterior, 
desta vez na busca de uma solução Ponto de Sela de um prüblema derivado 
do problema (PV). Tal problema é explicitado abaixo: 
Minimi1.ar f(x) } 
(PV') 
sujeito a x E C= {x E S : g;(x) :S O, j E J = {1, ... , k )}, 
where C C n é um conjunto compacto e não vazio (isto é verdade, por 
exemplo, se Sé um compacto não vazio), 9i: n--+ !R são funções localmente 
Lipschitz. 
Consideremos o seguinte Lagrangiano associado a (PV' J [59]: 
L(x, .\) = j(x) + (.\, g(x))e, 
onde e= (1, ... , 1) E 111m, g(x) = (g1(x), ... , g,(x)), e.\ E IR'. 
Nós adotaremos a seguinte convenção para vetores no Jrn.: se u, v E !Rm 
então u ~ v é equivalente a 14 ? vi, para todo i = 1, ... , m e u f; v; u 1t v é 
a negação de u t v. 
O problema do ponto de sela é o problema de encontrar X E S, J: E ~i. 
tal que 
j(?f) + (.\, g(?f))e :z' j(?f) + (X, g(?f))e, 
j(?f) +(X, g(?f))e :t j(x) +(X, g(x))e, 
para todo x E S, À E !R~. 
(2.26) 
(2.27) 
Theorem 2.16. (Ponto de sela vetorial) Seja X uma solução propria-
mente eficiente de (PV'). Suponha que as restrições de (PlT') satisfaçam a 
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condição de Slater e fi, i E I e gi,j E J sejam invexas em S para o mesmo 
1J· Então, existe:\ E ~~ tal que (X,:\) é uma solução ponto de sela de (PV') 
Prova. Desde que X é uma solução propriamente eficiente de (PV') 
então, pelo Teorema 2.15, x minirniza (JJ, f ( x)) sujei to a x E C, g1( x) ~ O, 
para algum J.L E A+. Como as hipóteses de invexidade e a condição de Slater 
são satisfeitas então pelo Teorema 2.5 (Ponto de sela escalar), existe:\ E R~, 
tal que (X,g(x)) =O e 
(2.28) 
onde </>(x,>.) = (JJ,f(x) + (>.,g(x))e). Logo, se (2.26) não fosse verdadeira 
então para algum i E I 
/;(x) + (>.,g(x)) > J;(XJ + (X,g(x)) (2.29) 
e 
f;(x) + (>.,g(x)) ~ f;(x) + ("X,g(x)), for ali j #i. (2.30) 
Multiplicando por fti, i E J, e somando sobre todos os valores de i chegaríamos 
numa contradição com (2.28). Um argumento similar aplicado a (2.27) 
também nos levaria a uma contradição. O 
Obs.: Com algumas adaptações os resultados obtidos nesse capítulo 
podem ser estendidos para espaços de Banach não necessariamente finito 
dimensionais. Por exemplo, se E é um espaço de Banach infinito dimensional, 
a bola unitária fechada em E não é um conjunto compacto na topologia forte 
associada à norma (veja [13]). Nesse caso a hipótese de compacidade forte 
sobre um conjunto de restrições de algum problema (por exemplo o Teorema 
2.15) é muito restritiva. Torna-se necessário impor hipóteses de compacidade 
associadas a alguma topologia mais fraca. 
Os principais resultados deste capítulo também podem ser encontrados 
em [10], [11]. 
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Capítulo 3 
Otimização vetorial entre 
espaços de Banach 
3.1 Introdução 
Consideremos novamente o problema de otimização entre espaços de 
Banach (PG): 
Minimizar /(x) 
sujeito a -g(x) ~ K (PG) 
X~ C. 
Vamos impor agora, algumas hipóteses adicionais. De fato vamos supor que 
E, F e G são espaços de Banach; C c E é um subconjunto fechado e não 
va1.io de E; Q c F e K c G são cones convexos fechados e com interior não 
va7.to. 
Este problema tem sido muito estudado nos últimos anos sob diferentes 
pontos de vista. No caso em que F e G são espaços de Banach finito dimen-
sionais e as funções envolvidas são localmente Lipscbitz, o problema (PG) foi 
estudado por [16], [40] (condições necessárias de otimalidade), [41] (condições 
suficientes de otimalidade e dualidade) e por nós, no final do último capítulo 
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desta tese (condições suficientes de otirnalidade com inve:xidade). O Caso 
Lipschitz infinito dimensional foi considerado em [1] (condições necessárias) 
e [17] (condições suficientes e dualidade) . Em [17] o problema foi estudado 
na ausência da restrição -g(x) E K e alguma regularidade sobre f e C foi 
assumida. O estudo do problema (PG) e os resultados deste capítulo foram 
inspirados principalmente no trabalho de Abdoni e Thibault [1]. Neste artigo 
eles estudaram um problema de programação matemática multiobjetivo mais 
geral do que o problema (PG). Eles consideraram também restrições de igual-
dade, mas com espaço imagem finito dimensional. Sob a hipótese de que as 
funções envolvidas são fortemente compactamente Lipschitz e sem nenhum 
outra hipótese de diferenciabilidade eles obtiveram condições necessárias de 
otimalidade do tipo Fritz-John para seu problema na forma de uma regra 
de multiplicadores envolvendo as derivadas generalizadas de loffe [32] e de 
Clarke [16]. 
Nosso objetivo é, sob as mesmas hipóteses básicas de [1], obter condições 
necessárias de otimalidade do tipo KKT e condições suficientes de otimali-
dade para o problema (PG), utilizando o conceito de invexidade apresentado 
no primeiro capítulo, adaptado para aplicações entre espaços de Banach. Re-
sultados relacionados utilizando outros conceitos de convexidade generalizada 
podem ser encontrados em [36] e [44]. 
Na próxima seção detalharemos melhor algumas questões relacionadas a 
(PG). Na última seção obteremos os principais resultados relativos a (PG), 
isto é, condições de otimalidade e dualidade. 
3.2 Preliminares técnicos 
Nessa seção vamos supor que A e B são dois espaços de Banach, H c B é 
um cone convexo, fechado e com interior não vazio, satisfazendo Hn{ -H} = 
{0}. Vamos denotar por H* o seu cone dual: 
H"= {w" E B": (w",y) ~O, Vy E H}. 
Uma multifunção r : A ~ B é uma aplicação de A em subconjuntos 
não va~dos de B. Dizemos que r é semicontínua superior em x E A se para 
todo e > O, existe um ó > O tal que 
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r(x') c f(x) + eB., para todo x' E X+ 8BA-
Di1.emos que uma aplicação cjJ : A --+ B é fortemente compactamente 
Lipschitz em X E A se existe uma multifunção R : A --+ Comp(B), onde 
Comp(B) denota o conjunto de todos os subconjuntos compactos não vaúos 
de B, e uma função r : A x A -7 lR+ satisfazendo 
(i) lim,~•,•~o r(x, d) =O; 
(ii) Existe a> O tal que 
C 1[q)(x + td)- q)(x)] E R(d) + [\d[\r(x, t)BR, 
para todo x E x +aBA e t E]O, a[ (Aqui, BA e BR denotam as bolas 
unitárias fechadas em torno da origem de A e B respectivamente); 
(iii) R(O) ={O} e R é semicontínua superior. 
N atemos que no caso em que B é finito dimensional então QJ é fortemente 
compactamente Lipschitz em X se e somente se 4> é Lipscbitz próxima de X. 
Se 4> é fortemente compactamente Lipschit1. em X então, qualquer que seja 
w• E H*, w'" o rjJ( ·) = (w\ 4{)) é uma função Lipschitz próxima de X. Para 
maiores detalhes sobre aplicações fortemente compactamente Lipschitz veja 
[1], [32], [57]. 
Precisamos de uma noção de invexidade para aplicações entre espaços 
de Banach. Esta noção de invexidade é feita a partir do conceito usual de 
invexidade introduzido no capítulo anterior: Seja r! c A um aberto em A 
e S c n um subconjunto não vazio. Dizemos que uma aplicação ,P : 0: --+ 
B é invexa em S se a junção real w• o t/> é invexa em S no sentido da 
definição 1.12, para todo w• E H ... Em todo esse capítulo usaremos essa 
noção generalizada de invexidade. 
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3.3 Condições de otimalidade e dualidade 
Além dos cones Q e K serem convexos, fechados e com interior não 
vazio, vamos supor que eles satisfazem à seguinte propriedade: Q n { -Q} = 
{0}, K n { -K} = {0}. Sob essas hipóteses Q induz uma ordem partia! "-<" 
em F. De fato, dados z, z' E F, definimos tal ordem parcial como 
z'::::;zsez-z'EQ; (3.1) 
z' -< z se z- z' E intQ; (3.2) 
z' f, z é a negação de (3.1) e z' f< z é a negação de (3.2). Analogamente K 
induz uma ordem parcial em G. Também, Q* e K* denotarão os cones duais 
de Q e K respectivamente. 
De agora em diante vamos supor que f : E -7 F e g : E ......-? G são 
fortemente compactamente Lipscbitz em Xo E E. Seja :F= {x E C: g(x) ::5 
O} o conjunto dos pontos factíveis para o problema (PG). Dizemos que x0 E :F 
é uma solução ótima de Pareto fraca de (PG) se não existe x E :F tal que 
f(x) -< f(x 0 ) ou equivalentemente, se para todo x =J xo em C temos que 
f(xo)- f(x) f- intQ. 
Em [1], Abdoni e Thibault, obtiveram a seguinte regra de multiplicadores 
do tipo Fritz-John para o problema (PG): 
Teorema 3.1. (Abdoni e Thibault) Se x0 E :F é uma solução ótima 
de Pareto fraca para (PG) então existem u* E Q*, v* E K* não todos nulos 
tal que, para algum k > O, 
O E 8(u" o f+ v• o g + kdc)(xo), 
(v",g(x0 )) =O. 
Na verdade, Abdoni e Thibault estudaram um problema mais geral do 
que o problema (P). O problema original estudado por eles continha restrições 
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de igualdade do tipo h(x) = O onde h : E --t ~k e x E C. Além disso eles 
obtiveram um resultado mais forte do que o Teorema acima pois sua regra 
de multiplicadores foi baseada no gradiente de Ioffe [31]. O Teorema acima é 
um corolário dos resultados de Abdoni e Thibault desde que o gradiente de 
Ioffe está contido no gradiente de Clarke. Notemos também que no Teorema 
acima u• pode ser nulo e neste caso as condições de otima1idade seriam de 
pouco valia na busca da solução do problema. Devemos então impor alguma 
condição de regularidade sobre as restrições do problema de modo a garantir 
que u• =f O e obtennos assim um teorema do tipo Karush-Kuhn-Tucker. 
Novamente utilizaremos uma condição do tipo Slater: 
Existe x E C tal que g(x) < O. (3.3) 
Teorema 3.2. Suponha que as restrições do problema (PG) satisfazem 
a condição de regularidade {3.3) e que f e g são invexas em Xo E F com 
relação a C para o mesmo fJ· Então Xo é uma solução 6tima de Pareto fraca 
para (PG) se e somente se existem u* E Q*, u* =I O, v* E K* tal que, para 
algum k >O, 
O E a(u' o f+ v• o g + kdc)(xo), (3.4) 
(v•,g(xo)) ~O. (3.5) 
Prova. Se x0 é uma solução ótima de Pareto fraca para (PG) então, 
pelo Teorema 3.1, existem u* E Q*, v* E K* não todos nulos tal que valem 
(3.4) e (3.5). Basta então provar que u• te O. Suponha que u• = O. Então 
v• te O e segue por (3.4) que, qualquer que seja ry E Tc(xo), 
OS (v• o g)'(xo; ry). (3.6) 
No entanto, como as restrições do problema satisfazem a condição de regu-
laridade (3.3), então existe x E C tal que g(x) < O. Como v• te O, segue 
que 
(v•,g(x)) <o. (3.7) 
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Agora, a hipótese de invexidade sobre g em x0 implica que, existe 17(X, x0 ) E 
Tc(x0 ) tal que 
(v',g(x)- g(xo)) ~(v' o g)'(xo; ~(x, xo)). 
Segue então de (3.5) e (3.7) que existe ~(x,x0 ) E Tc(x0 ) tal que 
(v' o g)'(xo; ~(x, xo)) < O. 
Mas isto contraria (3.6). Portanto só pode ser u* ;f O. Reciprocamente 
suponha que x0 não é uma solução ótima de Pareto fraca de (PG). Então, 
existe x E F tal que f(x) - f(x 0 ) <O. Portanto, desde que u' i O, 
(u', f(x)- f(xo)) <O. (3.8) 
Agora, f invexa em xo implica que existe TJ(X, xo) E Tc(xo) tal que 
(u' o f)'(xo, ~(x,xo)) :S (u', f(x)- f(xo)). 
Logo, (3.8) implica que, existe ~(x, xo) E Tc(xo) tal que 
( u' o f)'(x 0, ~(x, x0)) < O. (3.9) 
Também, a hipótese de invexidade sobre g em x0 implica que, 
(v' og)'(x0,~(x,xo)) :S (v',g(x)- g(xo)). 
Como x E F segue que (v', g(x)) :S O. Portanto, (3.5) implica que existe 
~(x, x0) E Tc(x0) tal que 
(v'og)'(xo.~(x,xo)) :<;0. (3.10) 
Então, de (3.9) e (3.10), conclufmos que existe ~(x, x0) E Tc(x0 ) tal que 
(u' o f)'(x0, ~(x, xo)) +(v' o g)'(xo, ~(x, x0)) <O. (3.11) 
No entanto, (3.4) implica que, qualquer que seja 11 E Tc(x0 ), 
O :S (u' o f)'(x0 ;~) +(v' o g)'(x0 , ~). 
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Mas isto contradi?- {3.11). Portanto x0 é solução ótima de Pareto fraca de 
(PG). o 
Agora, obteremos resultados de dualidade fraca e forte. Para isto con-
sideremos o seguinte problema dual, do tipo Weir-Mond [58]. relacionado ao 
problema (PG): 
Maximizar f ( w) 
sujeito a w E C, u* E Q*, u* f: O, v* E K*, (DV) 
(v',g(w)) ::0: O, 0 E 8(u' o f+ v• o g + kdc)(w). 
Teorema 3.3. (Dualidadefraoo) Seja x factivel para (PG) e (w, u•, v') 
factíveis para (DV). Suponhamos f e g in vexas em w com respeito a C para 
o mesmo 1J· Então, 
f(x)-/. f(w). (3.12) 
Prova. Suponha que não vale (3.12). Então existe x factível para (PG) 
e (w, u', v') flU!tíveis para (DV) tais que f(x)- f(w) -<O. Portanto, desde 
que u* :F O, 
(u', f(x)- f(w)) <O. (3.13) 
Agora, f invexa em w implica que, existe 1J(x,w) E Tc(w) tal que 
(u' o !)'(w,~(x,w)) ~ (u',f(x)- f(w)). 
Portanto (3.13) implica que, existe ~(x, w) E Tc(w) tal que 
(u' o !)'(w,~(x,w)) <O. (3.14) 
Também, a hipótese de invexidade sobre g em w implica que, 
(v' o g)'(w, ~(x, w)) ~ (v', g(x) - g(w)). 
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Segue da factibilidade dos pontos que (v',g(w)) zOe (v',g(x)):; O. Logo, 
existe ~(x, w) E Tc(w) tal que 
(v' o g)'(w, ~(x, w)):; O. (3.15) 
Então, existe ~(x, w) E Tc(w) tal que 
(u' o f)'(w, ~(x, w)) +(v' o g)'(w, ~(x, w)) < O. (3.16) 
No entanto, O E 8(u* o f+ v• o g + kdc)(w) implica que, qualquer que seja 
~E Tc(w), 
O:; (u' o !)'(w; ~)+(v' o g)'(w, ry) 
Mas isto contradi7. (3.16). Portanto vale (3.12).0 
Teorema 3.4. (Dualidade Forte) Suponha que f e g soa mvexas em 
w com respeito a C, para o mesmo 17, para todo w factível para (DV). Seja 
x0 solução ótima de Pareto fraca de (PG) tal que vale a condição de Slater 
{3.3). Então existem ü*, V* tal que (V*,g(x0 )) =O, (x0, ü*, V*) é uma solução 
factível para (DV) e o valor das funções objetivo coincidem. 
Prova. Desde que vale a condição de Slater (3.4), segue pelo Teorema 
3.2 que existem ü\ V* tal que {iJ*,g(xo)) =O e (xo,U*,i?') é factível para 
(DV). Suponha que (xo, U*, V*) não é uma solução ótima de Pareto fraca de 
(DV). Então existem (x, u', v') factíveis para (DV) tal que 
f(x) >- f(xo). (3.17) 
Então, (3.17) junto com u* =j:. O e mais a hipótese de invexidade sobre f 
implicam que existe ry(xo,x) E Tc(x) tal que 
(u' o J)'(x,ry(..O,x)) S (u',J(x0)- f(x)) <O. (3.18) 
Também, pela factibilidade dos pontos, temos que 
(v•, g(xo)) :; O, e (v', g(x)) z O. (3.19) 
Segue então de (3.19) e da hipótese de invexidade sobre g que existe ~(xo, x) E 
Tc(x) tal que 
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(v• og)'(x,~(xo,x)) :s; (v•,g(xo)- g(x)) :s; O. (3.20) 
Portanto, existe ~(xo,x) E Tc(x) tal que 
( u• o!)' (x, ~(x0 , x)) + ( v• o g)' (x, ~(x0, x)) < O. (3.21) 
Agora, novamente, a factibilidade dos pontos implica que, qualquer que seja 
~ E Tc(x), temos que 
O :s; (u• o J)'(x,~) + (v• o g)'(x,~). 
Mas isto contradiz (3.21). Portanto (x0 , ü*, ii*) é uma solução ótima de Pareto 
fraca de (DV). É óbvio que os valores das funções objetivo coincidem nos 
respectivos pontos de Pareto otimalidade. O 
Obs.: Os principais resultados deste capítulo também podem ser encon-
trados em [12]. 
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Capítulo 4 
Programação matemática com 
tempo contínuo 
4.1 Introdução 
Consideremos o seguinte problema de programação não linear com tempo 
contínuo: 
Minimir.ar </J(x) = J[ f(t, x(t))dt, } 
sujeito a g,(t,x(t)) S O q.t.p. em [0, T], (PNC) 
IEl={l, ... ,m}, XEX. 
Aqui X é um subconjunto não vazio, aberto e convexo do espaço de Banach 
L~[O, T] de todas as funções vetoriais n-dimensionais Lebesgue mensuráveis 
que são essencialmente limitadas, definidas no intervalo compacto [0, T] c ~. 
com a norma 11 · lloo definida por 
[[x[[oo =,~";f. esssup{[x;(t)[, OS t S T}, 
onde, para cada tE [0, T], x;(t) é a j-ésima componente de x(t) E !lln, </!é 
uma função real definida em X, g(t,x(t)) = 'Y(x)(t) e f(t,x(t)) = f(x)(t), 
onde 'Y é uma aplicação de X no espaço normado Ar[o, T), de todas as funções 
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1 
j ""' ,_., \. 
----,--,' 
vetoriais m-dimensionais Lebesgue mensuráveis que são essencialmente limi-
tadas, definidas no intervalo compacto [0, T] C !R, com a norma 11·1[, definida 
por 
IIYih = max (r IY;(t)ldt, 
1:5]$m lo 
e r é uma aplicação de X no espaço normado Al[O, T]. 
Nosso objetivo neste capítulo é obter condições suficientes de otimalidade 
global para (PNC), sem nenhuma hipótese de convexidade sobre as funções 
envolvidas. Primeiro provaremos a suficiência das condições de Fritz-John 
e Karush-Kuhn-Tucker, no caso Lipschitz, usando a noção de invexidade. 
Depois, fazendo uso do conceito de Hessiano generalir.ado, introduzido por 
Cominetti e Correa [18], nós provaremos condições suficientes de otimalidade 
de segunda ordem para (PNC). Resultados relacionados podem ser encontra-
dos em [37], [43], [42], [67]. Entre esses, talvez os melhores resultados sobre 
condições suficientes de otimalidade para (PNC) foram dados por Zalmai 
em [66], para funções diferenciáveis. Os outros autores também tratam de 
problemas diferenciáveis. Em nosso caso, permitimos que as funções sejam 
somente Lipschitz na segunda variáveL Portanto, nossos resultados estendem 
os resultados anteriores para (PNC). 
O Capítulo está organizado da seguinte maneira: Na seção 2, apresen-
tamos condições suficientes de otimalidade para o caso Lipschitz. Na seção 
3, discutimos condições suficientes de otimalidade sob a hipótese de Clarke 
regularidade e sob várias hipóteses de convexidade generalizada. Na seção 4, 
nós damos condições suficientes de otimalidade de segunda ordem para o caso 
em que as funções envolvidas são de classe C1'1. Finalmente na última seção, 
formulamos um problema dual relacionado a (PNC) e provamos teoremas de 
dualidade fraca e forte. 
4.2 Condições suficientes de otimalidade: o 
caso Lipschitz 
Nesta seção obtemos condições suficientes de otimalidade global para 
(PNC) no caso em que as funções envolvidas são localmente Lipschitz sem 
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qualquer hipótese de convexidade. Antes de apresentar os resultados propri-
amente ditos vamos detalhar algumas questões sobre o problema (PNC). Seja 
1F o conjunto de todas as soluções factíveis para (PNC) (o qual nós supomos 
não va1.io ), isto é, 
lF = {x E X : g;(t, x(t)) ::; O q.t.p. em [0, T], i E I}. 
Seja V um subconjunto aberto e convexo de ~n contendo o conjunto 
{x(t) E !R": x E X, tE [0, T]}. 
Vamos supor que f e g;, i E I, são funções reais definidas em [O, T] x V. A 
função t --t f(t, x(t)) é assumida ser Lebesgue mensurável e integrável para 
todo x E X. 
Nós assumimos que, dado a E V, existe um f > O e um número positivo k 
tal que, V! E [O, T], e Vx1o x2 E a+ <B (B denota a bola unitária do !R") 
temos que 
\f(t,xJ)- f(t,x,)\ :o; k\\x,- x,ll. 
Hipóteses análogas valem para gi, i E J. Logo, f(t,·) e gi(t,·), i E J, são 
localmente Lipschitz em V para cada t E [0, T]. 
S~jam X E X e h E L~ [O, T] dados. As derivadas direcionais general-
izadas de Clarke com tempo contínuo de f e g/s são dadas por 
f 0(t, x(t); h(t)) := r'(x; h)(t) := Iim sup f(y + sh)(t)- f(y)(t) 
~-~ s 
a---1-0+ 
e 
g?(t, x(t); h(t)) := 'Y?(x; h)(t) := lim sup 'Y;(y + sh)(t) - 'Y;(y)(t) 
~-;; s 
s-+O+ 
q.t.p. em [0, T]. 
Segue-se facilmente das hipóteses que 
t-+ f 0(t, x(t)); h(t)), 
t--> Y?(t,x(t)); h(t)), i E I, 
são Lebesgue mensuráveis e integráveis para todo X E X, e h E L!,[O, T). 
Nós também necessitamos de uma noção de invexidade com tempo contínuo 
que é uma adaptação natural da noção clássica de invexidade. Seja U c ~n 
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um subconjunto não vazio de §Rn e X E X. Suponha que uma função '1/J : 
[0, T] x U---> !R é localmente Lipschitz para cada tE [0, T]. A função ,P(t, .) 
é dita invexa em x(t) (com respeito a U) se existe~: U x U---; !Rn tal que 
a função t---> ~(x(t), x(t)) está em L::,[o, T] e 
,P(t, x(t)) - ,P(t, x(t)) 2: ,P0(t, x(t); ~(x(t), x(t))) q.t.p. em [O, T] 
para todo x E X. Dizemos que '1/J é estritamente invexa se a desigualdade 
acima é estrita para x(t) # x(t) q.t.p. em [0, TJ. 
Teorema 4.1. Seja x E JF'. Suponha que f(t, ·) é invexa em x(t) 
(com respeito a V) para cada t E [0, T], e que, para cada i E J, g,(t, ·) é 
estritamente invexa em x(t) (com respeito a V) para cada tE [O,T], com 
o mesmo ~(x(t),x(t)) para todas as funções. Suponha ainda que existem 
.Ào E JR, À E L~[O, T] tal que 
{T m o~ lo [Ào/0 (t,x(t); h(t))+ ~.À,(t)g?(t,x(t); h(t))]dt 'Ih E L::,[o, T], (4.1) 
Ào 2: O, À(t) 2: O q.t.p. em [0, T], (4.2) 
(À0 , À(t)) #O q.t.p. em [0, T], (4.3) 
X,(t)g,(t,x(t)) =O q.t.p. em [O, T], i E J. (4.4) 
Então X é uma solução ótima global de (PNC). 
Prova. Suponha que X não é ótima para (PNC). Então, existe X E 
F, X -:f X, tal que 
f f(t,i:(t))dt <f f(t,i:(t))dt. (4.5) 
Desde que f(t, ·)é invexa em x(t) e, para cada i E J, g;(t, ·)é estritamente 
invexa em X(t) então temos as desigualdades 
/(t,x(t))- f(t,x(t)) 2: f'(t,x(t);~(x(t),x(t))) q.t.p. em [0, T), (4.6) 
g,(t, i:(t))- g,(t, x(t)) > g?(t, :t(t); ~(i(t), x(t))) q.t.p. em [O, T], (4. 7) 
i E J, para algum ~(x(t),x(t)). Como i E lF e À;(t) 2: O q.t.p. em [0, T] 
para cada i E I, é claro que 
À;(t)g;(t,i(t)) S O q.t.p. em [O,T], i E J. (4.8) 
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Agora, de (4.2)-(4.8) segue-se que 
T m 
o> fn [Àof'(t,x(t); ry(x(t), x(t))) +L X,(t)gf(t, x(t); ry(x(t), x(t)))]dt, 
o i=l 
o qual, com h(t) = ry(x(t), x(t)), contradi7. (1). Portanto, concluímos que x é 
uma solução ótima global de (PNC). D 
Obs. Segue-se da prova acima que se, para cada i E /, 9i{t, ·) é invexa, 
e se pelo menos uma destas funções, digamos g~c(t, ·), é estritamente invexa 
em x(t) para cada t E [O, T] tal que o correspondente multiplicador >:, é não 
nulo num subconjunto de [0, T] com medida de Lebesgue positiva, então a 
afirmação do Teorema permanece válida. Notemos que no teorema anterior, 
o multiplicador associado à função objetivo pode eventualmente ser nulo. 
Neste caso as condições ( 4.1) - ( 4.4) são chamadas condições do tipo Frit7.-
John. No próximo teorema o multiplicador associado à função objetivo é 
tomado igual a um e obtemos um teorema do tipo Karush-Kuhn-Tucker. 
Teorema 4.2. Seja x E JF'. Suponha que f(t, ·), g;(t, ·), i E /, são 
invexas em X(t) (com respeito a V) para cada t E [O,T), para a mesma 
função ry(x(t),x(t)). Suponha ainda que existe À E L;;:[o, T] tal que 
o ::; {U"(t, x(t); h(t)) + ~ X,(t)u?(t, x(t); h(t))]dt '<ih E L;:,[o, T], (4.9) 
À;(t) ~O q.t.p em [0, T], i E/, (4.10) 
Á;(t)g,(t,x(t)) =O q.t.p. em [0, TJ, i E/. (4.11) 
Então x é uma solução ótima global de (PNC). 
Prova. Seja x E JF. Segue-se de (4.10) e (4.11) que 
À;(t)g;(t,x(t))::; O= Ã;(t)g;(t,x(t)) q.t.p. em [O, T], i E/. 
Desde que, para cada i E /, g,(t, ·) é invexa em x(t) para cada t E [O, T] e 
À,(t) ~O a.e in [0, T] então nós temos que À;(t)g;(t, ·)também é invexa em 
x(t) para cada t E [0, T] para a mesma função ry(x(t), x(t)). Da invexidade 
de À;(t)g;(t, ·)nós obtemos que 
Ã;(t)gf(t, x(t); ry(x(t), x(t))) ~o q.t.p. em [o, T], i E I. (4.12) 
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Agora, pondo h(t) = ~(x(t), x(t)) em (4.9) nós concluímos çue 
{T m 
O :S lo [!'(t,x(t);~(x(t),x(t))) + ~Ã;(t)gf(t,x(t);~(x(t).x(t)))]dt. (4.13) 
Combinando (4.12) e (4.13) nós obtemos 
f [!'(t, x(t); ~(x(t), x(t) ))]dt 2: o. 
A hipótese de invexidade sobre f junto com a última desigt;.aldade implicam 
que 
<fJ(x) :S <P(x). 
Logo, como x E F é arbitrário, concluímos que X é uma solução ótima global 
de (PNC). o 
4.3 Condições suficientes de otimalidade: o 
caso Clarke regular 
Nesta seção, nós obtemos condições suficientes de otimalidade global 
para (PNC) sob hipóteses de convexidade generalizada e Cla.rke regularidade. 
Os teoremas estabelecidos abaixo generalizam o caso tratado por Zalmai [66], 
onde os dados de (PN C) são suaves. 
Em toda esta seção vamos supor que as funções são Cla!ke regulares, isto 
é, as funções possuem derivadas direcionais usuais e as mesmas coincidem 
com a derivada de Clarke. Vamos introduzir agora alguns conceitos clássicos 
de convexidade generalizada. 
Uma função 'lj; é dita pseudoconvexa em x1 E U (com respeito a U) se, 
para todo x2 E U, 
Uma função 1j; é dita quasiconvexa em x1 E U (com respeito a U) se, para 
todo x2 EU, 
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Nós definimos a função Lagrangeano L :X x !R x L:;:[o, T] --+ !R por 
L(x, Ào, -\) := [IAof(t, x(t)) +f: À;(t)g;(t, x(t))]dt. 
o i=l 
Quando >.0 =f O, podemos supor que Ào = 1 normalizando os multiplicadores 
de Lagrange. Neste caso denotamos L(x, 1, -\) por L(x, -\). 
Na sequência L~(X, Ào, >.;h) denota a derivada direcional usual de L(·, .\0 , >.) 
em x na direção h E L::,[o, T] e 80 L(x, -\0, -\) denota o gradiente generali1.ado 
de Clarke de L(·, Ào, >.). Se f e g/s são Clarke regulares, então a condição 
(4.1)é equivalente a L~(x, X,, X; h) 2': O for all h E L::,[o, TJ e, portanto, 
O E 8~L(X,.Ào, .À). Formalmente, temos os seguintes corolários: 
Corolário 4.3. Seja x E JF. Suponha que f(t, ·) é invexa em x(t) 
(com respeito a V) para cada tE [O,T], e que, para cada i E I, g;(t,·) é 
estritamente invexa em x(t) {com respeito a V) para cada tE [O,T], com 
respeito ao mesmo ~(x(t), x(t)) para todas as funções. Suponha ainda que 
existem ~ E JR, X E L:;:[o, T] such that 
o E a.L(x, ~ •• ~), (4.14) 
~o 2': O, ~(I) 2': O q.t.p. em [0, T], (4.15) 
(~o.~(t)) = (~,.~,(t),···,~m(t)) f O, q.t.p. em [O,T], (4.16) 
~;(t)g;(t,x(t)) =O q.t.p. em [O,T], i E I. (4.17) 
Então x é uma solução ótima global de (PNC}. 
Corolário 4.4. Seja x E JF. Suponha que f(t, ·), g;(t, ·),i E I, são 
invexas em x(t) {com respeito a V} para cada t E [O, T], para a mesma 
junção ~(x(t), x(t)). Suponha ainda que existe Ã E L:;:[o, T] tal que 
o E a.L(x, ~). (4.18) 
~;(I) 2': O q.t.p. em [0, T], i E I, (4.19) 
~;(t)g;(l,x(t)) =O q.t.p. em [0, T], i E I. (4.20) 
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Então x é uma solução ótimo global poro (PNC). 
O próxima resultado estabelece um critério de otimalidade global no 
qual nós supomos apenas que a função Lagrangeana é invexa na primeira 
variável. 
Proposição 4.5. Seja x E JF. Se existe X E L~[O, T] tal que (x, A) 
satisfaz (4.18}-(4.20}, e se o função Lograngeano L(x; À) é invexa em x (com 
respeito a 1F }, então x é uma solução ótimo global de (PNC). 
Prova. A condição (4.18) implica que O ~ L~('!:, À; ~(x, x)) Vx E JF. Da 
hipótese de invexidade sobre a função Lagrangeana, nós obtemos 
L(Y, A) ~ L(x, A) Vx E JF. 
Esta desigualdade mais (4.19)-(4.20) implicam que Q)(Y) ~ Ql(x) Vx E JF, o 
qual finaliza a prova. O 
A seguir vamos estabelecer dois resultados sobre condições suficientes, 
do tipo Karush-Kuhn-Tucker, O primeiro é obtido sob as hipóteses de pseu-
doconvexidade da função objetivo e quasiconvexidade das funções associadas 
às restrições do problema. O segundo resultado mostra que a otimalidade 
global é mantida se impusermos a hipótese de quasiconvexidade sobre uma 
certa função definida em termos das g/s, ao invés de assumirmos quasicon-
vexidade diretamente sobre as g/s. 
Proposição 4.6. Seja !L E JF. Suponha <P(·) é pseudoconvexa em X 
(com respeito a F) e que, para cada i E J, .Ài(t)gi(t,·) é quasiconvexa em 
x(t) (com respeito o V) poro codo tE [0, T]. Se existe X E L;::[o, T] tal que 
o E a,L(x, X), 
.À,(t) 2: O q.t.p. em [0, T], i E I, 
X,(t)g,(t,x(t)) =O q.t.p. em [O, T], i E/, 
então X é uma solução ótima global de (PNC). 
Prova. Desde que, para cada x E JF, 
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(4.21) 
(4.22) 
(4.23) 
>.,(t)g;(t,x(t))::; O= >.,(t)g,(t,x(t)) q.t.p. em [O,T], i E J, 
a hipótese de quasiconvexidade implica que 
e, então, 
Ji;(t)g;(t,x(t);x(t)- x(t))::; O q.t.p. em [O, T], i E J, 
(r L Ji,(t)g;(t, x(t); x(t)- x(t))dt ::; O Vx E F. Jo iET 
Agora, O E 8,L(x, Ji) implica que, Vx E F, 
(4.24) 
O::; {if'(t, x(t); x(t) - x(t)) +L Ji;(t)g;(t, x(t); x(t)- x(t))]dt. (4.25) 
O iET 
De (4.24) e (4.25) concluímos que 
f J'(t,x(t);x(t)- x(t))dt? o Vx E F. 
Desde que f/J é pseudoconvexa em X a última desiguladade implica 
~(x) S ~(x) Vx E F. 
Portanto, X é uma solução ótima global de (PNC). O 
Proposição 4. 7. Seja X E lF. Suponha que IP( ·) é pseudoconvexa em 
x (com respeito a F). Se existe Ji E L::i[O, T] tal que (x, Ji) satisfaz (4.21}-
(4.23}, e se a função G(·; Ji): L::O[O, T] -;IR dada por 
rr m 
G(x,Ji) = }, L5.,(t)g;(t,x(t))dt, 
o i=l 
é quasiconvexa em X (com respeito a JF ), então X é uma solução ótima global 
de (PNC). 
Prova. Para cada x E F, as condições (4.22) e (4.23) implicam que 
G(x, À) :S O= G(X, À). Em vista da quasiconvexidade de G em X, deduzimos 
que 
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isto é, 
tm lo ~À,(t)g;(t,x(t);x(t) -x(t))dt:;; O Vx E JF. 
O resto da prova segue-se usando a mesma argumentação usada na prova da 
proposição anterior. O 
4.4 Condições suficientes de otimalidade de 
segunda ordem 
Considerando um problema similar ao problema (PNC) mas com da-
dos duas vezes continuamente diferenciáveis, Zalmai [66] obteve condições 
suficientes de otimalidade em termos do Hessiano da função Lagrangeana as-
sociada a (PNC). Nosso objetivo nesta seção é estender os resultados obtidos 
por Zalmai para o caso das funções C1•1 , isto é funções diferenciáveis com 
derivada localmente Lipschitz. Para isto faremos uso da noção de derivada 
generalizada de segunda ordem devida a Cominetti e Correa [18]. Entre-
tanto, os resultados apresentados aqui permanecem válidos se, ao invés de 
usarmos a noção de Hessiano generalizado acima, usarmos qualquer outra 
noção disponível na literatura, mas com os mesmos aspectos. Para diferentes 
noções de Hessianos generali7.ados veja, por exemplo,[14], [45], [61], [62]. As 
conecções entre as várias derivadas de segunda ordem são discutidas em [45]. 
Antes de estabelecermos nosso resultado principal vamos lembrar alguns 
resultados auxiliares do trabalho de Cominetti e Correa [18]. Sejam Z um 
espaço de Banach, '1/J : Z ---7 IR uma função e x E Z um ponto dado. A 
derivada direcional de segunda ordem generalizada de '1/J em x na direção 
(u,v) E Z x Zé dada por 
·""( ) 1. 1/J(y + su + tv) -1/J(y + su) -1/J(y +tv) + 1/!(y) 'f' x;u,v = 1msup . 
11-+"' st 
s,t-+0 
'l/J00 pode, eventualmente, assumir os valores +oo e -oo. O Hessiano gener-
alizado de '1/J em x é definido como sendo a multifunção lP'ljJ(x) : Z ---7 z• 
dada por 
821/J(x)(u) = {x• E z•: (x•,v) :S 1/!"(x;u,v) Vv E Z}. 
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Teorema 4.8. ([18]) 
(a} A função (u, v)--> ,P"(x; u, v) é simétrica (,P''(x, u, v)= ,P"(x, v, u)}, 
e bisublinear (sublinear em cada variável separadamente); 
(b) a aplicação x ~ 'lj/10(x; u, v) é semicontínua superior {s.c.s.) em x para 
todo (u,v) E Z x Z e a multifunção x--> 821/>(x)(u) é fechada em x 
para cada u E Z fixado; 
(c) 82 ,P(x)(u) é convexo e w•-fechado; 
{d} ,P"(x; -u, v)= 1/>"(x; u, -v)= (-1/>)"(x; u, v). 
Urna função 1/J é dita de classe C 1•1 em Z se, para cada x E Z, 1/J é 
Gâteaux diferenciável em x com a derivada localmente Lipschitz. 
Teorema 4.9. ([18]) Se ,P é de classe C 1•1 em x E Z, então 
(a) 82,P(x)(u) é não vazio; 
{b} 82,P(x)(u) é w•-compacto e ,P"(x; u, v)= max,·E&'w(x)(u)(x•, v); 
(c} (x, u)--+ 82,P(x)(u) é semicontínua superior. 
Lema 4.10. ([18]) Suponha que ,P é de classe C1•1 no segmento fechado 
[x, y] C Z. Então existe~ no segmento aberto ]x, y[ tal que 
1 
,P(y) E ,P(x) + (V,P(x), y- x) + 2(821/>(~)(y- x), y- x). 
Dizemos que 821/>(x) é definido positivo (d.p.) se 
-1/>"(x, u, -u) ;:>:O Vu E z. 
Se a desigualdade acima é estrita para u =j:. O, então dizemos que a21/J(x) é 
estritamente definido positivo (e.d.p.). 
No restante da seção vamos supor que as funções f e Yi, i E /,em (PNC) 
são Gâteaux diferenciáveis com respeito à segunda variável e suas derivadas 
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parciais, denotadas por Vf(t,x) e Vgi(t,x), i E J, respectivamente, são lo-
calmente Lipschitz. Na verdade, vamos supor que existe uma função positiva 
k E L![ O, T], tal que 
IIY'/(t,y)- Y'f(t,z)ll ~ k(t)IIY- zll q.t.p. em [O,T], 
IIY'g;(t, y)- Y'g;(t, z)ll ~ k(t)IIY- zll q.t.p. em [0, T], i E I, 
para todo y, z numa vizinhança x. Sob estas hipóteses podemos facilmente 
provar o seguinte lema: 
Lema 4.11. Seja>. E L~[O, T] dado. A função Lagrangeana L(·,>.) : 
X ---+ :11 é de classe C1•1. 
Prova. Vamos denotar por V zL(X, À) a derivada Gâteaux de L(-, À) em 
X E X. Seja h E L~[O, T] não nulo. É fácil verificar que 
(Y'xL(Y, >.),h) = [T [V' /(t, Y(t)) +L Ã;(t)Y' g;(t, Y(t) )]h(t)dt. lo iET 
Então, dados y, z numa vi:l.inhança de Y, segue-se das hipóteses Lipschitz 
sobre j, g1, i E I que 
I(Y' xL(y, >.)-V' xL(z, >.), h)l ~ MIIY- zlloollhlloo' 
onde M = [1 + I:;er 11>-,llool J;[ k(t)dt. Portanto, 
IIY'xL(y, >.)-V' xL(z, >.)11. ~ MIIY- zlloo' 
como queríamos demonstrar. O 
Vamos denotar por a;L(x, >.) o Hessiano generalizado de L(·,>.) em x. 
Agora estamos em posição de estabelecer e provar o principal resultado desta 
seção. 
Teorema 4.12. Seja (x, >.) E IF x L~[O, T]. Suponha que (x, >.) satisfaz 
as condições de otimalidade de primeira ordem 
(i) V' xL(x, >.) =O; 
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(ii} .>.,(t) 2 O q.t.p. em [0, T], i E I; 
(iii} .>.,(t)g,(t,x(t)) =O q.t.p. em [O,T], i E I. 
Suponha também que o Hessiano generalizado a;L(X, >.) é e.d.p. Então X é 
um mínimo local estrito de (PNC). Se, além disso, L(·,>.) é quasiconvexa em 
X (com respeito a F), então X é um mínimo global estrito de (PNC). 
Prova. Suponha que X não é um mínimo local estrito de (PNC). Então 
X não é um mínimo local estrito da função Lagrangeana L(·,>.) em F. Logo, 
existe uma sequência (xn) Ç IF, Xn -t X, Xn f- X, tal que L(xn, >.) ::; L(X, >.). 
Seja 
Xn -X 
u. = [[x.- x[[ -> u. 
Segue-se do Lema 4.11 que L(·,.>.) é de classe C1•1 Logo, pelo Lema 4.10, 
para cada n, existe {n E ]X, Xn [ tal que 
1 
L(x., .>.) - L(x, .>.) E (V ,L(x, .>.), x.- x) + 2(a;L(~., .>.)(x.- x), x. - x). 
Desde que a hipótese (i) é válida, a inclusão acima é equivalente a 
= 2(L(x., .>.)- L(x, .>.)) (a' L(< À) ) 
a,. llxn- x[[ E x ,., Un, Un . 
Nós construímos sequências €n ---7 X, Un --t u e x~ E &iL(en, >.)(un), tal 
que t1n = (x~, Un) $ O. Pelo Teorema 4.9, nós podemos supor (tornando 
subsequências se necessário) que (x~) converge a algum x* E 8~L(X, À){u). 
Segue-se que {x*, u} = lim(x;, Un} ::::; O, o que implica que -L00 (X, À; u, -u) ::::; 
O. Isto contradiz o fato de que 8iL(i, À) é e.d.p. . Portanto, X é um 
mínimo local estrito de L(x, À) em JF, o que, sob as hipóteses (ii) e (iii), 
realmente implicam que X é um mínimo local estrito de (PNC). A hipótese 
de quasiconvexidade sobre a função Lagrangeana implica a otimalidade global 
estrita para (PNC). o 
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4.5 Dualidade com tempo contínuo 
Nesta seção vamos formular e provar alguns teoremas que estabelecem 
uma relação de dualidade entre (PNC) e um outro problema de otimização, o 
chamado problema dual de (PNC). Tal problema dual pode ser estabelecido 
da seguinte maneira: 
m 
Maximizar L(y, >.) := f0T[f(t, y(t)) + E >..(t)g;(t, y(t))'dt. i=l . 
sujeito a (y, >.) E X x L::i[O, T], (DNC) 
>..(t) ~O q.t.p. em [0, T], O E &,L(y, >.). 
Seja DJ o conjunto dos pontos factíveis para (DNC). O próximo resultado 
estabelece uma relação de dualidade fraca entre (PNC) e (DNC): 
Teorema 4.13. (Dualidade fraca). Suponha que f,gi, i E/, são invexas 
em V, com uma função 1J comum a todaB. Então, quaisquer que sejam x E F 
e (y,>.) E JD, 
tfo(x) ~ L(y, >.). 
Prova. Sejam x E JF e (y, >.) E JD. É fácil verificar pela factibilidade 
dos pontos que 
tfo(x) ~ q\(x) + [lf.>..(t)g;(t,x(t))]d = L(x,>.). 
o i=l 
Isto implica que 
ql(x) - L(y, >.) ~ L(x, >.)- L(y, >.). (4.26) 
A hipótese de invexidade sobre j,g;,i E J, implica que L(·,..\) é invexa em 
X. Logo, existe ~(x,y) E L::O[O,T] tal que 
L(x, >.)- L(y, >.) ~ L'(y; ~(x, y)). (4.27) 
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A condição O E 811 L(y, >..)implica, em particular, que 
L'(y; ~(x, y)) ;:>:O. (4.28) 
É fácil verificar que (4.26)-(4.28) implicam o resultado do teorema. D 
Com algumas hipóteses a mais sobre o teorema anterior conseguimos 
obter o seguinte teorema que estabelece uma relação de dualidade forte entre 
(PNC) e (DNC): 
Teorema 4.14. (Dualidade forte). Suponha que f, g;, i E I são invexas 
em V, para a mesma função 1J· Se X é uma solução ótima de (PNC) e 
se existe X E L;:',[O, T] satisfazendo as condições de K-K-T (4.18}-(4.20}, 
então, (DNC) é maximizado em (x, ~) e os valores otimos de {PNC} e (DNC) 
coincidem. 
Prova. Se x é uma solução ótima para (PNC) e se existe ~E L;:',[O, T] 
satisfa1.endo (4.18)-(4.19) então (x, ~) é factível para (DNC). Pelo Teorema 
anterior (dualidade fraca), mais (4.20), concluímos que 
L(x, X) = <P(x) ;:>: L(x, À), 1/ (x, À) E JD. 
Portanto, (X, .À) é uma solução ótima para (DNC) e os valores ótimos de 
(PNC) e (DNC) coincidem. D 
Obs.: Os principais resultados deste capítulo também podem ser encon-
trados em [52], [53]. 
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Capítulo 5 
Possibilidades Futuras 
A seguir listaremos algumas possibilidades de trabalhos futuros, proble-
mas em aberto e mesmo algumas divagações, dando ao leitor uma pequena 
perspectiva de pesquisa na promissora área de otimização não diferenciaVel. 
5.1 Sobre um algoritmo para resolver prob-
lemas de otimização não diferenciáveis 
Seja 'P(!R") o conjunto das partes do !Rn. Consideremos a seguinte mul-
tifunção G: !R11 -+ 'P(!R11 ), que a cada ponto x E !Rn associa um subconjunto 
G(x) do !R". Em [38] Konnov obteve um algoritmo para encontrar pontos 
estacionários de G, isto é, encontrar x E !Rn tal que O E G(x). 
No mesmo artigo, Konnov obteve várias aplicações deste algoritmo à 
problemas de otimização. Em particular ele considerou o seguinte problema: 
sujeito a 
f(x) } 
xEO, 
{PK) 
Minimizar 
onde n c !Rn é um subconjunto não vazio e f : n -+ !R é uma função local-
mente Lipschitz e quasiconvexa. Konnov mostrou que se n = ~n e f é Clarke 
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regular para todo x E !Rn, então seu algoritmo pode ser aplicado ao prob-
lema (PK), tomando G(x) = 8j(x), onde 8J(x) é o gradiente generalizado 
de Clarke da função f no ponto x. Lembremos que f é dita Clarke regular 
no !Rn se, qualquer que sejam x, v E !Rn, existe a derivada direcional usual 
f'(x; v) e a mesma coincide com a derivada generalizada de Clarke f 0 (x; v). 
Como mostra o exemplo abaixo, esta hipótese de Clarke regularidade é muito 
restritiva. 
Exemplo Consideremos a função f : !R --+ !R dada por 
{ 
-x-2 se x<-1 
f(x)= x se -l<x<'O, 
O se O:<:; x. 
f é claramente localmente Lipschitz e quasiconvexa. No entanto f não 
é Clarke regular. De fato, é fácil verificar que J'(O, v)= f( v). Como f não 
é convexa então a função v --7 J'(O, v) não é convexa e portanto não pode 
coincidir com a derivada generalizada de Clarke f 0 (0, v) a qual é sempre 
convexa na variável v. 
Fazendo uso da teoria de gradientes generalizados de Ioffe [31], con-
seguimos estender os resultados de Konnov para o caso em que f é apenas 
localmente Lipschitz e quasiconvexa sem qualquer hipótese adicional de reg-
ularidade (veja [51]). Um resultado em aberto é aplicar o algoritmo de Kon-
nov no caso em que (PK) tenha efetivamente um conjunto de restrições, pois 
Konnov trata apenas do problema (PK) sem restrições tomando O = !Rn. 
5.2 Controle ótimo impulsivo 
Outra linha de pesquisa de nosso interesse é o estudo de equações difer-
enciais controladas do tipo 
dx(t) = j(t, x(t), u(t))dt + g(t, x(t))!'(dt), 
onde aparecem, além do controle convencional u(t), um controle chamado im-
pulsiona[ , representado por uma medida positiva p,. A motivação do estudo 
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de tais equações origina-se de problemas de controle do gasto de combustível 
em veículos espaciais. O controle J.t(·) é uma idealização do controle conven-
cional e modela a situação na qual um veículo pode assumir altas velocidades 
num curto período de tempo. Um problema interessante a ser estudado é o 
seguinte: 
Minimi'ar h(x(O),x(1)) 
sujeito a dx(t) = f(t, x(t), u(t))dt + g(t, x(t))J'(dt), 
u(t) E U1, qtp em [0, 1], 
1,/J(t,x(t)) ~O, 'di E [0, 1], 
I' e: O, (x(O), x(1)) E C. 
(CP) 
Aqui h : !R" x !R" --+ !R, f : !R" x !R" --+ !R" e g : [0, 1] x !R" --+ !R" são 
funções dadas. U é um subconjunto de Borel de [O, 1] x !R", (U, denota 
a seção {x : (t, x) E U}) e C é um subconjunto de !R" x !R". A função 
1,/J : [0, 1] x !R" --+!R é uma restrição de desigualdade no problema (CP). 
Um problema interessante é obter condições necessárias e suficientes de 
otimalidade na forma de um princípio do máximo de Pontriagyn para o 
problema (CP). 
5.3 Inclusões diferenciais fuzzy 
Dada um multifunção F : [01 T] X lRn .....-t 'P(lRn), isto é, uma função que 
a cada (t,x) E [O,T] x !Rn associa o conjunto F(t,x) c lR'\ consideremos o 
problema de encontrar uma função absolutamente contínua x : [0, T] -+ lRn, 
satisfazendo 
x E F(t,x), (5.1) 
onde X denota a derivada em relação a t da função x. 
A inclusão (5.1) é chamada inclusão diferencial e pode ser entendida 
como uma generalização da equação diferencial clássica 
63 
x = f(t,x), 
no sentido de que equações diferenciais são inclusões diferenciais onde a mul-
tifunção F(·,·) é univalente, isto é, F(t, x) é um conjunto unitário para cada 
(t,x). Logo, muitas das questões pertinentes a equações diferenciais, como 
por exemplo, existência e unicidade de soluções, dependência contínua com 
relação a parâmetros, bifurcação, estabilidade e comportamento assintótico, 
etc, também são relevantes para o estudo das inclusões diferenciáveis. Ape-
sar da importância do estudo das equações diferenciais tanto do ponto de 
vista teórico quanto das aplicações, em muitos casos, tais equações parecem 
ser muito restritivas para descrever certos sistemas de evolução controlados, 
aparecendo várias dificuldades tais como falta de determinismo das variáveis 
ou parâmetros envolvidos, desconhecimento das leis que governam o cont-
role para os possíveis estados do sistema, desconhecimento do meio ambiente 
futuro do sistema, etc. Tais dificuldades são conhecidas de forma genérica 
como a "fuzziness" do sistema. 
É possível traduzir tais problemáticas em termos matemáticos através 
das chamadas inclusões diferenciáveis. Por exemplo, consideremos o sistema 
controlado de equações diferenciais 
x(t) = f(t,x(t),u(t)), u(t) E U(t), (5.2) 
onde x : [0, T] --t !Jln é a função que descreve o estado do sistema, X denota 
a derivada de x com respeito ao tempo, u : [0, T] --t !Rk é a função controle 
eU c _!Rk é alguma restrição geométrica (física ou econômica, por exemplo) 
do sistema, no sentido de que u(t) E U, Vt E [0, T]. Definamos 
f(t,x) = f(t,x,U) ={v E 'R"/ existe w EU tal que v= f(t,x,w)}. 
Sob certas hipóteses o sistema controlado (5.2) é equivalente à inclusão difer-
encial 
x(t) E r(t, x(t)). (5.3) 
Na passagem da equação diferencial para a inclusão diferencial temos 
uma certa perda, pois de uma forma geral, é mais difícil trabalhar com prob-
lemllll multívocos, isto é, problemllll em que para cada (t,x(t)), f(t,x(t)) é 
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um conjunto. Por outro lado, o uso de inclusões diferenciais permite flexibi-
lizar o problema proposto numa tentativa de evitar o confronto direto com a 
"fuzziness" do sistema. 
Um problema em aberto nesta linha de pesquisa é obter um princípio do 
máximo para o problema de tempo mínimo associado ao sistema (5.2), no 
caso onde o controle é uma variável fuzzy, via a inclusão diferencial (5.3). Este 
problema consiste basicamente em encontrar uma solução x(t) da inclusão 
diferencial {5.3) que parta do estado x(t,) e chegue no estado x(t2 ) de modo 
a minimizar o tempo percorrido lt2- fi I. 
Para uma iniciação nos assuntos teoria Fuzzy, "fuzziness" e inclusões 
diferenciais Fuzzy, sugerimos [24[, [55]. 
5.4 Invexidade e aplicações 
Como o leitor deve ter notado, o conceito de invexidade é muito potente 
e com grandes perspectivas de aplicações. Um possível resultado, o qual já 
temos alguma coisa em mente, é a extensão do teorema de alternativa invexo 
2.8, para o caso com tempo contínuo, isto é, onde as funções envolvidas no 
teorema de alternativa são do tipo ];(t, x(t)) (veja [56] ). Também podemos 
tentar aplicar o conceito de invexidade (nas suas diversas versões) em proble-. 
mas de controle 6timo, otimização Fuzzy e outros temas aonde o conceito de 
convexidade pertinente pode ser substituído por algum tipo de invexidade. 
Em termos práticos é importante mostrar sob que condições, um prob-
lema de programação matemática é invexo com uma função fJ comum. Em 
[29] Hanson e Rueda dão condições suficientes para a existência da função fJ 
num programa invexo com funções duas vezes diferenciáveis, usando técnicas 
de programação linear. Além disso, sob certas hipóteses, eles constroem a 
função fJ tornando assim seu método mais eficiente do que outros disponíveis 
na literatura (veja [19]). Um problema em aberto é obter resultados simi-
lares aos de Hanson e Rueda mas diminuindo a diferenciabilidade das funções 
envolvidas. 
Um projeto mais ambicioso é tentar contruir uma teoria de análise in-
vexa, nos moldes da análise convexa clássica (veja [50]). Isto parece um 
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desafio muito grande pois ainda não estamos certos de que os conceitos de 
conjunto invexo, função pré-invexa e função invexa, na forma como são da-
dos, são os mais apropriados para se construir tal teoria. Corno seria um 
subdiferencial invexo? Sob que condições e tipos de funções tal subdiferen-
cial seria não vazio? Ele teria um cálculo robusto? Em [60] Yang e Craven 
introduzem um "subdiferencial" para funções invexas e de certa forma re-
spondem a algumas das questões acima. No entanto o artigo deles contém 
erros e ainda deixam muitas perguntas em aberto. 
5.5 Problemas anormais 
Os problemas ditos anormais ocorrem quando o multiplicador associado 
à função objetivo é nulo. Nesse caso as regras de multiplicadores usuais (regra 
de Lagrange, princípio do máximo de Pontryagin) são satisfeitas trivialmente, 
sendo de pouca valia na busca da solução ótima. 
No contexto diferenciável Avakov [2) (para o caso de restrições de igual-
dade) e Izmailov [33] (para o caso de restrições de desigualdade) conseguem 
estender as regras de multiplicadores usuais para alguns casos anormais. A 
perda nesta extensão é a exigência de mais diferenciabilidade das funções 
envolvidas. Uma questão em aberto é a seguinte: Será possível tal extensão 
para o caso não diferenciável? 
5.6 Técnicas de deformação em problemas 
de otimização 
Uma técnica interessante para se obter condições suficientes de otimal-
idade em programação não linear são os chamados métodos de deformação. 
O método consiste, grosso modo, em "deformar1' um problema de otimização 
em um outro problema mais simples. Entre outras hipóteses esta deformação 
deveria preservar pontos ótimos. Bobylev [5], [6] estudou vários problemas 
de deformação. Um problema interessante (e até agora não estudado) seria 
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adaptar o método de deformação para o problema (PNC) (problema com 
tempo contínuo). 
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