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Abstrat
Consider a sequene of i.i.d. random variables Xn where eah random variable is refreshed indepen-
dently aording to a Poisson lok. At any xed time t the law of the sequene is the same as for
the sequene at time 0 but at random times almost sure properties of the sequene may be violated. If
there are suh exeptional times we say that the property is dynamially sensitive, otherwise we all it
dynamially stable. In this note we onsider branhing random walks on Cayley graphs and prove that
reurrene and transiene are dynamially stable in the sub-and superritial regime. While the ritial
ase is left open in general we prove dynamial stability for a spei lass of Cayley graphs. Our proof
ombines tehniques from the theory of branhing random walks with those of dynamial perolation.
Keywords: branhing random walk, reurrene and transiene, dynamial sen-
sitivity
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1 Introdution
In Benjamini et al. [1℄ several properties of i.i.d. sequenes are studied in the dynamial point
of view. In partiular, it is proven that transiene of the simple random walk on the lattie
Z
d
is dynamially stable for d ≥ 5, and dynamially sensitive for d = 3, 4. While reurrene is
dynamially stable for d = 1, see [1℄, it is dynamially sensitive in dimension d = 2, see Homan
[8℄. Khoshnevisan studied in [10℄ and [11℄ other properties of dynamial random walks. We
also refer to a reent survey [13℄ on dynamial perolation. In this note we dene dynamial
branhing random walks on Cayley graphs and study dynamial sensitivity of reurrene and
transiene, see Theorem 2.1.
1.1 Random Walks
Let us rst ollet the neessary notations for random walks on groups; for more details we
refer to [14℄. Let G be a nitely generated group with group identity e, the group operations
are written multipliatively (unless G is abelian). Let q be a probability measure on a nite
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generating set of G. The random walk on G with law q is the Markov hain with state spae
G and transition probabilities p(x, y) = q(x−1y) for x, y ∈ G. Equivalently, the proess an
be desribed on the produt spae (G, q)N: the n-th projetions Xn of G
N
onto G onstitute
a sequene of independent G-valued random variables with ommon distribution q. Hene the
random walk starting in x ∈ G an be desribed as
Sn = xX1 · · ·Xn, n ≥ 0.
If not mentioned otherwise the random walk starts in the group identity e. Let P denote the
transition kernel of the random walk and p(n)(x, y) = P(Sn = y|S0 = x) be the probability to go
from x to y in n steps. We will assume the random walk to be irreduible, i.e., for all x, y there
exists some k suh that p(k)(x, y) > 0. Denote G(x, y|z) =
∑∞
n=0 p
(n)(x, y)zn the orresponding
generating funtions. The inverse of the onvergene radius of G(x, y|z) is denoted by ρ(P ). The
spetral radius ρ(P ) is also given as
ρ(P ) = lim sup
n→∞
(
p(n)(x, y)
)
, (1)
where the lim sup is, due to the irreduibility of the random walk, independent of x and y.
1.2 Branhing Random Walks
We use the interpretation of tree-indexed random walks, ompare with [2℄, to dene the branhing
random walk (BRW). Let T be a tree with root r. For a vertex v of T let |v| be the (graph)
distane from v to the root r. Let Tn = {v : |v| = n} be the n-th level of the tree T . We label
the edges of T with i.i.d. random variables with distribution q. The random variable Xv is the
label of the edge 〈v−, v〉 where v− is the unique predeessor of v, i.e., |v−| = |v| − 1. Dene
Sv = e ·
∏|v|
i=1Xvi where 〈v0 = r, v1, . . . , v|v| = v〉 is the unique geodesi from r to v. Note that
the proess is desribed on the produt spae (G, q)T .
A tree-indexed random walk beomes a BRW if the underlying tree is a realization of a
GaltonWatson proess with ospring distribution µ = (µ0, µ1, . . .) and mean m =
∑
k kµk. For
ease of presentation we will assume that the GaltonWatson proess survives almost surely, i.e.,
µ0 = 0, and that m > 1 in order to exlude the trivial ase µ1 = 1. We say the BRW is reurrent
if P(Sv = 0 for innitely many v) = 1 and transient if P(Sv = 0 for innitely many v) = 0. Here
P does orrespond to the produt measure of the GaltonWatson proess and the tree-indexed
random walk: we pik a realization T (ω) of the GaltonWatson proess aording to µ and
dene the BRW as the tree-indexed random walk on T (ω). Alternatively we ould say that the
BRW is reurrent if for a.a. realization T (ω) the tree-indexed random walk is reurrent, i.e.,
P
(∑∞
n=1
∑
|v|=n 1{Sv = e} = ∞
)
= 1, where P orresponds to (G, q)T (ω). Sine we onsider
BRW on Cayley graphs the probability P(Sv = 0 for innitely many v) is either 0 or 1, see [5℄.
Therefore, the BRW is either reurrent or transient.
We have the following lassiation due to [5℄:
Theorem 1.1. The BRW is transient if and only if m ≤ 1/ρ(P ).
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Remark 1.1. There is the following equivalent desription of BRW. At time 0 we start the proess
with one partile in e. At time 1 this partile splits up aording to some ospring distribution
µ. Then these ospring partiles move (still at time 1) independently aording to P . The
BRW is now dened indutively: at eah time eah partile splits up independently of the others
aording to µ and the new partiles move then independently aording to P .
2 Dynamial BRW
Let us introdue the dynamial proess. Fix a tree T . For eah v ∈ T , let {Xv(t)}t≥0 be an
independent proess that updates its value by an independent sample of q with rate 1. Formally,
onsider i.i.d. random variables {X
(j)
v : v ∈ T , j ∈ N} with law q, and an independent Poisson
proess {ψ
(j)
v }j≥0 of rate 1 for eah v ∈ T . Dene
Xv(t) := X
(j)
v for ψ
(j−1)
v ≤ t < ψ
(j)
v , (2)
where ψ
(0)
v = 0 for every n. The distribution of (Xv(t))v∈T is q
T
for every t ≥ 0. Denote P the
probability measure on the underlying probability spae on whih the dynamial BRW proess
is dened. In the following P, E will always orrespond to the dynamial version while P, E
desribe the non-dynamial proess.
Due to Theorem 1.1 we have with Fubini's Theorem
P

 ∞∑
n=1
∑
|v|=n
1{Sv(t) = e} <∞ for Lebesgue-a.e. t

 = 1
if m ≤ 1/ρ and
P

 ∞∑
n=1
∑
|v|=n
1{Sv(t) = e} = ∞ for Lebesgue-a.e. t

 = 1
if m > 1/ρ(P ). The result of this note is that there are no exeptional times for transiene and
reurrene of BRW in the sub-and superritial regime. For the ritial regime we assume an
additional ondition on the Cayley graph, but believe that transiene is dynamially stable in
general.
Theorem 2.1. We onsider a BRW on a Cayley graph G with law q and ospring distribution
µ (whose support exludes 0) and mean m > 1. Then:
• if m ≤ 1/ρ(P ) and
∑
n np
(n)(e, e)mn <∞ then
P

 ∞∑
n=1
∑
|v|=n
1{Sv(t) = e} <∞ for all t

 = 1
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• if m > 1/ρ(P ) then
P

 ∞∑
n=1
∑
|v|=n
1{Sv(t) = e} = ∞ for all t

 = 1
Remark 2.1. Observe that m < 1/ρ(P ) implies that
∑
n np
(n)(e, e)mn < ∞. The later on-
dition does in general not hold in the ritial ase, i.e., m = 1/ρ(P ): we only have that∑
n p
(n)(e, e)mn < ∞ for random walks on nonamenable Cayley graphs. The ondition de-
pends on the nonexponential type of the return probabilities; if p(n)(e, e) ∼ ρ(P )nn−λ we speak
of n−λ as the nonexponential type of return probabilities. While the simple random walk on the
homogeneous tree does not satises the ondition, various random walks on free produts with
λ > 2 are presented in [4℄.
Remark 2.2. In Theorem 2.1 the GaltonWatson tree is xed for all t ≥ 0 and only the inrements
of the tree-indexed random walk are dependent on t. One may use a dynamial version of the
GaltonWatson proess to dene a dynamial BRW. To do this, let Y (t) be a dynamial random
variable with values in N = {1, 2, . . .} dened as in Equation (2) and (Yn,i(t))n,i≥1 be independent
random variables distributed like Y (t). We dene the dynamial GaltonWatson proess as
Z1(t) = 1 and Zn+1(t) =
Zn(t)∑
i=1
Yn,i(t) for n ≥ 1.
Every GaltonWatson proess Zn(t) gives rise to a GaltonWatson tree T (t) whih enables us
to dene a dynamial BRW suh that the distribution of (Xv(t))v∈T (t) is q
T (t)
for every t ≥ 0.
The proof of Theorem 2.1 generalizes to this version of dynamial BRW. Observe hereby that
one not only has to take are about the values of Xv 's along ertain geodesis but also about the
existene of these geodesis during some time intervals.
Remark 2.3. A multi-type GaltonWatson proess is a generalization of the standard Galton
Watson proess where one distinguishes between dierent types of partiles. The dierent types
are normally enoded by the natural numbers. The proess is desribed by Zn = (Zn(1), Zn(2), . . .)
where Zn(k) denotes the number of partiles of type k at time n. For k ≥ 1 let Y
(k) =
(Y (k)(1), Y (k)(2), . . .) be random variables in {N ∪ {0}}N. Say we start the proess with one
partile of type 1, i.e., Z1 = (1, 0, 0, . . .), then the multi-type GaltonWatson proess is dened
indutively by
Zn+1 =
∞∑
k=1
Zn(k)∑
i=1
Y
(k)
n,i for all n ≥ 1,
where (Y
(k)
n,i )n,i≥1 are independent random variables distributed like Y
(k)
. For ease of presentation
we assume rst that the proess survives almost sure, i.e.,
∑∞
i=1 Y
(k)(i) > 1 almost sure for all
k. Furthermore, we assume the multi-type GaltonWatson proess to be irreduible, i.e., for all
k there exists some n ∈ N suh that the probability that Zn(k) > 0 is positive.
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A BRW on a Cayley graph an be viewed as a multi-type GaltonWatson proess: the position
x ∈ G of a partile is interpreted as its type. In this ase the types are enoded by elements of G.
Reurrene of a BRW on a Cayley graph means that eah site x is visited innitely many times
almost sure. This is equivalent to say that the orresponding multi-type GaltonWatson proess
survives loally: P(Zn(x) > 0 for innitely many n) = 1. If we leave the homogeneous setting
of BRW on Cayley graphs and onsider BRW on a general graph the probability that innitely
many partiles return to the starting position may be stritly between 0 and 1, ompare with
[5℄. We say the BRW is transient if the latter probability is 0 and reurrent if it is positive. The
orresponding phenomenon ours for multi-type GaltonWatson proesses too. We say there is
loal survival if P(Zn(k) > 0 for innitely many n) > 0. Due to the irreduibility of the proess
the latter probability is either positive for all k or equal to 0 for all k and we an speak of loal
extintion if P(Zn(k) > 0 for innitely many n) = 0 for all (some) k, ompare with [6℄.
It is straightforward to dene a dynamial multi-type GaltonWatson proess analogously to
the dynamial GaltonWatson proess dened in Remark 2.2. One might wonder if there are
exeptional times for loal survival and loal extintion. Now, let us drop the assumption that
the proess survives almost surely. We speak of global survival if Zn > 0 for innitely many n
with positive probability and of global extintion otherwise. The treatment of global survival is
in general more diult and even more subtle sine ritial proesses may survive or die out,
ompare with [3℄. Therefore the study of exeptional times for global survival/extintion is one
of the next steps to go.
Remark 2.4. Let us onsider a transient random walk Sn =
∑n
i=1Xi on Z (or R) with E[Xi] > 0.
We assume that there exists a rate funtion I(·) satisfying
−I(a) = lim
n→∞
1
n
logP(Sn ≤ an) for a ≤ E[Xi].
Denote by mn the minimal position of a partile at time n; mn = min|v|=n Sv. There is the
lassial result that limn→∞
mn
n = inf{s : I(s) ≤ logm}. Combining the proof of Theorem 18.3
in [12℄ with the ideas of the proof of Theorem 2.1 one an see that there are no exeptional times
for the (linear) speed, i.e., limn→∞
mn(t)
n = inf{s : I(s) ≤ logm} for all t. Furthermore, in the
ritial ase m = 1/ρ(P ) we have that mn/n → 0 but mn → ∞ as n → ∞. The seond order
behaviour is more subtle: while for a wide range of BRW mn/ log n onverges in probability it
does in general not onverge almost surely. We refer to [9℄ for more details and referenes on
reent results. In this respet the study of exeptional times for the seond order behaviour is of
interest.
3 Proof of Theorem 2.1
Transiene is dynamially stable if
∑
np(n)(e, e)mn < ∞: It is onvenient to dene an aux-
iliary random variable τ , whih is exponentially distributed with mean 1 and independent of
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(Xv(t))v∈T ,t≥0, see Setion 3 in [1℄. Dene
Zn :=
∫ τ
0
∑
|v|=n
1{Sv(t) = e}dt.
By Fubini's Theorem we have E[Zn] = m
np(n)(e, e). We follow the line of proof of Lemma 5.6 in
[1℄. In what follows we only onsider those n ∈ N suh that P(Sn = e) > 0. We have for n ≥ 1
P(Zn > 0) =
E[Zn]
E[Zn|Zn > 0]
.
Let σ := inf{t ≥ 0 : Sv(t) = e for some v ∈ Tn}. There might be several v suh that Sv(σ) = e.
In order to hoose one of them we use an enumeration of the verties of Tn. This enumeration
is hosen one for t = 0 and remains xed for t ≥ 0. Dene the random set R = {v ∈ Tn :
Sv(σ) = e} and let v˜ be the smallest (in the above enumeration) element of R. Furthermore,
denote 〈r, v˜1, . . . , v˜n = v˜〉 the geodesi from r to v˜. For any geodesi 〈r, v〉 = 〈r, v1, . . . , vn = v〉
we dene the event
A(〈r, v〉) = {Xvk , 1 ≤ k ≤ n, do not hange their values during [σ, σ + 1/n]}.
Sine the event that Xvk hanges its value during [σ, σ+1/n] is independent of its value at time
σ we have that P(A(〈r, v〉) | σ <∞) = 1/e.
Conditioned on the event {Zn > 0} we have σ ∈ [0, τ). By the strong Markov property and
the memoryless property of τ , we have
P(τ > σ + 1/n,∃v : Sv(t) = e ∀t ∈ [σ, σ + 1/n]|Zn > 0)
≥ P(τ > σ + 1/n,A(〈r, v˜)〉)|Zn > 0) =
(
1
e
)1/n 1
e
. (3)
If the above event ours, then Zn ≥ 1/n. Hene
P(Zn ≥ 1/n|Zn > 0) ≥ 1/e
2
and E[Zn|Zn > 0] ≥
1
ne2
.
Eventually,
P(Zn > 0) ≤ e
2np(n)(e, e)mn ∀n,
and hene
∑
nP(Zn > 0) < ∞. By the lemma of BorelCantelli there are no times t suh that∑
|v|=n 1{Sv(t) = e} > 0 for innitely many n and therefore
P
(
∃t :
∑
n
∑
|v|=n
1{Sv(t) = e} = ∞
)
= 0.
Reurrene is dynamially stable: Let us rst onsider the non-dynamial BRW. Sine m >
1/ρ(P ) we have with equation (1) that there exists some k ∈ N suh that p(k)(e, e)mk > 1.
It's rather standard, e.g. ompare with proof of Theorem 18.3 in [12℄, to dene the following
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embedded proess (ξn)n≥1 where we observe the proess only at times ik, i ∈ N, and kill all
partiles that are not in e at these times. Then ξn desribes the number of partiles at e at time
nk. Let us give a more formal denition of this proess. Let T v be the indued subgraph of T
onsisting of all desendants of v, or in other words, of all verties whose geodesi to the root
goes through v. Furthermore, let T vk = {w ∈ T
v : d(v,w) = k} be the verties at level k of T v
and denote by v−k the k-th predeessor of v, i.e., v ∈ T v
−k
and d(v−k, v) = k. Dene
Yv =
∑
w∈T v
k
1{Sw = Sv}.
Let H1 = {r} and dene indutively for n ≥ 1
Hn+1 = {v : |v| = nk, Sv = e, Sv−k ∈ Hn}.
Then ξn = |Hn| but an also be written as
ξn+1 =
∑
v∈Hn
Yv.
Sine the ((Yv)v∈Tik)i≥1 are i.i.d. random variables the proess ξn has the same law as the Galton
Watson proess (Zn)n≥1 dened through Z1 = 1 and Zn+1 =
∑Zn
i=1 Yn,i, where (Yn,i(n,i≥1 are
i.i.d. random variables distributed like Yv. Sine E[Yv] = p
(k)(e, e)mk > 1 the proess Zn is a
superritial GaltonWatson proess and hene survives with positive probability and so does
ξn.
The dynamial version of the BRW indues a dynamial version of ξn: Let H1(t) = {r} and
dene indutively
Hn+1(t) = {v : |v| = nk, Sv(t) = e, Sv−k(t) ∈ Hn(t)}.
Let ξn(t) = |Hn(t)| whih an also be written as
ξn+1(t) =
∑
v∈Hn(t)
Yv(t)
where
Yv(t) =
∑
w∈T kv
1{Sw(t) = Sv(t)}.
Again, with (Yn,i(t))n,i≥1 i.i.d. like Yv(t) the GaltonWatson proess dened by Z1(t) = 1 and
Zn+1(t) =
Zn(t)∑
i=1
Yn,i(t),
has the same law as ξn(t).
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As before P denotes the probability measure for the non-dynamial proess while P desribes
the dynamial version. Analogously to the study of the nonritial ases in [7℄ let
inf
[a,b]
Hn =
⋂
t∈[a,b]
Hn(t) and inf
[a,b]
ξn = | inf
[a,b]
Hn|.
With
inf
[a,b]
Yv =
∑
w∈T v
k
1{Sw(t) = Sv(t) ∀t ∈ [a, b]}
we an write
inf
[a,b]
ξn =
∑
inf
[a,b]
Yv, where the sum is over v ∈ inf
[a,b]
Hn−1.
As above, the proess inf [a,b] ξn is a GaltonWatson proess with mean E[inf [a,b] Yv]. In order
to show that there exists some ε > 0 suh that E[inf [0,ε] Yv] > 1 we proeed analogously to the
arguments around Equation (3). Let Rv = {w ∈ T
v
k : Sw(0) = Sv(0)}. Condition on the fat
that |Rv| ≥ l let w1, . . . , wl be the l smallest (aording to some enumeration of the verties)
elements of Rv. Observe
P(inf
[0,ε]
Yv ≥ l) ≥ P(|Rv | ≥ l)P(Swi(t) = Swi(0) ∀t ∈ [0, ε], 1 ≤ i ≤ l | |Rv| ≥ l)
≥ P(Yv ≥ l)
(
1
e
)εkl
where the last inequality omes from the onsideration of the worst ase where the geodesis
〈r, wi〉 are disjoint (exept of r).
Eventually, sine E[Yv] > 1 we an hoose ε > 0 suh that E[inf [0,ε] Yn,i] > 1. Hene, the
GaltonWatson proess inf [0,ε] ξn is superritial and there are no exeptional times in the interval
[0, ε]. Repeating the arguments for the intervals [kε, (k + 1)ε] and using ountable additivity
onludes the proof for m > 1.
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