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We show that in a large class of continuous operators on Jordan domains the 0-epi
maps are precisely those maps with nonzero degree. The class contains in particular
perturbations of the identity by countably 1/2-condensing operators. This implies
that the example of Z. Ding (1996, J. Math. Anal. Appl. 199, 458–468) contains a
mistake. © 2001 Academic Press
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1. INTRODUCTION
Let XY be Banach spaces, and  ⊆ X be open and bounded. Recall
that a continuous map F   → Y is called 0-epi if 0 ∈ F∂ and if
for any continuous compact map ϕ   → Y with ϕ	∂ = 0 the equation
Fx = ϕx has a solution in .
The concept of 0-epi maps was introduced by M. Furi, M. Martelli,
M. P. Pera, A. Vignoli, and others, see, e.g., [7]; we refer to the recent mono-
graph [8] for a survey and further references. It turns out that 0-epi maps
have many properties in common with maps of nonzero degree. To name a
few, we mention invariance under compact “admissible” homotopies, nor-
malization, and the restriction property. Zero-epi maps have found many
applications, in particular in connection with the spectral theory for non-
linear operators [6, 14].
1 The paper was written in the framework of a DFG project (Az. AP 40-15/1). Financial
support by the DFG is gratefully acknowledged. The author thanks J. Appell for valuable
comments and suggestions.
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Roughly speaking, 0-epi maps are related with homotopy theory while
degree theory is related with homology theory: The ﬁrst is slightly “more
general” and uses only “elementary” deﬁnitions while the latter makes
use of advanced calculus. In contrast to degree theory, one is not forced
for 0-epi maps to consider only particular classes of maps F like com-
pact/condensing perturbations of the identity. Moreover, the map F above
may act between different spaces X = Y . On the other hand, the degree is
additive with respect to the domain argument; this property is almost com-
pletely lost for 0-epi maps (only a restriction of the domain is allowed, no
sort of extension).
It is well known that homotopically trivial maps are homologically trivial
but not vice versa. In this sense, one can interpret the “folklore result” that
maps with nonzero degree are 0-epi (under mild additional assumptions),
but the converse does not hold: The latter can be seen by the simple exam-
ple X = Y = ,  = −2−1 ∪ 1 2, Fx = x2 − 2 which was given
in [7]. Of course this example is pathological because  may be divided
into two domains with nonzero degree. It is the purpose of this note to dis-
cuss whether such examples can exist for which  is a Jordan domain. We
will show that this cannot be the case if F is a perturbation of the identity
by a countably 1/2-condensing operator. This result contradicts the often
cited example in [5] (the operator there is even 1/4-condensing). Let us
ﬁrst brieﬂy discuss the mistake in that example.
The author did not ﬁnd an error in the arguments of [5]. However, in the
corresponding calculations some constants are used for which some inequal-
ities are required. It turns out that these inequalities cannot be satisﬁed
simultaneously. More precisely, it is required for the example in [5] that
there are positive constants α1 α2 l εR, and k satisfying the inequalities
l
k
R− α2 < 1
k
l
< α1 < ε < R
and
lε/k
lε/k− 1α2 < R
Actually somewhat more is required in [5], but already the above inequal-
ities cannot be satisﬁed simultaneously: In fact, the last inequality implies
R− α2 > α2/lε/k− 1 which in view of the ﬁrst inequalities gives
1 >
l
k
· α2
lε/k− 1 >
l
k
· R− k/l
lε/k− 1 =
Rl/k− 1
εl/k− 1 > 1
a contradiction. The example constants given in [5] do not satisfy the ﬁrst
of the above inequalities. We note that this mistake has been reproduced
in [8].
degree theory and 0-epi maps 225
2. DEGREE THEORY
We start our considerations with the largest class of operators for which
a degree theory is known: This is the class of perturbations of the identity
by so-called fundamentally restrictible maps. This class was apparently ﬁrst
introduced in [18]; the theory was further developed even in the multivalued
context by Obukhovski˘ı and others. We refer to the surveys [2–4] and the
monographs [1, 9, 10]. We will consider a further generalization from [15].
We ﬁrst recall some deﬁnitions. Throughout, let X be a Banach space,
and  ⊆ X be open and nonempty. Let h  0 1 × → X be a (continu-
ous) homotopy. A closed convex set U ⊆ X is called fundamental for h on
O ⊆  if
(1) h0 1 × U ∩O ⊆ U and
(2) for each λ ∈ 0 1 the relation x ∈ convhλ x ∪ U ∩ O
implies x ∈ U .
Each homotopy has fundamental sets, for example, U = X; moreover each
compact homotopy has a compact fundamental set, namely the closed con-
vex hull of its range. The intersection U∞ of all fundamental sets for h is
itself fundamental for h and satisﬁes the remarkable identity
conv h0 1 × U∞ ∩O = U∞ (1)
see Proposition 3.1 below. In particular, each homotopy h has a smallest
fundamental set. The homotopy h is called fundamentally restrictible on O if
it has a compact fundamental set on O (or, equivalently, if U∞ is compact).
The homotopy h is called weakly admissible if all ﬁxed points of h in  are
contained in some open set 0 ⊆  such that h is fundamentally restrictible
on 0. The homotopy h is called admissible if it has no ﬁxed points on ∂
and is fundamentally restrictible on . Clearly, each admissible homotopy
is weakly admissible (choose 0 = ).
We identify continuous maps f   → X with the constant homo-
topy hλ x = f x: In particular, we call f fundamentally restrictible resp.
admissible if the homotopy hλ x = f x is fundamentally restrictible
resp. admissible. If f is a weakly admissible map, one may deﬁne the
degree Degid − f ∈ . For the details of that deﬁnition we refer the
reader to [15]. For admissible maps, an analogous result can be found
in [2] where even the case of multivalued maps/homotopies is considered.
The degree has the usual properties:
Theorem 2.1. Let f be weakly admissible on . Then:
(1) (Fixed point property) If Degid − f = 0, then f has a ﬁxed
point in .
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(2) (Normalization) If f is compact, then Degid − f is the Leray–
Schauder degree degid − f 0.
(3) (Homotopy invariance) If h is a weakly admissible homotopy, then
Degid − h0 · = Degid − h1 ·
(4) (Additivity). If 12 ⊆  are open and disjoint, and 1 ∪ 2
contains all ﬁxed points of f , then
Degid − f = Degid − f1 +Degid − f2
Proof. In the notation of [15], we have degid − f = indidfX
where for compact maps f the value indidfX is the classical ﬁxed
point index.
This implies the normalization. The other properties have been proved
in [15].
Evidently, compact maps f are admissible (if they have no ﬁxed points
on ∂). More generally, condensing maps f are admissible (and the degree
becomes the Nussbaum–Sadovski˘ı degree [11–13]): This follows immedi-
ately from the identity (1). In this connection, we remark that the so-called
ultimate range of a homotopy h which was introduced by Sadovski˘ı [13]
to deal with condensing operators is an example of a fundamental set on
 which also satisﬁes the identity (1). Note, however, that the deﬁnition
of the ultimate range makes use of a transﬁnite induction which is not
required for the approach presented above. For applications, it is impor-
tant to note that operators which are only condensing on countable subsets
of  are already fundamentally restrictible [17] (we prove a generalization
in Corollary 3.1 below).
The above deﬁned degree is actually slightly “too general” for our pur-
poses. In fact, the earlier mentioned “folklore result” that all maps with
nonzero degree are 0-epi does not hold for this degree, even if one restricts
to admissible maps:
Example 2.1. Let X = c0,  = x ∈ X  x < 1, and for x =
ξ1 ξ2    let f x = 0 ξ1 ξ2    be the right-shift operator. It is easily
veriﬁed that U∞ = 0 is a compact fundamental set for f (in fact, 0 is
even the ultimate range of f ). Thus, Degid − f is deﬁned. Since U∞
consists only of a single point and is contained in , it follows from the
deﬁnition of the degree in [2] that Degid − f = 1. However, for the
compact continuous map ϕ  X → X deﬁned by ϕx = 1− x 0 0   
we have ϕ	∂ = 0, but a straightforward calculation shows that the equa-
tion x− f x = ϕx has no solution in X. In particular, id− f is not 0-epi
on .
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The reason for the failure in Example 2.1 is that there is no admissible
homotopy joining f and f + ϕ. For this reason, we restrict ourselves to
maps which have a slightly more restrictive compactness property.
3. STABLY FUNDAMENTALLY RESTRICTIBLE MAPS
For reference in subsequent papers, we consider in this section a more
general situation: Let X be a locally convex metrizable space (not neces-
sarily complete). Let K ⊆ X be a cone in X (i.e., K is closed and convex,
0 ∈ K, and K +K ⊆ K), and let D ⊆ K. We consider an upper semicontin-
uous multivalued map h  0 1 ×D → 2K (h may assume empty values).
Given sets V1 V2 ⊆ K, we say that a set U ⊆ K is V1 V2-fundamental (for
h on O), if
(1) V2 ⊆ U = conv U ,
(2) h0 1 × U ∩O + V1 ⊆ U , and
(3) for each λ ∈ 0 1 the relation x ∈ convhλ x + V1 ∪
U ∩O implies x ∈ U .
In particular, the 0 V2-fundamental sets are precisely those fundamen-
tal sets which contain V2. For V1 = 0 and O = D, the following observa-
tions are well known:
Lemma 3.1. The intersection U0 of any nonempty family  of V1 V2-
fundamental sets is V1 V2-fundamental. Moreover, if U1 is V1 V2-
fundamental, then
U2 = convh0 1 × U1 ∩O + V1 ∪ V2
is V1 V2-fundamental, and U2 ⊆ U1.
Proof. The set h0 1 × U0 ∩O + V1 is contained in U0, because for
each U ∈ , it is contained in h0 1 × U ∩ O + V1 ⊆ U . Moreover, if
x ∈ convhλ x + V1 ∪ U0 ∩ O, then we have for each U ∈  that
x ∈ convhλ x + V1 ∪U ∩O, and so x ∈ U ; consequently x ∈ U0.
Since V2 ⊆ U1, the deﬁnition of U2 implies U2 ⊆ convU1 = U1. Hence,
h0 1 × U2 ∩ O + V1 ⊆ h0 1 × U1 ∩ O + V1 ⊆ U2. Moreover, if
x ∈ convhλ x + V1 ∪U2 ∩O, then x ∈ convhλ x + V1 ∪
U1 ∩O which implies x ∈ U1 ∩O, and so x ∈ convh0 1 × U1 ∩O +
V1 ∪U2 ⊆ U2.
Proposition 3.1. For each h, each O ⊆ D, and each V1 V2 ⊆ K there is
a smallest V1 V2-fundamental set UV1 V2 on O. This set satisﬁes
convh0 1 × UV1 V2 ∩O + V1 ∪ V2 = UV1 V2  (2)
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Proof. Clearly,U = K is a V1 V2-fundamental set for h. By Lemma 3.1,
the intersection UV1 V2 of all V1 V2-fundamental sets is itself V1 V2-
fundamental, and so also the left-hand side of (2) is V1 V2-fundamental
and contained in UV1 V2 . By deﬁnition of UV1 V2 , we have also the converse
inclusion, i.e., (2) holds.
To check compactness of UV1 V2 , it sufﬁces to consider countable subsets
of UV1 V2 which “almost” satisfy (2):
Lemma 3.2. In the previous situation, let V1 be separable, and assume that
h attains only separable values hλ x. Let O ⊆ D, and U ⊆ K satisfy
convh0 1 × U ∩O + V1 ∪ V2 = U (3)
Suppose there is some G ⊆ O such that
h0 1 × U ∩O + V1 ⊆ convh0 1 × U ∩G + V1 ∪ V2 (4)
and such that for each countable subset C ⊆ U the relations
C = convh0 1 × C ∩G + V1 ∪ V2 (5)
and
convh0 1 × C ∩G + V1 ∪ V2 ∩G ⊆ C ∩G (6)
imply that C is compact. Then U is compact.
Proof. The result and proof extend a theorem in [17]. For the reader’s
convenience, we repeat the arguments. If U is not compact, there exists a
sequence xn ∈ U without a convergent subsequence. Put C1 = x1 x2   .
Then we deﬁne inductively countable sets Cn with the following properties:
Cn ⊆ Cn+1 ⊆ U (7)
Mn = convh0 1 × Cn ∩G + V1 ∪ V2 ⊆ Cn+1 (8)
G ∩Mn ⊆ Cn+1 ∩G (9)
Cn ⊆Mn+1 (10)
This is possible, since if Cn is already deﬁned, (3) and (4) imply Cn ⊆
U = convh0 1 × U ∩G + V1 ∪ V2. Hence, each of the countably
many elements of Cn may be approximated by (ﬁnite) convex combinations
of points from h0 1 × U ∩G + V1 ∪ V2. We thus ﬁnd a countable
An ⊆ U ∩ G with Cn ⊆ convh0 1 × An + V1 ∪ V2. Note that (3)
implies Mn ⊆ U . Since upper semicontinuous maps in metric spaces with
separable values map separable sets into separable sets (see [17]), Mn and
thus also G∩Mn is separable. Let Bn ⊆Mn and Dn ⊆ G∩Mn be countable
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and dense in Mn and G ∩Mn, respectively. Then we may put Cn+1 = An ∪
Bn ∪ Cn ∪Dn in the induction step.
Now put C = ∪Cn. It follows from (10) that
C ⊆ convh0 1 × C ∩G + V1 ∪ V2 (11)
Since Mn is convex with M1 ⊆M2 ⊆ · · · by (7), it follows that M =
⋃
Mn is
convex. In view of h0 1 × C + V1 ∪ V2 ⊆M , the inclusion (8) implies
convh0 1 × C ∩G + V1 ∪ V2 ⊆M ⊆ C
and thus by (9) also
G ∩ convh0 1 × C ∩G + V1 ∪ V2 ⊆ G ∩M ⊆ C ∩G
These relations imply together with (11) that C satisﬁes (5) and (6). Hence
C is compact, by assumption. This contradicts the fact that C ⊇ C1 contains
a sequence without a convergent subsequence.
Lemma 3.2 implies the following result which in a sense generalizes a
theorem from [17]:
Theorem 3.1. Let X be a (locally convex) Fre´chet space, K ⊆ X closed
and convex with K +K ⊆ K, let D ⊆ K be closed, and h  0 1 ×D→ 2K
be upper semicontinuous with compact values hλ x. Let V1 V2 ⊆ K be
precompact, O ⊆ D, and let U ⊆ K satisfy (3) ( for example, U = UV1 V2
is the smallest V1 V2-fundamental set). Let G ⊆ O be such that (4) holds.
Then the following statements are equivalent:
(1) U is compact.
(2) Each countable set C ⊆ U which satisﬁes (5) and (6) has the prop-
erty that C ∩G is precompact.
(3) Each countable set C ⊆ G ∩U which satisﬁes
G ∩ convh0 1 × C + V1 ∪ V2
⊆ C ⊆ G ∩ convh0 1 × C + V1 ∪ V2 (12)
is precompact.
(4) (If G is open in K) Each countable set C ⊆ G ∩U which satisﬁes
C = G ∩ convH0 1 × C + V1 ∪ V2 (13)
is precompact.
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Proof. If U is compact, all other statements hold trivially. Now let (2)
hold. Note that h maps compact sets into compact sets. Hence, if C is as
in statement (2), then convh0 1 × C ∩G + V1 ∪ V2 is a compact
set which contains C, and so C is precompact. Thus, U is compact by
Lemma 3.2.
We prove now that (3) implies (2). Let C be as in (2) and put C0 = C ∩G.
Then
G ∩ convh0 1 × C0 + V1 ∪ V2 ⊆ C0 ⊆ G ∩ C
= G ∩ convh0 1 × C0 + V1 ∪ V2
implies by (3) that C0 is compact, as desired.
A similar argument shows that (4) implies (2). Let G be open in K. Then
K \G is closed, and for any A ⊆ K we have that A ⊆ A ∩G ∪ K \G,
and so A ∩G ⊆ A ∩G. This proves
A ∩G = A ∩G A ⊆ K (14)
Now if C is as in (2), it follows for C0 = C ∩G after two applications of (14)
that
C0 = C ∩G = convh0 1 × C0 + V1 ∪ V2 ∩G
= convh0 1 × C0 + V1 ∪ V2 ∩G
Hence, C0 is precompact, as desired.
We call the map h stably fundamentally restrictible (on O) if for any com-
pact V1 V2 ⊆ K there is a compact V1 V2-fundamental set on O. We
call h properly fundamentally restrictible (on O) if for any compact V2 ⊆ K
there is a compact 0 V2-fundamental set on O. In other words, h is
stably/properly fundamentally restrictible if the sets UV1 V2 resp. U0V2 are
compact for compact V1 V2 ⊆ K.
Let γ  2K → 0∞I (I is a nonempty set) be a function with the fol-
lowing properties:
(1) γconvM = γM.
(2) γ = 0, and γM ≤ γN for M ⊆ N .
(3) γM ∪N = γM if N ⊆ K is compact.
(4) γM +N ≤ γM + γN.
For example, if X is a Banach space, the Hausdorff or the Kuratowski
measure of noncompactness has the above properties; if X is a Fre´chet
space generated by a countable family of seminorms, one may put I = 
and consider correspondingly the Hausdorff or Kuratowski measure of non-
compactness with respect to each of these seminorms separately. We call h
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countably k-condensing (on O with respect to γ) if all countable sets C ⊆ O
with γh0 1 × C ≥ kγC are precompact. If k = 1, we call h count-
ably condensing.
Corollary 3.1. Consider the situation of Theorem 3.1. If h is countably
condensing on O, then h is stably fundamentally restrictible on O.
Proof. Let V1 V2 ⊆ K be compact. We verify condition (3) of
Theorem 3.1 with G = O and U = UV1 V2 . Thus, let C ⊆ U ∩ O be
countable and satisfy (12). Then in particular C ⊆ convh0 1 ×
C + V1 ∪ V2, and so γC = γC ≤ γconvh0 1 × C + V1 ∪
V2 = γh0 1 × C + V1 ≤ γh0 1 × C. This implies that C is
precompact.
4. NONZERO DEGREE AND 0-EPI MAPS
We return to the situation of Section 2; i.e., we assume that X is a
Banach space,  ⊆ X is open, and we consider (single-valued) homotopies
h  0 1 ×  → X. In the notation of Section 3, this means that we put
D =  and K = X.
We call h (weakly) stably (properly) admissible on , if  contains all ﬁxed
points of h on  and if h is stably (properly) fundamentally restrictible on
 (resp. on ). As before, we identify continuous maps f   → X with
the constant homotopy hλ · = f .
Of course, each stably admissible map is properly admissible, and each
properly admissible map is admissible.
Proposition 4.1. Assume that the homotopy h has no ﬁxed points on ∂.
If h is countably condensing on , then h is weakly stably admissible. If h is
countably condensing on , then h is stably admissible.
Proof. The statement follows from Corollary 3.1.
For weakly stably admissible maps, the “folklore result” holds true:
Proposition 4.2. Let f be weakly stably admissible. If Degid − f =
0, then id − f is 0-epi.
Proof. Let a continuous compact map ϕ  → X be given with ϕ	∂ =
0. Then V = convϕ is compact. The set S of all ﬁxed points of the
homotopy hλ x = f x + λϕx is closed, see, e.g., [15]. Hence, we ﬁnd
some open 0 ⊆  which contains S and some set U which is V-
fundamental for f on 0 ⊆ . Then U is fundamental for the homotopy
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hλ x = f x + λϕx on , because we have (in view of 0 ∈ V ) the
inclusions
h0 1 × U ∩ 0 ⊆ f U ∩ 0 + V ⊆ U
and
convhλ x ∪U ⊆ convf x + V  ∪U
The homotopy h thus is weakly admissible, and so Degid − h1 · =
Degid − f = 0 which implies that the equation x− f x = ϕx has a
solution x ∈ .
For maps which are countably condensing on  (and not only on ),
Proposition 4.2 has been obtained by different methods in [14].
Lemma 4.1. Let f  → X be properly admissible. Then there is a prop-
erly admissible homotopy h with h0 · = f such that h1 · is compact. If f
is even stably admissible, the homotopy h can also be chosen stably admissible.
Proof. The assumption in particular implies that there is a nonempty
compact fundamental set U0 for f . Let f0 denote the restriction of f to
U0 ∩ . We may extend f0 to a continuous map f0   → U0 (since U0 ∩ is separable, this extension result does not require the general axiom
of choice; see [17]). We claim that hλ x = λf0x + 1 − λf x is a
homotopy with the desired properties. Note ﬁrst that h has no ﬁxed points
on ∂: If x ∈ hλ x for some λ ∈ 0 1, then x ∈ convf x ∪ U0
which implies x ∈ U0, since U0 is fundamental for f . Hence f0x = f x,
and so x = hλ x = f x which is not possible if x ∈ ∂. Now if V2 ⊆ X
is compact, we ﬁnd some compact fundamental set U for f which contains
V2 ∪U0. Then the inclusions
h0 1 × U ∩  ⊆ convf U ∩  ∪U0 ⊆ convU ∪U0 = U
and
convh0 1 × x ∪U ⊆ convconvf x ∪U0 ∪U
= convf x ∪U
imply that U is fundamental for h and thus 0 V2-fundamental. If f is
even stably admissible, and V1 V2 ⊆ X are compact, we ﬁnd some com-
pact V1 U0 + V1 ∪ V2-fundamental set U1 for f . Then U1 is V1 V2-
fundamental for h, as follows from
h0 1 × U1 ∩  + V1 ⊆ convf U1 ∩  ∪U0 + V1
⊆ convf U1 ∩  ∪U0 + V1
= convf U1 ∩  + V1 ∪ U0 + V1
⊆ convU1 = U1
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and
convh0 1 × x + V1 ∪U1
⊆ convconvf x ∪U0 + V1 ∪U1
⊆ convconvf x ∪U0 + V1 ∪U1
= convf x ∪U0 + V1 ∪U1
⊆ convf x + V1 ∪ U0 + V1 ∪U1
= convf x + V1 ∪U1
Now we are in a position to prove the following generalization of Hopf’s
theorem. Recall that a nonempty bounded open set  ⊆ X is called a
Jordan domain if X \  is connected.
Theorem 4.1. Let  ⊆ X be a Jordan domain, and f g   → X be
properly (stably) admissible. Assume that either f or g is compact. Then
Degid − f = Degid − g if and only if there is a properly (stably)
admissible homotopy h with h0 · = f and h1 · = g.
Proof. We only have to prove necessity. For the Leray–Schauder degree
(i.e., if f and g are both compact), the result is well known and the
homotopy may even be chosen compact; see, e.g., [10, Theorem 20.8].
The general result may be reduced to this case in the canonical way by
Lemma 4.1: It remains to prove necessity. We may assume that g is com-
pact. By Lemma 4.1, f is homotopic to a compact map f0 by a properly
(stably) admissible homotopy hf . The homotopy invariance implies that f0
and g have the same (Leray–Schauder) degree, and so there is an admis-
sible compact homotopy h0 joining f0 and g. The only nontrivial property
which we have to verify now is that the canonical connection h of the two
homotopies hf and h0 is properly (stably) admissible. Thus, let a compact
V2 ⊆ X be given. Since hf is properly admissible, there is a compact fun-
damental set U for hf which contains V2 ∪ V0 where V0 denotes the closure
of the range of h0. Then the inclusions
h0 1 × U ∩  ⊆ V0 ∪U = U
and
convh0 1 × x ∪U ⊆ convV0 ∪ hf 0 1 × x ∪U
= convhf 0 1 × x ∪U
imply that U is fundamental for h and thus 0 V2-fundamental. If f
is even stably admissible, let compact sets V1 V2 ⊆ X be given. We ﬁnd
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some compact V1 V0 + V1 ∪ V2-fundamental set U1 for hf . Then U1 is
V1 V2-fundamental for h, because
h01×U1∩+V1⊆V0+V1∪hf 01×U1∩+V1⊆U1
and
convh0 1 × x + V1 ∪U1
⊆ convV0 + V1 ∪ hf 0 1 × x + V1 ∪U1
= convhf 0 1 × x + V1 ∪U1
Deﬁnition 4.1. Given a Jordan domain  ⊆ X, let ∞ denote the
set of all homotopies h  0 1 × → X such that id − h0 · is not 0-epi
or h1 · has a ﬁxed point. Let  consist of those h with the property
that id − h0 · is not 0-epi or id − h1 · is 0-epi.
Clearly,  ⊆ ∞. The homotopy invariance of 0-epi maps implies
that  contains all admissible compact homotopies (see the proof of
Theorem 4.2 below). In particular, if dimX < ∞, the assumptions of the
following result are satisﬁed:
Corollary 4.1. Assume that the Jordan domain  is such that ∞
contains all properly (stably) admissible homotopies. Let f be properly (stably)
admissible on . If F = id − f is 0-epi then DegF = 0.
Proof. If Degid− f = 0, by Theorem 4.1 we ﬁnd a properly (stably)
admissible homotopy h with h0 · = f and such that g = h1 · has no
ﬁxed point in  (one may, e.g., put gx ≡ c with c ∈ ). The assumption
implies h ∈  which means that id − f is not 0-epi.
I do not know whether the assumptions of Corollary 4.1 may be satisﬁed
if dimX = ∞. However, an inspection of the proof shows that if we replace
∞ by , it sufﬁces to consider homotopies of a particular form:
Theorem 4.2. Let f be properly (stably) admissible on the Jordan domain
. Assume that there is some nonempty fundamental set U for f such that
for any continuous function f0  → U with precompact range for which the
homotopy
hλ x = λf0x + 1− λf x (15)
is properly (stably) admissible, we have h ∈ . If F = id − f is 0-epi then
DegF = 0.
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Proof. The homotopy h in Lemma 4.1 may be chosen of the above
form (see the proof of Lemma 4.1); hence we may assume that it belongs to
. Assume by contradiction that id− f is 0-epi and Degid− f = 0.
Putting f0 = h1 ·, we have that id − f0 is 0-epi and Degid − f0 = 0.
By Hopf’s theorem for compact maps, we ﬁnd an admissible compact
homotopy h0 with h00 · = f0 such that g = h01 · has no ﬁxed points in
 (one may, e.g., put gx ≡ c ∈ ). On the other hand, since h ∈ ,
the map id − f0 is 0-epi. Since the homotopy Hλ x = f0x − h0λ x
is compact and satisﬁes H0 · = 0 and x − f0x + Hλ x = x −
h0λ x = 0 for x ∈ ∂, the homotopy invariance of 0-epi maps (see [7, 8])
thus implies that id − f0 +H1 · = id − g is 0-epi. In particular, g has
a ﬁxed point in , a contradiction.
We already know that all countably condensing maps f satisfy the ﬁrst
assumption of Theorem 4.2. We conjecture that they also satisfy the second
assumption. However, we can prove this only for countably 1/2-condensing
maps:
Theorem 4.3. Let  be a Jordan domain, and f  → X be countably
1/2-condensing without ﬁxed points on ∂. Then F = id − f is 0-epi if and
only if DegF = 0.
The proof of Theorem 4.3 is based on the following coincidence point
theorem (which is a special case of a result from [16]). The reader will
observe the analogy of that theorem with Theorem 3.1:
Theorem 4.4. Let D be a metric space, X be a Fre´chet space, and BO ⊆
D with B closed. Let H  0 1 ×D→ X be continuous, and F  D→ X be
continuous. Assume that there is some precompact V ⊆ X and some U ⊆ D
such that the following holds:
(1) For any continuous compact ϕ  D→ convH0 1 × O ∩U ∪
V  with ϕ	B = H0 ·	B the equation Fx = ϕx has a solution x in O.
(2) For each λ ∈ 0 1 and x ∈ B we have Fx = Hλ x.
(3) There is some A ⊆ U with A ∩O =  and
FA ∪H0 × B ⊆ convH0 1 × A ∩O ∪ V 
(4) The set U satisﬁes
F−1convH0 1 × U ∩O ∪ V  ⊆ U (16)
(5) For any countable C ⊆ O ∩U the relation
convH0 1 × C ∪ V  ∩ FO ⊆ FC
⊆ convH0 1 × C ∪ V  ∩ FO (17)
implies that H0 1 × C is precompact.
236 martin va¨th
Then the equation Fx = H1 x has a solution x in O ∩U .
In the formulation of Theorem 4.4 the convention F−1W  = x ∈ D 
Fx ∈ W  is used (even if W does not belong to the range of F).
Proof of Theorem 43. By Corollary 3.1, f is stably admissible. Hence,
sufﬁciency follows from Proposition 4.2. To prove necessity, we verify the
assumptions of Theorem 4.2. We have to prove that the homotopy (15)
belongs to . Thus, assume that id − f is 0-epi. To see that id − h1 ·
is 0-epi, we apply Theorem 4.4 with O = , D = , and B = ∂.
Given some compact continuous ϕ  → X with ϕ	∂ = 0, we verify the
assumptions of Theorem 4.4 for the functions F = id − f and Hλ x =
hλ x + ϕx − f x. This theorem then implies that Fx = H1 x has
a solution x ∈ O, i.e., that x − h1 x = ϕx has a solution x ∈ , as
desired.
The assumption (1) is satisﬁed, because id − f is 0-epi, and (2) holds,
because h is admissible (and ϕ	B = 0). If we ﬁx some x0 ∈  and put
A = x0, and V = Fx0 ∪ 0, then (3) holds (provided that we will
choose U such that x0 ∈ U). Finally, condition (4) holds for the choice
U = . Thus, only condition (5) remains to be checked:
So, let a countable C ⊆  be given which satisﬁes (17). By the second
inclusion of (17), we have
γFC ≤ γconvH0 1 × C ∪ V  ∩ F
≤ γconvH0 1 × C ∪ V  = γH0 1 × C
≤ γconvf0C − f C ∪ 0 ∪ ϕC = γf C
and so γC ≤ γFC + f C ≤ γFC + γf C ≤ 2γf C. Since
f is 1/2-countably condensing, this implies that C is precompact. Hence,
H0 1 ×C is in fact precompact, since it is contained in the compact set
H0 1 × C.
Some notes are in order. The set U in Theorem 4.4 plays a similar role as
the 0 V -fundamental sets play for degree theory. In the above proof,
we made only the trivial choice U = D = . It appears natural to try a
similar proof with U = UV1 V2 for appropriate compact sets V1 V2 ⊆ X.
But then it is not clear whether the inclusion (16) still remains true.
If we have a closer look at the homotopy H in the above proof, we
see that we actually have Hλ x = λf0x − f x + ϕx. Note that f0
and ϕ are compact and that F = id − f . Thus, the function f occurs as
a perturbation in all of the functions from (17) with the same sign. In the
above proof of property (5) we actually ignored this sign: This led us to the
constant 1/2 (which appears best possible for this type of proof). However,
we suspect that by a reﬁnement of the above considerations (using some
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reﬁnement of Theorem 4.4), one may somehow take this sign into account.
This leads to our above mentioned conjecture that Theorem 4.3 holds even
for countably condensing f .
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