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- A DYNAMICAL MOMENT TECHNIQUE 
FOR THE --
IDENTIFICATION OF SYSTEMS -
I. Introduction 
The purpose of this report is to describe a new identi- 
fication technique that appears to be of superior practical sig- 
nificance due to its simplicity both in comprehending and applying 
the technique. 
The technique is based upon relatively straightforward prin- 
ciples of random function analysis, merely involving the estimation 
of various order moments of the input and output processes. 
In a preliminary investigation of the technique f o r  identi- 
fication of digitally simulated linear systems, the technique 
produced quite useful approximations to the actual system parameters, 
with a relatively small number of calculations. Hence, we feel 
that it warrants further investigation on this basis alone. Even 
more interesting is that the technique does not appear to be 
limited t o  linear systems alone.  Since, theoretically, the tech- 
nique is the same for linear o r  non-linear systems, that can be 
described by differential equations with polynomial non-linearities. 
Of course, it remains t o  be seen how applicable the technique will 
be for non-linear systems. 
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Before  d e s c r i b i n g  t h e  t e c h n i q u e ,  we wish t o  make two p o i n t s  
c lear  r e l a t i v e  t o  t h i s  t e c h n i q u e  and t o  t h e  g e n e r a l  s u b j e c t  o f  
i d e n t i f i c a t i o n  o f  real  s y s t e m s .  
F i r s t ,  there  e x i s t  t e c h n i q u e s  available for t h e  s t u d y  o f  
l i n e a r  sys tems.  The newer t e c h n i q u e s  may employ c r o s s - c o r r e l a t i o n s  
o r  c r o s s - s p e c t r a l  d e n s i t i e s  f o r  t h e  e s t i m a t i o n  o f  t h e  impu l se  
r e s p o n s e  f u n c t i o n  o r  for t h e  f requency  r e s p o n s e  f u n c t i o n .  These 
t e c h n i q u e s  r e q u i r e  a random n o i s e  s o u r c e  and r e q u l r e  t h e  estima- 
t i o n  of t he  f u n c t i o n s  i n v o l v e d  a t  v a r i o u s  t i m e  lags o r  a t  v a r i o u s  
f r e q u e n c i e s .  The t e c h n i q u e s  t h a t  have been used  c l a s s i c a l l y  
employ a s i m p l e  s i n u s o i d a l  d r i v e r  a t  v a r i o u s  f r e q u e n c i e s  t o  de te r -  
mine t h e  f r equency  r e s p o n s e  of t h e  system. Techniques ,  such  as 
ours, t h a t  r e q u i r e  o n l y  a pa rame te r  e s t i m a t i o n  are j u s t  now 
emerging.  These t e c h n i q u e s  o f f e r  t h e  promise  o f  economy i n  
c a l c u l a t i o n s  and t i m e .  The e s t a b l i s h m e n t  o f  such  t e c h n i q u e s  as 
p r a c t i c a l  t o o l s  w i l l  be of fundamenta l  impor t ance  i n  f u t u r e  com- 
plex sys t ems  d e s i g n  and development.  
R e f e r e n c e s  and e x p l a n a t i o n s  of t h e  many approaches  t o  
t h i s  s u b j e c t  may be found i n  " I d e n t i f i c a t i o n  o f  L i n e a r  and Non- 
Linear Sys tems C r o s s - C o r r e l a t i o n s  Techn iques" ,  by D r .  W .  Gersch  
conduc ted  by MASC f o r  NASA-Goddard unde r  NAS5-9741, October  1965. 
The second  p o i n t  t h a t  must be made conce rn ing  t h e  i d e n t i -  
f i c a t i o n  of s y s t e m s  i s  t h a t  t h e  methods t h a t  have been deve loped ,  
as W e l l  as t h e  method we describe i n  t h i s  r e p o r t ,  are methods 
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that will identify the analytical model o r  simulated model of 
the actual physical system. Hence, if the analytical or simu- 
lated model is a satisfactory e q u i v a l e n t  or approximation 
t o  the system, then clearly one is not identifying the real system. 
Thus, any identification scheme is only as good as the 
analytical model that will be used  to describe the physical system. 
Of course, identification schemes can be used to help pro- 
vide a better model to the system, if it is found that the original 
assumption is poor.  
With this understanding of the proper  r o l e  of identifica- 
tion techniques, we can now proceed to describe o u r  approach. 
11. A Genera l  D e s c r i p t i o n  of an  I d e n t i f i c a t i o n  Technique f o r  
L i n e a r  S y s t e m s .  
The b a s i c  p r i n c i p l e  o f  t h e  t e c h n i q u e  t h a t  we p ropose  is  
t h a t  t h e  s y s t e m  undergoing  s t u d y  i s  t i m e  i n v a r i a n t  and i s  b e i n g  
d r i v e n  by a s t a t i s t i c a l l y  s t a t i o n a r y ,  non-white n o i s e  random 
p r o c e s s .  T h i s  rules o u t  f l a t  wide band n o i s e  as i n p u t s .  We 
shal l  d i s c u s s  t h e  r e a s o n  f o r  t h i s  r equ i r emen t  below. 
We s h a l l  assume, f u r t h e r m o r e ,  t h a t  f o r  all p r a c t i c a l  p u r p o s e s  
t h e  sys t em i s  ir, s t e a d y  s t a t e  o p e r a t i o n .  
p r o c e s s  i s  a s t a t i s t i c a l l y  s t a t i o n a r y  random p r o c e s s .  
i m p l i e s  tha t  a l l  of i t s  moments are c o n s t a n t  i n  t i m e .  
Thus,  t h e  o u t p u t  
T h i s  
Now i f  w e  write t h e  g e n e r a l  t i m e  i n v a r i a n t  l i n e a r  s y s t e m  
s u b j e c t e d  t o  random i n p u t  as 
I where 
A =  
. . .  , n l  
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then the :-process is statistically stationary and, assuming 
that all moments of the ?-process exist, it follows that the 
moments 
exist and are constant in time. 
Upon multiplying equation (2.1) by iT (the transpose of 
the state vector), we obtain 
Taking expectations of the equation (2.4) y i e l d s  
T T T 
E I;(t) y(t)l = A ECy(t) y(t)l + E{x(t)y(t)l ( 2 . 5 )  
o r  
-1 T 
assuming E{y(t)y(t) exists. 
The relation (2.6) presents a general form of the solution of 
the general problem f o r  the linear system. 
T 
It is easily seen that E{y(t)y(t)l is symetric and, further- 
more, since for any ( a l , * * * ,  an), 
is non-negative definite. 
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I f  t h e  s y s t e m  e q u a t i o n s  are l i n e a r i l y  independen t ,  w e  s h a l l  
expec t  t ha t  E{y( t )y ( t )  1 i s  p o s i t i v e  d e f i n i t e  and  t h a t  i t s  
i n v e r s e  e x i s t s .  Thus,  the  m a t r i x  A i s  i d e n t i f i e d  by estima- 
t i o n  of t h e  c o r r e l a t i o n  matrices i n  Equa t ion  ( 2 . 6 ) .  
T 
For o u r  a p p l i c a t i o n s ,  we wish t o  b e  less g e n e r a l  and some- 
what more s p e c i f i c .  
s t a t i o n a r y ,  mean s q u a r e  d i f f e r e n t i a b l e  p r o c e s s .  Such a p r o c e s s  
We are  assuming t h a t  t h e  y -p rocess  i s  a 
i s  g e n e r a t e d ,  f o r  example,  by p a s s i n g  a s t a t i o n a r y  mean s q u a r e  
c o n t i n u o u s  p r o c e s s  ( i . e .  a p r o c e s s  whose c o v a r i a n c e  i s  c o n t i n u o u s  
a t  t h e  o r i g i n )  t h r o u g h  t h e  t i m e  i n v a r i a n t  l i n e a r  sys tem.  T h i s  
i s  t h e  r e a s o n  t ha t  w e  are r u l i n g  ou t  wide band w h i t e  n o i s e  pro-  
1 
1 
c e s s e s .  For ,  by p a s s i n g  a wide band, e s s e n t i a l l y  w h i t e - n o i s e ,  
I t h rough  t h e  s y s t e m  t h e  mean s q u a r e  d i f f e r e n t i a b l e  p r o p e r t y  w i l l  
c e a s e  t o  h o l d  which, as can  be shown, y i e l d s  a bias  t o  o u r  e s t i -  I 
I ma t ions .  I 
By ou r  s t a t i o n a r i t y  assumpt ions ,  it f o l l o w s  t h a t  t h e  fo l low-  
l i n g  moments, f o r  t h e  components of t h e  v e c t o r  7 - p r o c e s s ,  
I J 
I e x i s t  and are c o n s t a n t  i n  t i m e .  
I Hence, i t  f o l l o w s  t h a t  
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Due t o  o u r  assumpt ion  o f  mean square d i f f e r e n t i a b i l i t y ,  the 
d e r i v a t i v e s  i n  Equa t ion  ( 2 . 8 )  can  b e  t a k e n  i n s i d e  the expec-  
t a t i o n s  t o  g i v e  
n- 1 a )  E {yi ( t )  i i ( t ) }  = 0 
I n  p a r t i c u l a r  i t  f o l l o w s  t h a t ,  f o r  n=m=l i n  2 . 9 b ) ,  n=2 i n  2.9a) 
The f irst  e q u a l i t y  i n  Equa t ion  ( 2 . 1 0 )  s tates t h e  well-known 
f a c t  that a s t a t i o n a r y  p r o c e s s  and i t s  d e r i v a t i v e  are uncor-  
re la ted  a t  any g i v e n  t i m e .  
With these l a s t  f e w  s t a t e m e n t s ,  w e  can now show how t o  
i d e n t i f y  a few s p e c i f i c  l i n e a r  s y s t e m s .  
t 
- a -  
111. Examples 
In the following examples the x-process i s  a stationary 
mean square continuous, non-white, random process and the y-process 
is the stationary solution. 
Example 1. A First-Order System 
Consider the system 
Upon multiplying Equation (3.1) by y(t) and taking the 
expectations we have 
ECy(t) i(t)l = -a Ety2(t)) + Ety(t) x(t)l. ( 3 . 2 )  
B u t ,  by (2.10) it follows that 
Example 2. An Oscillator 
Consider the second order system 
(3.3) 
( 3 . 4 )  
I 
I 
I 
1 
I 
I 
I 
I 
I 
I 
i 
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2 
Upon multiplying 3.4b) by yl(t), y2(t), y2(t) respectively 
and taking the expectations, we obtain 
a E{yl(t) i2(t)} + b E{yl(t) y,(t)} + c E{y:(t)}= E{yl(t) x(t)l 
l 
1 
3; 
d 
But, by equations (2.10) and (3.4a), we have 
from which a, b, c can be solved. 
- l o  - 
Example 3.  A Coupled O s c i l l a t o r  
We now c o n s i d e r  t h e  system 
The second e q u a t i o n  of ( 3 . 8 )  i s  m u l t i p l i e d  b y  ylYy2 and 
t h e  r e s u l t i n g  e q u a t i o n s  a r e  averaged. 
(3 .8 )  i s  m u l t i p l i e d  by y3 ,y4  and t h e  r e s u l t i n g  e q u a t i o n s  
are averaged. 
The f o u r t h  e q u a t i o n  of 
On t h e  basis o f  ( 2 . 1 0 )  and ( 3 . 8 ) ,  t h e  f o l l o w i n g  f o u r  
e q u a t i o n s  w i l l  r e s u l t .  
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The set  o f  f o u r  l i n e a r  a l g e b r a i c  e q u a t i o n s  i n  f o u r  unknowns 
g i v e n  by ( 3 . 9 )  are e a s i l y  s o l v e d  t o  de t e rmine  t h e  parameters 
( a , b , c , d ) .  
Thus,  i t  i s  eas i ly  e s t ab l i shed  t h a t  
I 2 EIY$ + W Y 3 1  UY31 - E(YlY31 
W Y 4 1  -ECY1Y4l 
c =  ¶ 
B 
Similar e x p r e s s i o n s  y i e l d  a ,b ,  as well. 
- 1 2  - 
I V .  Numerical  Examples 
I n  t h i s  s e c t i o n  w e  p r e s e n t  t h e  r e s u l t s  of p a r a m e t e r  i den -  
t i f i c a t i o n  o b t a i n e d  by d i g i t a l l y  s i m u l a t i n g  each  of t h e  examples  
above.  
The s y s t e m s  d i g i t a l l y  s i m u l a t e d  are 
The d i g i t a l  s i m u l a t i o n  of t h e  i n p u t  p r o c e s s ,  t h e  x ( t ) - p r o c e s s ,  i s  
a s t a t i o n a r y  g a u s s i a n  p r o c e s s  g e n e r a t e d  b y  t a k i n g  a moving a v e r a g e  
of t h e  form 
K-1 
( 4 . 2 )  
- 13 - I 
where t h e  V I S  are independent  i d e n t i c a l l y  d i s t r i b u t e d  g a u s s i a n  
random v a r i a b l e s  g e n e r a t e d  b y  t h e  u s u a l  computer r o u t i n e s ,  and 
t h e  c ' s  are we igh t s  chosen t o  o b t a i n  a s p e c i f i c  c o v a r i a n c e  func-  
t i o n .  
For o u r  example w e  chose  K = 1 0 ,  
= 0 . 1  f o r  i = 0, 1, 2 * . .  9 .  ~ 
'i 
The moments c a l c u l a t e d  were s i m p l e  a r i t h m e t i c  a v e r a g e s  t a k e n  
o v e r  t h e  f i r s t  1300 o u t p u t  v a l u e s ,  t h e  second 1300  o u t p u t  Va lues ,  
and so on.  The complete  d e t a i l s  of t h e  d i g i t a l  s i m u l a t i o n  are 
g i v e n  i n  Appendix A .  
For t h e  s y s t e m , ( b . l a ) ,  t h e  f i r s t  th ree  groups  o f  1300 data  
p o i n t s  y i e l d  t h c  estimates.  
E{xy) a 2 EEy 1 
5 . 6 8 9 2  6.0682 1 .0667 
4 . 4 0 1 4  4.8197 1.0950 
3.3332 4.7634 1.0992 
F I G U R E  1. 
For t h e  s y s t e m ' s  ( 4 . 1  b , c ) , t h e  f i r s t  t h ree  g roups  of  1300 data 
p o i n t s  y i e l d e d  (see f o l l o w i n g  page),  
I 
- 
x 
h 
w 
Y 
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O M 0  
0 4 0  
N m m m  o m c u  
W N c u  
A 
X 
h 
w 
d 
Y 
J 
0 
0 
0 
t- 
m 
a 
0 
cn 
0 
0 
0 
0 
d + 
0 
0 
0 
0 
0 
co 
b 
u3 
0 
. .  
. .  
d r-i r l  
0 0 0  
0 0 0  
0 0 0  . .  
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For system (4.ld), the c o r r e l a t i o n  matrices and parameter 
estimates on t h e  f irst  two runs a r e  
Run I Y 1  y2 y3 y 4  
2253 Y1 
y2 
y3 
y4 
.oooo ,8223 
,3216 -0839 
-. 0837 1.1044 
X .1418 1 .8412  
b=9.194 
.4700 
.0004 1.6038 
5172 3 5491 
c=4.3044 d116.7258 
Run I1 
Y1 .2465 
y2 -. 0004 -9255 
3505 .0924 ,5105 y3 
y 4  -. 0929 1.2505 ,0004 1.8117 
x . l o o 0  2.1328 -4837 3.9482 
b=9.2560 c=4. 2525 d=16.8094 
F I G U R E  3 
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V. Comments and Conclus ions  
It i s  immedia te ly  obvious t h a t  t h e  estimates o b t a i n e d  i n  
t h e  examples above are q u i t e  p r a c t i c a l  b e i n g  less t h a n  l o $ ,  and  
i n  most c a s e s  l e s s  t h a n  5%,  i n  e r r o r .  The most s i g n i f i c a n t  f e a t u r e  
o f  t h e  estimates above i s  t h a t  t h e i r  bias i s  a lmos t  a l w a y s  p o s i t i v e .  
That  i s ,  t h e y  do n o t  f l u c t u a t e  about  t h e  t r u e  v a l u e ,  b u t  i n  f a c t  
t h e y  are a lmos t  a l l  g rea t e r  t h a n  t h e  t r u e  v a l u e .  We b e l i e v e  t h a t  
t h i s  b ias  i s  a f u n c t i o n  o f  t h e  n a t u r e  o f  t h e  n o i s e  i n p u t  i n t o  
t h e  sys t em.  It can  be  demonst ra ted  t h a t  if t h e  n o i s e  i n p u t  t o  t h e  
s y s t e m  approx ima tes  w h i t e  n o i s e  i n t o  t h e  s y s t e m  t h e n  t h e  bias 
w i l l  i n c r e a s e .  Hence, t h e  n o i s e  s o u r c e  t o  t h e  s y s t e m  s h o u l d  be 
smoothly f i l t e r e d .  
E x a c t l y  how t h e  n o i s e  s o u r c e  e f f e c t s  t h e  pa rame te r  estimates, 
remains  t o  be  s t u d i e d  and unde r s tood .  It i s  o u r  b e l i e f  a t  t h i s  
t i m e ,  however,  t h a t  a r e a l  s y s t e m  s h o u l d  b e  s u b j e c t e d  t o  n o i s e  
o b t a i n e d  from v a r i o u s  f i l t e r s  t o  de t e rmine  t h e  r o b u s t n e s s  o f  t h e  
r e s u l t i n g  sys tem parameter estimates.  
The s t a t i o n a r i t y  assumpt ion  used,  Equa t ion  ( 2 . 8 ) ,  a p p e a r s  t o  
be q u i t e  r e a l i s t i c  i n  t h e  s imula t ed  s y s t e m s .  Upon checking  
F i g u r e s  1, 2 ,  3 ,  w e  see t h a t  t h e  random f u n c t i o n s  and t h e i r  d e r i v a -  
t i v e s  p o s s e s s  c o r r e l a t i o n  v a l u e s  t h a t  are  o r d e r s  o f  magni tude l e s s  
t h a n  t h e  o t h e r  c r o s s - c o r r e l a t i o n s .  
A t  t h i s  t i m e  w e  can  o n l y  r e i t e r a t e  o u r  s i n c e r e  b e l i e f  t h a t  
t h i s  t e c h n i q u e  can  be  deve loped  i n t o  one o f  s i g n i f i c a n t  e n g i n e e r -  
i n g  v a l u e  b o t h  for l i n e a r  and n o n - l i n e a r  s y s t e m s .  
- A - l  - 
APPENDIX A 
T h i s  s e c t i o n  d e s c r i b e s  b r i e f l y  t h e  computer program used 
t o  s i m u l a t e  a sys tem of f i v e  (or l e s s )  f irst  o r d e r  d i f f e r e n t i a l  
e q u a t i o n s  and t o  compute t h e  second o r d e r  moments t o  b e  used  f o r  
c a l c u l a t i n g  t h e  p a r a m e t e r s  o f  t h e  sys t em as d e s c r i b e d  i n  S e c t i o n  111. 
The method of Runge-Kutta i n t e g r a t i o n  is  used  i n  S u b r o u t i n e  
RK3 t o  s i m u l a t e  a s y s t e m  of  f i r s t  o r d e r  d i f f e r e n t i a l  e q u a t i o n s  
which are  s u p p l i e d  by  Func t ion  S u b r o u t i n e s  FN1, FN2, FN3, FN4, 
and FN5. The e x t e r n a l  e x c i t a t i o n  t o  t h e  s y s t e m  i s  a f i l t e r e d  
w h i t e  Gauss i an  n o i s e  which i s  g e n e r a t e d  by  S u b r o u t i n e s  GEIJR, 
GAUSS, and RANDU. The f i l t e r i n g  p r o c e s s  used  i n  t h e  S u b r o u t i n e  
GENR i s  a weighted  sum o f  NF number o f  independent  n o i s e  samples 
g e n e r a t e d  by S u b r o u t i n e s  GAUSS and R A N D U .  The second o r d e r  moments 
are estimated i n  S u b r o u t i n e  MOMENT, t h e  method used  there i s  
t o  c a l c u l a t e  t h e  sample moments of  N samples, t h a t  i s ,  sample 
A u t o c o r r e l a t i o n  of  t h e  v a r i a b l e s  up t o  9 lags are c a l c u l a t e d  
i n  S u b r o u t i n e  AUTCOR i n  o r d e r  t o  check t h e  smoothness  of t h e  
n o i s e  i n p u t  as compared t o  system. A s  ment ioned i n  S e c t i o n  11, 
t h e  n o i s e  must have smooth c o r r e l a t i o n  f u n c t i o n  i n  o r d e r  f o r  t h e  
method t o  be  v a l i d .  
- A-2 - 
D i f f e r e n t  s y s t e m s  can  be  s imula ted  by u s i n g  d i f f e r e n t  Func- 
- I Col.  No. I Format 
I I 
I1 
t i o n  S u b r o u t i n e s  FN1, FN2, FN3, FN4 and FN5. D i f f e r e n t  c h o i c e s  
D e s c r i p t i o n  
0 i f  t h e  s i m u l a t e d  sample p o i n t s  are  
n o t  t o  be p r i n t e d .  
o f  t h e  number of samples ,  t h e  i n p u t  n o i s e  l e v e l ,  t h e  f i l t e r  
I2 
I1 
c o n s t a n t s  and t h e  sampl ing  i n t e r v a l  are  c o n t r o l l e d  by 7 i n p u t  
c a r d s .  The d e s c r i p t i o n  and t h e  f o r m a t s  o f  t h e  7 i n p u t  c a r d s  a re  
1 i f  t h e  s i m u l a t e d  sample p o i n t s  are 
N u m b e r  of r u n s  des i r ed .  
0 i f  each r u n  starts from z e r o  i n i t i a l  
t o  be p r i n t e d .  
p o i n t .  
1st 
I10 
Card 
1 i f  s u c c e s s  r u n s  are d e s i r e d .  
Any odd i n t e g e r  up t o  9 d i g i t s  f o r  t h e  
f i rs t  e n t r y  t o  S u b r o u t i n e  G A U S S .  
F1O.l 
I 2  
1615.1 
F1O.l 
I 2  
.---j-YT 2nd Card 
Mean v a l u e  of tne n o i s e .  
Number o f  f i l t e r  c o e f f i c i e n t s .  
Filter c o e f f i c i e n t s ,  as rnany cards as 
needed shou ld  b e  used .  
Sample i n t e r v a l  f o r  i n t e g r a t i o n .  
Number o f  i n t e r v a l s  between v a l u e s  o f  
samples s t o r e d  f o r  c a l c u l a t i o n .  1 i s  
used f o r  t h e  r e s u l t s  i n  S e c t i o n  I V .  
3 r d  Card 
4 t h  Card 
5 t h  Card 
6 t h  Card 
2 1  - 30 
1 - 2  
1 - 80 
- 
1 - 10 
1 - 2  
F1O.l 1 Standa rd  d e v i a t i o n  of t h e  n o i s e .  
I 
I4 Number of sample p o i n t s ,  N ,  desired f o r  
each r u n ,  N < 1300 .  If l a r g e r  number i s  
des i r ed ,  the-dimension o f  y i n  t h e  
Main Program has t o  be changed accord-  
i n g l y .  Note t h a t  t h e  a v e r a g e  o f  t h e  
xoments estimated from s u c c e s s i v e  K r u n s  
is e q u i v a l e n t  t o  t h e  moments estimated 
f r o m  KxN number o f  samples .  
- A-3  - 
The o u t p u t  c o n s i s t s  o f :  
A )  The mean v a l u e  o f  each  v a r i a b l e .  
B )  The second o r d e r  moment m a t r i x .  
C )  The a u t o c o r r e l a t i o n  up  t o  9 l ags  f o r  each  v a r i a b l e .  
D )  Sample p o i n t s  s i m u l a t e d  i f  des i red .  
The pr ime reason f o r  t h e  s i m p l i c i t y  of t h e  program i n c l u d e d  
i n  t h i s  appendix  i s  t h a t  i t  was used main ly  t o  check t h e  moment 
estimates and e s t ab l i sh  t h e  o v e r a l l  c r e d i b i l i t y  and p r a c t i c a l i t y  
o f  t h e  t e c h n i q u e  f o r  i d e n t i f y i n g  s i m p l e  s i m u l a t e d  s y s t e m s .  
T h i s  program, t h e r e f o r e ,  must be c o n s i d e r e d  as p r e l i m i n a r y  
i n  t h a t  w e  have n o t  a l lowed f o r  an a r b i t r a r y  number o f  degrees 
of freedom and we have n o t  i n c l u d e d  t h e  f i n a l  a r i t h m e t i c  c a l c u -  
l a t i o n s  of t h e  estimated sys tem parameters. 
The s t u d i e s  i n c l u d e d  w i t h i n  t h i s  r e p o r t  are t h e  i n i t i a l  
i n v e s t i g a t i o n s  of t h e  i d e n t i f i c a t i o n  t e c h n i q u e .  F u t u r e  i n v e s -  
t i g a t i o n s  of t h i s  t e c h n i q u e  w i l l  i n c l u d e  t h e  composi t ion  of a 
comprehensive program t h a t  w i l l  accommodate l i n e a r  s y s t e m s  of 
n -degrees  of freedom and will c a r r y  t h e  c a l c u l a t i o n s  t o  the f i n a l  
a r i t h m e t i c  stages p r o v i d i n g  a p r i n t  o u t  o f  t h e  parameter e s t i -  
mates f o r  p r e s c r i b e d  c l a s s e s  o f  s y s t e m s .  
I 
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