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Abstract
Periodically driven quantum systems offer an exceptional platform for
quantum simulations due to the possibility to approximate their dynamics
in terms of time-independent effective Hamiltonians. This, together with
the recent experimental advances, has situated driven systems at center
stage of engineered quantum-mechanical devices.
The aim of this thesis is to develop theoretical methods in order to
design optimal quantum simulations with driven systems. By applying
the derived tools to experimentally relevant models, the applicability and
significance of the methods are furthermore demonstrated.
First, we introduce a method to derive accurate effective Hamiltoni-
ans by merging two seemingly unrelated tools: Floquet theory and flow
equations. With this, the required analytical identification of the effective
Hamiltonian in terms of the system’s parameters is achieved.
Second, we identify structural properties that determine the accessi-
ble effective dynamics of a system of particles on shaken optical lattices,
which is arguably one of the most remarkable systems for many-body
quantum simulations. In particular, we identify fundamental symmetries
of the underlying lattice geometry that determine the emergence of new
tunneling processes.
Third, we develop an optimal control scheme to design polychromatic
driving protocols that optimally simulate specifically targeted dynamics.
We apply this scheme to demonstrate an optimal realization of Raman
transitions with a Lambda system, a building block in many quantum sim-
ulations. Then, we employ it to implement a topological Chern insulator
through suitably engineering the geometry-dependent tunneling of parti-
cles on a shaken hexagonal lattice. Hereby, a realistic route to experimen-
tally test strongly-correlated topological phases of matter is provided.
By determining structural properties of driven systems and suitable
driving protocols, the methods described in this thesis open substantial
possibilities for the development of optimal quantum simulations and, ul-
timately, reliable quantum technologies.
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Chapter 1
Introduction
Over the last years, the experimental progress in the manipulation and control of
quantum systems [1, 2, 3, 4] has created substantial expectations for the engi-
neering of quantum-mechanical devices for specific purposes. On the one hand,
simulations with well-controllable quantum systems are called to answer scientific
questions beyond our analytical and computational means [5]. This is particularly
relevant for the study of strongly correlated systems, where a moderate num-
ber of particles rapidly exceeds the limitations of classical simulations. On the
other hand, the design of macroscopic systems that exhibit quantum properties is
foreseen to have important technological applications such as high-temperature
superconductors [6, 7] or quantum computation [8]. To this end, the implemen-
tation of systems with topological quantum features that are robust under local
imperfections is especially attractive [9], as they are believed to aid the scaling of
quantum systems by reducing the adverse effect of decoherence.
The striving to design quantum systems for scientific and technological ap-
plications has been especially influenced by advances in the implementation of
optical quantum systems [10, 11, 12]. In particular, these advances have permit-
ted to reach levels of accuracy that allows the controlled variation of the system’s
parameters [11]. In the domain of many-particle physics, optical lattices offer a
particularly tunable platform due to the interplay of the tunneling of particles and
their interactions in terms of the lattice potential depth [13]. The possibility to ma-
nipulate these two quantities offers clear advantages over conventional solid state
systems, where such manipulation is not possible. Despite this tunability, however,
their range of applications is rather limited and additional tools to expand their
versatility are often required.
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The driving of quantum systems with an external field provides an exceptional
approach to modify their dynamics in a highly controllable manner [14, 15]. In
particular, driven systems allow the implementation of dynamics that would oth-
erwise be inaccessible [14]. Essentially, this results from the possibility to ap-
proximate the dynamics of the time-dependent driven system in terms of an ef-
fective time-independent Hamiltonian that is different from the initially undriven
Hamiltonian. From the theoretical point of view, however, the identification of
the effective Hamiltonian of a driven system is a challenging task that typically
requires a perturbative expansion in terms of the inverse of the driving frequency
[16, 17, 18, 14].
A fundamental building block of many driven systems are laser-assisted Raman
transitions between states of trapped atoms [19]. When two atomic energy states
are almost degenerate, selection rules prevent the possibility to directly couple the
two states via dipole transitions. However, the impossibility to drive a direct tran-
sition can be overcome by applying a time-dependent coupling to an intermediate
high-energy state, which is exploited to mediate the desired transition without
significantly populating the excited state. This so-called Lambda system may be
then employed to imprint non-trivial phases in the tunneling rates in order to e.g.
realize spin-orbit coupling [20, 21] or topological states [22, 23].
In the domain of many-body systems, one of the most remarkable platforms
for driving-induced quantum simulations is given by particles on shaken optical
lattices [24]. The system consists in physically shaking an optical lattice with a
periodic force that is implemented by modulating the wavelength of the lasers
that create the optical potential. As the driving does not rely on the internal struc-
ture of the atoms, shaken optical lattices have the advantage that they are not
sensitive to losses by spontaneous emission of high-energy atomic states. In par-
ticular, shaken optical lattices permit the coherent modification of tunneling of
particles [24] and even the creation new tunneling processes [25, 3, 26]. Pioneer
experiments in this context demonstrated the possibility to tune the driving param-
eters in order to suppress the tunneling of particles [27]. Thereafter, remarkable
achievements have included the observation of synthetic magnetism [28, 29, 30]
and, most notably, the implementation of the Haldane model [3, 31], a paradigm
of topological insulators.
In general, the effective dynamics that are achieved with a particular driven
system described by a Hamiltonian H(t) =
∑
i fi(t)Oi crucially depend on two as-
pects: the operational structure of the Hamiltonian, which is given by the set of op-
erators Oi, and the specific driving force, which characterizes the time-dependent
16
functions fi(t). The operational structure is determined by the particular system
considered and establishes the accessible effective dynamics that the system can
undergo. In the case of shaken optical lattices, for example, the operational struc-
ture is crucially related to the lattice geometry. Thus, it is fixed by the experimental
realization of the system. The driving force, on the other hand, can be usually im-
plemented at will, which permits one to exploit it in the most convenient way to
satisfy specific purposes.
The development of versatile quantum simulations for practical purposes re-
quires a clear identification of the potential of driven systems and the border of
the achievable. Nevertheless, the possibilities and limitations that the operational
structure and driving force offer have remained largely unexplored. In particular,
despite the fundamental role that the driving force plays in the effective dynamics,
rather simple driving protocols are usually employed for driving-induced quantum
simulations [27, 28, 29, 30, 3]. Yet, as demonstrated in the field of optimal control
[32, 33], essentially any desired dynamics can be achieved with suitably chosen
polychromatic driving. Examples thereof range from quantum chemistry [34, 35]
to quantum information [36, 37, 38] via nuclear magnetic resonance [39, 40],
and are based on the same principle; namely, the decomposition of the driving
force—in terms of e.g. Fourier components or piece-wise functions—and the de-
termination of the resulting degrees of freedom by optimizing a certain figure of
merit.
The main goal of this thesis is to develop theoretical tools for the optimal sim-
ulation of desired dynamics with driven systems. By applying these tools to the
Lambda system and, most prominently, to a system of particles on shaken optical
lattices, we furthermore aim at linking our theoretical methods with state-of-the-
art experiments, proving thus their practical relevance. This thesis is organized in
two parts. In Part I, we provide a background of Floquet theory and many-body
systems so as to cover the main theoretical aspects necessary for the second part.
Part II is divided into three chapters that contain the central results of the thesis.
First, in Chapter 4 we will develop a method to derive accurate effective Hamil-
tonians by combining two known but a priori unrelated tools: Floquet theory and
the flow equation method of infinitesimal unitary transformations. The method
will be illustrated in detail with the example of a periodically driven two-level
system.
Second, in Chapter 5 we will investigate the dependence of the effective Hamil-
tonian of shaken lattices on the operational structure of the driven Hamiltonian.
Specifically, we will study the contributions to the effective dynamics arising from
17
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the lattice geometry and the inter-particle interactions. In particular, we will dis-
tinguish a class of lattices that lead to new geometry-dependent tunneling pro-
cesses which do not appear in the undriven system. The presence of such terms
and their fundamental symmetries significantly broaden the possibilities for quan-
tum simulations by permitting the engineering of specific lattice geometries that
yield only desired tunneling processes.
Finally, in Chapter 6, we will introduce a scheme to determine suitable driving
forces for the optimal simulation of desired dynamics. Firstly, we will apply the
scheme to the Lambda system in order to reduce an undesired population of the
excited state. Secondly, we will employ the optimal control techniques to a system
of particles on a shaken hexagonal lattice. With this, we shall demonstrate how
the geometry-dependent terms of the effective Hamiltonian discussed previously
can be engineered in order for the system to exhibit a topological energy band
structure.
Most of the results contained in this thesis can be found in the following pub-
lications:
• AV, Andreas Mielke, and Florian Mintert.
Accurate effective Hamiltonians via unitary flow in Floquet space.
Phys. Rev. Lett. 111 175301 (2013)
• AV, Łukasz Rudnicki, Cord A. Mu¨ller, and Florian Mintert.
Optimal control of effective Hamiltonians.
Phys. Rev. Lett. 113 010501 (2014)
• AV and Florian Mintert.
Structure-dynamics relation in shaken optical lattices.
Phys. Rev. A 92 033407 (2015)
• AV and Florian Mintert.
Tunable Chern insulator with optimally shaken lattices.
Phys. Rev. A 92 063615 (2015)
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Chapter 2
Floquet theory
The time-evolution operator U(t) is a central object in quantum mechanics that
characterizes the dynamics that states undergo during a time interval t. It is de-
termined by solving the Schro¨dinger equation
i∂tU(t) = H(t)U(t), (2.1)
with the system Hamiltonian H(t) and the initial condition U(0) = 1. In general,
solutions of Eq. (2.1) can be formally written as
U(t) = T exp
(
−i
∫ t
0
H(t′)dt′
)
(2.2)
= 1+
∞∑
n=1
(−i)n
n!
∫ t
0
dt1 · · · dtnT {H(t1) · · ·H(tn)}, (2.3)
where T is the time-ordering operator defined as
T {H(t1) · · ·H(tn)} = H(tpi(1)) · · ·H(tpi(n)), (2.4)
with the permutation pi such that tpi(1) ≥ · · · ≥ tpi(n). A disadvantage of the expres-
sion for the time-evolution operator in Eq. (2.2), however, is that the action of T
is given only in terms of a Taylor expansion of the exponential. This expansion
of the time-evolution operator is known as Dyson series and its truncation leads
to an approximate perturbative solution. Exact expressions for the time-evolution
operator U(t) can be calculated when the Hamiltonian commutes with itself at
different times, i.e. [H(t1), H(t2)] = 0 for t1 6= t2. In those cases, the time-ordering
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operator acts trivially on the exponential and Eq. (2.2) simplifies to
U(t) = e−i
∫ t
0 H(t
′)dt′ . (2.5)
In particular, for time-independent Hamiltonians H(t) = H, the well-known ex-
pression U(t) = e−iHt is recovered.
Floquet theory [41] concerns with the broader scenario of possibly non-
commuting Hamiltonians but with a periodic time dependence H(t + T ) = H(t).
From the periodicity of the Hamiltonian it follows that, given a solution U(t) of
the Schro¨dinger equation, U(t+ T ) is also a solution since
i∂tU(t+ T ) = H(t+ T )U(t+ T ) = H(t)U(t+ T ). (2.6)
For convenience, we then define the operator V = U †(t)U(t + T ), which char-
acterizes a time-independent unitary, as demonstrated by its vanishing temporal
derivative
i∂tV = i(∂tU
†(t))U(t+ T ) + iU †(t)(∂tU(t+ T )) = 0. (2.7)
Since the operator V is unitary, it can be moreover written in the exponential form
V = e−iHFT , which defines a time-independent Hermitian operator HF . Then,
using the relation U †(t+T ) = eiHFTU †(t), it follows that a unitary operator defined
as UP (t) = e−iHF tU †(t) is T -periodic
UP (t+ T ) = e
−iHF te−iHFTU †(t+ T ) = UP (t). (2.8)
As a consequence, the time-evolution operator of a periodic Hamiltonian admits a
representation of the form
U(t) = U †P (t)e
−iHF t, (2.9)
where UP (t) = UP (t+ T ) is a time-dependent unitary with the same periodicity as
the Hamiltonian H(t) satisfying UP (0) = 1, and HF defines the time-independent
Floquet Hamiltonian. As opposed to Eq. (2.5), Eq. (2.9) does not provide a generic
solution for the dynamics of the system, but it rather establishes the structure of
the time-evolution operator. Moreover, the decomposition in Eq. (2.9) is not
unique, since different choices of UP (t) and HF can yield the same operator U(t).
In particular, the eigenvalues of HF are only defined up to multiples of the driving
22
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frequency.1 Yet, from the structure of the time-evolution operator in Eq. (2.9),
important properties of the system dynamics can be inferred, as described in the
following sections and throughout the thesis.
The remainder of this chapter is divided in three sections. First of all, we define
in Sec. 2.1 the concept of effective Hamiltonians of periodically driven systems,
which constitutes the cornerstone of all posterior work in Part II. In Sec. 2.2
we introduce a tool to perturbatively derive effective Hamiltonians based on the
Magnus expansion. Finally, in Sec. 2.3 we show how Floquet theorem permits
the treatment of driven systems in terms of time-independent matrices by working
in an extended time-independent Hilbert space. This approach will play a central
role in the method to derive effective Hamiltonians described in Chap. 4.
2.1 Effective Hamiltonians of driven systems
Periodically driven systems can be used to simulate the dynamics of time-
independent systems due to the possibility to approximate their time-evolution
operator in terms of a time-independent effective Hamiltonian [14, 15]. Funda-
mentally, this is a consequence of the Floquet decomposition of the time-evolution
operator in Eq. (2.9), which guarantees that the time-evolution operator of pe-
riodically driven system can be expressed as a product of two unitary operators
that, in a fast-driving regime, capture the slow effective dynamics of the system
and fast periodic fluctuations around them, respectively.
In order to define the effective Hamiltonian of a periodically driven system, it
is convenient to express the decomposition in Eq. (2.9) in a more general form. By
introducing a unitary UF (0), which we shall call gauge, Eq. (2.9) can be rewritten
as
U(t) = U †F (t)e
−iHeff tUF (0), (2.10)
with the periodic unitary U †F (t) = U
†
P (t)U
†
F (0) and the Hermitian operator Heff ,
which is defined as a unitary transformation of the Floquet Hamiltonian
Heff = UF (0)HFU
†
F (0) (2.11)
and characterizes the effective Hamiltonian of the system in the gauge UF (0).
Equation (2.10) implies that the operator distance between the exact time-
1This can be demonstrated by redefining U†P (t) and HF to be U
†
P (t)e
inωt|k〉〈k| and HF +
nω|k〉〈k|, respectively, where |k〉 denotes an eigenstate of HF and n an integer number.
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t
|〈i|U |j〉|2
effective dynamics
exact dynamics
Figure 2.1: Sketch of the approximation of the dynamics of a driven system in a fast
driving regime. The exact dynamics of the driven system (in dark blue) are appoximated
by a smooth effective dynamics (in light blue) characterized by an effective Hamiltonian
Heff . The fast fluctuations around the effective dynamics are characterized by the periodic
unitary operator UF (t).
evolution operator U(t) and the approximated effective dynamics Ueff(t) = e−iHeff t
is bounded
||U(t)− Ueff(t)|| ≤ ||1− U †F (t)||+ ||UF (0)− 1||. (2.12)
Consequently, if the periodic unitary UF (t) is sufficiently close to the identity dur-
ing an entire period, the exact dynamics U(t) will be well approximated by the
effective time-evolution operator Ueff(t) during all times.
The condition that the fluctuations are small is usually satisfied in a suitable
fast-driving regime, where the driving frequency ω = 2pi/T is the largest scale
of the system. In this regime, the periodic operator UF (t) does not only exactly
satisfy UF (nT ) = UF (0) at integer multiples of the driving period, but also UF (t) ≈
UF (0) during intermediate times, since the unitary UF (t) does not have time to
significantly vary during short intervals T , as illustrated in Fig. 2.1. Then, if the
gauge UF (0) in Eq. (2.10) is chosen to be sufficiently close to the identity, the
exact dynamics can be well approximated by
U(t) ≈ Ueff(t), (2.13)
and hence the time-independent effective Hamiltonian Heff characterizes well the
dynamics of the driven system. As we shall further explain in Sec. 2.2, this is
valid for any suitably chosen gauge UF (0) and, therefore, whereas the specific
effective Hamiltonian will in general depend on the choice of gauge according to
Eq. (2.11), the dynamics it induces will not within the order of approximation.
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A possible choice of gauge is the Floquet gauge, which corresponds to choosing
UF (0) = 1. For this choice, the original Floquet decomposition in Eq. (2.9) is
recovered and, in particular, the effective Hamiltonian corresponds to the Floquet
Hamiltonian Heff = HF . However, other choices with UF (0) 6= 1 are often more
convenient because they may allow the simplification of the expression of the
effective Hamiltonian whilst capturing the relevant contributions of the effective
dynamics [17, 14], as we shall further discuss in the next section.
2.2 Magnus expansion
Most commonly, the exact effective Hamiltonian of a periodically driven system
cannot be calculated analytically. However, it is possible find perturbatively ex-
pressions by means of a high-frequency expansion
Heff = H
(0)
eff +H
(1)
eff +H
(2)
eff + · · · , (2.14)
where each term H(k)eff is of order ω
−k. Such expansion can be then calculated
using, for instance, the Magnus expansion.
The Magnus expansion [16, 42] provides an exponential representation of the
time-evolution operator of the form
U(t) = e−iM(t), (2.15)
with a series expansion for the Magnus operator M(t) = M1(t) + M2(t) + · · · . In
general, any k-th order term can be recursively calculated as [42]
Mk(t) =
k−1∑
n=1
Bn
n!
∑
p1+···+pn=k−1
p1≥1,··· ,pn≥1
∫ t
0
dτ adMp1 (τ) · · · adMpn (τ)H(τ), (2.16)
where Bn are the Bernoulli numbers and adAB = [A,B] defines the commutator
operator or adjoint action. As a consequence, each kth element Mk(t) can be ex-
pressed in terms of k time integrals of (k−1)-fold commutators of the Hamiltonian
evaluated at different times. In particular, the first three terms of the expansion
25
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read
M1(t) =
∫ t
0
dt1H(t1) (2.17)
M2(t) = − i
2
∫ t
0
dt1
∫ t1
0
dt2 [H(t1), H(t2)] (2.18)
M3(t) = −1
6
∫ t
0
dt1
∫ t1
0
dt2
∫ t2
0
dt3([H(t1), [H(t2), H(t3)]]
+[H(t3), [H(t2), H(t1)]]). (2.19)
Since the complexity of Eq. (2.16) rapidly increases with k, a finite truncation
of the Magnus operator M(t) keeping only the lowest few terms is generally per-
formed. This leads to an approximate solution of the time-evolution operator
similar to a truncation of the Dyson series described after Eq. (2.3). 2 The ad-
vantage of the Magnus expansion as compared to the Dyson series, however, is
that the Magnus expansion maintains the unitary structure of the time-evolution
operator, which is an essential requirement to derive effective Hamiltonians that
are Hermitian and provide an accurate description of the system’s dynamics.
The effective Hamiltonian of a periodically driven system can be derived by
combining Eqs. (2.15) and (2.10), which lead to the relation
Heff =
1
T
U †F (0)M(T )UF (0). (2.20)
Since we aim at finding a high-frequency expansion of the effective Hamiltonian,
it is convenient to analogously express the generator of the chosen gauge UF (0) =
e−iF as
F = F (1) + F (2) + · · · , (2.21)
where now the expansion starts at first order in ω−1 (as opposed to Eq. (2.14)) due
to the requirement that UF (0) is close to the identity in the fast-driving regime.
Using Eq. (2.20), the first two terms of the high-frequency expansion of the
effective Hamiltonian become
H
(0)
eff = H0 (2.22)
H
(1)
eff =
1
ω
∞∑
n=1
1
n
([Hn, H−n] + [H−n −Hn, H0]) + i[F (1), H0] (2.23)
2Generally, a truncation of the Magnus expansion to mth order leads to a good approximation
of the time-evolution operator U(t) provided that (
∫ t
0
||H(t′)||dt′)n+1 is sufficiently small [42].
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with the Fourier components Hn = 1T
∫ T
0
H(t)e−inωtdt and the lowest-order term of
the gauge generator F (1). The lowest-order effective Hamiltonian corresponds to
the average or static Fourier component of the underlying time-dependent Hamil-
tonian and is thus gauge independent. The choice of gauge enters in the first-order
expression of the effective Hamiltonian, but it does not affect its eigenvalues up to
the order of expansion.
The expression for the first-order effective Hamiltonian term in Eq. (2.23)
exemplifies well how the gauge generator F can be suitably chosen to simplify the
effective Hamiltonian. At this order, it is possible to choose [14]
F (1) =
∞∑
n=1
i
ωn
(H−n −Hn), (2.24)
which leads to a first-order contribution
H
(1)
S = H
(1)
eff |F (1) =
1
ω
∞∑
n=1
1
n
[Hn, H−n], (2.25)
where we have introduced the notation HS to distinguish this effective Hamilto-
nian from a generic effective HamiltonianHeff with an unspecified choice of gauge,
or from the Floquet Hamiltonian HF . The choice of F (1) in Eq. (2.24) has the ad-
vantage over the Floquet gauge F (1) = F = 0 that it possibly leads to a simpler
expression of the effective Hamiltonian, since the resulting effective Hamiltonian
H
(1)
S has no dependence on the static Fourier component H0.
The effect of the gauge can be further understood in terms of small differ-
ences between two Hamiltonians that accumulate in time. In order to illustrate
this point, we consider two effective Hamiltonians truncated at different orders,
namely H1 =
∑k−1
r=1 H
(r)
eff and H2 =
∑k
r=1 H
(r)
eff . The difference between the two
Hamiltonians is H2 − H1 = H(k)eff , which is a small quantity in the fast driving
regime. This seemingly small contribution, however, can have a significant effect
on the system’s dynamics for sufficiently long times because it can accumulate in
time. Namely, the distance ||U1(t) − U2(t)|| between the time-evolution operator
U1(t) = e
−iH1t and U2(t) = e−iH2t of the two Hamiltonians can become large for suf-
ficiently long times. No deviations occur, however, if the difference H(k)eff between
the two Hamiltonians arises from a small time-independent (approximately) uni-
tary transformation H2 ≈ UH1U † , since the distance ||U1(t)−U2(t)|| then remains
small for all times and does not accumulate. This point highlights the fundamen-
tal difference between the high frequency expansion of the gauge generator F in
Eq. (2.21) from the expansion of the effective Hamiltonian Heff = UF (0)HFU
†
F (0)
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in Eq. (2.14). High-frequency contributions H(k)eff of the effective Hamiltonian can
accumulate in time because the effective Hamiltonian is multiplying the variable
‘time’ in the exponent of the effective time-evolution operator e−iHeff t. No such
deviations appear, however, from high-frequency contributions F (k), as they enter
in the unitary as UF (0) = e−iF . If contributions to the high-frequency expansion of
the effective Hamiltonian can be eliminated with suitable choices of F , it means
that such terms do not actually accumulate in time in a sufficiently fast driving
regime. The choice of gauge in Eq. (2.24) thus essentially distinguishes the part
of the first-order term H(1)eff that does not accumulate in time from the part that
does, namely Eq. (2.25).
Choosing a gauge UF (0) different than the identity, however, can also be dis-
advantageous in some cases. The previously-mentioned approach to simplify the
effective Hamiltonian, for example, has the drawback that the specific gauge that
is required needs to be calculated order by order, which can limit the calculation
of systematic higher-order terms in the effective Hamiltonian. In general, the most
convenient gauge should be adopted for each specific purpose, as we shall discuss
throughout Chaps. 5 and 6.
Finally, the Magnus expansion does not only permit the calculation of the
effective Hamiltonian of the system, but also of the fluctuations given by the
unitary operator UF (t) = e−iG(t) in Eq. (2.10). Using the Magnus expansion
and the Baker-Campbell-Hausdorff formula, a similar high-frequency expansion
G(t) = G(1)(ωt) + G(2)(ωt) + · · · for the generator of the unitary can be obtained.
In particular, the lowest two terms become
G(1)(ωt) = − i
ω
∞∑
n=1
Hn(e
inωt − 1)−H−n(e−inωt − 1)
n
+ F (1) (2.26)
G(2)(ωt) = − i
2ω2
∑
n6=0,m 6=0
[Hn, Hm]
nm
(einωt − 1)− i
2ω2
∑
n6=0
[Hn, H0]
n2
(einωt − 1)
+
i
2ω2
∑
n 6=−m,m 6=0
[Hn, Hm]
m(m+ n)
(ei(m+n)ωt − 1)− i
2ω
∑
n6=0
[Hn, F
(1)]
n
(einωt − 1)
+F (2), (2.27)
where in Eq. (2.27) we implicitly assume that the lower and upper bound of the
summations are −∞ and +∞, respectively. Each term G(k)(t) coincides with F (k)
at t = 0 , in agreement with Eq. (2.21) and the high-frequency expansion in Eq.
(2.21). The expressions in Eqs. (2.26) and (2.27) neatly support the qualitative
arguments of the previous section (e.g. in Fig. 2.1). In a fast driving regime where
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ω is the largest energy scale of the system, the generator G(t) of the periodic
fluctuations remains close to zero independently of t, which implies that UF (t)
can be indeed approximated by the identity for all times. These expressions will
be used in Chap. 6 in order to optimize the simulation of an effective Hamiltonian
(i.e. improve on the approximation U(t) ≈ Ueff(t)) by minimizing the fluctuations
around the effective dynamics.
2.3 Time-independent representaion of periodic sys-
tems
Apart from the Magnus expansion, one of the most well-established approaches
to treat periodically driven quantum systems consists in removing the time-
dependent nature of the problem and working within a time-independent formal-
ism [43, 44]. This is achieved by expanding the original Hilbert space to a Floquet
Hilbert space where time is not regarded as a parameter but rather as a coordinate
of a new vector space. After solving an infinite-dimensional eigenvalue problem,
the time-evolution operator can then be reconstructed. Since it was first developed
[43], this approach has found applications in a number of fields that range from
atomic physics [45, 46, 47, 48] to nuclear magnetic resonance [49, 50, 51] via
quantum information [52, 53, 54, 38]. Moreover, it will also be a principal ingre-
dient of the method developed in Chap. 4 to derive effective Hamiltonians. Most
commonly, the time-independent formulation is described in terms of quantum
states, as we shall do in this section.
From the decomposition U(t) = U †P (t)e
−iHF t of the time-evolution operator
in Eq. (2.9), it follows that states that solve the Schro¨dinger equation can be
expressed as linear combinations of the so-called Floquet states
|ψk(t)〉 = e−ikt|uk(t)〉, (2.28)
where the quasi-energies k correspond to the eigenvalues of the Floquet Hamil-
tonian HF |k〉 = k|k〉, and the states |uk(t)〉 = U †P (t)|k〉 are T -periodic. By intro-
ducing Eq. (2.28) into the Schro¨dinger equation, one obtains
K(t)|uk(t)〉 = k|uk(t)〉, (2.29)
with the linear operator K(t) = H(t) − i∂t. Eq. (2.29) can be regarded as a
time-dependent eigenvalue equation with eigenvalues k and periodic eigenstates
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|uk(t)〉. Because of the non-trivial action of the derivative in K(t) on the states
|uk(t)〉, however, Eq. (2.29) cannot be directly solved with standard matrix di-
agonalization techniques. For this reason, it is convenient to consider periodic
functions as elements of a Hilbert space HT 3 and expand the original Hilbert
space H to a Floquet Hilbert space H⊗HT of periodic states defined by the inner
product [44]
〈〈up|vq〉〉 = 1
T
∫ T
0
dt〈up(t)|vq(t)〉, (2.30)
where 〈up(t)|vq(t)〉 denotes the usual scalar product in the original Hilbert space
H in which time is regarded as a parameter. Next, a Fourier representation of
the states can be adopted in the extended Floquet space by associating each time-
periodic vector |vk〉〉 =
∑
n |vnk 〉einωt with a vector
|vk〉 =
∑
n
|vnk 〉|n〉. (2.31)
The state vectors |n〉—with the usual scalar product 〈n|m〉—correspond to a
Fourier-like representation the exponentials einωt with the extended product de-
fined in Eq. (2.30), such that 〈n|m〉 = 1
T
∫ T
0
dt ei(m−n)ωt = δnm. In particular, the
vectors |n〉 in Eq. (2.31) are thus orthonormal. With this Fourier representation,
Eq. (2.29) can be then rewritten in terms of the time-independent eigenvalue
equation
K|vk〉 = k|vk〉, (2.32)
whereK is an infinite-dimensional operator defined in terms of its matrix elements
〈up|K|vq〉 =
∑
nm
(〈ump |Hm−n|vnq 〉+ nωδnm〈ump |vnq 〉), (2.33)
and the Hamiltonian Fourier components Hn = 1T
∫ T
0
H(t)e−inωtdt. Due to the
block structure of Eq. (2.33), the operator K is often represented in terms of a
block-diagonal matrix, as shown in Fig. 2.2. The solutions of the time-independent
eigenvalue equation permit us to recover the Floquet states and, consequently,
the time-evolution operator in Eq. (2.9). Once UP (t) and HF are obtained, the
effective HamiltonianHeff in the desired gauge can by straightforwardly calculated
3Specifically, the Hilbert space HT corresponds to the space L2(T) of square-integrable func-
tions defined on a one-dimensional torus, which has infinite dimensions and can be spanned by a
countable orthonormal basis {einωt|n ∈ Z}.
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by performing the time-independent unitary transformation UF (0).
H0
H0 − ω
H0 + ω
H0 + 2ω
H1 H−1H2
H−2
H−3
H3 H1
H1
H−1
H−1
H2
H−2
H−1
H1
H2
H−2
H3
H−3
H0 − 2ω
H4
H−4
…
…
…
…
Figure 2.2: Representation of the block structure of the operator K with respect to the
Fourier modes |n〉. The diagonal part corresponds to the static part of the Hamiltonian H0
and the contribution from the derivative −i∂t, which do not change the Fourier modes of
states. On the contrary, the off-diagonal part is given by the time-dependent part of the
Hamiltonian, which do change the quantum number of states |n〉.
In practice, the infinite dimension of the operator K limits the possibility to
obtain analytically exact results. Nevertheless, numerically exact results can still
be calculated by performing a finite truncation of the extended Hilbert when the
Fourier components of the Hamiltonian Hn decrease sufficiently fast with the
Fourier number n. Moreover, as we shall demonstrate in Chap. 4, this exten-
sion to Floquet space can be combined with the flow-equation approach to obtain
a compelling method to derive effective Hamiltonians.
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Many-body systems
One of the main focuses of quantum physics is the study of many-body emergent
phenomena; that is, the investigation of properties that arise as a consequence of
the collective behavior of the systems’ fundamental constituents. This manifests
itself most prominently in the strive to characterize macroscopic phases of mat-
ter in periodic potentials, which is one of the central goals of condensed matter
physics. In the past few decades, however, research on many-particle systems has
also moved to center stage of the quantum optics community, mainly triggered
by the experimental advances in the preparation and measurement of quantum
systems with optical means [13, 55, 11].
A many-body system can be characterized by a Hamiltonian
H = H0 +Hint, (3.1)
where H0 describes the non-interacting part of the system and Hint the interac-
tions. Typically, each term separately has a well-understood physical interpreta-
tion but, since H0 and Hint do not generally commute, the ground state of the total
system and its low-lying excitations become increasingly challenging to identify for
large number of particles. For this reason, the most common approach to theoret-
ically deal with many-particle systems consists in solving first the non-interacting
Hamiltonian and then treating interactions separately.
Non-interacting particles moving on a spatially-periodic potential V can be
described in terms of a single-particle Hamiltonian
H0 =
Pˆ
2
2m
+ V (Xˆ), (3.2)
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where m is the particle mass, and Xˆ and Pˆ are the position and momentum op-
erators satisfying the commutation relation [Xˆ, Pˆ] = i. If the potential is periodic
with period bk along independent spacial directions k, the Hamiltonian commutes
with the translation operator T = eiPˆ·xB , where xB =
∑
k zkbk and zk are integers.
Consequently, both the Hamiltonian and the translation operator can be simulta-
neously diagonalized with a common basis
H0|ψnk〉 = En(k)|ψnk〉 (3.3)
T |ψnk〉 = eik·xT |ψnk〉. (3.4)
The corresponding eigenstates |ψnk〉 are called Bloch states and are characterized
by two indices: the Bravais energy band number n and the quasimomentum k.
The discrete index n indicates different accessible energy bands. The quasimo-
mentum k, on the other hand, provides a structure analogous to momentum in
free space. Bloch states are, however, not eigenstates of the momentum operator
Pˆ, but rather eigenstates of a discrete crystal momentum operator. Moreover, since
the argument k·xT of the exponential in Eq. (3.4) is defined modulo 2pi, the values
of the quasimomentum can be reduced to a finite interval that is termed as (first)
Brillouin zone.
The energy band structure En(k) provided by Bloch states corresponds only
to single-particle eigenvalues of the total Hamiltonian H. Yet, it establishes the
basis for the characterization of many-body phases. From the energy band struc-
ture one may infer fundamental properties of the underlying system; for example,
the band structure indicates under what conditions the system is in a conductor,
semi-conductor or insulating phase [56]. Furthermore, the discovery of a topolog-
ical invariant associated to the energy bands led to an additional classification of
insulators that distinguishes topologically trivial from non-trivial phases [9].
The remainder of this chapter is divided as follows. In Sec. 3.1, we describe the
experimental implementation of atoms on optical lattices, which sets the ground
for the system of particles on a shaken optical lattice that we will discuss in Chaps.
5 and 6. In Sec. 3.2, we introduce the topological characterization of the energy
bands in terms of the Chern number. With this, we provide the theoretical basis of
the topological phases that we will target in Chap. 6. Finally, in Sec. 3.3, we intro-
duce the flow-equation method to approach the diagonalization of a many-body
interacting Hamiltonian, which, together with the time-independent representa-
tion in Sec. 2.3, constitutes the central ingredient of the method developed in
Chap. 4.
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3.1 Ultracold atoms in optical lattices
Neutral particles loaded on optical lattices [13, 57, 55] play a central role in the
study of condensed matter systems, as they provide a tunable platform for the sim-
ulation of particles tunneling on a periodic structure resembling that of a crystal.
In order to experimentally realize a dissipationless system of particles that can
be well described as a closed quantum system, particles need to be cooled down
to temperatures near absolute zero. This is usually performed in two stages [55].
First, the atoms are pre-cooled using laser cooling in a magneto-optical trap by
reducing the random thermal velocities of particles [58]. Thereafter, further cool-
ing is performed with evaporative cooling [55] in a magnetic trapping potential
VT (x) by permitting particles with a high kinetic energy to escape the rest of the
confined system. This mechanism allows atoms to reach temperatures in the nano-
Kelvin regime, where a Bose-Einstein condensate or a degenerate Fermi gas can
be obtained for bosons and fermions, respectively.
Once atoms are sufficiently cold, a periodic potential resembling a crystal struc-
ture can be created by applying lasers. When an atom is placed into a laser field,
an atomic dipole moment d is induced by the electric field E(x). This leads to a
spatially-dependent dipole potential [55]
V (x) = −d · E(x) ∝ |E(x)|2. (3.5)
In this way, a number of lattice geometries can be generated. For instance, a
two-dimensional square lattice can be created by using two pairs of counter-
propagating lasers, which produce two standing waves that lead to a lattice poten-
tial V (x1, x2) = V1 sin2(kx1) + V2 sin2(kx2) with the wave vector k = 2pi/λ and the
laser wave length λ. Other lattice geometries such as the triangular [59], hexago-
nal [60], or kagome [61] can be similarly implemented by making the laser beams
interfere with different angles.
The Hamiltonian of a system of ultracold atoms on an optical lattice potential
can be expressed as
H =
∫
dx Ψ†(x)
(
−∇
2
2m
+ V (x)
)
Ψ(x) + g
∫
dx Ψ†(x)Ψ†(x)Ψ(x)Ψ(x), (3.6)
in terms of the optical lattice potential V (x), and operators Ψ(†)(x) describing the
creation or annihilation of a particle at a position x. The creation and annihila-
tion operators satisfy the (anti-)commutation relation [Ψ(x),Ψ†(x′)]± = δ(x − x′),
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where the commutator applies for Bosons and the anti-commutator for Fermions.
The first term in Eq. (3.6) describes on-site energies and the tunneling of particles
among different sites of the periodic potential. The second term in Eq. (3.6), on
the other hand, describes a short-range two-particle interaction that is approxi-
mated by a pseudo-potential with strength g and captures the s-wave scattering
of atoms. In practice, the inter-particle strength g indirectly depends on the depth
of the potential V (x) and can be adjusted experimentally to a certain extent. The
trapping potential VT (x) used to enclose and cool down the particles in general
causes an additional harmonic confinement. However, we focus on the homoge-
neous regime in which this contribution is negligible.
For the sake of generality, we consider an arbitrary lattice geometry generated
by the optical potential V (x) that is defined in terms of a Bravais lattice and a
d-point basis. That is, the lattice contains d sites per unit cell [56]. Then, Eq. (3.6)
can be rewritten in terms of discrete creation and annihilation operators with the
change of basis
Ψ(x) =
∑
ip
ψip(x) cip (3.7)
where the summation is performed over the double index ip = {i, sp} characteriz-
ing the lattice site sp (with p = 1, · · · d) of the unit cell i. The operators c(†)ip describe
single-particle creation and annihilation operators and satisfy the commutation or
anti-commutation relations [cip , c
†
jq
]± = δipjq , depending on whether particles are
Bosons or Fermions. The functions ψip(x) in Eq. (3.7), providing the change of
basis between the continuous and discrete description, can be calculated in a low
energy approximation. Specifically, if all the energies involved in the system dy-
namics are sufficiently small compared to the energy gap to the second band, the
functions ψip(x) correspond to Wannier functions w(x − xip) of the lowest energy
band [55], which are localized around the position xip. The creation and anni-
hilation operators c(†)ip thus create and annihilate particles on the lowest Bravais
band, which can nevertheless split into d sub-bands due to the d-point basis of the
lattice. In this low energy regime, the system Hamiltonian in Eq. (3.6) becomes
the so-called Hubbard model Hamiltonian [13]
H =
∑
ij
c†iJijcj + U
∑
i
c†ic
†
icici (3.8)
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with the vector creation and annihilation operators
ci = (ci,s1 , · · · , ci,sd)T (3.9)
c†i = (c
†
i,s1
, · · · , c†i,sd), (3.10)
the interaction energy U = g
∫
dx |w(x)|4, and tunneling matrices Jij defined by
its matrix elements
Jij|spsq =
∫
dx w∗(x− xi,sp)
(
−∇
2
2m
+ V (x)
)
w(x− xj,sq). (3.11)
The tunability of the laser parameters that create the periodic potential V (x) per-
mits one to freely control the tunneling and interactions of the system, which
offers important advantages over solid-state realizations where such control is not
possible. Typically, however, there is a trade-off between the tunneling of particles
and their interactions. The deeper the optical lattice is, the larger the interaction
effects become and also the shorter the range of the tunneling is. Generally, one
distinguishes between deep optical lattices, where interactions are present and the
only non-negligible tunneling is to neighboring sites, and shallow optical lattices,
where interactions are negligible but longer-range tunneling e.g. to next-nearest-
neighbor sites is possible. This interplay will play an important role in the optimal
design of a Chern insulator with shaken optical lattices discussed in Sec. 6.2.
Finally, the Hubbard model Hamiltonian in Eq. (3.8) can be conveniently
rewritten in a quasi-momentum representation via the discrete Fourier transform
ci =
1√
N
∑
k
e−ik·xi ck, (3.12)
where xi indicates the position of the i-th unit cell, N is the total number of unit
cells and ck = (ck,s1 , · · · , ck,sd)T is given in terms of annihilation operators ck,sp.
With this transformation, the Hamiltonian in Eq. (3.8) becomes
H =
∑
k
c†kH0(k)ck + U
∑
k1k2k3
c†k1+k2−k3c
†
k3
ck2ck1 . (3.13)
The advantage of this quasi-momentum representation is that the single-particle
band structure En(k) of the Hamiltonian can be straightforwardly computed by
diagonalizing the d × d matrix H0(k), which determines to the lowest d energy
bands of the system.
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3.2 Topological energy bands
The discovery of the integer Quantum Hall effect [62]—yielding the quantization
of the Hall conductance when a two-dimensional quantum gas is placed under
a strong perpendicular magnetic field—served as a catalyst that triggered the in-
vestigation of topological properties associated to the energy band structure of
condensed matter systems [63, 64, 65]. Thereafter, it was soon realized that topo-
logically non-trivial systems can lead to a quantization of physical quantities that
is robust under local imperfections [9].
Early work in this context related for the first time the quantization of the Hall
conductance with the Chern number of the occupied energy bands [66], thus pro-
viding a bridge between an experimentally observable quantity and the topology
of single-particle energy bands. Later, Haldane demonstrated [31] with a model
of particles tunneling on an hexagonal lattice that, in fact, a net magnetic field is
not necessary for the quantization of the Hall conductance, owing to the topology
of the model. This robustness of topological properties under noise has attracted
much interest for technological applications such as topological quantum compu-
tation [8], whose central idea behind is the encoding of qubits in topologically
robust states.
The mathematical theory of topology aims at studying and classifying prop-
erties of geometric configurations through equivalence classes defined in terms
of allowed continuous deformations. A familiar example is the genus classifica-
tion of orientable and connected surfaces, which essentially counts the number of
holes of the surface [67]. In this sense, a tea cup is topologically equivalent to
a doughnut since it is possible to continuously deform one into the other. They
are, however, not equivalent to a tennis ball because eliminating the hole would
require a non-continuous deformation, namely cutting or gluing the object.
In the context of topological insulators, the objects that are classified relate to
the eigenstates of the non-interacting Hamiltonian H0. The set of allowed con-
tinuous deformations corresponds to variations of the Hamiltonian parameters for
as long as the energy gap between the bands does not close, which guarantees
that the different energy bands and the corresponding eigenstates are well de-
fined. Different equivalence classes can be then distinguished with an invariant
termed Chern number, which plays an analogous role as the genus for connected
and orientable surfaces. The Chern number is rooted in the mathematical theory
of vector bundles (see [67] for details) but it can also be physically understood in
terms of a geometric phase that states acquire during an adiabatic evolution.
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We divide the remaining of the section in three parts. In Sec. 3.2.1 we in-
troduce the geometric phase as a preliminary concept before defining, in Sec.
3.2.2, the Chern number. Finally, in Sec. 3.2.3 we describe the Haldane model,
a paradigmatic example of Chern insulator that will play an important role in the
discussion of Sec. 6.2.
3.2.1 Geometric phase
The Chern number is an invariant that classifies topological aspects of time-
independent Hamiltonians. However, it can be understood in terms of the geo-
metric or Berry phase [68, 69, 70], which is defined as a phase acquired when
states undergo a cyclic time-dependent adiabatic evolution.
Consider a Hamiltonian H(p(t)) that depends on time only implicitly via a set
of parameters p(t). At each point p it is possible to define a set of orthonormal
eigenstates |un(p(t))〉 through
H(p(t))|un(p(t))〉 = n(p(t))|un(p(t))〉. (3.14)
If a system is prepared in an initial eigenstate of a Hamiltonian and the Hamil-
tonian parameters are varied sufficiently slowly in time as compared to the its
internal characteristic energies, the adiabatic theorem [71] then ensures that the
initial state remains in an instantaneous eigenstate during the variation of the pa-
rameters. Specifically, the adiabatic theorem states [70] that if the initial state of
the system is |un(p(0))〉, then its time-evolution can be arbitrarily well approxi-
mated by
U(t)|un(p(0))〉 = eiγn(t)e−i
∫ t
0 n(p(t
′))dt′|un(p(t))〉, (3.15)
where the second exponential, with the integral of the instantaneous eigenvalues,
defines a dynamical phase factor. The additional phase γn(t) defines the geometric
phase and its expression be derived by introducing Eq. (3.15) into the Schro¨dinger
equation. This leads to [70]
γn = i
∫
C
dp 〈un(p(t))|∇p|un(p(t))〉, (3.16)
where the integration is performed along the curve C defined by the trajectory p(t)
in the parameter space. Note that the geometric phase does not depend on the
explicit time dependence of the path p(t) (provided that it satisfies the adiabatic
conditions); rather, it depends on the geometry of the curve C via the integral over
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the trajectory p.
If the curve defined by C is not closed, the geometric phase in Eq. (3.16) can
be completely removed by simply performing a local transformation
|un(p)〉 → e−iξ(p)|un(p)〉, (3.17)
which leads to a shift in the geometric phase
γn → γn + ξ(p(t))− ξ(p(0)). (3.18)
On the contrary, however, if after a time T the curve described by C closes and
p(T ) = p(0), continuity of the eigenstates in Eq. (3.15) requires that ξ(p(T )) −
ξ(p(0)) is a multiple of 2pi. Therefore, for closed curves C, the geometric phase
γn is a gauge-invariant quantity modulo 2pi, which implies that the factor eiγn is
absolutely gauge invariant and can be related to physical observables.
3.2.2 Chern number
The Chern number is a topological invariant that classifies the topology of energy-
band projections of non-interacting Bloch Hamiltonians. Specifically, the Chern
number associated with the n-th energy band of a Hamiltonian H0 =
∑
k c
†
kH(k)ck
is an integer-valued quantity defined as
cn =
i
2pi
∮
∂BZ
dk · 〈un(k)|∇k|un(k)〉, (3.19)
where the line integral is performed along the boundary of the Brillouin zone and
|un(k)〉 denotes the eigenstate of the Bloch Hamiltonian H(k) associated with the
n-th energy band En(k).
The physical interpretation of the Chern number in terms of the geometric
phase manifests itself prominently with the parallelism between Eq. (3.19) and
Eq. (3.16). The Chern number corresponds (up to a factor of 2pi) to the geometric
phase acquired by an eigenstate |un(k)〉 that is adiabatically transported by slowly
varying the quasi-momentum k along the boundary of the Brillouin zone. More-
over, since the phase factor acquired after a cycle reads ei2picn, the Chern number
essentially counts the number of times that the geometric phase twists around the
boundary of the Brillouin zone, in close analogy to the Mo¨bius strip twists de-
scribed in Fig. 3.1. Unlike the geometric phase, however, the Chern number is an
absolutely gauge-invariant quantity under the transformation in Eq. (3.17), with
no modulo 2pi indeterminacy—or rather no modulo 1 indeterminacy due to the
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Figure 3.1: A vector that is parallelly transported along the boundary of a Mo¨bius strip
changes direction due to the global twist of the strip. In general, the number of times that
the vector inverts its direction after a full cycle is directly related to the number of twists
of the strip. Analogously, the geometric phase changes when states are transported along
the edge of the Brillouin zone; the number of times it changes by 2pi is directly related to
the number of twists in the energy band topology.
factor 1/2pi in Eq. (3.19). This results from the line integral in Eq. (3.19), which
is performed along the boundary of an orientable manifold. Hence, Stokes’ theo-
rem can be applied to rewrite the Chern number in terms of the surface integral
cn =
1
2pi
∫
BZ
d2k ·Ωn(k) (3.20)
of a gauge-invariant quantity Ωn(k) = ∇k × i〈un(k)|∇k|un(k)〉. Therefore, the
Chern number cannot change by simply rescaling the states with a complex phase
factor. In fact, the Chern number cannot be modified even by smoothly varying
the Hamiltonian parameters if the gap separating the energy bands remains finite,
which reflects the non-local topological features of the energy bands.
Since the Chern number is defined for systems with a gapped band structure,
topological energy bands are most commonly discussed in the context of insula-
tors. Insulators exhibiting a non-zero Chern number are then referred to as Chern
insulators. We would like to stress, however, that the quantization of physical
properties usually refer to conducting edge states that appear due to the finite size
of the insulating sample. For instance, early work in this context demonstrated
that, if the Fermi energy of an insulator lies in the band gap between the valence
and conduction bands, the Hall conductance of the system becomes proportional
to the total Chern number of the occupied bands [66]; that is σH ∝
∑
n cn. A finite
conductance, however, requires conducting states. Indeed, it was later demon-
strated that the topology of the bulk is in fact also related to the number of con-
ducting edge states [72].
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3.2.3 Haldane model
The Haldane model [31] was originally introduced as a toy model describing par-
ticles on an hexagonal lattice that, despite the absence of magnetic flux, displays
a quantized Hall conductance due to the topology of its energy band structure.
Since it was first introduced, the Haldane model has become a cornerstone in the
field of topological insulators and has served as the basis for e.g. fractional Hall
models [73, 74] and Z2 topological insulators [75] giving rise to the spin quantum
Hall effect [76]. Remarkably, the Haldane model has been recently experimentally
implemented for the first time with a system of fermions on a shaken optical lattice
[3], a system that we will introduce in Chap 5.
The model describes spinless, non-interacting particles tunneling on an hexag-
onal lattice with alternating on-site energy. The Hamiltonian of the system can be
written in terms of the vector creation and annihilation operators cri = (ci,s1 , ci,s2)
T
and c†ri = (c
†
i,s1
, c†i,s2) as
H =
∑
i
(
c†riN0 cri +
2∑
k=1
(c†ri+bkNk cri + H.c.)
)
+
∑
i
3∑
k=1
(c†ri+bkMk cri + H.c.),
(3.21)
where the index i indicates the unit cell, the vectors bk are depicted in Fig. 3.2,
and the tunneling matrices are given by
N0 =
(
∆ j1
j1 −∆
)
N1 =
(
0 0
j1 0
)
N2 =
(
0 j1
0 0
)
Mk =
(
j2e
iφ 0
0 j2e
−iφ
)
. (3.22)
The quantities ±∆ denote the on-site energies, j1 describes the real nearest-
neighbor tunneling, and j2 and φ correspond to the amplitude and phase of the
complex next-nearest-neighbor tunneling, respectively. Periodic or infinite bound-
ary conditions are considered.
The presence of complex tunneling rates is closely related to the existence of
a magnetic field. The argument φ of complex tunneling rates can be associated
to a line integral of a vector potential A along the tunneling path p according
to the Peierls substitution φ =
∫
A · dp [77]. Despite this relation, however, the
Haldane model describes a system with zero net magnetic field, since the line
integral of the vector potential along the edges of an hexagonal plaquette vanishes
(the phases sum up to zero), as indicated in Fig. 3.2. Yet, regardless of the absence
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3φ
−φ
−φ−φ
b1
b2
b3
s1
s2
Figure 3.2: Sketch of the hexagonal lattice with the primitive vectors b1, b2, and b3 =
−b1 − b2 . The total phase acquired when particles tunnel along the edges of a plaquette
through nearest-neighbor sites is arg(|j1|6) = 0. Finite phases can be nevertheless acquired
when tunneling to next-nearest-neighbor sites is involved; they, however, add up to zero
within an hexagonal plaquette.
of net magnetic field, the complex tunneling can break time-reversal invariance
and result in a non-vanishing Chern number, as we shall next demonstrate.
In the quasi-momentum representation, the Haldane Hamiltonian can be
rewritten as H =
∑
k c
†
kH(k)ck with the Bloch Hamiltonian
H(k) = h0(k)1+
3∑
i=1
hi(k)σi, (3.23)
the Pauli matrices σi, and the coefficients
h0(k) = 2j2 cos(φ)
3∑
i=1
cos(k · bi) (3.24)
h1(k) = j1 (1 + cos(k · b1) + cos(k · b2)) (3.25)
h2(k) = j1 (sin(k · b1)− sin(k · b2)) (3.26)
h3(k) = ∆− 2j1 sin(φ)
3∑
i=1
sin(k · bi). (3.27)
The diagonalization of Eq. (3.23) readily yields the two energy bands of the sys-
43
Chapter 3. Many-body systems
pi/2 pi−pi −pi/2
3
√
3
−3
√
3
φ
∆
j2
c− = 1c− = −1
c− = 0
Figure 3.3: Phase diagram of the Haldane model, giving the Chern number c− of the
lowest ernergy band as a function of the phase φ and ratio ∆/j2. Orange represents
c− = −1, blue c− = 1 and white c− = 0.
tem, namely
E±(k) = h0(k)± h(k), (3.28)
with h2(k) = h21 + h
2
2 + h
2
3. The Haldane model Hamiltonian in Eq. (3.23) permits
one to simplify the expression of the Chern number considerably. Specifically, by
calculating the eigenstates of the Hamiltonian, the Chern number of the lowest
energy band can be rewritten as
c− =
1
4pi
∫
BZ
d2k
(
∂kxhˆ(k)× ∂ky hˆ(k)
)
· hˆ(k), (3.29)
where the integral is performed over the entire Brillouin zone and hˆ(k) =
h(k)/h(k) defines a unit vector in terms of h(k) = (h1(k), h2(k), h3(k)).
In Fig. 3.3, we display the topological diagram of the Haldane model exhibiting
the Chern number of the lowest band as a function of j2/∆ and φ. By breaking the
time-reversal invariance of the system, which occurs when φ 6= 0,±pi, a non-zero
Chern number can be obtained depending on the ratio j2/∆. The solid black lines
in Fig. 3.3 indicate the boundary between the different topological phases c− =
0,±1 and correspond to the Hamiltonian parameters for which the gap between
the two energy bands E ± (k) closes. Therefore, the two energy bands necessarily
need to merge in order to change the Chern number of the system, which reflects
its topological character. We will return to this diagram later in Chap. 6, when we
discuss the optimal realization of a tunable Chern insulator.
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3.3 Flow-equation approach to many-body systems
The band structure of condensed matter systems that we have discussed so far
provides important information about the many-body phase of the system, but it
is not sufficient to obtain full information about interacting many-body properties.
Many-particle systems are often characterized by having many degrees of free-
dom and a large energy difference between microscopic scale of particles and the
macroscopic quantities of interest. Direct diagonalization of the full interacting
Hamiltonian is often not possible and perturbative expansions lead to divergent
results in the thermodynamic limit. In order to overcome these problems, sev-
eral scaling techniques have been developed in the last decades [78]. The flow
equation method [79] is one such technique.
The flow-equation approach to many-body systems provides a tool to bring a
many-particle Hamiltonian to an increasingly energy-diagonal form by means of
continuous unitary transformations. Since it was first introduced [79], the flow
equation approach has been applied to many condensed matter systems ranging
from the Kondo model [80, 81] to spin-boson models [82, 83] via various super-
conductivity models [84, 85]. In parallel, similar ideas called similarity renor-
malization scheme [86] or isospectral flow [87] have been also developed in the
context of high energy physics and numerical mathematics.
The flow equation method defines a family of unitarily equivalent Hamiltonians
H(l) related by a continuous ‘flowing’ parameter l via the differential equation
dH(l)
dl
= [η(l), H(l)], (3.30)
where η(l) = −η†(l) is the anti-Hermitian generator of the unitary transforma-
tion. The aim is to find a suitable generator η(l) and solve the flow equation in
Eq. (3.30) such that the initial Hamiltonian H(l = 0) continuously evolves and
converges to a desired diagonal or block-diagonal form H(l → ∞) = Hdes in a
certain basis. The canonical approach [79] to eliminate an off-diagonal or interac-
tion term Hint of a Hamiltonian H = H0 +Hint is to parametrize a generic flowing
Hamiltonian H(l) = H0(l) +Hint(l) and define the generator
η(l) = [H0(l), Hint(l)]. (3.31)
This generator is such that, whenHint(l) vanishes, and thus the desired structure of
the Hamiltonian is achieved, then η(l) vanishes as well. This, in turn, implies that
the dynamics in Eq. (3.30) reach an stationary point and terminate. Moreover,
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under the conditions [88]
Tr(H0(l)Hint(l)) = 0 and Tr
(
dH0(l)
dl
Hint(l)
)
= 0, (3.32)
which are in particular satisfied if H0(l) describes kinetic energy operators and
Hint(l) inter-particle interactions, it can be demonstrated that then [88]
d
dl
Tr(H2int(l)) = −Tr(|η(l)|2) ≤ 0. (3.33)
This implies that the canonical generator in Eq. (3.31) reduces the undesired part
of the Hamiltonian as l increases provided that it does not vanish. At the same
time, if the generator vanishes at a given value of the flowing parameter l with
Hint(l) 6= 0, then H0(l) and Hint(l) commute and, thus, they can be diagonalized
simultaneously with the same basis.
Although the canonical generator in Eq. (3.31) is most commonly used, other
generators have been introduced in the literature for specific purposes such as the
diagonalization of band matrices [89] or numerical applications of the method
[90].
Solving the flow equation in Eq. (3.30) is equivalent to transforming the initial
Hamiltonian H according to H(l) = U(l)HU †(l) with the unitary transformation
U(l) = Tl exp
(∫ l
0
η(l′)dl′
)
(3.34)
and the l-ordered operator Tl, defined analogously to Eq. (2.2). The expression in
Eq. (3.34), however, does not typically provide any advantage over the differential
form in Eq. (3.30). In fact, exact solutions for the flow equation can be found only
in very exceptional cases and, as a consequence, it is often necessary to perform
approximate expansions that are best implemented in the differential framework
of Eq. (3.30).
There are two main challenges that generally prevent an analytically exact so-
lution of the flow equation. First, the unitary evolution in l constantly creates new
contributions that are not necessary present in the initial Hamiltonian H(l = 0)
due to the commutator [η(l), H(l)] in Eq. (3.30). Consequently, if the Hamiltonian
is defined with an algebra that is not closed, it can be laborious to parametrize a
generic flowing Hamiltonian H(l) and the corresponding generator η(l). Second,
even if it is possible to parametrize a Hamiltonian H(l), the non-linear form of
the differential equation in Eq. (3.30) with the generator in Eq. (3.31) makes it
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challenging to find exact expressions, since the complexity of the solution rapidly
grows with the number of unknowns parametrized in H(l). In order to overcome
these issues, it is usually convenient to perform an approximate expansion that
allows to work with a Hamiltonian H(l) containing only the minimum number of
variables necessary to characterize the flowing dynamics, i.e. the dynamics with
the parameter l. Typically, the parametrized Hamiltonian is expressed in the form
H(l) = H(0)(l) + λ(l)H(1)(l) + λ2(l)H(2)(l) + · · · , (3.35)
where λ(l) plays the role of expansion parameter and is such that the lowest order
contains only diagonal part H(0)(l) = H(0)0 (l). Then, the canonical generator can
be expressed as η(l) = λη(1)(l)+λ2η(2)(l)+ · · · and the flow equation can be solved
order by order
dH(l)
dl
= λ(l)[η(1)(l), H(0)(l)] + λ2(l)([η(1)(l), H(1)(l)] + [η(2)(l), H(0)(l)])
+O(λ3). (3.36)
Such an expansion permits one to systematically improve on the choice of genera-
tor and yield a final Hamiltonian H(l→∞) that is unitarily equivalent to H(l = 0)
up to the order of expansion considered in the generator. Moreover, even though
the expansion is performed over λ(l) and the choice λ(l) = 0 yields H(l) = H(0)0 (l)
without off-diagonal terms, this kind of expansion can be also employed in strong-
coupling regimes where the off-diagonal terms are large in comparison to the
diagonal terms [81].
An important reason for the success of the flow equation method relies on the
principle of energy scale separation and renormalization that it embodies. Usual
renormalization approaches aim at focusing on the relevant energy scale by per-
forming perturbative calculations with a running coupling constant that depends
on the energy scale. In this manner, the original Hamiltonian is reduced to a more
tractable effective model with reduced dimensionality. The flow equation method
with the canonical generator can be understood as a renormalization approach in
which perturbative expansions are not performed in terms of a coupling constant
that depends on the energy scale but rather in terms of a coupling constant that
depends on the ‘energy diagonality’ parameter l of the Hamiltonian [88], as exem-
plified by the expansion parameter λ(l) in Eq. (3.35). The advantage of the flow
equations is that the full energy spectrum of the model is captured, which permits
the calculation of a number of non-equilibrium properties concerning different
energy scales.
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3.3.1 Example of exact diagonalization
In order to illustrate some of the basic aspects of the method, we will apply it
in this section to exactly diagonalize a Hamiltonian acting on a two-dimensional
Hilbert space C2. We thus target the diagonalization of a 2 × 2 Hamiltonian that
can be represented as
H = h01+
3∑
i=1
hiσi (3.37)
with the Pauli matrices σi and real coefficients hµ, µ = 1, 2, 3, 4. Due to the closed
algebra of the Pauli matrices—which satisfy the commutation relations [σ1, σ2] =
2iσ3 and cyclic permutations—a complete parametrization of a family of unitarily
equivalent Hamiltonians H(l) can be written as
H(l) = h0(l)1+
3∑
i=1
hi(l)σi. (3.38)
The next step towards diagonalizing Eq. (3.37) is the computation of the canonical
generator in Eq. (3.31). With the usual convention (i.e. choice of basis) that the
diagonal part of the Hamiltonian is given by H0(l) = h0(l)1 + h3(l)σ3 and the
off-diagonal part by Hint(l) = h1(l)σ1 + h2(l)σ2, the canonical generator becomes
η(l) = [H0(l), Hint(l)] = 2i (h3(l)h1(l)σ2 − h3(l)h2(l)σ1) . (3.39)
With this generator the flow equation in Eq. (3.30) reads
1
4
dH(l)
dl
= −h23(l)h1(l)σ1 − h23(l)h2(l)σ2 + h3(l)(h21(l) + h22(l))σ3. (3.40)
Then, by equating the coefficients of the operators on each side of the differential
equation, we obtain a set of first-order non-linear differential equations for the
evolution of the parameters hµ(l). Specifically, we obtain
dh0(l)
dl
= 0 (3.41)
dh1(l)
dl
= −4h23(l)h1(l) (3.42)
dh2(l)
dl
= −4h23(l)h2(l) (3.43)
dh3(l)
dl
= 4h3(l)
(
h21(l) + h
2
2(l)
)
, (3.44)
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which manifestly induce dynamics in l that reduce the magnitude of the off-
diagonal terms h1(l) and h2(l). These set of equations can be solved with the
initial condition hµ(l = 0) = hµ and the change of variables p(l) = h23(l) and
q(l) = h21(l) + h
2
2(l). The solutions read
h20(l) = h
2
0 (3.45)
h23(l) =
h23h
2
h23 + (h
2 − h23)e−8lh2
(3.46)
h21(l) + h
2
2(l) = h
2 − h23(l), (3.47)
with h2 = h21+h
2
2+h
2
3. Hence, after performing some complicated unitary evolution
with respect to the flowing parameter l, the diagonalization is achieved since the
off-diagonal terms vanish liml→∞(h21(l) + h
2
2(l)) = 0 and liml→∞ h
2
3(l) = h
2. The
well-known result
H(l→∞) = h01+
√
h21 + h
2
2 + h
2
3 σ3 (3.48)
is thus obtained, in agreement with Eq. (3.28).
Finally, we would like to stress that, despite introducing here the diagonaliza-
tion of a 2 × 2 matrix for illustrative purposes, the strength of the flow equation
method is certainly not the diagonalization of low-dimensional systems but rather
the (block-)diagonalization of many-particle Hamiltonians [91].
49

Part II
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Chapter 4
Effective Hamiltonians via
unitary flow
Periodically driven systems provide a magnificent tool for quantum simula-
tions due to the possibility to approximate their dynamics in terms of a time-
independent effective Hamiltonian [14, 15]. The controllability of the effective dy-
namics with respect to nowadays experimentally tunable parameters has opened
the prospects of engineering driven systems for scientific and technological pur-
poses. In particular, this has created considerable expectations for the study of
topological phases of matter whose experimental implementation would other-
wise be difficult to achieve [92, 93, 3, 94].
From the theoretical perspective, the design of driven systems requires a clear
identification of the effective Hamiltonian in relation to the system’s parameters.
Specifically, precise analytical expressions of the effective Hamiltonian are desir-
able. Only then, the full potential of the driven system can be identified, and
suitable driving parameters can be chosen to satisfy desired goals. However, the
identification of the effective Hamiltonian associated to a driven system is a chal-
lenging task that usually involves some sort of high-frequency approximation. In
Secs. 2.3 and 2.2, we have described two approaches to derive effective Hamilto-
nians of periodically driven systems. Namely, an analytical approximation using
the Magnus expansion, and a diagonalization of an infinite-dimensional opera-
tor in Floquet space, which is generally performed numerically. Yet, whereas the
Magnus expansion provides analytical expressions for the effective Hamiltonian,
the calculations of higher-order terms rapidly become very demanding.
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In this chapter, we introduce an analytical method [18] to derive effective
Hamiltonians of periodically driven systems by merging two well-known but a
priori unrelated tools: Floquet theory [43, 44] and the flow equation method
[79, 88]. The combination of these two techniques generates a tool to calculate
effective Hamiltonians with the advantage that higher-order terms can be found
systematically. The main idea of the method consists in using the flow equations
introduced in Sec. 3.3 to analytically perform the diagonalization in Floquet space
of the operator K described in Sec. 2.3. In order to do so, a formulation of the
sought diagonalization in terms of operators (and not Floquet states as in Sec.
2.3) is necessary.
The existence of the Floquet representation U(t) = U †P (t)e
−iHF t of the time-
evolution operator in Eq. (2.9) implies that there exists a periodic unitary UP (t)
that transforms the periodic Hamiltonian H(t) into a time-independent Hamilto-
nian HF , that is
H(t)→ UP (t)H(t)U †P (t)− iUP (t)(∂tU †P (t)) = HF (4.1)
according to the usual transformation rule for time-dependent unitary transforma-
tions [95]. In terms of the Schro¨dinger operator, defined as K(t) = H(t)− i∂t, this
transformation reads
K(t)→ UP (t)K(t)U †P (t) = HF − i∂t, (4.2)
where the relation ∂tU
†
P (t) = (∂tU
†
P (t)) + U
†
P (t)∂t has been used. Next, as analo-
gously discussed in Sec. 2.3, a time-independent representation of periodic sys-
tems can be adopted by expanding the original Hilbert space H to a Floquet space
H ⊗HT . Any T-periodic operator A(t) =
∑
nAne
inωt acting on H can be mapped
onto an operator in Floquet space
A =
∑
n
An ⊗ pin, (4.3)
where the Fourier components An act on the system space H and the operators
pin act on the extension HT . The operators pin are defined in terms of the state
vectors |m〉 in Eq. (2.31). The action of the operators pin on the states |m〉 can
be readily derived by applying the ‘operator’ einωt to the ‘state’ eimωt, which results
in the state ei(n+m)ωt. The operators pin are thus defined via pin|m〉 = |n + m〉 and
satisfy the relations pinpim = pin+m and [pin, pim] = 0. Similarly, the time derivative
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−i∂t is associated with
D = 1⊗ ωnˆ, (4.4)
where nˆ is the number operator defined as nˆ|n〉 = n|n〉, which satisfies the com-
mutation relation [nˆ, pin] = npin.
Then, the operator K(t) = H(t) − i∂t, whose transformation in Eq. (4.2) we
target, can be mapped into
K = H0 ⊗ 1+ 1⊗ ωnˆ+
∑
n6=0
Hn ⊗ pin, (4.5)
which provides a compact representation of the matrix elements in Eq. (2.33).
Since the operator K in Eq. (4.5) is Hermitian, it can be formally interpreted as
a Hamiltonian of a composite system that acts on the extended Hilbert space H⊗
HT . That is, K can be interpreted not as the physical Hamiltonian of the original
time-dependent system, but rather as time-independent Hamiltonian acting on the
extended space comprised of the component ‘system’ and the component ‘time’.
Using this analogy, Eq. (4.5) can be expressed as K = K0 +Kint, with
K0 = H0 ⊗ 1+ 1⊗ ωnˆ (4.6)
describing the Hamiltonian of the two individual components and
Kint =
∑
n6=0
Hn ⊗ pin (4.7)
characterizing an interaction between the two. Thus, within this formalism, the
Hamiltonian of the component ‘system’ is given by static part H0 of the under-
lying time-dependent Hamiltonian H(t), whereas the Hamiltonian of the compo-
nent ‘time’ corresponds to the representation ωnˆ of the derivative −i∂t. On the
other hand, the interaction Kint between the two components is given by the time-
dependence
∑
n6=0Hne
inωt of the underlying driven system.
If the periodic Hamiltonian H(t) was time independent, all Fourier compo-
nents Hn but the static H0 would vanish, so that the interaction term Kint in Eq.
(4.7) would vanish as well. Consequently, a static Hamiltonian is equivalent to a
noninteracting system in the present framework. According to the targeted trans-
formation in Eq. (4.2), we thus seek a unitary transformation in Floquet space that
decouples the component system from the component time. Specifically, our goal
is to find an operator UP =
∑
n(UP )n ⊗ pin—corresponding to a periodic unitary
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transformation UP (t) =
∑
n(UP )ne
inωt, in agreement with Eq. (4.3)—such that
the transformed operator in Floquet space describes two non-interacting systems,
namely
K → UPKU †P = HF ⊗ 1+ 1⊗ ωnˆ. (4.8)
This transformation describes the time-independent counterpart of Eq. (4.2) in
Floquet space. Thus, performing the block-diagonalization in Eq. (4.8) is equiv-
alent to finding the time-dependent transformation in Eq. (4.1). From the block-
diagonalized system, the Floquet decomposition of the time-evolution operator
can be readily obtained.
We target the block-diagonalization in Eq. (4.8) with the flow equation method
described in Sec. 3.3. The starting point is thus to define a flowing operator
K(l) = K0(l) +Kint(l), (4.9)
such that K(l = 0) coincides with K in Eq. (4.5), and the flow equation
dK(l)
dl
= [η(l),K(l)], (4.10)
where η(l) = −η(l)† is the anti-Hermitian generator of the unitary transformation
that needs to be chosen for our purposes. We choose the generator to be
η(l) = [D,Kint(l)] (4.11)
with D and Kint(l) defined in Eq. (4.4) and (4.7), respectively. This generator will
induce a flow (unitary dynamics with the parameter l) that comes to an end if the
interaction commutes with D. This, in turn, implies that the interaction is trivial in
HT , i.e. it is of the form HF ⊗ 1 and the decoupling has been achieved. Moreover,
the structure of the generator in Eq. (4.11) is
η(l) =
∑
n6=0
ηn(l)⊗ pin, (4.12)
which ensures the unitary transformation that is performed in Floquet space cor-
responds to a periodic unitary transformation in the original Hilbert space.
Whereas the generator in Eq. (4.11) achieves the sought block-diagonalization,
it does not necessarily correspond to the Floquet gauge. However, the Floquet
gauge can be imposed on the parametrization of the generator by adding an extra
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static part as
ηF (l) =
∑
n6=0
ηn(l)⊗ (pin − 1). (4.13)
This ensures that the corresponding time-dependent unitary transformation is
UP (t) = lim
l→∞
Tl exp
(∫ l
0
∑
n6=0
ηn(l
′)(einωt − 1)dl′
)
, (4.14)
as derived from Eqs. (3.34) and (4.3), and thus satisfies UP (t = 0) = 1. Simi-
larly, the effective Hamiltonian in a different gauge Heff = UF (0)HFU
†
F (0) can be
either found by directly transforming HF with the desired transformation UF (0),
or derived order by order within the flow equation formalism by adding suitably
chosen static terms to the generator in Eq. (4.11).
The flow equation in Eq. (4.10) defines an infinite set of nonlinear differential
equations, so that an exact solution can be found only in very exceptional cases.
We will therefore strive for a high-frequency expansion, where this set of equa-
tions is truncated at a given power of ω−1, as we shall describe in detail in the
next section. It is worth mentioning here, however, that this application of the
flow equation does not function as a renormalization tool because the expansion
parameter has a constant dependence on the parameter l. This trivial dependence
of the driving frequency on the flowing parameter l results from the impossibil-
ity to obtain an operator term ∼ 1 ⊗ nˆ by means of the commutator [η(l),K(l)]
(appearing in the flow equation) with the chosen generator in Eq. (4.11). With-
out such terms on the right hand side of the flow equation in Eq. (4.10), the
differential equation resulting from equating the coefficients of 1 ⊗ nˆ necessarily
becomes dω/dl = 0, which implies that the driving frequency indeed remains con-
stant during the flowing dynamics in l. In the time-dependent framework, this can
also be easily understood by noting that time-dependent unitary transformations
of K(t) → K˜(t) = H˜(t) − i∂t leave the derivative invariant. We therefore use the
flow equation here not as a renormalization technique but rather as a convenient
perturbative method. As we shall see in Sec. 5.2, this method can be used to de-
rive infinite high-order terms of the effective Hamiltonian of interacting particles
on a shaken one-dimensional lattice.
As an important final side remark, we would like to mention that by merg-
ing the formalism of flow equations with Floquet theory, our approach shows
an equivalence between the time-independent [79] and the time-dependent [96]
flow equations. In our treatment, we use the framework of time-independent flow
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equation to treat time-dependent systems. Translating our analysis from Floquet
space back to the framework of time-dependent operators, one neatly reproduces
the formalism of time-dependent flow equation. This equivalence is completely
general and not restricted to periodic Hamiltonians, since one can always treat
the time window of interest as the fundamental period of driving. That is, our
approach also permits us to translate all the existing expertise on generators of
time-independent flow equation to the much less explored field of time-dependent
flow equation. In particular, the canonical time-dependent generator [96] can be
readily derived from the time-independent canonical generator applied in Floquet
space.
4.1 High-frequency expansion
The starting point for the implementation of the flow equation method to derive
effective Hamiltonians is the operator K defined in Eq. (4.5). For convenience we
now express it as [18]
K = H0 +D +Kint, (4.15)
where we have separated the non-interacting part as K0 = H0+D, withH0 = H0⊗
1 and D defined in Eq. (4.4). In the fast driving regime, the largest energy scale of
the system is the driving frequency ω, that is, the prefactor of the representation of
the derivative in Floquet space D. We thus pursue a unitary transformation such
that decouples the two components, i.e. eliminates Kint, up to a predefined order
ω−n. In order to do so, we need a properly parametrized flowing Floquet operator
K(l) and generator η(l), which can be obtained in an iterative manner as described
in the following.
We start with an expansion of the flowing operators
H0(l) =
n∑
i=1
ai(l)O(0)i (4.16)
Kint(l) =
m∑
i=1
bi(l)O(int)i (4.17)
in a suitably chosen set of single component operators {O(0)i } and interaction op-
erators {O(int)i }. In order to maintain the problem tractable, these sets are chosen
to be as small as possible. In particular, they do not span the set of bounded op-
erators acting on the Hilbert space H ⊗ HT . The first choice for the generator
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reads
η1(l) = [D,Kint(l)]. (4.18)
The flow equation defines differential equations for the parameters ai(l) and bi(l)
that, provided that the parametrization is chosen well, can be solved in lowest
order in ω−1, i.e. omitting higher-order terms. Generally, a truncation is necessary
due to the expansion into an incomplete set of operators {O(0)i } and {O(int)i }. An
inspection of the terms that are neglected permits to improve the parametrization
systematically. Contributions to the flow equation that can not be spanned by
{O(0)i } and {O(int)i } define a new operator that has to be added to these sets. The
parametrization of H0(l) in Eq. (4.16) then takes a more general form, as the sum
includes more terms.
A more general ansatz for the generator
η2(l) = [D,Kint(l) +
m′∑
i=m+1
bi(l)O(int)i ] (4.19)
with suitably chosen functions bi(l) permits to solve the flow equation with a trun-
cation in a higher order of expansion than it was possible before. This process
of extending the sets {O(0)i } and {O(int)i } can finally be repeated until the desired
accuracy is reached. In fact, interaction-like terms of n-th order can be typically
neglected if an effective Hamiltonian in n-th order is sought, because a further
refinement of the generator that allows to solve the flow equations in n-th order
would result in an (n+ 1)-th order correction to H0(l) only [88].
In order to exemplify in more detail the high-frequency expansion outlined
here, we apply this formalism to the driven two-level system in the next sec-
tion and show that it reproduces well the known high-frequency expansion of
the eigenvalues of the effective Hamiltonian [17].
4.2 Driven two-level system
The driven two-level system is a fundamental building block in quantum mechan-
ics that characterizes a time-dependent coupling between two different states. It
has been extensively used in the literature to describe systems ranging from driven
nitrogen-vacancy centers [97] to superconducting qubits [98]. Yet, despite its ap-
parent simplicity, the driven two-level system cannot be analytically solved in gen-
eral. Only for very specific driving functions exact analytic solutions have been
found [99]. In this section, we illustrate the high-frequency expansion calcula-
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tion of the flow equations discussed in the last section by reproducing the known
high-frequency expansion of the quasienergies (i.e. eigenvalues of the effective
Hamiltonian) of a periodically driven two-level system up to fourth order [17].
We start with a driven two-level system described by the Hamiltonian
H(t) =
ω0
2
σz + Ω cos(ωt)σx, (4.20)
where ω0 is the energy splitting between the states, Ω is the driving amplitude.
The operators σi, with i = x, y, z, are the Pauli matrices and satisfy commutation
relation [σx, σy] = 2iσz and cyclic permutations of the indices x, y, z. The operator
K associated with H(t) then reads
K = ω0
2
σz ⊗ 1+ 1⊗ ωnˆ+ Ω
2
σx ⊗ (pi1 + pi−1), (4.21)
where the first term corresponds to the static component of H(t) in Eq. (4.20),
the second corresponds to the derivative −i∂t and the third term corresponds to
the time-dependent part of the Hamiltonian. Since we focus on the fast-driving
regime, we need to assume that the driving frequency is the largest energy scale of
the system, i.e. ω  ω0 and ω  Ω. As the initial ansatz for the flowing operator
K(l) we choose
K(l) = a(l)
2
σz ⊗ 1+ 1⊗ ωnˆ+ b(l)
2
σx ⊗ (pi1 + pi−1) (4.22)
with the boundary conditions a(0) = ω0 and b(0) = Ω such that K(0) = K. Specif-
ically, we only consider two flowing variables a(l) and b(l). The sets {O(0)i } and
{O(int)i } described in the previous section are thus comprised only of the single
elements σz ⊗ 1 and σx ⊗ (pi1 + pi−1), respectively.
Since we are interested in the eigenvalues of the effective Hamiltonian, which
are independent of the chosen gauge UF (0), we will use in the following the gen-
erator in Eq. (4.11) without adding extra static terms. With the parametrization
of K(l) in Eq. (4.22), the generator defined in Eq. (4.11) reads
η1(l) = [D,Kint(l)] = ωb(l)
2
σx ⊗ (pi1 − pi−1), (4.23)
which leads to the flow equation
1
ω2
dK(l)
dl
= −b(l)
2
σx ⊗ (pi1 + pi−1)− ia(l)b(l)
2ω
σy ⊗ (pi1 − pi−1). (4.24)
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Eq. (4.24) can only be solved if the first order term ia(l)b(l)
2ω
σy ⊗ (pi1 − pi−1) is ne-
glected, since the operator σy⊗(pi1−pi−1) has not been included in the parametriza-
tion of the flowing operator and generator considered so far. In this lowest order,
one obtains the differential equations
da(l)
dl
= 0 (4.25)
db(l)
dl
= −ω2b(l) (4.26)
which yields a(l) = ω0 and an exponential decay of b(l) = Ωe−ω
2l. Thus, at the end
of the flow, i.e. when l→∞, we obtain the transformed operator
K(l→∞) = ω0
2
σz ⊗ 1+ 1⊗ ωnˆ+O(ω−1) (4.27)
such that the interaction term vanishes. From Eq. (4.27) it readily follows that the
driven Hamiltonian in Eq. (4.20) is unitarily equivalent to its static part, provided
that terms of order ω−1 are neglected. Nevertheless, as argued above, one can
obtain a better approximation to the exact flow equations if the term σy⊗(pi1−pi−1)
is added to the set {O(int)i }.
Using the modified generator
η2(l) = η1(l) +
c1(l)
2
σy ⊗ (pi1 + pi−1) , (4.28)
the flow equation becomes
1
ω2
dK(l)
dl
=− b(l)
2
σx ⊗ (pi1 + pi−1)− 1
2ω
(ia(l)b(l) + c1(l)) σy ⊗ (pi1 − pi−1)
− i
ω2
c1(l)b(l) σz ⊗ 1+ i
2ω2
c1(l)a(l) σx ⊗ (pi1 + pi−1)
− i
2ω2
c1(l)b(l) σz ⊗ (pi2 + pi−2).
(4.29)
Inspecting Eq. (4.29) one can see that, with the choice c1(l) = −ia(l)b(l), all first-
order interaction terms cancel. The modified generator in Eq. (4.28), however,
also creates a new second-order interaction term with the structure σz⊗(pi2 +pi−2).
Yet, since it is of order ω−2, it yields no contribution to the diagonal part of the Flo-
quet operator in order ω−2 and we can neglect it. This will be explicitly confirmed
later on with higher-order calculations in which this term is not neglected.
A second-order effective Hamiltonian is therefore given in terms of the trun-
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cated flow equation
1
ω2
dK(l)
dl
= −1
2
(
b(l)− a
2(l)
ω2
)
σx ⊗ (pi1 + pi−1)− 1
ω2
a(l)b2(l) σz ⊗ 1.(4.30)
The solutions of this equation with the boundary condition K(0) = K lead to
a(l→∞) = ω0
(
1− Ω
2
ω2
)
+O(ω−3) (4.31)
b(l→∞) = 0 +O(ω−3) (4.32)
and, as a consequence, to the effective Hamiltonian
Heff =
ω0
2
(
1− Ω
2
ω2
)
σz +O(ω
−3). (4.33)
Hence, using the flow equation method we have transformed –up to second order–
the time-dependent Hamiltonian in Eq. (4.20) into the time-independent Hamil-
tonian in Eq. (4.33).
Solving the flow equations in fourth order requires adding the operators σz ⊗
(pi2 − pi−2), σy ⊗ (pi3 + pi−3) and σy ⊗ (pi1 + pi−1) to the set {O(int)i } and taking the
generator
η4(l) =
ωb(l)
2
σx ⊗ (pi1 − pi−1)− ia(l)b(l)
2
σy ⊗ (pi1 + pi−1)− a(l)b
2(l)
4ω
σz ⊗ (pi2 − pi−2)
−ia(l)b
3(l)
12ω2
σy ⊗ (pi3 + pi−3)− ia(l)b
3(l)
4ω2
σy ⊗ (pi1 + pi−1) (4.34)
where suitable choices for the coefficients ci(l) have already been made. With this
ansatz, the flow equation reads
1
ω2
dK(l)
dl
= −b(l)
2
(
1− a
2(l)
ω2
)
σx ⊗ (pi1 + pi−1)−
(a(l)b2(l)
ω2
+
a(l)b4(l)
2ω4
)
σz ⊗ 1
+I(ω−4), (4.35)
where I(ω−4) are interaction terms proportional to ω−4 that can be neglected,
since they can be taken care of in an expansion of the generator containing terms
of order ω−5. The solutions of Eq. (4.35) with the proper boundary conditions
satisfy
a(l→∞) = ω0
(
1− Ω
2
ω2
− ω
2
0Ω
2
ω4
+
Ω4
4ω4
)
+O(ω−5) , (4.36)
b(l→∞) = 0 +O(ω−5) . (4.37)
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and lead to the effective Hamiltonian
Heff =
ω0
2
(
1− Ω
2
ω2
− ω
2
0Ω
2
ω4
+
Ω4
4ω4
)
σz +O(ω
−5), (4.38)
which reproduces the effective level shift of a driven two-level system in fourth
order [17].
Finally, we would like to mention that the asymptotic solutions l → ∞ of the
flow equations do not require to solve the exact dynamics of the flowing parame-
ters ai(l) for all values of l, but can be obtained using asymptotic methods [100].
After having developed an analytical characterization of effective Hamiltonians
of driven systems, in the next chapter we will focus our attention on a system
of particles on a shaken optical lattice. Specifically, we will study the relation
between structural properties of the system and its accessible effective dynamics.
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Shaken optical lattices
A central motivation for using a periodically driven system as quantum simulators
is the implementation of dynamics that would be otherwise impossible to real-
ize directly with the undriven system. In the context of a many-body system of
particles on a lattice potential, fundamentally different effective dynamics can be
achieved by shaking the optical lattice with an external time-dependent force [24].
The possibility to coherently manipulate the tunneling of particles by varying the
driving parameters, as demonstrated in early experimental work [27], has opened
an extraordinary toolbox to design controllable effective dynamics. In particu-
lar, the recent experimental advances in control and manipulation of this system
have permitted the implementation of synthetic magnetism [28, 29, 30], effective
ferromagnetic domains [101], and even the realization of the topological band
structures [3, 102]. Furthermore, there have been a large number of promising
theoretical proposals, which include a driving-induced superfluid–insulator tran-
sition [24], the realization of non-Abelian gauge fields [92], or the manipulation
of Dirac points [103].
Despite the great success of shaken optical lattices, the impact that the opera-
tional structure of the system and driving force have on their effective dynamics
has not yet been explored, which strongly limits the full potential of the system.
In particular, most of the work [27, 28, 29, 30] has focused on the effects of
the lowest-order effective Hamiltonian term H(0)eff , but the latest experiments [3]
demonstrate the possibility to control and measure also first-order effects H(1)eff .
Such higher-order terms have the potential to broaden the range of accessible ef-
fective dynamics substantially but, nevertheless, the relation that they bare to fun-
damental properties of the driven system has been unexamined. In this chapter,
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we will investigate the effect of the operational structure of the driven Hamilto-
nian on the system’s effective dynamics. The role of the driving force shall be
thereafter studied in Chap. 6.
A system of interacting particles on a periodically shaken optical lattice can be
described by a Hamiltonian
H˜(t) = Hsys +Hd(t) (5.1)
with the system Hamiltonian Hsys and the driving Hd(t). The system Hamiltonian
characterizes interacting Bosons or Fermions tunneling on an optical lattice with
d sites in each unit cell. As described in Sec. 3.1, the Hamiltonian of the system in
a single-band tight-binding description reads [13]
Hsys =
∑
ij
c†iJijcj + U
∑
i
c†ic
†
icici, (5.2)
with the d × d tunneling matrices Jij and the vector creation and annihilation
operators
c†i = (c
†
i,s1
, · · · , c†i,sd)
ci = (ci,s1 , · · · , ci,sd)T .
(5.3)
The particle creation and annihilation operators c(†)i,sk in Eq. (5.3) satisfy the usual
(anti-)commutation relations [ci,sp , c
†
j,sq
]± = δij,spsq , where the commutator applies
for bosons and the anti-commutator for fermions. The indices i and j denote unit
cells and the pair of indices {i, sk} characterize the physical lattice site sk of the ith
unit cell. Thus, in the basis defined by Eq. (5.3), the matrix elements Jij|spsq corre-
spond to on-site energies if i = j and sp = sq, and to tunneling amplitudes among
physical sites otherwise. Infinite lattice size or periodic boundary conditions are
considered.
The periodic driving of the Hamiltonian Hd(t), describing the shaking of the
optical lattice, is given by [104, 24]
Hd(t) =
∑
i
c†iEi(t)ci (5.4)
with the diagonal matrix
Ei(t) = diag(−ri,s1 · F(t), · · · ,−ri,sd · F(t)) (5.5)
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expressed in terms of the external driving force F(t) = F(t + T ) and the posi-
tions ri,sk of the lattice sites. The time-dependent on-site energies ri,s1 · F(t) do
not characterize a periodic tilting of the lattice but rather correspond to the poten-
tial energy associated to applying an external spatially-independent shaking force
F(t) to the lattice. In order to achieve the desired fast-driving regime, the driving
frequency ω = 2pi/T is usually chosen one order of magnitude larger than the typ-
ical magnitude of the tunneling rates, which amounts to drive in the KHz regime.
In practice, moreover, the driving is often turned on adiabatically to ensure that
the ground state of the undriven Hamiltonian evolves to the ground state of the
effective Hamiltonian.
Here, we focus on a strong driving regime where the amplitude of the driving
force max |F(t)| is comparable to the driving frequency. In this regime, a straight-
forward high-frequency expansion of the Hamiltonian in Eq. (5.1) does not con-
verge, as the driving frequency is not the largest energy scale of the system and
higher-order terms of the effective Hamiltonian are not necessarily smaller that
the low-order ones. For this reason, it is convenient to confine the magnitude of
the time-dependent oscillations by performing a periodic unitary transformation
[105]
UI(t) = exp
(
i
∑
i
c†iΘi(t)ci
)
, (5.6)
where Θi(t) =
∫ t
0
Ei(τ)dτ − 〈
∫ t
0
Ei(τ)dτ〉T and 〈·〉T denotes time average. In
the frame defined by Eq. (5.6), the Hamiltonian in Eq. (5.1) becomes H(t) =
UIH˜U
†
I − iUI∂tU †I , which we shall regard as our starting-point Hamiltonian for the
remainder of the chapter. It reads
H(t) =
∑
ij
c†iGij(t)cj + U
∑
i
c†ic
†
icici (5.7)
with the time-dependent matrices Gij(t) = e−iΘi(t)JijeiΘj(t). In this frame, the
time-dependent matrices Ei(t) appear in the argument of the exponential, whose
norm is bounded. Importantly, the Hamiltonian in Eq. (5.7) has the same spatial
translational invariance as the underlying Bravais lattice of Hsys.
The effective dynamics that particles on shaken optical lattices undergo are
crucially determined by the operational structure of the Hamiltonian in Eq. (5.7).
On the one hand, the operational structure of the kinetic term is given by the
underlying lattice geometry and determines the emergence of new tunneling pro-
cesses in the effective Hamiltonian, as we shall describe in detail in Sec. 5.1. The
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operational structure of the interaction term, on the other hand, is fixed but its
strength depends on potential depth of the optical lattice. The interaction effects
in the effective Hamiltonian will be discussed in Sec. 5.2.
5.1 Geometry effects
In order to inspect the fundamental relation between lattice geometry and ef-
fective dynamics, we consider a non-interacting system of particles on a shaken
optical lattice described by the Hamiltonian in Eq. (5.7) with U = 0, namely
H(t) =
∑
ij
c†iGij(t)cj. (5.8)
With a high-frequency expansion of the effective Hamiltonian, as introduced in
Eq. (2.14), the lowest order term becomes
H
(0)
eff =
∑
ij
c†iAijcj, (5.9)
where Aij = G0ij are the average or static Fourier components of the time-
dependent matrices Gij(t) =
∑
nG
n
ije
inωt. Consequently, the tunneling rates of
the leading order term in the effective Hamiltonian change with respect to the
undriven ones and possibly describe different physics such as suppression of tun-
neling [27] or synthetic magnetism [28, 29], but no new tunneling processes ap-
pear. For instance, if the undriven system only contains nearest-neighbor tunnel-
ing, then the Hamiltonian H(0)eff necessarily contains only nearest-neighbor tunnel-
ing as well. That is, the leading order effective Hamiltonian cannot be used to
engineer tunneling processes that are not present in the undriven system.
New tunneling processes that are not present in Hs can nonetheless appear in
higher-order terms of the effective Hamiltonian H(k)eff , k ≥ 1 [106]. As described
in Sec. 2.2, the effective Hamiltonian of the driven system can be obtained order
by order using the Magnus expansion via the relation Heff = 1TU
†
F (0)M(T )UF (0)
(in Eq. (2.20)), for any chosen gauge UF (0). A sufficient condition for all Magnus
terms Mk(t), with k ≥ 1, to vanish is that [H(t1), H(t2)] = 0 [42], in agreement
with Eq. (2.5). Consequently,
[H(t1), H(t2)] = 0 =⇒ Heff = H(0)eff , (5.10)
with all higher order terms of the effective Hamiltonian exactly vanishing. The
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commutator [H(t1), H(t2)] can be calculated by using the (anti-)commutation re-
lations of the creation and annihilation operators, which leads to
[H(t1), H(t2)] =
∑
ij
c†iMij(t1, t2)cj. (5.11)
Next, using the identity∑
l
(CilDlj −DilClj) =
∑
l
[Cil, Dlj], (5.12)
which holds for translationally invariant matrices Cij and Dij as derived in Ap-
pendix A,Mij(t1, t2) in Eq. (5.11) can be rewritten in the form
Mij(t1, t2) =
∑
l
[Gil(t1), Glj(t2)]. (5.13)
Thus, if the Hamiltonian is defined on a one-point basis, the Gij(t) are scalars and
the commutator necessarily vanishes. If it is defined in a d-point basis with d > 1,
the Gij(t) are matrices and the commutator can be non-vanishing. The existence
of higher-order terms in the effective Hamiltonian of particles on shaken lattices
is thus closely related to the lattice geometry according to the following criteria
[106].
(a) Bravais lattices: For Hamiltonians defined on a Bravais lattice with a one-
point basis, the effective Hamiltonian is exactly given by Heff = H
(0)
eff with all
higher order terms necessarily vanishing H(k)eff = 0, k ≥ 1, independently of
the driving force.
(b) Non-Bravais lattices: For Hamiltonians defined on a Bravais lattice with a d-
point basis, d > 1, higher order terms in the effective Hamiltonian expansion
can potentially appear depending on the specific time-dependence of the
driving.
This result shows a clear distinction between those lattices geometries for which
the effective Hamiltonian unavoidably has the same structure as the undriven one,
and those for which the effective Hamiltonian can contain new processes and,
thus, give rise to a more versatile platform for quantum simulations. This distinc-
tion considers the lattice geometry through the commutativity of the tunneling
matrices but it does not take into account the specific time dependence of the
Hamiltonian. It is thus possible that systems within the category (b) still satisfy
Heff = H
(0)
eff because of particular driving choices.
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5.1.1 Symmetries of the first-order effective Hamiltonian
Given a system of particles on a shaken non-Bravais lattice, the lowest order term
of the effective Hamiltonian with emergent tunneling processes is given by H(1)eff in
Eq. (2.23). At this order, the particular gauge defining Heff appears explicitly and
needs to be specified. We choose it to be of the general form
F (1) =
1
ω
∑
ij
c†iFijcj (5.14)
where Fij are some matrices with the same translational symmetry as those of
the undriven system, i.e. Jij. This includes, in particular, the Floquet gauge and
the one defined by Eq. (2.24). For those gauges, the first-order term effective
Hamiltonian becomes
H
(1)
eff =
∑
ij
c†iBijcj, (5.15)
with the tunneling matrices Bij =
∑
l Vilj and
Vilj =
∞∑
n=1
1
ωn
([Gnil, G
−n
lj ] + [G
−n
il −Gnil, G0lj]) +
i
ω
[Fil, G
0
lj] (5.16)
in terms of the Fourier components Gnij. The emergent tunneling processes Bij can
be interpreted as the sum of all possible virtual two-step processes Vilj, where a
particle tunnels from the jth unit cell to the ith unit cell through an intermediate
unit cell l.
In order to inspect fundamental properties of these processes, we consider the
matrix elements Bij|spsq , which determine the tunneling amplitude for a particle
at a physical lattice site jq = {j, sq} to tunnel to the site ip = {i, sp}. They can be
written as the sum of all possible virtual two-step processes
Bij|spsq =
∑
lr
βiplrjq , (5.17)
where βiplrjq describes the tunneling amplitude of a particle tunneling from the
site jq to the ip via an intermediate site lr = {l, sr}. Explicit expressions for βiplrjq
can be readily derived using Eq. (5.16) and are given in Appendix A.
An important fundamental symmetry of the quantities βiplrjq appears when
the tunneling amplitudes of the undriven system Hs only depend on the relative
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1©
2©3©
4©
Figure 5.1: Sketch of the triangular lattice and its two-step processes. All two-step pro-
cesses can be defined either by only one vector {ai, ai} (red 1©), or by a pair of vectors
{ai, aj}, ai 6= aj (colors green 2©, purple 3© blue 4©) and its conjugate {aj , ai} (dashed
colors). For the former case (in red), Eq. (5.20) implies that the corresponding tunneling
rate vanishes. For the latter (in green, purple and green), Eq. (5.20) implies that the
two tunneling process of the pair interfere destructively. This yields a vanishing first-order
effective Hamiltonian H(1)eff = 0, in agreement with the general geometrical distinction
in the beginning of Sec. 5.1. This characterisitic is not specific to the triangular lattice
but applies to all lattices defined on a one-point basis. In particular, it is not restricted to
nearest-neighbor tunneling.
position between the sites, namely
Jij|spsq = jri,sp−rj,sq . (5.18)
This condition is necessarily satisfied for Hamiltonians defined with a one-point
basis (for which H(1)eff vanishes) and for many other lattices such as the hexagonal.
Even though some non-Bravais lattices like the kagome would admit a different
configuration of the tunneling rates, the condition in Eq. (5.18) is both usually
considered in theoretical work [107, 108, 109] and also implemented experimen-
tally with optical lattices [61]. When Eq. (5.18) applies, each of the virtual two-
step processes can be characterized by only two vectors {ai, aj} independently of
the initial point. Consequently, the tunneling amplitudes βiplrjq in Eq. (5.17) can
be written as a function
βiplrjq = β(ai, aj) (5.19)
of the two vectors ai = rl,sr − rj,sq and aj = ri,sp − rl,sr . The tunneling amplitudes
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β(ai, aj) then satisfy the symmetry
β(ai, aj) = −β(aj, ai), (5.20)
independently of the lattice geometry or external driving force, as demonstrated
in Appendix A. The symmetry in Eq. (5.20) is directly related to the fact that, for
Hamiltonians defined with a one-point basis, H(1)eff vanishes, as described in Fig.
5.1. This symmetry, however, also appears in Hamiltonians defined on non-Bravais
lattices and leads to important constraints on the emergent tunneling processes.
In particular, Eq. (5.20) leads to important selection rules that depend on the
specific lattice geometry, as exemplified in the next section.
5.1.2 Examples
Here we illustrate the symmetries introduced in Sec. 5.1.1 with three examples
of non-Bravais lattice geometry: a zig-zag chain, a kagome lattice and a Lieb lat-
tice. The hexagonal lattice is also a relevant geometry in this context, as it has
recently permitted the implementation of the Haldane model [3]. However, we
shall discuss the hexagonal geometry in detail in Sec. 6.2.
We shall work with the gauge defined by Eq. (2.24), for which the lowest-
order term is H(0)S = H0 and first-order effective Hamiltonian simplifies to H
(1)
S =∑
ij c
†
iBijcj with Bij =
∑
l Vilj and
Vilj =
∞∑
n=1
1
ωn
[Gnil, G
−n
lj ]. (5.21)
Moreover, we will consider that the underlying undriven system of all the exam-
ples contains only nearest-neighbor tunneling with isotropic rates satisfying the
symmetry described in Eq. (5.18).
Zig-zag chain
We start with the simple example of a zig-zag chain, which can be defined in terms
of a one-dimensional Bravais lattice with primitive vector b, and two sites per unit
cell s1 and s2, as sketched in Fig. 5.2. For this geometry, the driven Hamiltonian
H(t) in Eq. (5.7) becomes
H(t) =
∑
i
c†riG0(t)cri +
∑
i
(
c†ri+bG1(t)cri + H.c.
)
(5.22)
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Figure 5.2: Sketch of a zig-zag lattice and its emerging processes. The vector b defines
the primitive vector of the one-dimensional Bravais lattice. The vectors a1 and a2 connect
neighboring sites s1 and s2, which are indicated with red and green dots, respectively. The
purple arrows 1© indicate the virtual processes giving rise to the on-site energy b0. Blue
arrows 2© illustrate two emergent next-nearest-neighbor tunneling with opposite rates.
with the matrices
G0(t) =
(
0 g−a1(t)
ga1(t) 0
)
and G1(t) =
(
0 ga2(t)
0 0
)
(5.23)
defined through the time-dependent tunneling rates
gak(t) = j0e
iχak (t) (5.24)
given in terms of the tunneling rates j0, the time dependence
χak(t) =
∫ t
0
dτ F(τ) · ak − 1
T
∫ T
0
dt
∫ t
0
dτ F(τ) · ak, (5.25)
and the vectors ak depicted Fig. 5.2.
The lowest order term of the effective Hamiltonian H(0)S is readily given by the
temporal average of Eq. (5.22) and reads
H
(0)
S =
∑
i
c†riA0cri +
∑
i
(
c†ri+bA1cri + H.c.
)
(5.26)
with the tunneling matrices
A0 =
(
0 g0−a1
g0a1 0
)
and A1 =
(
0 g0a2
0 0
)
. (5.27)
Consequently, H(0)S contains renormalized nearest-neighbor tunneling rates g
0
ak
that in general depend on the direction of tunneling ak, but no new tunneling
processes appear.
The first-order effective Hamiltonian term H(1)S , calculated from Eq. (5.21),
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becomes
H
(1)
S =
∑
i
c†riB0cri +
∑
i
(
c†ri+bB1cri + H.c.
)
(5.28)
with the matrices
B0 =
(
b0 0
0 −b0
)
and B1 =
(
b1 0
0 −b1
)
. (5.29)
The effective on-site energies and next-nearest-neighbor tunneling rates are given
by
b0 = β(a1,−a1) + β(−a2, a2) (5.30)
b1 = β(a1, a2) (5.31)
in terms of
β(ai, aj) =
∞∑
n=1
1
nω
(
g−nai g
n
aj − g−naj gnai
)
. (5.32)
with gnai =
1
T
∫ T
0
dt gai(t)e
−inωt. Eq. (5.32) characterizes the contribution to the
effective rates arising from particles following the virtual process {ai, aj}, i.e. tun-
neling from a site r to r + ai + aj through the intermediate site r + ai, as described
in the previous section.
The on-site energies and tunneling of the effective Hamiltonian H(1)S have a
clear interpretation. The on-site energy b0 of sites s1, for instance, emerges as a
consequence of the sum of the two processes {a1,−a1} and {−a2, a2} as depicted
in Fig. 5.2 with purple arrows (process 1©). On the other hand, the rate b1 de-
scribing the tunneling between sites s1 of neighboring unit cells, results from the
process {a1, a2} only, as depicted in Fig. 5.2 with blue arrows (process 2©). Sim-
ilarly, the on-site energy −b0 and rate −b1 in Eq. (5.29) result from processes
with the inverse order. The different signs thus arise from the general symmetry
introduced in Eq. (5.20), in agreement with Eq. (5.32). The symmetries of the
emergent tunneling imply that Eq. (5.18) no longer holds for the tunneling of the
effective Hamiltonian, as the rate for particles to tunnel from a site r to r+b is dif-
ferent to the rate for particles to tunnel from r+a1 to r+a1 +b. If a1 = a2, a linear
Bravais lattice is recovered and Eq. (5.32) implies that b0 = b1 = 0, consistently
with the geometrical distinction in the beginning of Sec. 5.1.
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a3
a1
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b1
b2
b3
1©
Figure 5.3: Sketch of a kagome lattice. b1 and b2 denote the two primitive vectors of the
underlying triangular Bravais lattice. Each unit cell contains three sites s1, s1 and s3 in red,
green and blue, respectively. The vectors ak connect nearest-neighbor sites. The virtual
paths of two emergent nearest-neighbour tunneling with opposite rates are indicated with
green 1© arrows.
Kagome lattice
The kagome lattice is one of the most studied two-dimensional non-Bravais lat-
tices, largely due to the central role it plays in the context of geometrically frus-
trated physics [107, 108, 109]. Recently, this geometry has been experimentally
realized using ultra-cold atoms on an optical lattice [61], which suggests that its
driving could be implemented in a near future. The kagome lattice consists of a
triangular Bravais lattice with primitive vectors b1 and b2, and a three-point basis,
as depicted in Fig. 5.3. For this lattice, the Hamiltonian in Eq. (5.7) becomes
H(t) =
∑
i
c†riG0(t)cri +
∑
i
3∑
k=1
(
c†ri+bkGk(t)cri + H.c.
)
(5.33)
with the vector b3 = −b1 − b2, the matrices
G0(t) =
 0 g-a1 ga3ga1 0 g-a2
g-a3 ga2 0
 , G1(t) =
0 0 00 0 ga2
0 0 0

G2(t) =
 0 0 00 0 0
ga3 0 0
 , G3(t) =
0 ga1 00 0 0
0 0 0

(5.34)
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and the same time-dependent tunneling rates gai(t) introduced in Eq. (5.24). The
vectors ai connecting neighboring sites are represented in Fig. 5.3.
The leading effective Hamiltonian H(0)S is readily obtained from the time aver-
age of Eq. (5.33) and does not contain new tunneling processes.
The first-order term H(1)S , on the other hand, is given by
H
(1)
S =
∑
i
c†riB0cri +
∑
i
3∑
k=1
(
c†ri+bkBkcri + H.c.
)
. (5.35)
The tunneling matrices are
B0 =
 0 b
∗
1 b3
b1 0 b
∗
2
b∗3 b2 0
, B1 =
 0 0 −b
′∗
3
b′1 0 −b2
0 0 0

B2 =
 0 0 0−b′∗1 0 0
−b3 b′2 0
, B3 =
0 −b1 b
′
3
0 0 0
0 −b′∗2 0

(5.36)
defined in terms of the effective nearest-neighbor tunneling rates
b1 = β(−a3,−a2), (5.37)
b2 = β(−a1,−a3), (5.38)
b3 = β(−a2,−a1), (5.39)
the next-nearest-neighbor tunneling rates
b′1 = β(−a3, a2), (5.40)
b′2 = β(−a1, a3), (5.41)
b′3 = β(−a2, a1), (5.42)
and with β(ai, aj) in Eq. (5.32). As depicted in Fig. 5.3, the relative signs in Eq.
(5.36) are a particular manifestation of the fundamental symmetry in Eq. (5.20)
and appear due to the virtual path that particles follow.
There are two basic differences between the emergent processes of the zig-zag
chain and those of the kagome lattice. On the one hand, new nearest-neighbor
tunneling appears in the kagome lattice as a consequence of two consecutive vir-
tual nearest-neighbor tunneling in a triangular geometry. On the other, no on-site
energies appear because the different contributions interfere destructively. For
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a1
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1©2©
Figure 5.4: Sketch of a Lieb lattice. The only virtual processes that can lead to a finite
contribution of the emerging tunneling in the effective Hamiltonian H(1)S correspond to
all possible combinations of ±a1 and ±a2. Virtual paths of two next-nearest-neighbor
tunneling are indicated with blue 1© and orange 2© arrows.
each process {ai,−ai} contributing to the on-site energy, there is a conjugate pro-
cess {−ai, ai}. This exemplifies well how different non-Bravais lattices can induce
different effective tunneling processes due to the specific details of the geome-
try, which opens the possibility to designing specific geometries that yield desired
tunneling processes by driving them.
Lieb lattice
With the previous examples, we have demonstrated a clear interpretation of the
tunneling rates of the first-order effective Hamiltonian in terms of particles virtu-
ally tunneling through an intermediate site. In fact, this geometrical interpretation
permits us to infer the tunneling rates of effective Hamiltonians of shaken lattices
essentially by only inspecting the geometry of the lattice, as we will describe here
with particles on a shaken Lieb lattice.
The Lieb lattice is a two-dimensional face-centered square lattice, defined in
terms of a square Bravais lattice and a three-point basis, as depicted in Fig. 5.4.
This geometry has been recently experimentally implemented with optical lattices
[110]. Analogously to the previous sections, the driven Hamiltonian H(t) in Eq.
(5.7) is defined by its time-dependent tunneling rates gai(t) in Eq. (5.24), charac-
terizing the tunneling of particles from r to r + ai.
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According to Eqs. (5.17), (5.19), and (5.32), the effective tunneling rate for
particles to tunnel between two arbitrary sites can be determined one by one by
inspecting all the possible two-step processes connecting them and adding up all
the contributions. That is the rate b(r, r + ai + aj) for particles to tunnel (or stay)
from a site at r to r + ai + aj is given by
b(r, r + ai + aj) =
∑
{ai,aj}
β(ai, aj) (5.43)
where the sum is performed over all possible two-step processes and, in the gauge
defined by Eq. (2.24), β(ai, aj) is given by Eq. (5.32). The symmetry in Eq. (5.20)
essentially establishes which processes necessarily vanish and which processes can
be finite for specific driving forces. For the Lieb lattice it can be thus inferred that
only next-nearest-neighbor tunneling between green and blue sites can appear
in the effective Hamiltonian H(1)S , as described in Fig. 5.4. Moreover, the cor-
responding tunneling rates are β(a1, a2), β(a2, a1), β(−a1, a2), β(a2,−a1) and its
complex conjugate values. All other processes such as on-site energies or next-
nearest-neighbor tunneling between translationally equivalent sites (i.e. between
sites with the same color in Fig. 5.4) do not appear because the contributions
either are zero or sum up to zero, as analogously described in Fig. 5.1.
With the previous three examples, we have primarily discussed geometry de-
pendent selection rules that are independent of the type of driving force. The
amplitudes of processes that are not forbidden by these rules depend sensitively
on the system parameters. In general, the magnitude of the rates in H(1)eff (in any
desired gauge) depends on the bare tunneling rate and on the driving frequency
via the proportionality j20/ω, according to Eq. (5.32). State-of-the-art experiments
[3] operate in regimes where such processes have clearly observable signatures,
despite the fact that their rates are smaller by a factor of j0/ω than those of lowest-
order processes H(0)eff . In addition to the factor j
2
0/ω, the tunneling rates depend
on the driving force via the Fourier components of the time-dependent rates gak(t)
(defined in Eq. (5.24)). This dependence is highly non-linear but can still be an-
alytically characterized in terms of multidimensional Bessel functions, which we
introduce in Appendix D. In Sec. 6.2 we shall discuss this dependence in more de-
tail with a system of particles on an shaken hexagonal lattice in order to achieve a
tunable implementation of a Chern insulator.
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5.2 Interaction effects
Inter-particle interactions are a defining element that distinguishes genuine many-
body systems from a mere collection of single particles. As such, their role on the
effective dynamics of driven many-body systems is essential. In this section, we
will focus on the relation between interactions and the effective Hamiltonian of
shaken lattices [18]. In particular, we will inspect an interacting system of Bosons
tunneling on a shaken one-dimensional lattice, a system that was first introduced
in Ref. [24]. As the underlying lattice is a Bravais lattice, no geometrical effects
appear in the effective Hamiltonian of the system, which allows one to identify in
a clear manner the contributions resulting solely from interactions.
According to Eq. (5.7), the starting Hamiltonian for interacting Bosons on a
one-dimensional shaken lattice can be written as
H(t) = T0 +Hint +
∑
n6=0
Tne
inωt, (5.44)
with the operators
Tn = j0
∑
i
(u+n c
†
ici+1 + u
−
n c
†
ici−1) (5.45)
Hint = U
∑
i
nˆi(nˆi − 1) (5.46)
defined in terms of the bosonic creation and annihilation operators c†i and ci, and
the number operator nˆi = c
†
ici. The coefficients j0 and U denote the bare tunneling
rate and the on-site interaction energy, respectively. The Fourier components un±
are defined as
u±n =
1
T
∫ T
0
dt e±iξ(t)e−inωt, (5.47)
with the time dependence ξ(t) =
∫ t
0
dτ F (τ) − 1
T
∫ T
0
dt
∫ t
0
dτ F (τ) expressed as a
function of the driving force F (t) that is applied along the direction of the one-
dimensional lattice.
The lowest-order effective Hamiltonian term is given by the average of H(t) in
Eq. (5.44) and reads [24]
H
(0)
F = j0
∑
i
(u+0 c
†
ici+1 + u
−
0 c
†
ici−1) + U
∑
i
nˆi(nˆi − 1). (5.48)
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The interaction term thus remains unaffected at lowest-order, but the effective
tunneling rates j±eff = j0u
±
0 acquire a highly non-linear dependence on the driving
parameters that results from the exponential relation in Eq. (5.47). For instance,
a monochromatic driving force
F (t) = K cos(ωt), (5.49)
leads to the effective tunneling rates [24] j±eff = j0J0(K/ω), with the zeroth-order
Bessel function J0. As a result, the tunneling rate of particles can be effectively
modified by simply varying the driving amplitude K/ω, which is a quantity of
order 1. In particular, this permits to completely freeze the tunneling of particles
by choosing the driving amplitude at the zeros of the Bessel function, an effect
termed coherent suppression of tunneling that was experimentally observed in
the early implementation of this system [27].
Unlike its non-interacting counterpart, the effective Hamiltonian of the sys-
tem (described by Eq. (5.44)) is not only given by the lowest-order term H(0)F
in Eq. (5.48), but it rather contains higher-order contributions due to the non-
commutativity of the kinetic and interaction terms. Using e.g. the Magnus ex-
pansion or the flow equation method, the first-order effective Hamiltonian in the
Floquet gauge UF (0) = 1 becomes
H
(1)
F = −
Uj0
ω
2γ
∑
i
c†i (nˆi − nˆi+1)ci+1 + H.c. (5.50)
with the coefficient γ =
∑∞
n=1
u+n−u+−n
n
. This term describes a tunneling term that
depends on the interaction of the system U and on the occupation number of the
involved sites.
In fact, using the flow equation method, one cannot only find the first order
effective Hamiltonian term in Eq. (5.50) but also all terms bilinear in j0 and U
n
ωn
,
which is especially relevant in system where interactions play a dominant role. As
derived in Appendix B, we find the Floquet Hamiltonian
HF = H
(0)
F +
∞∑
n=0
∑
m6=0
(−1)n
(mω)n+1
adn+1HintTm (5.51)
defined in terms of the recursive commutator operator
ad0AB = B (5.52)
adnAB = [A, ad
n−1
A B] for n ≥ 1. (5.53)
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Since adnHint contributes with a factor U
n according to Eqs. (5.52) and (5.46),
each term in the sum is proportional to j0Un+1/ωn+1. In particular, the term with
n = 0, proportional to j0U/ω, is equivalent to the first-order term in Eq. (5.50).
The expression of the Floquet Hamiltonian HF in Eq. (5.51) (and its derivation in
Appendix B) exemplifies well how the flow equation method can be advantageous
to systematically derive high-order terms of effective Hamiltonians. In particular,
the flow equation method has permitted us to find the effective Hamiltonian at
arbitrary order in U/ω but neglecting all powers of j0/ω. This is a fundamental
difference with e.g. the Magnus expansion, where higher-order terms become
increasingly involved to calculate (see Eq. (2.16)) and each (n + 1)-th Magnus
term Mn+1(t) generally leads to all contributions proportional to Upj
q
0/ω
n with
p+ q = n+ 1.
The freedom to choose the unitary UF (0) that defines the frame of the effective
Hamiltonian plays a particularly important role in this system. In Eq. (5.51),
the effective Hamiltonian is given in the Floquet gauge UF (0) = 1. However, by
defining the unitary UF (0) = eη
(1) with the antihermitan generator
η(1) =
∞∑
n=1
∑
m6=0
(−1)n
(mω)n
adn−1HintTm, (5.54)
the Floquet Hamiltonian HF in Eq. (5.51) transforms into
Heff = UF (0)HFU
†
F (0) = HF + adη(1)Hint +O(j
2
0) = H
(0)
F +O(j
2
0), (5.55)
which contains no interaction-dependent terms proportional to j0. Thus, in a suffi-
ciently fast driving regime where j0/ω is a small quantity and UF (0) becomes close
to the identity, the interaction-induced terms in Eq. (5.51) do not play an impor-
tant role at first order in j0. As η(1) in Eq. (5.54) is linear in j0/ω with all powers
Un/ωn, this result also applies for large interaction energies U . Nevertheless, the
effect of the interaction-dependent terms in Eq. (5.51) still appears in the new
frame defined by η(1) but it is rather shifted to higher orders [111].
In a moderately slow driving regime, however, the transformation UF (0) be-
comes relevant. This is particularly noticeable in a stroboscopic slow driving dy-
namics where the system is monitored at multiples of the driving frequency. The
time-evolution operator then reads
U(nT ) = e−iHFnT = U †F (0)e
−iHeffnTUF (0) (5.56)
and cannot be simply approximated by e−iHeffnT , since UF (0) is not close to the
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Figure 5.5: Plot of the effective tunneling rate jeff/j0 and lowest-order interaction tun-
neling coefficient γ as a function of the driving amplitude of a monochromatic force. The
interaction-induced tunneling becomes locally maximum at the zeros of the Bessel func-
tion. When the driving amplitude coincides with the (lowest) zero of the Bessel function,
the lowest-order effective tunneling rate vanishes and the dominant tunneling process is
given by the interaction-induced tunneling.
identity in general. As a matter of fact, the tunneling interaction process in H(1)F
(Eq. (5.50)) can explain well [18] the experimental deviations observed when
measuring the effective tunneling rate of particles at low values of ω/J and at a
fixed ratio r∗ = K/ω ≈ 2 [27]. In a non-interacting system, the effective Hamil-
tonian is exactly given by H(0)F in Eq. (5.48). Thus, if a monochromatic force is
considered, the expected effective tunneling rate would be jeff = j0J0(r∗) inde-
pendently of ω/J . In the experiment [27], however, important deviations were
observed in for ω . 2j0 (inset of Fig. 2 in ref. [27]), which can be explained in
terms of interaction-induced tunneling. In particular, for a monochromatic driving
force in Eq. (5.49), as realized in the experiment, the Fourier coefficients u+n in-
troduced in Eq. (5.47) are u+n = Jn(K/ω) and thus the coefficient γ in Eq. (5.50)
becomes γ = 2
∑∞
n=1 J2n−1(K/ω)/(2n − 1). As seen in Fig. 5.5, the behavior of
this coefficient is such that it becomes locally maximum close to the zeros of the
zeroth order Bessel function, in agreement with the experimental observations.
The interplay illustrated in Fig. 5.5 between the effective tunneling rate jeff and
the coefficient γ as a function of the monochromatic driving amplitude K/ω ex-
emplifies well the limitations and possibilities of the external driving force. With a
monochromatic driving force, a constraint on either the value the effective tunnel-
ing rate jeff or the coefficient γ necessarily specifies the value of the other quantity.
For instance, if the driving force is chosen such that jeff = 0, the tunneling inter-
action will then become the dominant process with a determined value of γ, as
indicated in Fig. 5.5. As we shall demonstrate in the next chapter, however, poly-
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chromatic driving protocols allow us to increase the number of available degrees
of freedom, which can then be suitably chosen to satisfy specific purposes. In par-
ticular, this permits to choose driving forces such that desired processes enter in
the effective Hamiltonian with a specific weight, whereas undesired processes are
suppressed.
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Optimal control of effective
dynamics
The engineering of reliable driven systems for quantum simulations requires a pre-
cise control and manipulation of the systems’ parameters in relation to the desired
Hamiltonian to be simulated. Hence, the components that influence the effec-
tive dynamics that a driven system undergoes, namely the operational structure
of the driven Hamiltonian and the specific time-dependent driving force, need
to be suitably addressed. The operational structure determines the boundary of
the achievable dynamics and is fixed by the specific experimental realization. For
instance, in the last chapter we have seen that, for particles on a shaken opti-
cal lattice, the operational structure is given by the underlying lattice structure
and the inter-particle interactions of the atoms comprising the system. The time-
dependent driving force, on the other hand, can be experimentally chosen at will
in order to reach specific desired dynamics.
Despite the important role that driving forces play in the system’s dynamics and
the possibility to experimentally implement sophisticated driving patterns with the
current technology, rather simple driving forces are usually employed for quantum
simulations. In particular, experimental realizations of shaken optical lattices have
implemented so far only monochromatic driving forces [27, 28, 30, 3, 94] or very
simple polychromatic driving forces defined piecewisely in terms of a monochro-
matic and a constant part [29]. Also theoretically, monochromatic forces have
been essentially only considered (see review in Ref. [15] and references therein).
As demonstrated in the field of optimal control theory, however, appropriately cho-
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sen polychromatic driving permit us to dramatically expand the accessible range
of dynamics and improve all sort of target properties with respect to monochro-
matic driving. Such optimal control techniques have been successfully applied
in a number of disciplines ranging from quantum chemistry [34, 35] to nuclear
magnetic resonance [39, 40] via quantum information [36, 37] and many-body
systems [112]. Most commonly, those techniques target a suitable figure of merit
at desired instances of time. Here, however, we will strive to design driving forces
that improve the simulation of a target Hamiltonian within an extended and con-
tinuous time window. This will permit us not only to improve the simulation of
the desired dynamics but also to achieve effective dynamics that would otherwise
be impossible to achieve with a monochromatic driving scheme.
We start by considering a periodically driven system H(t) = H(t + T ) that
contains a set of time-independent control parameters {fn}. In order to ensure
that the driving forces are smooth and easily experimentally implementable, we
shall consider that these parameters denote a finite number of coefficients of a
Fourier-like decomposition of the external driving force. Our aim is then to choose
the driving parameters {fn} such that the exact system dynamics U(t) approximate
the targeted dynamics Utg(t) as well as possible. That is, we pursue the optimal
simulation
U(t) ≈ Utg(t) = e−iHtgt (6.1)
of a desired target Hamiltonian Htg that has been specified beforehand given the
operational structure of the driven system. By exploiting the Floquet decompo-
sition U(t) = U †F (t)e
−iHeff tUF (0) of the time-evolution operator (Eq. (2.10)), we
approach the optimal design of effective dynamics in two steps. First and fore-
most, we require that the effective Hamiltonian of the system coincides with the
target Hamiltonian, which ensures a satisfactory long-time behavior. Then, once
the sufficient driving parameters are set, the remainder of them can be chosen
such that the fluctuations are minimized.
Specifically, in order to ensure the optimal simulation of a given target Hamil-
tonian Htg, we devise an scheme that consists in:
• Identifying the dependence of the effective Hamiltonian Heff on the set of
control parameters {fn}. Typically this can only be achieved approximately,
where the effective Hamiltonian is known up to a certain order r in ω−1
Heff[{fn}] =
r∑
k=0
H
(k)
eff +O(ω
−(r+1)). (6.2)
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• Constraining the set of driving parameters {fn} to the same order r so that
Htg = Heff. (6.3)
Additionally, if sufficient control parameters are available the periodic fluctua-
tions around the effective dynamics can be reduced by
• Minimizing the target functional
F = 1
T
∫ T
0
||U(t)− Utg(t)||2dt (6.4)
under the constrained control parameters, where ||A||2 = Tr (A†A) is the
Hilbert–Schmidt norm. Consistently with the previous two points, F is also
approximated to order r.
With the purpose of minimizing the fluctuations in the last point, it is advisable
to work in the Floquet gauge defined by the unitary UF (0) = 1 in Eq. (2.10). A
different choice with UF (0) 6= 1 would not be consistent with the minimization
because a small unitary transformation would be artificially introduced in the ef-
fective dynamics. Furthermore, even though the target functional F is related to
the integral of ||U(t)−Utg(t)||2 along a single period, it achieves the minimization
of the fluctuations for all times provided that the minimization is performed with
enough accuracy. Given the Floquet decomposition U(t) = UP (t)e−iHF t and the
constraint Htg = Heff , the target functional defined in Eq. (6.4) can be written as
F = 1
T
∫ T
0
Tr
[
21− UP (t)− U †P (t)
]
dt, (6.5)
which only depends on the real part of the instantaneous eigenvalues of UP (t).
Due to the periodicity of UP (t), moreover, the minimization of the periodic fluc-
tuations along an arbitrarily long time window [0, nT ) can be trivially reduced to
one period [0, T ) by multiplying with a factor n. This is only true, however, if
the Floquet decomposition is found exactly. In practice, since the decomposition
is only found up to a certain order of approximation, deviations from this ideal
behavior can occur because of higher-order terms that have been neglected but
accumulate in time. This effect shall be discussed in the next section.
In the remainder of this chapter, we will apply the scheme described above
to two different systems of major practical interest. First, we will investigate an
optimal implementation of an atomic Lambda system yielding Raman transitions,
which is a building block of many quantum simulations [113, 114, 20, 21, 22,
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23]. Second, we will examine a system of particles on a shaken hexagonal lattice
and target the optimal realization of a topological Chern insulator in deep optical
lattices, where, unlike previous approaches [3], genuine many-particle physics
could be investigated.
6.1 Optimal Raman transitions
Laser-assisted Raman transitions between different electronic states or localized
states of trapped atoms constitute a central pillar in a large number of quantum
simulations [113, 114, 20, 21, 22, 23]. Because the direct coupling between low-
lying energy states via dipole transitions is often forbidden by selection rules, an
intermediate auxiliary state with higher energy is usually used to mediate the cou-
pling. This so-called Lambda system is then specifically configured e.g. to imprint
phases required to realize various spin-orbit couplings [20, 21] or to simulate the
effect of gauge fields [115, 22].
In this section, we exemplify the optimal control of effective Hamiltonians
[116] with a case study of the Lambda system
Hs =
3∑
i=1
i|i〉〈i|, (6.6)
where |1〉 and |2〉 characterize the two atomic ground states with energy 1 = 2 =
0 and |3〉 denotes an excited state with energy 3 = . Our aim is to induce a
transition |1〉 ↔ |2〉 between the two degenerate states by driving the transitions
|1〉 ↔ |3〉 and |2〉 ↔ |3〉 with a suitably modulated Rabi frequency.1 Specifically,
we consider the periodic Hamiltonian H˜(t) = Hs +Hd(t) with the driving
Hd(t) = 2Ω(t) cos(ωdt)(|1〉〈3|+ |2〉〈3|) + H.c., (6.7)
where Ω(t) is a time-dependent Rabi frequency with a modulation that is slower
than the frequency ωd. This transition is typically driven monochromatically with
constant Rabi frequency Ω. As we shall demonstrate here, however, a modulation
of the Rabi frequency can significantly improve the desired transition by reducing
the population of the exited state.
For convenience, we work in the interaction picture defined by the time-
dependent unitary transformation UI(t) = ei|3〉〈3|t. In this frame, the dynamics
1The non-degenerate case 1 6= 2 requires a different driving for each transition, but the opti-
mization scheme stays the same.
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|1〉 |2〉
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∆}
Figure 6.1: Sketch of the three-level Lambda system. A transition between the low-energy
states |1〉 and |2〉 is driven via an off-ressonant time-dependent coupling to the excited state
with detuning ∆.
induced by the static Hamiltonian are absorbed in the state vectors and the driv-
ing Hamiltonian becomes
H(t) = f(t)
(
1 + e−in0∆t
)
(|1〉〈3|+ |2〉〈3|) + H.c., (6.8)
where f(t) = Ω(t)e−i∆t, ∆ = − ωd is the detuning depicted in Fig. 6.1, and n0 =
2ωd/∆. In the rotating wave approximation, the counter-rotating contribution
e−in0∆t in Eq. (6.8) would be neglected, but we consider the general case and
keep this term. Importantly, we decompose the driving pulse in a Fourier series
f(t) =
N∑
n=1
fne
−inωt (6.9)
in terms of ω, which defines the fundamental frequency of driving in the new
frame. Since H(t) defined in Eq. (6.8) should be periodic with period T = 2pi/ω,
we choose ∆ to be a fraction of twice the driving carrier frequency, such that n0 is a
positive integer. With a periodically driven Hamiltonian, the corresponding effec-
tive Hamiltonian can be calculated perturbatively as a function of the parameters
{fn} using e.g. flow equations or the Magnus expansion.
In the frame defined by UI(t), the Hamiltonian whose simulation we target
reads
Htg = −Ωtg (|1〉 〈2|+ |2〉 〈1|+ |1〉 〈1|+ |2〉 〈2| − 2 |3〉 〈3|) , (6.10)
where |1〉 〈2| + |2〉 〈1| is the desired operator that generates Raman transitions
within the ground-state manifold with a rate Ωtg (the overall sign is chosen for
later convenience). The term proportional to |1〉 〈1|+ |2〉 〈2| − 2 |3〉 〈3| will appear
as an unavoidable byproduct that does not affect the desired dynamics because
it only contains diagonal terms that do not influence the transitions between the
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ground states.
From to the driven Hamiltonian in Eq. (6.8), the general structure of all n-
th order terms H(n)F of the Floquet Hamiltonian can be inferred. According to
the general expression of the Magnus expansion in Eq. (2.16), each term H(n)F
results from the integral of products of n + 1 Hamiltonians evaluated at different
times. This then implies that odd-order terms of the Floquet Hamiltonian H(2k+1)F
have the desired structure of Htg with matrix elements that couple the two ground
states. Even-order terms H(2k)F , on the other hand, describe undesired transitions
to the excited state only. Yet, the coefficient of H(0)F is zero due to the vanishing
average of the time-dependent functions f(t), so that the leading order Floquet
Hamiltonian is given by the first-order term H(1)F .
For the general decomposition of the driving pulse in Eq. (6.9), the first order
Floquet Hamiltonian reads
H
(1)
F = −
1
ω
N∑
n=1
|fn|2
n˜(1)
(|1〉 〈2|+ |2〉 〈1|+ |1〉 〈1|+ |2〉 〈2| − 2 |3〉 〈3|) , (6.11)
where, for convenience, we have defined
n˜(p) =
(
1
np
+
1
(n+Nn0)p
)−1
, (6.12)
which depends on n and p, and in the rotating wave approximation n0 → ∞
simplifies to n˜(p) → np. Let us first, however, discuss the simplest example of a
monochromatic driving f(t) = f1e−i∆t at constant Rabi frequency by taking N = 1
in Eq. (6.9) and (6.11). By choosing
|f1|2 = Ωtg∆1 + n0
2 + n0
, (6.13)
the constraint H(1)F = Htg can be fulfilled to first order. The second-order term
H
(2)
F , on the other hand, will generate undesired transitions to the upper level via
cubic powers of H(t). With |f1| already fixed, one cannot impose H(2)F = 0, so that
one always ends up with an undesired population in the excited state—except in
the ideal limit of very strong, far-detuned driving |f1|,∆ → ∞ at fixed Ωtg. Thus,
with only one frequency, one can neither accurately realize the desired unitary
ground-state dynamics nor simultaneously minimize the fluctuations.
We then take advantage of the general pulse in Eq. (6.9) to reduce the popu-
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lation of the excited state. The constraint H(1)F = Htg yields the requirement
Ωtg =
1
ω
N∑
n=1
|fn|2
n˜(1)
. (6.14)
Pushing the expansion to second order, we can now require H(2)F = 0 through the
second constraint −4∑Nm=1 |fm|2m˜(1) ∑Nn=1 fnn˜(1) = 0. Using the first-order constraint
and the fact that Ωtg is targeted to be different than zero, the second-order con-
straint simplifies to
0 =
N∑
n=1
fn
n˜(1)
. (6.15)
The third step of the general scheme to control the effective dynamics described
above corresponds to reducing the fluctuations through the minimization of target
functional in Eq. (6.5). Using a high frequency expansion of the generator P (t)
of UP = e−iP (t) as described in Eqs. (2.26) and (2.27), the desired truncated
expression F (1) +F (2) that we aim at minimizing reduces only to the second-order
term
F (2) = 4
ω2
N∑
n=1
|fn|2
n˜(2)
, (6.16)
as derived in Appendix C, since the first order F (1) vanishes.
The optimization can now be solved analytically by introducing two Lagrange
multipliers λ1 ∈ R, λ2 ∈ C for the two constraints (6.14) and (6.15), respectively.
The optimal pulse parameters up to second order are found to be
fn = ωλ2
(
n˜(1)
n˜(2)
− λ1
)−1
, (6.17)
as detailed in the Appendix C. The Lagrange multipliers are determined by insert-
ing this solution into the constraints (6.14) and (6.15). Dividing Eq. (6.17) by λ2
shows that fn/λ2 is real, and thus all fn as well as λ2 can be taken real. Using Eqs.
(6.14) and (6.15), the target functional in Eq. (6.16) can be rewritten as
F (2) = 4λ1 Ωtg
ω
, (6.18)
such that the global minimum of the fluctuations is found with the minimal root
λ1 of Eq. (6.15) with Eq. (6.17) inserted. At a given value of ω, one should be
able to suppress fluctuations more efficiently using more frequencies, and indeed,
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Figure 6.2: Plots (a) and (b) display the transition probability P2(t) = |〈2|U(t)|1〉|2 for
the target dynamics (yellow), monochromatic dynamics (blue) and third-order optimal
dynamics with N = 10 frequency components (red). The plot (c) shows the population
of the excited state P3(t) = |〈3|U(t)|1〉|2 as a function of time. The parameters of the plot
are Ωtg = 0.05ω and n0 = 4.
F (2) → 0 as N →∞, since the minimal λ1 tends to N˜(1)/N˜(2) ∼ 1/N .
As a matter of fact, one can take the calculation one step further with relatively
little effort. Using the first four terms of the Magnus expansion, the constraint in
Eq. (6.14) can be extended to third order H(1)F +H
(3)
F = Htg as
Ωtg =
1
ω
∑
n
|fn|2
n˜(1)
+
1
ω3
(
2
∑
n
|fn|4
n˜(3)
− 4
∑
n
|fn|2
n˜(1)
∑
m
|fm|2
m˜(2)
)
. (6.19)
Moreover, the target functional to be minimized in Eq. (6.16) does not change to
this order since F (3) = 0. The optimal Fourier components {fn} can still be chosen
real and are found by solving the coupled system of equations
fn
ω
(
1 + 4A1λ1
n˜(2)
− λ1 1− 4A2
n˜(1)
)
− 4λ1f
3
n
n˜(3)ω3
=
λ2
n˜(1)
(6.20)
for n = 1, ..., N , where Ap =
∑ |fn/ω|2/n˜(p). The full minimization in third order
of expansion, given by the system of equations (6.20), (6.19) and (6.15), can be
readily solved using the exact second-order solution in Eq. (6.17) as an initial
condition for a numerical routine.
A neat feature of the optimal pulse is that its total average intensity IN =∑N
n=1 |fn|2 of the obtained pulses never exceeds the intensity I1 of the monochro-
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matic pulse, which is given by I1 = ΩtgωN˜(1) as derived from Eq. (6.13). Since
n˜(p)−1 decreases with n, the second-order target Rabi frequency in Eq. (6.14)
is lower bounded by IN/ωN˜(1). This implies that IN ≤ ΩtgωN˜(1) and, hence,
the bound on the polychromatic intensity IN ≤ I1 is obtained for all values of
N . Improved values of the driving parameters fn calculated within a third- or
higher-order expansion of the target functional and constraints differ from the
second-order results only by small quantities (provided that the parameters have
been chosen in the suitable fast driving regime). Therefore, such higher-order
calculations can clearly not result in an intensity IN that significantly exceeds I1.
In fact, using the numerical solutions of the optimization up to third order (with
parameters Ωtg = 0.05ω and n0 = 4) we observe that the bound IN ≤ I1 is also
satisfied for a broad range of N .
The suppression of fluctuations around the desired dynamics with a polychro-
matic driving can be seen in Fig. 6.2, where populations are depicted over half
a period pi/Ωtg for a pulse with N = 10 frequencies. First of all, panels (a) and
(b) of Fig. 6.2 depict the population of a low-lying state for short and long times,
respectively. While the monochromatic evolution with the Rabi frequency in Eq.
(6.13) deviates significantly from the target evolution after several periods, the
optimal polychromatic dynamics follows the target rather faithfully, which results
from a more accurate realization of the target Hamiltonian Htg. As the amplitude
of the monochromatic pulse has been chosen in first order, one might wonder if
a better performance can be realized with an effective Hamiltonian that includes
third order terms, i.e. by identifying the driving amplitude fN that solves
Ωtg =
1
ω
|fN |2
N˜(1)
+
1
ω3
2|fN |4
(
1
N˜(3)
− 2
N˜(1)N˜(2)
)
, (6.21)
as derived from the constraint in Eq. (6.19). Such a construction, however, re-
quires a higher driving amplitude because the term ((N˜(3))−1−2(N˜(1)N˜(2))−1) on
right-hand side of Eq. (6.21) is negative independently ofN and n0. Consequently,
the undesired effects of the second-order term H(2)F increase and do not compen-
sate the improvement of the third-order constraint. This thus results in larger
overall deviations with respect to the target dynamics. Hence, an improvement
of the monochromatic case is not possible through a more accurate treatment of
the effective Hamiltonian. The lower panel (c) of Fig. 6.2 shows the second main
advantage attributed to the short time scale of one driving period, namely signif-
icantly smaller fluctuations of the optimal dynamics around the target dynamics
and, in particular, a considerably lower population of the intermediate (excited)
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Figure 6.3: Magnitude of deviations around the target unitary dynamics as function of
the number N of Fourier components. Blue dots depict the third order target functional
quantified by Eq. (6.16) and red dots depict the numerically exact target functional in Eq.
(6.4). The plot parameters are Ωtg = 0.05ω and n0 = 4.
state. In order to show to what extent the fluctuations in Fig. 6.2 (c) can be
suppressed, we plot in Fig. 6.3 the deviations of the actual dynamics around the
target unitary as a function of the number N of Fourier components. Both the
analytic estimate (blue dots) and the numerically exact solution (red dots) show
that already a moderate number of frequency components permits us to reduce
the fluctuations considerably.
We observe that the Fourier components of the optimal pulses have a similar
behavior independently of the total number N of frequency components. The op-
timal Fourier component fN associated to the highest frequency Nω is close to the
monochromatic solution, whereas lower frequency components are phase-shifted
by pi and their magnitude decays rapidly with decreasing frequency. In order to
exemplify this behavior, we show in Fig. 6.4 the optimal Fourier components of a
pulse with N = 10 frequency components.
The long-time deviations observed in Fig. 6.2 (b) can be quantitatively mea-
sured with the quantities Fn defined as
Fn = 1
T
∫ nT
(n−1)T
||U(t)− Utg(t)||2dt. (6.22)
If the constraint Htg = Heff was satisfied exactly, Fn would straightforwardly re-
duce to the target functional F in Eq. (6.4). However, since the targeted dynamics
are only satisfied approximately, deviations with respect to the ideal case appear.
In Fig. 6.5, the measures Fn are shown for the monochromatic pulse and the
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Figure 6.4: Fourier components of the optimized third-order pulse with N = 10 fre-
quencies, Ωtg = 0.05ω and n0 = 4. The Fourier component fN associated to the largest
frequency has maximum amplitude and is shifted by a phase pi with respect to the rest.
second- and third-order polychromatic pulses with N = 10 as function of n-th
time period. Let us first compare the monochromatic with the second-order poly-
chromatic pulse. In the first few periods, the optimized solution indeed yields a
better result. However, the deviations with respect to the target dynamics grow
faster in the second order optimized case than in the monochromatic case. As a
consequence, in the long-time regime the monochromatic driving performs better
than the optimized solution calculated in second order: since the polychromatic
pulse contains slower frequencies than the monochromatic one, the expansion at
second order leads to a worse approximation of the effective Hamiltonian and the
deviations between e−iHF t and e−iHtgt accumulate in time and overcome the dif-
ference in fluctuations after a sufficiently long times. Indeed, we observe that the
larger N is, the later the crossover occurs, since the fluctuations are smaller and
deviations from the target Hamiltonian need more time to accumulate to the value
of the monochromatic dynamics. Nevertheless, the optimized polychromatic pulse
can always be systematically improved by pushing the calculations to higher order
in the expansion parameter. As seen in Figs. 6.2 as well as 6.5, the third order
optimal pulse significantly outperforms the monochromatic dynamics in the entire
time domain.
Finally, in order to estimate the robustness of optimal pulses in realistic experi-
mental setups, we investigate how small perturbations to the Fourier components
affect the performance of the optimal pulses. Consider perturbations of the form
fn → f˜n = fn + δf, (6.23)
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Figure 6.5: Deviations from the target dynamics Fn in the nth driving period for the
monochromatic pulse (blue circles), the second-order optimized pulse (brown squares)
and the third-order optimized pulse (red rhombi) with N = 10. The perturbed third-
order solution—see Eq. (6.23)—with frequency randomness δ = δmax/4, averaged over
100 realizations (green triangles), shows good resilience against experimental uncertainty.
Parameters are Ωtg = 0.05ω and n0 = 4.
where δf is a random number uniformly distributed in the interval [−δ, δ], which
accounts for the experimental uncertainty in the tuned Fourier components. Com-
parison between the second- and third-order optimal pulses shows that their
largest optimal Fourier components differ typically by 0.01ω (for Ωtg = 0.05ω),
which defines a scale δmax = 0.01ω for the maximum allowed uncertainty. Pertur-
bations with δ = δmax/4, however, still lead to a good performance, as depicted
in Figure 6.5. Thus, the optimal pulses appear to be robust under such pertur-
bations, which indicates a good experimental viability. Moreover, the perturbed,
optimized polychromatic pulse provides a significantly lower level of deviations in
comparison with the unperturbed monochromatic pulse even after several periods
2pi/Ωtg.
Our results show that the modulation of the driving with only few frequencies
suffices to simulate the desired target unitary with significantly higher precision
than in the monochromatic case. The lower population transfer to the excited
state does not only result in a better simulation of the desired transition, but also
ensures that the detrimental effect of spontaneous emission from the high energy
state is minimized. The advantage of the polychromatic scheme is especially rel-
evant in systems where the detuning cannot be arbitrarily large due to e.g. the
internal structure of the atoms. In particular, this occurs in Raman transitions
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with atoms under magnetic fields [117], where an additional fourth excited en-
ergy level with energy 4 >  limits the possibility to implement a large detuning.
Regarding the experimental feasibility, the method presented here only requires
the modulation of the time-dependent driving fields, which could be done with
a single laser and an acousto- or magneto-optic modulator, or by using different
phase-locked lasers. The specific technique required only depends on the atomic
species of atoms and the energy scale of the required frequency modulation, for
which we thus expect that an experimental implementation could be realized in
the near future.
6.2 Tunable Chern insulator with shaken lattices
In the previous section, we have illustrated with the three-dimensional Lambda
system the possibility to optimally achieve desired dynamics by means of pulse-
shaping techniques. In this section, motivated by the ever-increasing interest in
topological band structures described in Sec. 3.2, we will move on to a more
complicated many-body system and demonstrate an optimal implementation of a
Chern insulator with a system of interacting particles on a shaken hexagonal lattice
[26]. In particular, we will show how the effective first-order geometry dependent
tunneling rates described in Sec. 5.1 can be tuned and enhanced with suitably
chosen driving forces in order to explore the entire topological diagram of the sys-
tem. As opposed to the previous section, however, we shall not minimize here the
fluctuations around the target dynamics because we prioritize the maximization
of the effective tunneling rates. This approach is consistent with the results found
in the previous section (e.g. in Fig. 6.5) where, for long times, an accurate realiza-
tion of the effective Hamiltonian is more important than reducing the fluctuations
in order to achieve a successful simulation of the desired dynamics.
The realization of the Chern insulator that we describe in this section has sim-
ilarities, and also important differences, with the recent experimental implemen-
tation of the Haldane model [3]. The implementation in Ref. [3] consists in
driving a quasi-hexagonal shallow optical lattice (as defined after Eq. (3.11)) with
a monochromatic force, and takes advantage of the interplay of intrinsic real next-
nearest-neighbor tunneling and driving-induced purely imaginary next-nearest-
neighbor tunneling. Importantly, the incorporation of interactions is not possible
with this approach because interactions require deep optical lattices where the
intrinsic next-nearest neighbor tunneling is negligible, as described in Sec. 3.1.
Here, on the contrary, we consider a deep optical hexagonal lattice that is shaken
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with an optimally chosen polychromatic driving force. As a result, we will obtain
a Haldane-like topological model whose entire parameter regime can be accessed
despite the absence of underlying next-nearest-neighbor tunneling. The possibility
to realize topologically non-trivial phases in deep optical lattices with accurately
tunable parameters is highly relevant for the study of exotic strongly-correlated
states by e.g. incorporating interactions and choosing the system parameters such
that the energy band becomes close-to-flat [73].
We start with spinless, interacting Bosons or Fermions on a shaken hexagonal
lattice. In terms of vector creation and annihilation operators c†ri = (c
†
s1,i
, c†s2,i) and
cri = (cs1,i, cs2,i)
T satisfying the usual commutation or anticommutation relations,
the driven Hamiltonian in Eq. (5.8) can be written as
H(t) =
∑
i
c†riG0(t) cri +
∑
i
2∑
k=1
(
c†ri+bkGk(t) cri + H.c.
)
+Hint, (6.24)
where Hint = U
∑
i c
†
ric
†
ricricri describes the interactions, and the time-dependent
matrices Gk(t) are given by
G0(t) =
(
∆ g∗a3(t)
ga3(t) −∆
)
, G1(t) =
(
0 0
ga2(t) 0
)
, G2(t) =
(
0 g∗a1(t)
0 0
)
. (6.25)
The summation in Eq. (6.24) is performed over the positions ri of all unit cells of
the hexagonal lattice, which we consider to be infinite or with periodic boundary
conditions. The vectors b1 = a(
√
3, 0) and b2 = a2(−
√
3, 3) are sketched in Fig
6.6 and correspond to two primitive vectors that span the underlying triangular
Bravais lattice, with the distance a between nearest-neighbor sites. The time-
dependent rates that characterize the nearest-neighbor tunneling are given by
gak(t) = j0 e
iχak (t), (6.26)
with
χak(t) =
∫ t
0
dτ F(τ) · ak − 1
T
∫ T
0
dt
∫ t
0
dτ F(τ) · ak (6.27)
expressed in terms of the driving force F(t) and the real tunneling amplitudes j0
of the undriven system. In general, the time-dependent tunneling rates depend on
the direction of tunneling defined through the vectors that connect neighboring
sites a1 = a2(
√
3, 1), a2 = a2(−
√
3, 1) and a3 = −a1 − a2, as depicted in Figure 6.6.
The quantities ±∆ in Eq. (6.25) denote on-site energies.
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Figure 6.6: Sketch of the hexagonal lattice constructed with a triangular Bravais lat-
tice spanned by two of the three vectors b1, b2 and b3 and a two-point basis {s1, s2}.
The vectors a1, a2 and a3 connect the different neighboring lattice sites. Emergent next-
nearest-neighbor tunneling processes that appear in the first-order effective Hamiltonian
(analogous to the terms discussed in Sec. 5.1) are illustrated with blue arrows.
As theoretically expected and also experimentally confirmed [3], the dynamics
of the system in a fast driving regime can be captured very well by the truncated
effective Hamiltonian
Hdh = H
(0)
S +H
(1)
S (6.28)
containing the lowest two orders. Since the leading-order effective Hamiltonian is
given by the average of H(t) in Eq. (6.24), H(0)S = H
(0)
eff contains the same tunnel-
ing processes as the undriven system: the on-site energies ±∆ remain unchanged
and the effective tunneling rates become the directionality-dependent quantities
g0ak =
1
T
∫ T
0
dt gak(t). Likewise, the time-independent interaction term Hint remains
invariant.
The first-order effective Hamiltonian term H(1)S , as calculated from Eq. (2.25)
where no contributions form the static Hamiltonian appear, reads
H
(1)
S =
∑
i
c†riB0 cri +
∑
i
3∑
k=0
(
c†ri+bkBk cri + H.c.
)
, (6.29)
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where b3 = −b1 − b2. The effective matrices Bk = diag(τk,−τk) with
τ0 =
3∑
i=1
β(ai,−ai) (6.30)
τ1 = β(a2,−a3) (6.31)
τ2 = β(a3,−a1) (6.32)
τ3 = β(a1,−a2) (6.33)
are defined in terms of
β(ai, aj) =
∞∑
n=1
1
nω
(
g−nai g
n
aj − g−naj gnai
)
, (6.34)
with the Fourier components gnaj =
1
T
∫ T
0
gaj(t)e
−inω. The rates τk, k = 1, 2, 3 de-
scribe effective next-nearest-neighbor tunneling processes that result from a vir-
tual tunneling process over a neighboring site, as similarly discussed in Sec. 5.1.
The relative sign in Bk between the different rates τk and −τk is a a fundamental
symmetry that is independent of the specific driving force F(t), as illustrated with
several examples in Sec. 5.1.
Due to this symmetry, the emergent next-nearest-neighbor tunneling rates dis-
cussed above are, in general, not equivalent to those of the Haldane model [31],
where the two tunneling rates are complex conjugated with respect to each other
(see Eq. (3.24)). Only for purely imaginary rates τ ∗k = −τk, k = 1, 2, 3, do the
next-nearest-neighbor rates of the two models coincide. Consequently, it is fun-
damentally impossible to implement the full topological diagram of the Haldane
model via lattice shaking without non-vanishing real next-nearest-neighbor tun-
neling rates in the undriven system.
Despite the differences between the Haldane model Hamiltonian and the ef-
fective Hamiltonian in Eq. (6.28), the two models share similar topological prop-
erties. As we shall later demonstrate, it is possible to find a driving force yield-
ing isotropic tunneling rates, namely g0ak = j1 and τk = j2e
iφ for all directions
k = 1, 2, 3, where j1 and j2 are positive real numbers and φ is defined in the inter-
val (−pi, pi]. Let us assume for the time being that we do have isotropic tunneling.
The non-interacting part of the truncated effective Hamiltonian in Eq. (6.28) can
then be written in quasimomentum space as Hdh − Hint =
∑
k c
†
kH0(k)ck, where
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Figure 6.7: Phase diagram of the isotropic effective Hamiltonian in Eq. (6.35) (black lines
and dark colors) overlapped with the phase diagram of the Haldane model (gray lines and
lighter colors), giving the Chern number C of the lowest ernergy band as a function of the
phase φ and ratio ∆/j2. Orange represents C = −1, blue C = 1 and white C = 0. For
φ = ±pi/2 the Chern number of the two Hamiltonians coincide independently of ∆/j2.
c
(†)
k are the vector momentum creation and annihilation operators and
H0(k) =
3∑
i=1
hi(k)σi (6.35)
defined in terms of the Pauli matrices σi and
h1(k) = j1 (1 + cos(k · b1) + cos(k · b2)) , (6.36)
h2(k) = j1 (sin(k · b1)− sin(k · b2)) , (6.37)
h3(k) = ∆ + 2j2
3∑
i=1
cos(k · bi + φ). (6.38)
The topological diagram of this model, displaying the Chern number [9] (intro-
duced in Sec. 3.2) as a functions of the Hamiltonian parameters ∆/j2 and φ, can
be calculated with Eq. (3.29) and it is shown in Fig. 6.7. The transition between
different topological phases—indicated with a solid black line—corresponds to
parameters of the Hamiltonian for which the gap between the two energy bands
±(k) =
√
h21 + h
2
2 + h
2
3 closes. For comparison, we also display the analogous
topological diagram of the isotropic Haldane model Hamiltonian introduced in
Eq. (3.21). Only for φ = ±pi/2 do the two Hamiltonians coincide, consistently
with the diagram in Fig. 6.7.
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In order to assess to what extent the entire parameter regime of the topological
diagram in Fig. 6.7 can be realistically explored, it is necessary to correctly identify
driving forces F(t) that lead to isotropic effective tunneling rates with controllable
amplitudes and phase φ. Since the topological energy bands emerge as a conse-
quence of the interplay between the nearest-neighbor and next-nearest-neighbor
tunneling processes, it is important that the relative effect of the next-nearest-
neighbor tunneling with respect to nearest-neighbor tunneling, given by the ratio
j2/j1, is sufficiently large. Nevertheless, these two tunneling processes are of dif-
ferent orders of magnitude, since j1 ∼ j0 and j2 ∼ j20/ω. As the ratio j2/j1 is
proportional to j0/ω, it could easily be increased through a decrease of the driving
frequency ω. This, however, could compromise the validity of the high frequency
expansion of the effective Hamiltonian. For this reason, we consider a small fixed
ratio j0/ω to be determined according to the experimental setup and aim at find-
ing a driving force with a set of parameters p that maximize the proportionality
factor j2
j1
ω
j0
between j2/j1 and j0/ω. Since the amplitude j2 is directly related to φ,
we introduce φ = φtg as a constraint for the maximization, where φtg is the desired
phase that we target. Additionally, j1 should be sufficiently large with respect to
the bare tunneling rate j0 in order to avoid that the effective tunneling processes
appear at the expense of slowing down the dynamics as compared to the undriven
system. We therefore introduce the additional constraint j1/j0 ≥ rth, where the
threshold value rth can be chosen from the interval 0 ≤ rth ≤ 1.
We thus aim at finding a driving force targeting:
(I) Isotropy g0ak = j1 and τk = j2e
iφ, k = 1, 2, 3.
(II) Controllability of the phase φ.
(III) Enhancement of the next-nearest-neighbor tunneling rates through the max-
imization
R(φtg, rth) =
{
max
p
j2
j1
ω
j0
∣∣∣ j1
j0
≥ rth ; φ = φtg
}
(6.39)
performed over a set of free driving parameters p.
For a monochromatic driving force, the effective next-nearest-neighbor tunnel-
ing rates become purely imaginary and, thus, only the points φ = ±pi/2 in Fig. 6.7
can be accessed. This strong limitation can be overcome by specifically design-
ing the driving pulse to satisfy our requirements. Despite the highly non-linear
dependence that the tunneling rates have on the driving force, we find analytic
expressions for g0ak and τk in terms of driving parameters. As we show in detail in
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in Appendix D, this can be done by introducing N -dimensional Bessel functions as
a generalization of ordinary Bessel functions. This tool is by no means limited to
the system under consideration, but it has the potential to be applicable to a wide
range of physical problems.
Multidimensional Bessel functions allow us to analytically identify the struc-
ture of two driving forces F+(t) and F−(t) that lead to isotropic tunneling rates
independently of their free parameters, as described in detail in Appendix D. Con-
sequently, the requirement (I) above is automatically satisfied,2 which allows the
examination of the subsequent target properties. The general form of the driving
forces F±(t) containing N different frequency harmonics is derived in Appendix D
and reads
F±(t) =
N∑
n=1
An
(
cos(ωnt− δn)e1 + cos(ωnt− δ±n )e2
)
(6.40)
with the two perpendicular vectors e1 = (a1 − a2)/
√
3 and e2 = −a3, the phases
δ±n = δn ± (−1)npi/2 (6.41)
and the frequencies
ωm =
1
4
(6m− (−1)m − 3)ω, (6.42)
which parametrize all positive integer multiples of ω except those that are multi-
ples of 3ω. The fact that no multiplies of 3ω are present in the driving force is a
consequence of the 2pi/3 rotational symmetry of the lattice, as discussed in more
detail in Appendix D. In fact, he driving forces in Eq. (6.40) do not only yield
isotropic zero- and first-order effective tunneling rates for the hexagonal lattice,
but for any lattice with the same rotational symmetry such as the triangular or
kagome lattice. The parametrization in Eq. (6.40) contains two free parameters,
namely An and δn for each frequency component n. However, because the overall
phase of the driving force is irrelevant in the fast-driving regime, we choose δ1 = 0
in the following, which reduces the number of free parameters by one. The re-
maining 2N −1 driving parameters then comprise the set p and need to be chosen
2In fact, the forces F±(t) in Eq. (6.40) can lead to complex nearest-neighbor tunneling j1, but
it is possible to perform a local unitary transformation that eliminates the complex phase without
affecting the next-nearest-neighbor tunneling rates. In other words, the complex phase of j1 can
be trivially incorporated in the definitions of the creation and annihilation operators.
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(a)
φ
(b)
j2
ω
j20
Figure 6.8: Phase φ and scaled amplitude j2ω/j20 of the complex effective next-nearest-
neighbor tunneling rates as a function of A1/ω and A2/ω for a force F+(t) in Eq. (6.40)
with N = 2 and δ2 = pi/2. All phases can be explored with a suitable choice of A1 and A2.
The dashed and solid white lines in (a) and (b) indicate the contour lines for j1/j0 = 0.5
and j1/j0 = 0.25 and limit the region of accessible phases given a constraint with rth = 0.5
or rth = 0.25, respectively.
so that the requirements (II) and (III) are satisfied.
In order to ease an experimental implementation, we consider the simplest
polychromatic force with N = 2, which contains three driving parameters: A1, A2
and δ2. We analytically find that if δ2 = 0,±pi, the real part of τk again vanishes,
similarly to the monochromatic case. However, for δ2 6= 0,±pi and appropriate
choice of driving amplitudes the entire range of phases φ ∈ (−pi, pi] can be realized,
satisfying thus the requirement (II), as illustrated in Fig. 6.8.
The maximization in the point (III) leads to a significant rate of the effective
next-nearest-neighbor tunneling for any desired phase. This is a significant im-
provement with respect to the monochromatic case, for which only the phases
±pi/2 can be accessed. The results obtained, however, are considerably different
depending on the phase φtg and threshold rate rth that we target. In order to dis-
cuss this behavior, we plot in Fig. 6.9 the real and imaginary part of R(φtg, rth)eiφtg
for two different values of rth and for a discrete set of angles φtg ∈ (−pi, pi]. Each
data point is obtained with a numerical constrained optimization over the set of
free parameters p = (A1/ω,A2/ω, δ2). Overall, we observe two main features.
On the one hand, for a given threshold value rth, the largest values ofR(φtg, rth)
are obtained for a range of phases close to ±pi/2. The lowest values correspond to
phases 0 and ±pi, for which effective Hamiltonian Hdh is time-reversal invariant.
This indicates that experimentally it is easier to access the areas of the topological
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Figure 6.9: Plot of the real and imaginary part ofR(φtg, rth)eiφtg as a function of a discrete
set of target phases φtg and for two different values of rth. In polar coordinates, the radius
and argument of each data point coincide with R(φtg, rth) and φtg, respectively. Dots
correspond to rth = 0.25, and crosses to rth = 0.5. The results in blue have been obtained
with a driving force F+(t) and the results in orange with F−(t).
diagram in Eq. (6.7) that are near φ = ±pi/2. Noteworthy, we find that for φtg =
±pi/2 the optimal solution of the two-frequency pulse reduces to a monochromatic
force, i.e. A2 = 0, independently of rth. Nonetheless, the maximum of R(φtg, rth)
does not always correspond to φtg = ±pi/2 for a fixed rth, as can be seen in the
results for rth = 0.25 in Fig. 6.9.
On the other hand, the lower the threshold value rth is for a fixed target phase
φtg, the larger R(φtg, rth) can be, as a larger region in the parameter space, given
by the driving parameters, can be accessed (see contour lines in Fig. 6.8). Thus,
there is a trade-off between lower values of the threshold rth for the ratio j1/j0 and
higher relative enhancement j2
j1
ω
j0
of next-nearest-neighbor tunneling. It is thus
advisable to choose a small value of rth, provided that it is sufficiently large so that
tunneling is dominant in the dynamics of the system and processes like interaction
or heating can be neglected on the time-scale on which tunneling occurs.
As a result of the maximization in Eq. (6.39), the set of optimal driving parame-
ters that yield the maximum enhancement of the next-nearest-neighbor tunneling
are also obtained. We find that for all the results shown in Fig. 6.9, the corre-
sponding driving amplitudes are of a similar order of magnitude as the driving
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Figure 6.10: Optimal driving amplitudes A1/ω (in green dots) and A2/ω (in red dots) of
a driving force F+(t) with N = 2 obtained after the computation of R(φtg, rth = 0.25) and
plotted as a function of the target phase φtg = npi/40. For n = 20, i.e. φtg = pi/2, the
optimal force corresponds to a monochromatic driving.
frequency, as exemplified in Fig. 6.10. The optimal amplitudes in Fig. 6.10 corre-
spond to the blue dotted optimal results in the upper-right quadrant of Fig. 6.9.
For a target phase φtg = pi/2 (n = 20 in Fig. 6.10), the amplitude of the amplitude
A2 is zero but its value increases as φtg decreases until it reaches a discontinuity.
The discontinuous behavior of the optimal driving parameters as a function of φtg
leads to a discontinuity in R(φtg, rth), see rth = 0.25 results in Fig. 6.9. This can
be understood in terms of the constraint j1/j0 > rth, which restricts the parameter
space in disjoint regions, as can be seen in the contour line j1/j0 = 0.25 in Fig.
6.8. Depending on the targeted phase, the driving parameters might change from
one region to another, yielding a discontinuity in the driving parameters and in
the corresponding value of R(φtg, rth).
Increasing the number of frequency harmonics of the force F±(t), more driving
parameters become accessible. These additional degrees of freedom can be ex-
ploited e.g. to further increase the maximum value of R(φtg, rth) targeting specific
phases, as we demonstrate for a driving force with N = 3 in Fig. 6.11. The use of
higher harmonics in lattice shaking has proven to satisfactorily yield coherent dy-
namics [29], but they could also generate heating through the coupling to higher
energy bands [118]. The polychromatic pulses that we obtain with N = 2, 3, how-
ever, are spectrally much more narrow than the already successfully implemented
driving force in Ref. [29], which strongly advocates their experimental feasibility.
Our results show that even a very low number of frequency components is suf-
ficient to completely outperform the monochromatic driving and yield significant
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Figure 6.11: Plot of R(φtg, rth = 0.5) calculated numerically as a function of a discrete
set of target phases φtg = npi/40 indexed by n = 0, 1, · · · , 20. Thus, the label n = 0
and n = 20 correspond to φtg = 0 and φtg = pi/2, respectively. In green, the optimal
results corresponding to a driving force F+(t) in Eq. (6.40) with N = 3 are shown. For
comparison, we display again with blue crosses the results for N = 2.
next-nearest-neighbor tunneling rates for any phase φ. This exemplifies the fact
that the usually-considered monochromatic driving can strongly limit the accessi-
ble effective dynamics and that only suitably chosen driving protocols can enable
the exploration of the entire accessible dynamics.
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Conclusions and outlook
In this thesis, we have investigated the design of periodically driven quantum sys-
tems for the optimal simulation of desired dynamics. The main results of the
present work have been the development of theoretical tools for (i) the analyti-
cal identification of effective Hamiltonians, (ii) the characterization of structure-
dynamics relations in driven lattices, and (iii) the determination of driving proto-
cols that lead to an optimal simulation of desired dynamics. By establishing the
limitations and possibilities that the operational structure and driving force offer,
our methods and results prove themselves promising for the engineering of driven
systems with scientific and technological applications.
First of all, we have introduced in Chapter 4 a method to systematically derive
effective Hamiltonians of driven systems with arbitrary accuracy. The systematics
behind the flow equations have permitted us not only to reproduce previous results
on driven two-level systems, but also to go beyond prior approaches and derive
infinite-order corrections, as demonstrated with a system of interacting Bosons
on a shaken optical lattice. On the one hand, the possibility to derive accurate
effective Hamiltonians enables a precise treatment of the effective dynamics, as
demonstrated by the explained experimental deviations of shaken lattices in a
slow driving regime. On the other, it also permits the exploration of a broader pa-
rameter regime, which can allow us to significantly expand the range of accessible
dynamics.
Second, we have analyzed in Chapter 5 the relation between the operational
structure of the Hamiltonian of particles on shaken optical lattices and their al-
lowed effective dynamics. Specifically, we have identified geometry-dependent
tunneling that only emerges in non-Bravais lattice geometries. The fundamental
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symmetries of such emergent tunneling permit the identification of specific lat-
tice geometries that contain only desired tunneling processes, which can be then
exploited e.g. to achieve topological phases. Moreover, the results found impor-
tantly determine the achievable effective dynamics of the system based purely on
structural considerations, which permits to readily infer properties of the driven
system. For instance, the kagome lattice discussed in Sec. 5.1 displays a flat low-
est energy band if the nearest-neighbor tunneling rates are positive [119]. Such
tunneling rates could be achieved at lowest order via lattice shaking, which would
arguably enable the study of kinetic frustration [109]. Nevertheless, the presence
of higher order terms may include tunneling that destroys the flatness of the band.
The identification of such terms is then crucial in order to aim at minimizing them
by using e.g. pulse shaping techniques. The possibility to identify structural prop-
erties of a quantum simulator based on its underlying geometry is thus expected
to assist the implementation of effective dynamics for a wide range of physical
models.
Third, we have developed in Chapter 6 a scheme to achieve an optimal simu-
lation of desired dynamics by designing suitable polychromatic driving protocols.
The applicability and significance of the method has been illustrated with two ex-
perimentally relevant examples: an atomic the Lambda system and a system of
particles on shaken optical lattices. Firstly, we have demonstrated with a three-
level Lambda system the possibility to significantly reduce the population of the
excited state by temporally shaping the laser that couples the ground and excited
states. The Lambda system is extensively used in many quantum simulations, its
main limitation being heating via loss of the excited state population. By reducing
the source of heating, our results therefore offer a pathway to significantly im-
prove, and even enable, a wide range of experimental implementations. Secondly,
we have demonstrated an optimal tunable implementation of a topological Chern
insulator with particles on a shaken deep optical lattice. Since our approach does
not require underlying next-nearest-neighbor tunneling, it is thus expected to as-
sist the study of an interacting system of particles and their strongly-correlated
topological phases of matter.
The methods and results presented in this thesis also foresee exciting future
work. In the context of shaken optical lattices, there are a number of natural
extensions. The first one is going one order higher in the identification of the
geometry-dependent tunneling that emerges in the effective Hamiltonian of par-
ticles on shaken non-Bravais lattices. Such second-order terms can become ex-
perimentally relevant when the lowest-order effective tunneling is suppressed due
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to particular choices of driving. The emerging tunneling, which is expected to
contain next-next-nearest-neighbor tunneling, could then give rise to richer topo-
logical phases.
Also, an extension of our results to a system of particles with spin degrees of
freedom that are driven with a magnetic gradient should be rather straightfor-
ward. Formally, this system is very similar to particles on shaken lattices except
for the fact that different internal spin states experience different amplitudes of
the driving force. Since our results are based on purely structural properties and
general properties of the driving, they are likely to be generalizable to spin sys-
tems, which could yield the simulation of topological models that go beyond the
Chern number characterization [76].
Another promising line of future research with shaken lattices is the design of
driving forces that minimize multi-photon transitions to other energy bands, which
can produce undesired heating for certain configurations and time scales [118].
The optimal control methods and the multidimensional Bessel function character-
ization of the effective tunneling rates described in this thesis can be applied to
reduce such undesired couplings, in a very much analogous way to the treatment
of the Lambda system. This could then permit one to achieve longer coherence
times, which could, at the same time, expand the range of accessible dynamics by
allowing the detection of higher order terms of the effective Hamiltonian.
The results and methods presented in this thesis open therefore substantial
possibilities for the development of optimal quantum simulations with driven sys-
tems, which could ultimately result in the elaboration of reliable technological
quantum devices.
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Appendix A
Shaken optical lattices
In this appendix, we provide details of geometry distinction and symmetries of the
tunneling rates described in Sec. 5.1.
Identity relation for translationally invariant matrices
The relation in Eq. (5.12) can be proven by exploiting the translationally invari-
ance of the Bravais lattice and reordering the terms of the sum in a suitable man-
ner. For convenience, we introduce a more convenient notation for the derivation
and denote translationally invariant matrices Cij by C(ri − rj), where the argu-
ment ri − rj does not indicate an explicit dependence on the vectors but rather a
label. With this notation, Eq. (5.12) can be expressed as∑
l
(C(ri − rl)D(rl − rj)−D(ri − rl)C(rl − rj)) =∑
l
[C(ri − rl), D(rl − rj)]. (A.1)
The translational symmetry of the Bravais lattice implies that, if the vectors ri and
rj denote the position of two Bravais sites, then for each Bravais site l at a position
rl = ri + Rli, there exists a “conjugate” Bravais site l∗ at a position rl∗ = rj − Rli.
Consequently Rli = Rjl∗, and rl∗ = rl if and only if Rli = (rj − ri)/2.
Consider a term
Tl = C(ri − rl)D(rl − rj)−D(ri − rl)C(rl − rj) (A.2)
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in the sum of Eq. (A.1) with fixed i and j. Then, either Rli = (rj − ri)/2 or
Rli 6= (rj−ri)/2. The first case implies that the conjugate site of l and its conjugate
coincide and thus Tl can directly be written as the commutator
Tl = [C(ri − rl), D(rl − rj)], (A.3)
since Rli = Rjl. The second case implies that rl 6= rl∗ and thus there there exists
another term Tl∗ in the sum such that
Tl + Tl∗ =
[C(ri − rl), D(rl − rj)] + [C(ri − rl∗), D(rl∗ − rj)]. (A.4)
Therefore, the entire sum can be rewritten as∑
l
Tl =
∑
l
[C(ri − rl), D(rl − rj)], (A.5)
which completes the proof of Eq. (A.1) and hence (5.12).
Symmetries of next-nearest-neighbor tunneling
Expressions for βiplrjq in Eq. (5.17), describing the contributions to the first-order
effective tunneling rates resulting from a virtual path, can be readily derived using
Eqs. (5.16) and (5.12). They read
βiplrjq =
∞∑
n=1
1
nω
(Gnil|spsrG−nlj |srsq −G−nil |spsrGnlj|srsq)
+
∞∑
n=1
1
nω
((G−nil −Gnil)|spsrG0lj|srsq −G0il|spsr(G−nlj −Gnlj)|srsq)
+
i
ω
(Fil|spsrG0lj|srsq −G0il|spsrFlj|srsq),
(A.6)
where A|spsq denotes the element sp, sq of the matrix A in the basis defined by
Eq. (5.3). The symmetry β(ai, aj) = −β(aj, ai) introduced in Eq. (5.20) can be
derived from Eqs. (A.6) and (5.18). The condition in Eq. (5.18) implies that the
same relation applies for both Fij and Gnij, i.e.
Fij|spsq = fri,sp−rj,sq (A.7)
Gnij|spsq = gnri,sp−rj,sq . (A.8)
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Eq. (A.7) is a consequence of our choice of gauge, which has the same symmetries
as Jij. Eq. (A.8), on the other hand, can be derived by calculating the matrix
elements of Gij(t) in Eq. (5.7).
Consider now two tranlstionally invariant matrices Cij and Dij with analogous
symmetries as in Eqs. (A.7) and (A.8). We then define the quantity κ(a1, a2) as
κ(a1, a2) = Cil|spsrDlj|srsq −Dil|spsrClj|srsq (A.9)
= crisp−rlsrdrlsr−rjsp − drisp−rlsr crlsr−rjsp (A.10)
= ca2da1 − da2ca1 , (A.11)
which explicitly satisfies κ(a1, a2) = −κ(a2, a1) since cai and dai are scalars and
commute. Combining this result with Eqs. (A.6), (A.7) and (A.8), the symmetry
β(ai, aj) = −β(aj, ai) introduced in Eq. (5.20) directly follows.
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Appendix B
Flow equations
In this appendix, we derive—using the flow equation method—the expressions of
the effective Hamiltonian of interacting particles on a shaken lattice given in Sec.
5.2.
First order effective Hamiltonian
According to Eqs. (4.5) and (5.44), the Floquet operator of the shaken optical
lattice Hamiltonian reads
K = (T0 +Hint)⊗ 1+ 1⊗ ωnˆ+
∑
m6=0
Tm ⊗ pim. (B.1)
We aim at deriving the first-order Floquet Hamiltonian H(1)F in a fast-driving
regime in which both the tunneling rate j0 (proportionality factor of T0 and Tm)
and interaction energy U (proportionality factor of Hint) are much larger than
the driving frequency, i.e. j0  ω and U  ω. We start our analysis with a
parametrization of the flowing Floquet operator
K1(l) = (T0 +Hint)⊗ 1+ 1⊗ ωnˆ+
∑
m6=0
am(l)Tm ⊗ pim. (B.2)
According to our discussion in Chap. 4, the generator in Eq. (4.11) reads
η1(l) = [D,Kint(l)] =
∑
m6=0
ωmam(l)Tm ⊗ pim. (B.3)
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With this choice, however, one obtains UF (t = 0) 6= 1. In order to identify the
Floquet Hamiltonian HF directly, we choose the slightly modified generator
ηF1 (l) =
∑
m 6=0
ωmam(l)Tm ⊗ (pim − 1), (B.4)
which ensures that the corresponding time-dependent unitary UF (t) is the identity
at time t = 0, as described in Eq. (4.13). With this choice, the flow equation
becomes
1
ω2
dK1(l)
dl
= −
∑
m 6=0
m2am(l)Tm ⊗ pim
+
1
ω
∑
m6=0
mam(l)[Hint, Tm]⊗ 1
− 1
ω
∑
i,m 6=0
mam(l)[Hint, Tm]⊗ pim. (B.5)
The first term on the right hand side of Eq. (B.5) ensures that the composite term
containing am(l) in Eq. (B.2) disappears after the unitary flow. Similarly to the
two-level system example in Sec. 4.2, the third term in Eq. (B.5) ∼ [Hint, Tm]⊗ pim
can be neglected, as demonstrated by using the generator
ηF2 (l) = η
F
1 (l)−
∑
m6=0
am(l)[Hint, Tm]⊗ (pim − 1), (B.6)
and dropping all terms of order ω−2 (as shall be done explicitly in the next section).
The second term in Eq. (B.5), however, will lead to finite contributions in the
effective Hamiltonian of order ω−1.
According to the general discussion in Sec. 4.1 (and in contrast to the driven
two-level system discussed in Sec. 4.2), it is necessary to expand the set of oper-
ators {O(0)i } comprising K1(l) to incorporate the operational structure of the new
term appearing in Eq. (B.5). Specifically, the term with the operational structure
of [Hint, Tm] needs to be added and will appear in the resulting effective Hamil-
tonian. With the extended set {O(0)i }, the suitably parametrized flowing Floquet
operator reads
K2(l) = (T0 +Hint)⊗ 1+
∑
m6=0
bm(l)[Hint, Tm]⊗ 1+ 1⊗ ωnˆ
+
∑
m 6=0
am(l)Tm ⊗ pim (B.7)
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with the boundary conditions bm(0) = 0. Moreover, up to the desired order, one
can set bm(l) = bm(0) = 0 on the right hand side of the flow equation dK2/dl =
[η˜2,K2]. The exact effective Hamiltonian in order ω−1 is found after solving the
flow equation
1
ω2
dK2(l)
dl
= −
∑
i,m 6=0
m2am(l)Tm ⊗ pim
+
1
ω
∑
m 6=0
mam(l)[Hint, Tm]⊗ 1
+ O(ω−2), (B.8)
which leads to
am(l) = e
−l(mω)2 (B.9)
bm(l) =
e−l(mω)
2 − 1
−mω . (B.10)
Thus, the operator K2(l) in Eq. (B.7) with the coefficients am(l) and bm(l) above
describes a family of unitarily equivalent operators (up to order ω−1) related by
the flowing parameter l. The operator K2(l) can be written in the limit l→∞ as
K2(l→∞) =
(
j0
∑
i
(u+0 c
†
ici+1 + u
−
0 c
†
i+1ci) + U
∑
i
nˆi(nˆi − 1)
)
⊗ 1
−
(
Uj0
ω
2γ
∑
i
c†i (nˆi − nˆi+1)ci+1 + H.c.
)
⊗ 1
+1⊗ ωnˆ+O(ω−2) , (B.11)
with the coefficient γ =
∑
m6=0
u+m
m
, from which the effective Hamiltonian given in
Eq. (5.50) can be straightforwardly identified.
Large interaction energy regime
In this section of the appendix, we show how the flow equation permits the iden-
tification of the effective Hamiltonian in first order in j0 but in all orders in U , as
given in Eq. (5.51). We thus formally consider the regime in which the interac-
tions are of the same order than the driving frequency and much larger than the
tunneling rates, namely j0  ω ∼ U . We take the flow equation in Eq. (B.5) as
starting point for our derivation. Now, however, the generator ηF2 (l) in Eq. (B.6),
which cancels the undesired composite terms in Eq. (B.5), creates new terms
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(originated from the commutator with Hint) of the same order that the interaction
eliminated, namely
1
ω2
dK1(l)
dl
= [ηF2 (l),K1(l)]
= −
∑
m6=0
m2am(l)Tm ⊗ pim
+
1
ω
∑
m 6=0
mam(l)adHintTm ⊗ 1
+
1
ω2
∑
m 6=0
am(l)ad
2
Hint
Tm ⊗ 1
− 1
ω2
∑
m 6=0
am(l)ad
2
Hint
Tm ⊗ pim
+O(j20), (B.12)
where we have introduced the compact adjoint notation for commutators defined
as
ad0AB = B (B.13)
adnAB = [A, ad
n−1
A B] n ≥ 1. (B.14)
Since ad2HintTm ∝ U2j0, the new terms created by the generator ηF2 (l) are propor-
tional to U2j0/ω2, which cannot be neglected in the regime we consider. Modifying
again the generator, one can cancel the interaction terms ad2HintTm⊗pim in the flow
equation, but new terms proportional to j0U3/ω3 are created. By iterating this
procedure and using the identity
adadnABA = −adn+1A B (B.15)
one obtains the generator
ηFU (l) =
∞∑
n=0
∑
m 6=0
(−1)n am(l)
(ωm)n−1
adnHintTm ⊗ (pim − 1), (B.16)
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which leads to the flow equation
1
ω2
dK1(l)
dl
= [ηFU (l),K1(l)] (B.17)
= −
∞∑
n=0
(−1)n
ωn
∑
m6=0
am(l)
mn−2
adnHintTm ⊗ pim (B.18)
−
∞∑
n=0
(−1)n
ωn+1
∑
m6=0
am(l)
mn−1
adn+1HintTm ⊗ pim (B.19)
+
∞∑
n=0
(−1)n
ωn+1
∑
m6=0
am(l)
mn−1
adn+1HintTm ⊗ 1 (B.20)
+O(j20). (B.21)
This equation can be greatly simplified by rewriting the contribution in (B.18) as
−
∞∑
n=0
(−1)n
ωn
∑
m 6=0
am(l)
mn−2
adnHintTm ⊗ pim =
−
∑
m 6=0
m2am(l)Tm ⊗ pim −
∞∑
n=1
(−1)n
ωn
∑
m 6=0
am(l)
mn−2
adnHintTm ⊗ pim =
−
∑
m 6=0
m2am(l)ad
2n
Hint
Tm ⊗ pim +
∞∑
n=0
(−1)n
ωn+1
∑
m6=0
am(l)
mn−1
adn+1HintTm ⊗ pim,
the second part of which also cancels with (B.19).
Consequently, the flow equation reduces to
1
ω2
dK1(l)
dl
= −
∑
m 6=0
m2am(l)Tm ⊗ pim (B.22)
+
∞∑
n=0
(−1)n
ωn+1
∑
m 6=0
am(l)
mn−1
adn+1HintTm ⊗ 1 (B.23)
+O(j20). (B.24)
Like in the previous section, one needs to introduce a new flowing Floquet oper-
ator, K˜2(l), containing the operational structure in adnHintTm. For convenience, we
parametrize it as
K2(l) = K1(l) +
∞∑
n=0
(−1)n
ωn+1
∑
m 6=0
cm(l)
mn−1
adn+1HintTm ⊗ 1, (B.25)
where we have included the coefficients cm(l) which satisfy cm(0) = 0. Because all
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terms of order O(j20) will be neglected, it is sufficient to solve Eq. (B.22) with K˜2(l)
on the left-hand side of the equation instead of K1(l). The result of the differential
equation yields
cm(l) =
e−(mω)
2l − 1
−m2 (B.26)
which, in the limit l→∞, leads to the effective Hamiltonian HF in Eq. (5.51).
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Appendix C
Lambda system
In this appendix, we provide technical details of the analytical optimization per-
formed in Sec. 6.1. First, we derive the expression of target functional F to be
minimized and demonstrate that it is given by Eq. (6.16) both doing the calcu-
lations up to second and third order in ω−1. Then, we describe the constraint
minimization using Lagrange multipliers.
Target functional
The general expression of the operator F in Eq. (6.5) can be rewritten as
F = 2
T
∫ T
0
(
d−
d∑
i
cos (νi(t))
)
dt, (C.1)
where d is the dimension of the Hilbert space and νi(t) are the eigenvalues of
the periodic generator G(t) of the unitary UF (t) = e−iG(t) defined in Eq. (2.10).
As described in Chap. 6, if the constraint is only satisfied up to a certain order
r in ω−1, i.e. Htg =
∑r
k=0H
(k)
eff + O(ω
−(r+1)), the operator in Eq. (C.1) needs
to be taken up to the same order, namely F = ∑rk=0F (k) + O(ω−(r+1)). Such
expansion can be calculated by expressing F (t) in a high-frequency series G(t) =∑r
k=1 G
(k)(ωt) +O(ω−(r+1)) as described at the end of Sec. 2.2. The first two terms
of this high-frequency expansion are given in Eq. (2.26) and (2.26) and, for the
Lambda system Hamiltonian in Eq. (6.8) and the Floquet gauge UF (0) = 1, they
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read
G(1)(ωt) = g1(|1〉〈3|+ |2〉〈3|) + H.c. (C.2)
G(2)(ωt) = g2 ((|1〉+ |2〉)(〈1|+ 〈2|)− 2|3〉〈3|) , (C.3)
where
g1 = i
∑
n
fn
ωn
(e−inωt − 1) + i
∑
n
fn
ω(n+Nn0)
(e−i(n+Nn0)ωt − 1). (C.4)
We do not provide an expression of the coefficient g2 because it will not contribute
to the final result. The eigenvalues νi(t) in Eq. (C.1) are obtained after diagonal-
izing of G(1)(ωt) + G(2)(ωt) and read {ν1(t), ν2(t), ν3(t)} = {0,±
√
2(|g1|2 + 2g22)}.
Consistently with the high-frequency expansion, the cosine in Eq. (C.1) can be
expanded in a Taylor series up to second order in its argument, resulting in
3∑
k=0
F (k) = 2
T
∫ T
0
(
3−
3∑
i=1
(
1− ν
2
i (t)
2
))
dt =
2
T
∫ T
0
3∑
i=1
ν2i (t)
2
dt. (C.5)
Moreover, as the eigenvalues νi(t) enter quadratically in (C.5), the only contribu-
tion to F is given by F (1)(ωt) because F (2)(ωt) and higher orders of the cosine
yield contributions of fourth or higher order in ω−1. Consequently,
3∑
k=0
F (k) = F (2) = 4
T
∫ T
0
|g1|2dt, (C.6)
which, using the expression Eq. (C.4) and the constraint (6.15) results in Eq.
(6.16).
Minimization with Lagrange multipliers
In this section, we provide details of the analytical minimization of the fluctuations
described in Sec. 6.1. In particular, we demonstrate the possibility to write the
target functional in terms of the Lagrange multiplier λ1 as in Eq. (6.18), which
permits us to obtain the global minimum of F (2).
The starting point is the target functional to be minimized and the required
constraints. The target functional is given by Eq. (C.6), whereas dimensionless
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constraints can be written, up to second order, as
C1 =
∑
n
|fn|2
ω2n˜(1)
− Ωtg
ω
(C.7)
C2 =
∑
n
f ∗n
ωn˜(1)
. (C.8)
Next, we define the Lagrange functional as
L[fn, f ∗n, λ1, λ2] = F (2)/4− λ1C1 − λ2C2. (C.9)
The extrema of L are found after differentiating (C.9) with respect to λ1, λ2 and
f ∗n, which leads to Eqs. (6.14), (6.15) and (6.17), respectively.
Equations for the Lagrange multipliers are obtained after inserting Eq. (6.17)
into Eqs. (6.14) and (6.15) and yield
0 =
N∑
n=1
(
n˜(1)2
n˜(2)
− λ1n˜(1)
)−1
, (C.10)
|λ2| =
√
Ωtg
ω
(
N∑
n=1
n˜(1)
(
n˜(1)2
n˜(2)
− λ1n˜(1)
)−2)−1/2
. (C.11)
Eq. (C.11) can be rewritten using (C.10) as
|λ2| =
√
Ωtg
ω
(
N∑
n=1
(
n˜(1)− n˜(1)
2
λ1n˜(2)
+
n˜(1)2
λ1n˜(2)
)(
n˜(1)2
n˜(2)
− λ1n˜(1)
)−2)−1/2
=
√
λ1Ωtg
ω
(
N∑
n=1
n˜(1)2
n˜(2)
(
n˜(1)2
n˜(2)
− λ1n˜(1)
)−2)−1/2
. (C.12)
Finally, inserting Eq. (6.17) into Eq. (6.16) and using Eq. (C.12) above results in
F (2) = 4λ1 Ωtg
ω
, (C.13)
in Eq. (6.18).
The third-order equation in Eq. (6.20), determining the optimal driving ampli-
tudes, is similarly found by differentiating with respect to f ∗n the Lagrange func-
tional in Eq. (C.9) with the refined third-order constraint
C1 =
∑
n
|fn|2
ω2n˜(1)
+
1
ω4
(
2
∑
n
|fn|4
n˜(3)
− 4
∑
n
|fn|2
n˜(1)
∑
m
|fm|2
m˜(2)
)
− Ωtg
ω
(C.14)
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replacing the second-order constraint in Eq. (C.7).
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Multidimensional Bessel
functions
The tunneling rates of the effective Hamiltonian of particles on shaken optical
lattices are given in terms of the Fourier components gnai defined as
j0e
iχak (t) =
∞∑
n=−∞
gnake
inωt, (D.1)
with the T -periodic function χak(t) in Eq. (5.25). In particular, the lowest-order
effective tunneling rate corresponds to the static Fourier components g0ai, whereas
the first-order rates are given by expressions like β(ai, aj) in Eq. (5.32), which in-
volve all Fourier components gnai and depend on the chosen convention for UF (0).
In order to apply the optimal control techniques described in Chap. 6 to a system
of particles on shaken optical lattices, analytic expressions that relate the effective
tunneling rates with the driving parameters contained in χak(t) are necessary. Yet,
the expression for the Fourier components in Eq. (D.1) are too implicit for our
purposes. Motivated by the need of analytical expressions for the Fourier compo-
nents gnak , we introduce in this appendix multidimensional Bessel functions as a
generalization of ordinary and two-dimensional Bessel functions [120].
Ordinary n-th order Bessel functions Jn(a) are defined as the Fourier compo-
nents of the generating function [121]
eia sin(b) =
∞∑
n=−∞
Jn(a)einb. (D.2)
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Here, we generalize this definition and introduce N -dimensional Bessel functions
J zn (c; d) defined via the generating function
exp
(
i
N∑
k=1
ck sin(zkτ − dk)
)
=
∞∑
n=−∞
J zn (c; d)einτ , (D.3)
with the real coefficients ck and dk, and the integer coefficients zk that character-
ize the Fourier decomposition of the periodic generating function. Multidimen-
sional Bessel functions J zn (c; d) are then characterized by a scalar n, an integer
vector z = (z1, . . . , zN), an amplitude vector c = (c1, . . . , cN) and a phase vector
d = (d1, . . . , dN). The Fourier transform of Eq. (D.3) leads to the integral repre-
sentation
J zn (c; d) =
1
2pi
∫ 2pi
0
dτei
∑N
k=1 ck sin(zkτ−dk)−inτ . (D.4)
Then, by inserting Eq. (D.2) into Eq. (D.4) N -dimensional Bessel functions can be
expanded in terms of ordinary one-dimensional Bessel functions as
J zn (c; d) =
∑
x
Jx1(c1) · · · · · JxN (cN)e−id·x
1
2pi
∫ 2pi
0
dτeiτ(z·x−n) (D.5)
=
∑
x
Jx1(c1) · · · · · JxN (cN)e−id·xδz·x,n (D.6)
=
∑
s
Js1(c1) · · · · · JsN (cN)e−id·s, (D.7)
where x = (x1, . . . , xN) denotes all possible integer vectors and s = (s1, . . . , sN)
are all integer solutions of the Diophantine (i.e. integer) equation
z · s = z1s1 + · · ·+ zNsN = n. (D.8)
A linear Diophantine equation of the form in Eq. (D.8) can be solved if and
only if the greatest common divisor gcd(z1, . . . , zN) divides n [122]. Since the
driving force will always contain the fundamental driving frequency, at least one
of the elements of z equals 1, which implies that Eq. (D.8) can be trivially solved
for all n. Without loss of generality we order the elements in z such that z1 = 1.
The solution of Eq. (D.8) then reads
s1 = n−
N∑
i=2
zisi (D.9)
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where s2, . . . , sN can be chosen freely; that is, any choice of and si with i = 2, · · ·N
yields a valid solution provided that s1 is given by Eq. (D.9). Consequently, N -
dimensional Bessel functions can be expressed as
J zn (c; d) =
∞∑
s2,...,sN=−∞
Jn−∑Nj=2 zjsj(c1)Js2(c2) · · · · · JsN (cN)e−id·s. (D.10)
A numerical evaluation of N -dimensional Bessel functions can be implemented
by truncating the infinite sums in Eq. (D.10). For instance, in the numerical
maximization described in Sec. 6.2, we examine amplitudes with magnitudes
|ci| < 5, for which a truncation of |si| i = 1, · · · , N up to ∼ 7 is sufficient for our
purposes. Using the derived optimal driving parameters as initial numerical values
of c and d, we find that the corresponding optimal tunneling rates calculated with
a truncated version of Eq. (D.10) or with the numerically exact integration of Eq.
(D.4) coincide—at least—with two significant digits.
An important limiting factor for a numerical implementation of Eq. (D.10),
however, is the dimension of the of the Bessel function, since the number of terms
to be evaluated rapidly increase with N . For this reason, it is convenient to work
with the lowest dimension possible, which is given by the number of elements in z
that are different. If a subset z′ of z contains the same elements, i.e. z′ = (z, . . . , z),
then the polar parametrization
re−iα ≡
∑
i
c′ie
−id′i (D.11)
allows to rewrite ∑
i
c′i sin(zτ − d′i) = r sin(zτ − α), (D.12)
where r is real (but not necessarily positive), and c′i and d
′
i are the elements of
c and d associated to z′. In this manner, the dimension of z can be reduced by
dim(z′)− 1. This process can be repeated until all the elements of z are different.
Isotropic tunneling rates
In this section, we will use multidimensional Bessel functions to demonstrate that
the driving forces F±(t) introduced in Eq. (6.40) lead to isotropic tunneling rates;
that is, the quantities g0ak and τk defined after Eq. (6.29) are independent of the
direction k. For this purpose, we first find analytical expressions in terms of multi-
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dimensional Bessel functions of the Fourier components gnak of the time-dependent
tunneling rates.
We start by considering the force F+(t). The quantity χak(t) introduced in Eq.
(6.27) then reads
χak(t) =
N∑
m=1
Am
ωm
(sin(ωmt− δm)ak · e1 + sin(ωmt− δ+m)ak · e2). (D.13)
Following the same arguments as in the previous section, we introduce the polar
representation
cme
−idkm =
Am
ωm
(e−iδmak · e1 + e−iδ+mak · e2) (D.14)
=
Am
ωm
e−iδm(ak · e1 − i(−1)mak · e2). (D.15)
Importantly, since the relative phases δ(±)m have been chosen to satisfy δ+m − δm =
(−1)mpi/2, the quantities cm read 1
cm =
Am
ωm
|ak| (D.16)
and, therefore, do not depend on the direction specified by the index k because
the amplitude of the vectors ak is independent of k. Moreover, from Eq. (D.15)
we find that the directionality-dependent phases dkm can be expressed as
dkm = δm + (−1)mφk, (D.17)
where φk denote the angles of the vectors ak with respect to e1 and, with the
convention introduced in Sec. 6.2, they read φ1 = pi/6, φ2 = 5pi/6 and φ3 = 3pi/2.
Using this representation, the number of terms in Eq. (D.13) is reduced from
2N to N such that
χak(t) =
N∑
m=1
cm sin(ωmt− dkm). (D.18)
With isotropic tunneling rates j0 in the undriven system (i.e. using jak = j0 for k =
1, 2, 3), the Fourier components gnak can be expressed in terms of N -dimensional
1For convenience, we define here the amplitudes cm of the polar representation to be real but
not necessarily non-negative. Strictly non-negative quantities can also be defined with suitable
choices of the phases dkm.
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Bessel functions as
gnak = j0 J zn (c; dk), (D.19)
where c = (c1 · · · , cN), dk = (dk1 · · · , dkN) and z = (z1, · · · , zN), with zm = ωm/ω.
The directionality dependence of the Fourier components gnak appears only due
to the exponential e−id
k·s of the Bessel function, see Eq. (D.10). In fact, because
of the phases in Eq. (D.17), the only possible directionality dependence originates
from pk = (−φk, · · · , (−1)Nφk) through
e−ip
k·s = exp
(
i
(
n−
N∑
m=2
zmsm
)
φk − i
N∑
n=2
(−1)mφksm
)
= exp
(
iφk
(
n−
N∑
m=2
(zm + (−1)m)sm
))
, (D.20)
with the integer vector
s =
(
n−
N∑
m=2
smzm, s2, · · · , sN
)
. (D.21)
From Eq. (D.20), the isotropy of the nearest-neighbor tunneling rates g0ak directly
follows. For n = 0, Eq. (D.20) reduces to
e−ip
k·s = exp
(
−i3φk
N∑
m=2
(zm + (−1)m)
3
sm
)
. (D.22)
Because of our choice of ωm in Eq. (6.42), the quantity (zm + (−1)m) appearing in
Eq. (D.20) is always a multiple of 3 and thus (zm + (−1)m)/3 is an integer number,
which implies that
∑N
m=2
(zm+(−1)m)
3
sm is a integer number as well. Consequently,
since the phases φk satisfy
e−i3φ1q = e−i3φ2q = e−i3φ3q (D.23)
for arbitrary integers q, we obtain that J0(c; dk) and hence g0ak are independent of
the direction k.
Next, we will demonstrate the isotropy of the next-nearest-neighbor tunneling
rates τk by showing that
e−ip
1·se−ip
2·s′ = e−ip
2·se−ip
3·s′ = e−ip
3·se−ip
1·s′ , (D.24)
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with the integer vectors s in Eq. (D.21) and
s′ =
(
−n−
N∑
m=2
s′mzm, s
′
2, · · · , s′N
)
, (D.25)
which implies
J zn (c; d1)J z−n(c; d2) = J zn (c; d2)J z−n(c; d3) = Jn(c; d3)J−n(c; d1), (D.26)
and hence τ1 = τ2 = τ3. The quantities e−ip
i·se−ip
j ·s′ in Eq. (D.24) can be obtained
with Eq. (D.20) and read
e−ip
i·se−ip
j ·s′ = (D.27)
exp
(
−i3φi
N∑
m=2
(zm + (−1)m)
3
sm
)
exp
(
−i3φj
N∑
m=2
(zm + (−1)m)
3
s′m
)
ein(φi−φj).
Finally, Eq. (D.24) directly follows from Eq. (D.27) by using Eq. (D.23) and
the relation ein(φ1−φ2) = ein(φ2−φ3) = ein(φ3−φ1), which demonstrates the isotropy of
the next-nearest-neighbor tunneling rates. The same result for the driving force
F−(t) can by readily derived by noting that F−(t) is obtained from F+(t) with the
substitution ω → −ω and δn → −δn.
As a final remark, we would like to mention that the fact that the parametriza-
tion of zm does not contain multiples of 3 is a result of the 2pi/3 rotational symme-
try of the hexagonal lattice, as one can infer from Eqs. (D.22), (D.23), and (D.27).
In fact the forces F±(t) also yield isotropic tunneling rates in other lattices with
the same symmetry such as the triangular or the kagome lattices.
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