Abstract. We introduce a ring of noncommutative shifted symmetric functions based on an integer-indexed sequence of shift parameters. Using generating series and quasideterminants, this multiparameter approach produces deformations of the ring of noncommutative symmetric functions. Shifted versions of ribbon Schur functions are defined and form a basis for the ring. Further, we produce analogues of Jacobi-Trudi and Nägelsbach-Kostka formulas, a duality antialgebra isomorphism, shifted quasi-Schur functions, and Giambelli's formula in this setup. In addition, an analogue of power sums is provided, satisfying versions of Wronski and Newton formulas. Finally, a realization of these shifted noncommutative symmetric functions as rational functions in noncommuting variables is given. These realizations have a shifted symmetry under exchange of the variables, and are well-behaved under extension of the list of variables.
Let k be a field of characteristic zero. The Hopf algebra of symmetric functions Λ " lim Ð Ý Λ k , where Λ k " krx 1 , . . . , x n s Sn , emerges in several areas of mathematics (see e.g. [Mac95] ). The symmetric functions Λ have many applications, especially in representation theory -for example, the understanding of character formulas for representations of the symmetric groups. The study of Λ has a strong combinatorial nature due to the presence of the favourable Z-basis ts λ u λ of Schur functions, indexed by partitions λ [Sch01] .
An interesting deformation Λ˚of the ring of symmetric functions Λ is given in [OO97] . This deformation is used to describe the center of U pgl n q as well as the normalized characters of the tower of symmetric groups. The ring Λ˚posses a basis of shifted Schur functions also indexed by partitions. Their definition is closely related to the factorial Schur functions due to [BL89, BL90] , or the more general multiparameter (or double) Schur functions of [Mac92, GG94, Mac95] . Note also their connection to flagged double Schur functions [CLL02, Las03] .
The authors of [GKL`95] define a Hopf algebra of noncommutative symmetric functions Sym and provide a wealth of analogous results to the commutative case. This approach makes heavy used of quasideterminants as a noncommutative analogue of determinants [GR92, GR97, GGRW05] . A Z-basis for Sym Z with good properties is given by the ribbon Schur functions tR I u I indexed by compositions rather than partitions. A representation theoretic interpretation of this Hopf algebras is given by projective modules over the zero Hecke algebras, where indecomposables are indexed by such partitions [DKLT96, KT97] .
This paper develops a theory of shifted symmetric functions in a noncommutative setup. Using a multiparameter approach, we adapt the setup of [OO97, ORV03, Mol09] while using quasideterminant techniques similar to [GKL`95] . The results are summarized in Section 1.4.
1.1. Shifted Symmetric Functions. In [OO97] , Okounkov-Olshanski define a remarkable deformation of the ring of symmetric functions, the ring of shifted symmetric functions Λ˚" lim Ð Ý Λn. Here, Λn is the ring of polynomials krx 1 , . . . , x n s stable under the symmetries px i , x i`1 q Ø px i`1´1 , x i`1 q. The ring Λ˚is the free commutative k-algebra generated by two series: the complete homogeneous shifted symmetric functions h1 , h2 , . . ., and the elementary shifted symmetric functions e1, e2 , . . .. A Z-basis for ΛZ " Zrh1, h2 , . . .s is given by shifted Schur functions tsλu λ , where λ are partitions. By a Jacobi-Trudi type formula, these functions are defined as 
where φ is a shift operator, and λ " pλ 1 ě λ 2 ě . . . ě λ k ě 0q. The shifted Schur functions also satisfy Nägelsbach-Kostka and Giambelli formulas. Further, there exists a duality algebraautomorphism ω satisfying ωpsλq " sλ 1 for the dual partition λ 1 [OO97, Theorem 4.2]. These shifted Schur functions can further be described using a quotient of determinants sλpx 1 , . . . , x n q " 
Here, the falling monomials x Ón " xpx´1q . . . px´n`1q, with x Ó0 " 1, replace the monomials x n , and λ l " 0 if l ą k. These polynomials sλpx 1 , . . . , x n q are stable under the shifted symmetry px i , x i`1 q Ø px i`1´1 , x i`1 q. A notable extension property of the shifted Schur functions sλ is that sλpx 1 , . . . , x n , 0q " sλpx 1 , . . . , x n q.
This property ensures that there are morphism of algebras Λn`k Ñ Λn and thus the projective limit Λ˚" lim Ð Ý Λn can be formed.
Note that for fixed n, a change of variables y i :" x i´i displays the elements of Λn as symmetric functions in py 1 , . . . , y n q. However, in the limit no such substitution is possible, and Λ˚defines a genuine deformation of Λ, which is isomorphic to the associated graded of Λ˚with respect to the polynomial degree grading, cf. [OO97, Section §1]. For interesting recent applications of Λt o categorification and nonabelian probability theory see [KLM17] .
1.2. Multiparameter Framework. The falling monomial x Ón " xpx´1q . . . px´n`1q equals px´a 1 qpx´a 2 q . . . px´a n q, where a i " i´1. More generally, one can consider shifted monomials (or powers) px Ó aq n " px´a 1 qpx´a 2 q . . . px´a n q,
where a " pa i q iPZ is a sequence of numbers in k. This general point of view leads to the definition of multiparameter (or double) Schur functions [Mac95, p. 54ff] .
In this generality, a ring of a-shifted symmetric functions, which we denote by Λ a , has been defined in [Oko98, Remark 2.11]. The duality ω for shifted symmetric functions is replaced by a more general duality algebra-isomorphism ω a : Λ a Ñ Λâ, whereâ are the dual parameters [Mol09, Section 2.3]. In loc.cit. it is also shown that analogues of the Jacobi-Trudi, Nägelsbach-Kostka and Giambelli formulas still hold this setup. Moreover, an extension of the comultiplication structure to the multiparameter framework has been provided in the same paper.
Super-specializations of multiparameter Schur functions have been studied in [Mol98, ORV03] . In particular, this framework has been utilized in [ORV03] to study Frobenius-Schur functions. Applications of these variations of Schur functions exist to equivariant Schubert classes on Grassmannians (see e.g. references in [Mol09, Introduction] ).
1.3. Noncommutative Symmetric Functions. Consider Sym " kxS 1 , S 2 , . . .y, the Hopf algebra of noncommutative symmetric functions [GKL`95, Chapter 3]. Note that Sym is a free graded associative k-algebra, with generators S k of degree k -analogues of complete homogeneous symmetric functions. There exist alternative series of free generators for Sym. For example, the elementary symmetric functions Sym " kxΛ 1 , Λ 2 , . . .y. A Z-basis for this algebra, with coefficients in Z, is given by so-called ribbon Schur functions R I , indexed by compositions I " pi 1 , . . . , i n q P N n ě1 . These can be defined using the quasideterminants of [GR92, GR97, GGRW05] by
Multiplication of ribbon Schur functions follows the formula R pi 1 ,...,inq R pj 1 ,...,jmq " R pi 1 ,...,in,j 1 ,...,jmq`Rpi 1 ,...,i n´1 ,in`j 1 ,j 2 ,...,jmq , (6) see [GKL`95, Proposition 3.13], due to MacMahon [Mac60] in the commutative case.
A second analogue of Schur functions is given by quasi-Schur functions, which are only contained in the skew-field of Sym. These quasi-Schur functionsS λ are indeed labeled by partitions λ " pλ 1 ě λ 2 ě . . . ě λ n q, and can also be defined in terms of quasideterminants by 
1.4. Summary. This paper develops a theory of noncommutative shifted symmetric functions. As in the theory of noncommutative symmetric functions, we use two different approaches to analogues of Schur functions: ribbon Schur functions and quasi-Schur functions. The advantage of ribbon Schur functions is that a basis for a ring of noncommutative shifted symmetric functions is obtained, while certain formulas are more natural in the shifted quasi-Schur function setup.
First, this paper introduces rings of noncommutative a-shifted symmetric functions Sym a using an approach through generating series (Section 2.1-2.2). These graded algebras depend on an arbitrary sequence of parameter a " pa i q iPZ in k and have different series of free generators: complete homogeneous generators S k;a , and elementary symmetric generators Λ k;a (as well as power sums Ψ n;a , see Section 2.5). Using the theory of quasideterminants, base change formulas between these generators can be obtained in terms of quasideterminants, giving analogues of the classical Jacobi-Trudi and Nägelsbach-Kostka formulas (Section 2.3). These formulas suggest a definition of multiparameter (or a-shifted) ribbon Schur functions R I;a which form a Zras-basis for Sym a Z . For these, a shifted MacMahon type multiplication formula is derived in Theorem 26. In addition, a-shifted ribbon Schur functions are preserved -up to shift -under a duality anti-algebra isomorphism ω a : Sym a Ñ Symâ. Next, we define a possible analogue of a-shifted power sums in Section 2.5, which can be expressed as a linear combination of a-shifted ribbon Schur functions corresponding to hook compositions. These power sum analogues also provide free algebra generators of Sym a . Analogues of Wronski and Newton formulas hold, and translation matrices between power sums, elementary and complete homogeneous generators are derived in terms of quasi-determinants. A natural Hopf algebra structure on Sym a is suggested by requiring that the a-shifted power sums are primitive elements (Section 2.6).
In Section 2.7, we consider a-shifted quasi-Schur functions. These are not contained in Sym a but in its associated skew-field. However, as their definition closely mimics the commutative case, certain formulas are easier to state. In particular, we proof a version of Giambelli's formula for a-shifted quasi-Schur functions in Proposition 46. Section 3 discusses a specialization of Sym a in terms of rational fuctions in a list of noncommuting variables (and their inverses). Here, we restrict to sequences of the form a i " i¨c`const. This way, we obtain deformations of the ring of noncommutative symmetric functions Sym in the sense that for c " 0 we recover Sym, and for c ‰ 0, all deformations are isomorphic to Syma noncommutative version of shifted symmetric functions, corresponding to the case a i " i´1 related to [OO97] . This specialization rational expressions S k;a px 1 , . . . , x n q and Λ k;a px 1 , . . . , x n q can be described in terms of a quotient of quasideterminants (see Theorem 51). A notable property of these specializations is their stability under extension of the list of variables (Section 3.2) which is central in the motivation of the ring of commutative shifted symmetric functions in [OO97] . Further, the specializations satisfy that (8) R I;a px 1 , . . . , x i , x i`1 , . . . , x n q " R I;a px 1 , . . . , x i`1´c , x i`c , . . . , x n q.
We note that if all variables x i commute, S k;a px 1 , . . . , x n q recovers the commutative shifted complete homogeneous symmetric functions h k;a px 1 , . . . , x n q, see Proposition 56. A similar statement holds for the elementary symmetric generators, but fails for general a-shifted ribbon Schur functions. Note that a similar restriction also applies to the ribbon Schur functions without shift.
1.5. Outlook. We hope that this paper can serve as the starting point for a theory of noncommutative shifted symmetric functions, analogous to the unshifted theory presented in [GKL`95] .
In both the noncommutative case of [GKL`95] , and the shifted case of [OO97] there are more than one analogue of the power sums in Λ. We suggest an analogue of noncommutative shifted power sums in Section 2.5, but there may be other natural analogues of power sums.
The Hopf algebra structure introduced in Section 2.6 needs to be explored further. It does not include general formulas for the coproducts of the generators Λ n;a , S n;a , or the a-shifted Ribbon Schur functions yet. We note that in the commutative case, Molev defined dual LittlewoodRichardson polynomials [Mol09, Section 4] to compute the coproduct coefficients. In addition, we expect applications of the theory presented to the representation theory of the zero Hecke algebra to emerge in forthcoming work.
It shall also be mentioned that [Oko98] defines a larger class of parameter-dependent functions which contains factorial Schur functions as a special case, as well as interpolation Macdonald polynomials. It would be an interesting question to extend the current point of view to study noncommutative interpolation Macdonald polynomials.
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Noncommutative Shifted Symmetric Functions
In this section, we introduce the algebra Sym a -the ring of a-shifted symmetric functions, based on a sequence of parameter a " pa i q for i P Z. A main result of the section is the construction of a Zras-basis for Sym a Z of multiparameter (or a-shifted) ribbon Schur functions.
2.1. Definitions. Following [Mol98, ORV03] , similar to [Mac95] , let a " pa n q nPZ be a family of complex parameters. We define the a-shifted powers
We denote the dual parameters byâ,â i "´a´i`1 and observe thatâ " a. There is a natural shift operation τ on such parameter sequences, defined by pτ aq i " a i`1 .
Define Zras to be the subring of k generated by the elements a i for all i.
Definition 1. Define Sym a " kxS 1;a , S 2;a , . . .y, the algebra of noncommutative a-shifted symmetric functions. Note that Sym a is a free graded associative k-algebra, with generators S k;a of degree k. The generators S k;a are the a-shifted complete homogeneous symmetric functions.
We often also consider the free associative Zras-algebra Sym a Z " ZrasxS 1;a , S 2;a , . . .y. Clearly,
Zras . Example 2. Important cases to consider are when a i " 0 for all i P Z which gives the ring of noncommutative symmetric functions Sym, referred to as the unshifted case, and the case where a i " i´1 giving a ring of noncommutative shifted symmetric functions Sym˚, analogue to the one studied in [OO97] in the commutative case.
Definition 3. Define the a-shifted elementary symmetric functions Λ k;a . We denote the generating series of the S k;a , respectively Λ k;a , by
and require the defining equations
We adapt the convention that S 0;a " 1 " Λ 0;a .
Eq. (12) replaces the unshifted equations from [GKL`95, Section 3.1].
Example 4. The unshifted symmetric functions are recovered as S k;0 " S k and Λ k;0 " Λ k , for a " 0 " p0, 0, . . .q.
Example 5. We are especially interested in the case where a i " i´1 for i P Z, giving the ring Sym˚of noncommutative shifted symmetric functions. In this case,â i " i, and we denote S k;a " Sk and Λ k;a " Λk. This gives noncommutative analogues of the generating series H˚puq and E˚puq from [OO97, 12.2] .
Denote the shifted powers in this case by x Ók " xpx´1q . . . px´k`1q, and x Ó0 " 1, which are called falling powers. The corresponding generating series are denoted by
The following analogue of [OO97, Corollary 12.3] holds using these definitions.
Lemma 6. The defining identities for the generating series of Sym˚are
Proof. Equation (11) is rewritten as
Hence the defining relation from Eq. (12) implies the claim. , for a i " i´1{2 in the super-realization, that σ a ptq " σp1{tq, where the latter is the generating series for the unshifted symmetric functions, specialized to ś i p1´x i {tq{p1`y i {tq. Lemma 8. As for the S k;a , the set of all monomials in tΛ k;a | k ě 0u forms a Zras-basis for Sym a Z .
We can also adapt the duality isomorphism from [Mol09, Section 2.3] to the noncommutative setup, which generalizes the anti-algebra isomorphism from [GKL`95, Section 3].
Proposition 9. There is an anti-algebra 1 isomorphism ω a : Sym a Ñ Symâ, defined by
which satisfies ωâω a " Id. It follows that
Proof. Applying ω a to the defining relations of Eq. (12), we see that
Interchanging t with´t, we see that S k;â satisfy the same relations as ω a pΛ k;a q. However, these relations determine S k;â uniquely, whence S k;â " ω a pΛ k;a q. Now, the equation ωâω a " Id is easily checked on the algebraic generators S k;a , using again thatâ " a.
Shift Operations.
Recall that for a sequence a " pa i q, we defined the shifted sequence τ a by setting pτ aq i " a i`1 . With this notation, we observe the equality
Inductively, for l ě 0, we obtain the following formulas:
Lemma 10. For any k, l ě 0, and any sequence a " pa i q, we have
where
Proof. For k ě 0, we prove Equation (19) by induction on l. The case l " 0 is clear. Assume the statement holds for l ě 0.
1 One can also define an algebra isomorphism this way, but in view of Corollary 32 an anti-algebra morphism is more natural.
The last step uses the formula " l ν
which is directly verified using the definition in Eq. (21). Equation (20) 
Definition 11. For s P Z, we define the shifts S
Lemma 12. The assignment φ rss pS k;a q " S rss k;a , extends to an algebra automorphism φ rss of Sym
Proof. The k-algebra Sym a is free, so we can extend the definition of φ rss to monomials in S k;a .
The defining relations from Eq. (12) are preserved under φ rss pΛ k;a q " Λ rss k;a . This follows as z τ´sa " τ sâ .
The following Lemma gives explicit formulas for shifts of the complete homogeneous and elementary noncommutative a-shifted symmetric functions.
Lemma 13. For any k, s ě 0,
Proof. These formulas are a direct consequence of Lemma 10. 
Example 15. If a i " i´1 as in the ring of shifted symmetric functions, then " s ν
and we recover the relation of [OO97, Eq. (13.5)]
2.3. Base-Change via Quasideterminants. In this section, we express the elementary noncommutative a-shifted symmetric functions Λ k;a in terms of (shifts of) the complete homogeneous series S k;a using quasideterminants, and vice versa. This follows the approach of [GKL`95, Section 3].
Proposition 16. For n ě 0, ÿ
Proof. This follows from Eq. (12). Indeed,
Using the Zras-basis t1, 1{`t Ó τ 1´n a˘1 , . . . , 1{`t Ó τ 1´n a˘n , 1{t n`1 , . . .u for kr1{ts, we obtain
Here, we have used that the expansion of 1{`t Ó τ´1τ 1´n a˘from Lemma 13 has leading coefficient one. Now we can expand using Eq. (19) to find
higher order terms).
This implies, by extracting the coefficients of 1{`t Ó τ 1´n a˘n and substituting i Ø i`ν,
Here, we use the following Lemma 17 in the second equality.
Lemma 17. For any series of parameters a, and i, n, ν ě 0, . Such a ribbon is encoded by a composition I " pi 1 , . . . , i n q P N n ě1 . We think of Θ as having i l boxes in the l-th row, arranged in a diagram such that the first box of the pl`1q-th row lies directly underneath the last box of the l-th row. We say that the composition I has length n. We denote
for the degree of the composition I. Further denote, for k " 1, . . . , n´1,
In particular, s 1 " d I´in , and s k`1 ą s k ě n´k. With this notation, we define a-shifted ribbon Schur functions using an analgue of the classical Jacobi-Trudi formula involving certain shifts in the rows of the matrix.
Definition 20. Let I " pi 1 , . . . , i n q be a composition. Define the multiparameter (or a-shifted) ribbon Schur function R I;a by
It follows from [GKL`95, Proposition 2.6] that every R I;a is a Z-linear combination of polynomials of its entries, which are of the form S rls k;a . Now, by Lemma 13, all S rls k;a are Zras-linear combinations of the generators S k;a . Thus, R I;a P Sym a Z for any composition I. Example 21. As in the unshifted case, R I;a is a polynomial in its entries by [GKL`95, Proposition 2.6], and R pnq;a " S n;a , where pnq is the length one composition of degree n. By Proposition 18, R p1 n q;a " Λ n;a , where p1 n q " p1, . . . , 1q is the composition of length n containing only ones.
Definition 20 compares to [OO97, Equation (3.9)] defining shifted Schur functions, and to [ORV03, Eq. (3.4)] defining multiparameter Schur functions in the commutative setting. Note that we used different shifts in the row, which turn out to be more natural for both product formula and duality in the ribbon Schur setup.
Remark 22. In all Examples 4-7, Zras " Z. This is, in general, the case for any sequence a where a i´aj P Z for any i, j. We call such a sequence whole-distant. In this case, the a-shifted ribbon Schur functions form a Z-basis for Sym a Z . Lemma 23. Let I " pi 1 , i 2 , . . . , i n q be a composition. Then ..,i n´2 ,i n´1`in q;a . The third equality uses that the middle quasideterminant equals one, and the forth equality uses a row expansion along the last row of the second quasideterminant as in [GGRW05, Proposition 1.5.1]. The last equations use that the shift φ is an algebra morphism, and the a-shifted ribbon Schur functions are polynomial in their entries. The statement follows using s n´1 " i n´1 .
The second equality is easy in the case n " 2, and for n ě 3 follows from a similar computation using the other homological relations for the quasideterminants.
..,inq;a´Rpi 1`i2 ,i 3 ,...,inq;a , this time using the column expansion of |A| 11 along the first column. We use that s 1 " d I´in .
A special case of Eq. (37) directly gives the hook formula Λ r1s k;a S l;a " R p1 k ,lq;a`R r1s p1 k´1 ,l`1q;a .
(39)
This formula is an a-shifted analogue of [GKL`95, Eq. (52)].
Lemma 24. For any composition I " pi 1 , . . . , i n q and 1 ď k ď l ď n denote i k,l " i k`. . .`i l . Then
where the sum is taken over all sequences 1 ď l 1 ă . . . ă l k ă n, for k " 1, . . . n´1.
Proof. This is a direct consequence of [GKL`95, Proposition 2.6].
Example 25. Here, I¨J " pi 1 , . . . , i n , j 1 , . . . , j m q,
If a is whole-distant (cf. Remark 22), then the R I;a form a Z-basis for Sym a Z . Proof. We order monomials in Sym a Z according to the degree lexicographic order. That is, we have S i 1 ;a . . . S in;a ą S j 1 ;a . . . S jm;a if n ą m and in case n " m the inequality holds if pi 1 , . . . , i n q ą pj 1 , . . . , j m q in the lexicographic order. Note that Eq. (40) implies that R I;a " S rs 1 s i 1 ;a S rs 2 s i 2 ;a . . . S in;a`( lower order terms) " S i 1 ;a S i 2 ;a . . . S in;a`( lower order terms), using Lemma 13 in the second equality (where all coefficients are in Zras).
Hence we establish a bijection between the Zras-basis of monomials of elementary a-shifted symmetric functions S k;a in Sym a Z and a-shifted ribbon functions R I;a . This proves the basis claim.
We prove a more general form of the product formula. For this, we introduce more general shifts of the R I;a . We define, for I " pi 1 , . . . , i n q a composition and K " pk 1 , . . . , k n q P Z n , 
for I " pi 1 , . . . , l n q, J " pj 1 , . . . , j m q compositions and K " pk 1 , . . . , k n q, L " pl 1 , . . . , l m q integer sequences. The proof is by induction on m. In the case m " 0, there is nothing to show, and the case m " 1 follows from the generalized form of Eq. (37), This follows using the same strategy as in the proof of Lemma 23. The special case of l 1 " 0 and K " ps 1`in , s 2`in , . . . , s n´1`in , i n q gives Eq. (42). We further generalize Eq. (38) Here, the first equality uses Eq. (38), and the following steps use the induction step. Eq. (42) follows by considering the case K " ps 1`dJ´jm`in , s 2`dJ´jm`in , . . . , s n´1`dJ´jmì n , d J´jm`in q, L " pl 1 , . . . , l m q for m ě 2. Example 27. For i, j, k, l ě 1, R rk`js pi,jq;a R pk,lq;a " R pi,j,k,lq;a`Rpi,j`k,lq;a . Thus, a-shifted ribbon Schur functions for whole-distant parameter series give a nonhomogeneous Z-basis for Sym a Z . A formula for the products of a-shifted ribbon Schur functions can also be obtained from the proof of Theorem 26. In practice, rewriting the closed form in the basis tR I;a u I can be cumbersome, as the easier examples below indicate. where s k " ř n´1 ν"k i ν , for k " 1, . . . , n´1, and t k " ř m´1 ν"k j ν , for k " 1, . . . , m´1. Hence, the leading coefficients of the product of a-shifted ribbon Schur functions satisfies the same MacMahon type formula as in the unshifted case, see [GKL`95, Proposition 3.13], namely R I;a R j:a " R I¨J;a`RIŹJ;a`( lower degree terms).
Example 29. Λ k;a S l;a " R p1 k ,lq;a`R r1s p1 k´1 ,l`1q;a`p a 1´ak q´R p1 k´1 ,lq;a`Rp1 k´2 ,l`1q;a¯, (48)
pk´ν,lq;a`S rk´νs pk´ν`lq;a¯,
k´ν`l;a`Rp1 k´ν´1 ,2,1 l´1 q;a¯, for l ě 2. (50) Let I be a composition, and denote by I " " pj 1 , . . . , j m q the conjugate composition, cf.
[GKL`95, Section 3.2]. That is, the ribbon diagram corresponding to I is reflected in the main diagonal. With this notation, we obtain the following analogue of the classical Nägelsberg-Kostka formula.
Proposition 30. For any composition I with conjugate composition I " " pj 1 , . . . , j m q, we have Proof. The proposition follows by applying Jacobi's theorem for the quasi-minors of the inverse matrix, see [GKL`95, Theorem 2.14], to the matrix used in the definition of R I;a . Indeed, for given d, consider the pd`1qˆpd`1q-matrices A and B, with
where we use the convention that Λ´k ;a " S´k ;a " 0 for k ą 0. It follows from Eq. (27) that A and B are inverse matrices. Note that for this we use that the shift is an algebra morphism. Now let I " pi 1 , . . . , i n q be a composition and consider A, B of size d I`1 . Consider the subset M " ti 1`1 , i 1`i2`1 , . . . , i 1`i2`. . .`i n´1`1 u. Applying Jacobi's Theorem for quasideterminants as stated in [GKL`95, Proposition 2.14] to this set M , with L " M , i " d I`1 and j " 1 gives
On the other hand, this a-shifted ribbon Schur function equals
First, we observe that P Y td I`1 u " Q Y t1u, which implies that this minor of A only has entries˘1 on the diagonal, and zeros below the diagonal by the definition of A. Next, we used expansion along the first column in the second equality. There is only one nonzero entry in this column, and˘1 on the diagonal of this minor quasideterminant of A.
We need the following combinatorial interpretation of I " . Consider the set Q Y td I`1 u " pµ 1 , . . . , µ m q as above in increasing order and define j i " m i´mi´1 , with m 0 " 1. Then J " pj m , . . . , j 1 q. This implies that
where C is the matrix of the right hand side of Eq. (51).
Example 31. Corollary 32 (Duality). The anti-algebra isomorphism ω a : Sym a Ñ Symâ from Proposition 9 satisfies the equation
where I " pi 1 , . . . , i n q and I " " pj 1 , . . . , j m q.
Proof. After application of ω a , this follows -under use of Proposition 9 -from Proposition 30. Note that these a-shifted ribbon Schur functions are polynomial in their entries and that switching to the opposite algebra in |A| 1n reflects the matrix A along the anti-diagonal. Further, we use that ω a pS rss k;a q " Λ r´ss k;â , which follows from Lemma 13. Note that Corollary 32 is a main justification for the use of the shift parameters s 1 , . . . , s n´1 in the definition of the R I;a . In particular, these shifts are determined by requiring a definition of R I;a which is preserved under ω a up to shift and recovers S n;a , Λ n;a as special cases without adjustment, as well as recovering the unshifted ribbon Schur functions R I if a " 0. Definition 34. For n ě 0, we define the a-shifted power sum
The definition is justified, in parts, by the following analogue of [GKL`95, Corollary 3.14], which is a corollary of Eq. (39).
Corollary 35. Proposition 37. The a-shifted power sums form a set of free generators for Sym a .
Proof. We use the degree lexicographical ordering on monomials in tΛ k;a u kě1 , where Λ k;a ą Λ l;a if and only if k ą l, in Sym a . That is, when comparing two monomials in Λ k;a 's, we first compare their degrees (with the grading deg Λ k;a " k). If the degrees are equal, we use the lexicographical order. This way, we observe that Ψ n;a " Λ n;a`( lower order terms).
This way, we see that monomials in tΨ k;a u kě1 , and hence the Ψ k;a are free algebra generators as the Λ k;a are.
We obtain the following a-shifted analogue of the noncommutative Wronski and Newton formula, Eq. (57) The proof of Eq. (58) follows a very similar pattern, using Eq. (55) instead of the definition of Ψ n;a .
We obtain the following translation identities, analogue to [GKL`95, Corollary 3.6], using quasi-determinants.
Proposition 39. For any n ě 1 we find that Ψ n;a " We note that all Λ n;a , S n;a are hence polynomials in the Ψ l;a with coefficients in Qras. The corresponding identities for noncommutative symmetric functions are recovered if a " 0. 2.6. A Hopf Algebra Structure. In this section, we propose a Hopf algebra structure on Sym a by making the generators Ψ n;a primitive elements. Actions on other generators S n;a , and Λ n;a can be computed using the translation formulas from Lemma 38. In the commutative case, a Hopf algebra structure on Λ a was introduced in [Mol09, Section 4].
1S
Proposition 41. We define a coproduct on Sym a by requiring Ψ n;a to be primitive elements, i.e. ∆pΨ n;a q " Ψ n;a b 1`1 b Ψ n;a .
(63)
This way, Sym a becomes a Hopf algebra, with antipode defined by SpΨ n;a q "´Ψ n;a .
It is in general not straightforward to compute the coproducts of S n;a , and Λ n;a . We restrict ourselves to include the following examples in the noncommutative setup: ∆pS 2;a q " S 2;a b 1`1 2 S r´1s 1;a b S 1;a`1 2 S 1;a b S r´1s 1;a`1 b S 2;a " S 2;a b 1`S 1;a b S 1;a`1 b S 2;a , ∆pS 3;a q " S 3;a b 1`S 2;a b S 1;a`S1;a b S 2;a`1 b S 3;a`4 3 pa 0´a1 qS 1;a b S 1;a .
2.7.
Multiparameter Quasi-Schur Functions. In this section, we define multiparameter quasi-Schur functions and present a version of Giambelli's formula. We note, as in [GKL`95, Section 3.3], that the quasi-Schur functions are not elements of Sym a but are contained in the skew-field freely generated by S 1;a , S 2;a , S 3;a , . . .. The treatment here is similar to the unshifted case in [GKL`95].
Definition 42. Let λ " pλ 1 ď λ 2 ď . . . ď λ n q be a partition. We define the multiparameter quasi-Schur functionS λ;a as the quasideterminant Here, we use the convention that S´k ;a " 0 for k ą 0.
This definition is similar to the formula from [OO97, Theorem 13.1], for a i " i´1, and [Mol09] for more general parameters a, in the commutative case. In the case a i " i´1, if all S k;a " Sk commute, we obtain a ratio of shifted Schur functions sλ{sλ 1 , where λ 1 " pλ 1´1 , . . . , λ n´1´1 q.
Example 43. A formula similar to Proposition 30 appears naturally for a-shifted quasi-Schur functions, without the corrective shift. This is a noncommutative analogue for [OO97, Eq. (13.10)], and an a-shifted version of [GKL`95, Proposition 3.18]. For this, denote by λ " the conjugate partition to λ, i.e. the partition whose diagram is obtained by interchanging the rows and columns of λ.
Proposition 44. For any partition λ " pλ 1 ď λ 2 ď . . . ď λ n q we find
Example 45. The case λ " p1, 1, 2q gives λ " " p1, 3q and S p1,1,2q;a " p´1q We can extend the anti-algebra morphism ω a : Sym a Ñ Symâ to an anti-algebra isomorphism of the associated skew-fields. It follows from the above proposition that ω a´Sλ;a¯"Sλ " ;â .
Recall the Frobenius form of a partition, i.e. a decomposition of λ into hook sub-diagrams, cf. the notation of [GKL`95, Section 3.3]. In particular, we denote the partition pn|mq :" p1 n , m`1q. We obtain the following analogue of Giambelli's formula for a-shifted quasi-Schur functions, analogously to [GKL`95, Proposition 3.20].
Proposition 46 (Giambelli Formula). Given λ in Frobenius notation as pβ 1 , . . . , β k |α 1 , . . . , α k q, S λ;a " S pβ 1 |α 1 q;aSpβ 1 |α 2 q;a . . .S pβ 1 |α k q;ȃ S pβ 2 |α 1 q;aSpβ 2 |α 2 q;a . . .S pβ 2 |α k q;a . . . . . . . . . . . .
Proof. This follows as in [GKL`95, Proposition 3.20], using a version of Bazin's theorem for quasideterminants. We write
The statement is now proved as in [GKL`95, Proposition 3.20]. We note that indeed 0 1 . . . k´2 k k`1 . . . n n`m`2 "S pn´k|mq , which follows using [GKL`95, Proposition 2.12].
This formula generalizes [OO97, Eq. (13.17)], which was remarked by G. Olshanski is independent of shifts. The same observation applies here.
A Realization of Sym
a inside of Sym. We can adapt the point of view from [ORV03, Section §3] to the noncommutative setup and realize multiparameter ribbon Schur functions in Sym by requiring that
These assumptions are not made in other sections of the paper, where we cannot relate the generating series of a-shifted symmetric functions to the unshifted ones. In this setup, rather than defining a new ring Sym a , we can relate the unshifted symmetric functions to the a-shifted ones by more precise formulas.
Lemma 47. For any series of parameters a " pa i q,
i e i pa 1 , . . . , a n´1 qS n´i , Λ n;a " n ÿ i"0 e i pa 1 , . . . , a´n`3qΛ n´i .
Here, h k pa 1 , . . . , a l q denotes the k-th commutative complete homogeneous symmetric function evaluated at the sequence pa 1 , . . . , a l q, and similarly e k pa 1 , . . . , a n q for the elementary symmetric function. We use the convention that for j ą i in h j pa 1 , . . . , a i q all terms involving more than i variables are simply omitted and only terms that do not require more than b distinct entries appear in the sum. E.g S 3 pa 1 , a 2 q " a 3 1`a 3 2`a 1 a 2 2`a 2 1 a 2 .
Proof of Lemma 47. Use the geometric series to write
for any k. The results follows by comparing coefficients in Eq. (10), respectively Eq. (11). The inverted formulas follow similarly.
Note that in particular, that in the context of this subsection, S 1;a " S 1 , S 2;a " S 2´a1 S 1 , S 3;a " S 3´p a 1`a2 qS 2`a1 a 2 S 1 .
Eqs. (68)- (69) hold equally well in the commutative case, as the generating series have the same form. This way, the multiparameter ribbon Schur functions form a nonhomogeneous Zras-bases for the algebra Zras b Z Sym Z . For this, we use define Schur functions as in Definition 20, and replace appearances of S rss i;a by S k;τ´sa . This setup particularly applies to Example 7, with parameters a i " i´1{2. In the commutative setup, this was used in [Mol98, ORV03] to define Frobenius-Schur functions.
Specialization
In this section, we define specializations of the noncommutative a-shifted symmetric functions S k;a and Λ k;a in terms of noncommutative rational functions in a list of indeterminants px 1 , . . . , x n q. Following [GKL`95, Section 7], this approach uses quasideterminants in order to obtain analogues of the expressions of the shifted commutative symmetric functions in terms of quotients of determinants in [OO97, Eq. (0.3)]. For this, we fix noncommuting indeterminants x 1 , . . . , x n . We work in the free skew field generated by the x i , cf. [GKL`95].
3.1. Shifted Symmetric Specialization. We have to restrict generality for the constructions of this section, yielding deformations of noncommutative functions, but not for arbitrary sequences of shift-parameters.
Assumption 48. In this section, assume that a is equidistant, i.e. there exists a constant c P k such that a n`k´ak " c¨n for all n, k in Z. Examples 4-7 all satisfy this assumption.
Lemma 49. Let a be equidistant, with a n`k´ak " c¨n for all n, k in Z. Then " k ν
In fact, Sym a is isomorphic to Sym˚as a graded algebra if c ‰ 0, and Sym a -Sym if c " 0.
This deformation point of view comes from [OO97, Remark 1.7] in the commutative case.
Definition 50. The elementary a-shifted symmetric functions Λ k;a px 1 , . . . , x n q are defined by setting
That is, the right hand side is used to specify the generating series λâp´tq.
Observe that with this specialization, we can express Λ k;a px 1 , . . . , x n q as a quotient of quasideterminants.
Theorem 51 (Specialization). Let a be equidistant. For 1 ď k ď n we find that Λ k;a px 1 , . . . , x n q equals
.
(The first quasi-minor is read in the way that the row with pn´kq-th a-shifted powers is deleted, and we start with the 0-th a-shifted powers, unless n´k " 0.) Further, Λ 1;a px 1 , . . . , x n q " 1 and Λ k;a px 1 , ..., x n q " 0 as soon as k ą n. Moreover, the a-shifted complete homogeneous symmetric function S k;a px 1 , . . . , x n q equals
, and S 0;a px 1 , . . . , x n q " 1, as well as S k;a px 1 , ..., x n q " 0 as soon as k ą n First, in order to derive the formula for Λ k;a px 1 , . . . , x n q we use the second expansion formula from [GKL`95, Proposition 2.12] with l " n and apply it to Eq. (71). Then the parameter 1{`t Ó τ´ia˘i has coefficient given by |A n´i`1,n`1 | n`1,n |A n`1,n`1 |´1 n´i`1,n , where i " 1, . . . , n. The first minor |A n´i`1,n`1 | n`1,n deletes the last column and the row containing the pn´iq-th a-shifted powers and is the quasideterminant evaluated at the left bottom corner. Similarly, we recognize the second minor quasideterminant as stated.
The proof of the formula for S k;a uses a similar strategy to [GKL`95, Proposition 7.5]. First, we introduce some simplifying notation. We want to verify that the S k;a px 1 , . . . , x n q defined by the formulas in the statement of this theorem satisfy Eq. (32). For this, we definěˇˇs
Then we can write Λ k;a px 1 , . . . , x n q "ˇˇn Ó 0, . . . n´k´1, n´k`1, . . . , nˇˇ¨ˇˇn Ó 0, . . . n´k , . . . n´1ˇˇ´1 , (72) S k;a px 1 , . . . , x n q "ˇˇn Ó 0, . . . n´2, n`k´1ˇˇ¨ˇˇn Ó 0, . . . n´2, n´1ˇˇ´1 . where in the last equality we use that in the n-th column only shifts of x n appear and therefore left multiplication by x n´an´s equals right multiplication by this element. Hence, we find the alternative expressions Λ k;a px 1 , . . . , x n q "ˇˇn`s Ó s, . . . , n`s´k´1, n`s´k`1, . . . , n`sˇň`s Ó s, . . . , n`s´k , . . . , n`s´1ˇˇ´1 , (74) S k;a px 1 , . . . , x n q "ˇˇn`s Ó s, . . . , n`s´2, n`s`k´1ˇň`s Ó s, . . . , n`s´2, n`s´1ˇˇ´1 , As a is equidistant, we see that (80) ψ rss pS k;a px 1 , . . . , x n" S k;a px 1`s c, . . . , x n`s cq.
In particular, ψ rss " ψ s , for ψ r1s " ψ in this case. Note that the shift ψ does not coincide with the shift φ obtained using generating series in Section 2.2. However, we can describe the relationship between the two operations.
Lemma 53. If a is equidistant, then the equation ψS k;a px 1 , . . . , x n q " S k;a px 1`c , . . . , x n`c q " S k;a px 1 , . . . , x n q`cpn`k´1qS k´1;a px 1 , . . . , x n q (81) holds for all k ď n.
Proof. First observe the elementary equality (82)
px Ó aq n " px Ó τ aq n`p a n`1´a1 q px Ó τ aq n´1 .
We use this formula to find thaťˇˇn`1 Ó 0, . . . n´2, n´1ˇˇ"ˇˇn Ó 0, . . . n´2, n´1ˇˇ.
Indeed, this follows as the i-th roẃ
. .`x n Ó τ´1a˘i´1ō f the matrix on the left hand side equalś`x
As a is equidistant, this is just the sum of the i-th row plus cpi´1q times the pi´1q-st row. Using [GGRW05, Proposition 2.9] adding a row (which is not the n-th row) to another does not change |A| nn . This proves the equality of the denominators of S k;a px 1 , . . . , x n q and ψS k;a px 1 , . . . , x n q. The statement for higher shifts now follows from Lemma 49. Hence Equation (81) reduces to comparing the nominator quasideterminants. In fact, we shall show thatˇˇˇn`1 Ó 0, . . . n´2, n`k´1ˇˇ"ˇˇn Ó 0, . . . n´2, n`k´1ˇč pn`k´1qˇˇn Ó 0, . . . n´2, n`k´2ˇˇ.
Consider the left hand side. Using the same observation as above we can successively subtract a i´a1 times the pi´1q-th row from the i-th row as long as i ď n´1, starting from the top. The i-th entry of the last row ofˇˇn`1 Ó 0, . . . n´2, n`k´1ˇˇcan be rewritten, using Eq. (82), as
Now we use a row expansion of the rewritten quasideterminant, see the first formula of [GGRW05, Proposition 2.12]. This proves the stated formula.
As a corollary of the above Lemma, we derive the formula (83) ψS k;a px 1 , . . . , x n q " S k;a px 1`s , . . . , x n`s q " φ r1s S k;a px 1 , . . . , x n q`ncS k´1;a px 1 , . . . , x n q, clarifying the relationship between the two different shifts φ and ψ.
Proof of Theorem 51. We prove the theorem in two steps. First, we show that for any n ě 1, the identity of quasideterminants Consider the 2nˆn-matrix defined by having entries
Then we can form a kˆk-matrix B of quasideterminants as in Theorem 59. It has entries
This equals |A ti,...,i`n´2,n`ju | n`j,n in the notation of Theorem 59. Therefore, we obtain by the same theorem that |B| 1k "ˇˇn`k´1 Ó k´1, . . . , n´2, n, . . . n`k´1ˇň`k´1 Ó k´1, . . . , n´1 , . . . , n`k´2ˇˇ´1¨ˇˇn`k´1 Ó 0, 1, . . . , n´1ˇ" Λ k;a px 1 , . . . , x n q¨ˇˇn`k´1 Ó 0, 1, . . . , n´1ˇw
here we use Equation (74) for the last equality. We can multiply the i-th row of B by the factořˇˇn`k´1 Ó i´1, i, . . . , n`i´2ˇˇ´1 on the right to obtain a new matrix C. Computational rules of quasideterminants as in [GGRW05, Proposition 2.9], together with the above computation, give that |C| 1k " |B| 1k¨ˇn`k´1 Ó 0, 1, . . . , n´1ˇˇ´1 " Λ k;a px 1 , . . . , x n q.
Note finally that the entries of C are given by c ij "ˇˇn`k´1 Ó i´1, . . . , i`n´3, n`j´1ˇˇ¨ˇˇn`k´1 Ó i´1, i, . . . , n`i´2ˇˇ´1
"ˇˇn`k´i Ó 0, . . . , n´2, n`j´iˇˇ¨ˇˇn`k´i Ó 0, 1, . . . , n´1ˇˇ´1 " # ψ k´i S j´i`1;a px 1 , . . . , x n q if j`1 ě i, 0 if j`1 ă i, for i, j " 1, . . . , k. Hence, omitting the list px 1 , . . . , x n q for brevity in the S i;a , and Λ k;a , we find that Λ k;a " p´1q k´1 ψ k´1 pS 1;a q ψ k´1 pS 2;a q . . . ψ k´1 pS k´2;a q ψ k´1 pS k´1;a q ψ k´1 pS k;a q 
This completes the proof, using Eq. (84).
Example 54. Consider the case a i " i´1. Expansion of the quasideterminant quotients give, for small values of n and k, that Λ1px 1 q " S1 px 1 q " x 1 , Λ1 px 1 , x 2 q " S1 px 1 , x 2 q " px 2 px 2´1 q´px 1`1 qx 1 qpx 2´x1´1 q´1, Λ2px 1 , x 2 q " px 2 px 2´1 q´x 1 x 2 qppx 1`1 q´1x 2´1 q´1, S2 px 1 , x 2 q " px 2 px 2´1 qpx 2´2 q´px 1`1 qx 1 px 1´1 qqpx 2´x1´1 q´1.
We can observe a symmetry here: The functions Λ1px 1 , x 2 q, Λ2 px 1 , x 2 q and S2 px 1 , x 2 q are stable under the transformation exchanging px 1 , x 2 q ÐÑ px 2´1 , x 1`1 q.
Remark 55. In the case when all variables x i commute (assuming invertibility of the relevant terms), one recovers the shifted symmetric functions from [OO97, Definition 1.2, Eq. (1.10), (1.11)]. Note that the same does not hold for the ribbon Schur functions, as the phenomenon of recovering the commutative Schur functions from ribbon Schur functions already fails in the unshifted case. However, the following Proposition holds.
Proposition 56. If the variables x 1 , . . . , x n commute, then
Sk px 1 , . . . , x n q " hkpx 1 , . . . , x n q, Λkpx 1 , . . . , x n q " ekpx 1 , . . . , x n q, where hk, ek denote the shifted symmetric functions of [OO97] .
Proof. If all entries of A commute, then |A| pq " p´1q p`q detpAq{ detpA paccording to [GKL`95, Proposition 2.3]. Consider the formulas for Λkpx 1 , . . . , x n q and Sk px 1 , . . . , x n q from Theorem 51. For Λkpx 1 , . . . , x n q, write |n Ó 0, . . . n´k´1, n´k`1, . . . , n| for the matrix used in the denominator and |n Ó 0, . . . n´k, . . . n´1| for the matrix used in the denominator in Theorem 51 for Λk. Then detp|n Ó 0, . . . n´k´1, n´k`1, . . . , n| n,n q " detp|n Ó 0, . . . n´k, . . . n´1| n´k,n q. Proposition 57 (Shifted Symmetry). The functions Λ k;a px 1 , . . . , x n q and S k;a px 1 , . . . , x n q, and hence all multiparameter ribbon Schur functions, are symmetric under exchange of px i , x i`1 q ÐÑ px i`1´c , x i`c q.
Proof. Note that, by [GGRW05, Proposition 1.2.4], such a change of variables does not change the quasideterminant in the right hand side of Eq. (71). Hence, it does not change the functions Λ k;a px 1 , . . . , x n q. The functions S k;a px 1 , . . . , x n q are hence invariant under the same change of variables using Theorem 51, noting that they are polynomials in (shifts of) Λ k;a px 1 , . . . , x n q.
3.2. Stability under Extension. Let X " tx 1 , x 2 , . . .u be noncommuting variables, and write X n " tx 1 , . . . , x n u. Denote by Sym a pX n q the subalgebra of the free skew-field in the variables X n generated by tΛ k;a px 1 , . . . , x n qu kě0 . Generalizing [GKL`95, Section 7], we can realize Sym a as the projective limit of the algebras Sym a pX n q.
Theorem 58 (Extension Stability).
There is an isomorphism of algebras Sym a -lim Ð Ý Sym a pX n q.
Proof. This follows using the projections Sym a pX n`ν q Ñ Sym a pX n q, given by f px 1 , . . . , x n`ν q Þ ÝÑ f px 1 , . . . , x n , a 1 , . . . , a 1 q, which are morphisms of algebras. In fact, it suffices to show this statement for ν " 1 and f " S k;a . Consider S k;a px 1 , . . . , x n , a 1 q. The last column of both nominator |A| n`1,n`1 and denominator |B| n`1,n`1 are quasideterminants consisting of zeros, and a single 1 in the top right corner. We expand both of the quasideterminants using the second formula in [GKL`95, Proposition 12], with l " n. This yields S k;a px 1 , . . . , x n , a 1 q " p´1q k´1 |A| n`1,n`1 |B|´1 n`1,n`1 " p´1q k´1 |A 1,n`1 | n`1,n |A n`1,n`1 |´1 1,n p|B 1,n`1 | n`1,n |B n`1,n`1 |´1 1,n q´1 " p´1q k´1 |A 1,n`1 | n`1,n |B 1,n`1 |´1 n`1,n " p´1q k´1ˇn`1 Ó 1, . . . , n´1, n`kˇˇ¨ˇˇn`1 Ó 1, . . . , n´1, nˇ" p´1q k´1 S k;a px 1 , . . . , x n q.
