Abstract Language-oriented modularity (LOM) is a methodology that complements language-oriented programming (LOP) in providing on-demand language abstraction solutions during software development. It involves the implementation and immediate utilization of domain-specific languages (DSLs) that are also aspect-oriented (DSALs). However, while DSL development is affordable thanks to modern language workbenches, DSAL development lacks similar tool support. Consequently, LOM is often impractical and underutilized.
Introduction

Language Oriented Modularity (LOM) [ ], taking after Language Oriented
, is a programming methodology that involves the development and use of Domain Specific Aspect Languages (DSALs) [ ] on-demand during the software modularization process. A DSAL is a programming language that is both domain-specific and aspect-oriented. It provides not only domain-specific abstractions and notations like a Domain Specific Language (DSL) does, but also a modularization mechanism for the separation of domain-specific crosscutting concerns.
. LOM in Theory
In principle, LOM is a special case of LOP, applied to DSALs rather than DSLs. Like LOP, LOM works middle-out. One starts with defining the DSALs and then works outwards, combining high level programming with these DSALs in parallel to their low level implementation. DSALs, like their DSL counterparts, simplify the definition of (crosscutting) domain logic. Moreover, DSALs also simplify the modularization mechanism programmers need to understand (which often makes general-purpose aspect languages (GPALs) more complex to use than the language they extend).
LOM is especially relevant to DSAL-based software development because, in contrast to DSLs, DSALs tend to be tightly coupled with the program for which they were designed. This coupling comes in two forms. First, the weaving specification may rely on the structure of the base code. Second, the crosscutting logic may rely on data retrieved from the base code. This creates a tight coupling between the DSAL code and the representation of the data within the base program. The more coupled the DSAL is with the base code, the less likely it could be reused across applications, thus encouraging ad-hoc application-specific implementation of DSALs [ ].
. LOM in Practice
In practice, however, LOM is not cost-effective like LOP due to the lack (or incompatibility) of supportive development tools. In terms of cost, language workbenches [ ] for LOP, such as Xtext [ ], MPS [ ], Spoofax [ ], and Cedalion [ ], provide the language designer with a development environment for creating with reasonable effort new DSLs. But these workbenches are not used for LOM because of the inability to express a semantics-preserving transformation of DSALs to existing GPALs [ ] (Section . ). In terms of effectiveness, language workbenches provide the end-programmer with high quality editing tools for up-to-speed programming with the new DSLs [ ]. In contrast, DSALs typically lack similar editing tools and GPAL development tools generally break
. Outline
Section motivates by example the need for LOM and the need for defining ondemand DSALs, and explains the difficulty today in applying LOM in practice. Section presents our approach and the key technical idea that enables us to use a GPAL as the target language in ordinary language workbenches. Section describes a concrete implementation of this approach via a set of annotations for AspectJ. The annotations are used for surrendering some obliviousness in return for more control over the visibility of join points and the ordering of advice, and for interfacing with AJDT. In Section we evaluate the improved cost-effectiveness that is achieved by our approach, and apply LOM to crosscutting concerns found in two real-world open source projects. 
Motivation
To illustrate the LOM process and the need for creating DSALs on-demand, let us consider the task of extending a lightweight, cross-platform, open source file manager written in Java, called muCommander, with a mechanism for auditing file operations.
. About muCommander
The muCommander file manager supports various operations on files, such as copy, rename and packing, via a dual-pane interface. File operations in muCommander are implemented according to the C design pattern [ ]. Each operation, called job in the terminology of muCommander, is encapsulated within a class that extends the abstract class FileJob.
Listing depicts the core methods of the FileJob class. Its constructor receives a set of files on which to operate and the dialog from which the operation was triggered. By calling the start method, the logic in the run method is executed in a separate thread (hence why FileJob implements the Runnable interface). The abstract method processFile is called by the run method for each file, and needs to be implemented by subclasses with operation-specific logic. The interrupt method stops the execution of a job. Lastly, the setPaused method receives a boolean argument paused, and accordingly either pauses or resumes the execution of the job.
Figure depicts the permitted state transitions of a job. Initially the state of the job is _ . This state is changed to once the job starts executing, and is changed to upon completion. If the execution of the job is interrupted (due to an error or by a user request) the state is changed to
. If the user asks to pause a job, its state is changed to . A job that is paused can be either resumed and then its state is changed back to or interrupted and then its state is changed to . 
. Implementation Strategies
There are several approaches for implementing a mechanism that audits which jobs were executed in muCommander (including their life-cycle and state transitions). Java One way is to implement the audit concern in Java. This can be done by extending FileJob with a method for each transition, which concrete job classes could override in order to generate the appropriate messages, and by adding code that persists these messages to the relevant places in FileJob. The drawback of this approach is that it degrades code modularity as the generation of the messages becomes scattered across the job classes and the persistence of these messages becomes tangled among other concerns in FileJob.
AspectJ Another option is AspectJ. Both the generation and the persistence of the messages can be placed within an aspect, separated from the existing code. Listing presents an aspect with an advice that audits the execution of CopyJob (line ), which copies files from one directory to another. This advice invokes the audit method with the message type Messages. _ and the arguments it needs. The audit method then retrieves a translated string of the message and places the given values in the right locations to produce a message of the form, e.g., "start copying files from /home/ to /tmp/ ([/home/a.pdf, /home/b.pdf 
The Logs aspect in Listing may seem simple enough, however, there are two issues with using such an aspect in real-world projects. First, it requires all developers in the project to program in AspectJ since new advice needs to be added for every new job. Second, as more jobs are added more pieces of advice are added. That leads to high amount of code duplication and a larger code base that is harder to understand. Note that while putting the common code in an abstract aspect and extending the aspect per job class is an option, it would typically make the process of adding a new job more cumbersome [ ].
In order for developers who add jobs not to have to be familiar with AspectJ, one could introduce a single advice per transition instead of having an advice per job class. Inside the body of the advice, the concrete type of the job can be identified and the message type and its values determined accordingly. Developers would only need to modify the body of the advice to change existing audit messages or to add new ones.
However, as more jobs are added to the Logs aspect, the attractiveness of this approach decreases. Listing depicts the Logs aspect with auditing for CopyJob and 
MkdirJob.
The MkdirJob class contains a field named mkfileMode that determines whether a file or a directory should be created. Since different audit messages are defined for these two cases, this field is checked by the Logs aspect (line ). As more jobs are being audited and as the resolution of the concrete message to be produced gets more complicated, the Logs aspect becomes tangled and harder to maintain.
DSAL Reuse
One can consider using an off-the-shelf third-party DSAL or reusing a DSAL developed for a similar application, like the one we have implemented for auditing in oVirt, called oVirtAudit [ ] (Section . . ). The oVirt platform and the muCommander tool differ in many ways. The former is for virtualization management while the latter is a file manager. The former is a distributed client-server application while the latter is standalone. Lastly, the former is intended for enterprise organizations while the latter is intended for home users. Nevertheless, they both are written in Java, following the C design pattern, and have operations (called commands in the terminology of oVirt) that need to be audited. It is thus tempting to reuse oVirtAudit in muCommander.
However, one quickly discovers that oVirtAudit is not suitable for muCommander. First, the syntax of oVirtAudit does not fit. For example, commands in oVirt cannot be paused and thus oVirtAudit does not provide the syntactic constructs to define a message for an operation that is being paused or resumed. Second, the semantics is different. For example, in oVirtAudit the values placed in the audit messages are taken from method return values while in muCommander they need to be taken from instance variables. Third, the weaving location is different. For example, the advice that produces a message for commands in oVirt that start executing is woven into a method that is not called start and is not located within a class named FileJob. New DSAL Listing displays the auditing definitions for CopyJob and MkdirJob in muAudit-a simple DSAL we can introduce to allow one to define audit messages in the form of configuration-like case statements. The case statements are matched top-down, i.e., the order in which they appear is significant. The first part of each case statement specifies which condition to match based on the job state transition (e.g., start) and the values of fields within the job class. The second part defines the message to be produced. This includes the message type (e.g., _ ) and the values of fields within the job class. Clearly, muAudit is a declarative and concise way to express the auditing concern. The question is how does one go about creating this DSAL?
. Current LOM Solutions
Now that we have established the need to create our own DSAL-muAudit-the supportive development tools are put to the test. We review the support that is currently available for the LOM process with respect to five capabilities (Table ) :
. DSAL interoperability: the ability to define DSALs that can be safely used along with other DSALs; . Development process: the ability to develop DSALs without requiring compiler (weaver) modifications; . Editing tools: the ability to produce general editing tools for programming with the DSAL; . Aspect development tools: the ability to present advice-join-point relationships when browsing the DSAL code; and . Compilation: the ability to compile DSAL code from the command line. Language Workbench General Purpose Aspect Language (LW GPAL) One may try to implement muAudit using a language workbench. Indeed, the grammar of the DSAL can be defined, and general editing tools can be generated. The natural choice would then be to implement a transformation from that DSAL to a GPAL. This way, we would achieve a DSL-like development process for DSALs. However, a simple transformation of DSALs into a GPAL does not preserve the structure of the code and therefore, in the presence of aspects, does not preserve the meaning of the program. For instance, when the AJAuditor aspect in Listing is used along with the Logs aspect in Listing , it will unintentionally expose the executions of the audit method that does not exist in the original muAudit code (Listing ). Such exposure of internal implementation details may result in incorrect behavior of the generated code, e.g., even deadlock [ ]. Without a transformation, using a language workbench for the development of DSALs is not a viable option. Other than the inability to define the weaving semantics of DSALs, language workbenches also provide neither the desired browsing or debugging capabilities (e.g., lack the original source code location), nor the necessary standalone compilation capabilities.
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Language Workbench Composition Framework (LW CF)
In a sense, language workbenches and composition frameworks are complementary tools. One may consider a simple composition of the two. An efficient way to implement the DSAL would then be to parse it with the language workbench and transform it into the form expected by the composition framework. The expected benefits are: (a) general editing tools Preventing all generated methods (like audit) from being advised by modifying all other aspects (like AJAuditor) is impractical, and sometimes impossible in real-world projects. Browsing capabilities are provided only for the generated GPAL code. are generated by the language workbench; and (b) the DSAL weaving semantics are implemented with a composition framework. Yet, this approach leaves much to be desired [ ]. First, it provides browsing capabilities for neither the DSAL code nor the generated code. Second, the need to transform DSAL code before passing it to the composition framework hinders standalone compilation. Third, the development process is highly complex and inefficient due to the need to write compiler code.
. Practical LOM
In order to improve the cost-effectiveness of LOM, we seek a solution that supports all the capabilities listed in Table . With a first-class development process and DSAL interoperability, the cost of developing DSALs in the context of LOM would become comparable to that of DSLs in LOP. With first-class tools for editing, for aspect development, and for compilation of DSALs, the effectiveness of these DSALs relative to GPALs would become comparable to that of DSLs relative to general-purpose languages in LOP. Ideally, the best practical solution would be to use, when possible, standard language workbenches available for LOP (e.g., Spoofax or Xtext) and standard development tools available for GPALs (e.g., AJDT).
Approach
In pursuing LOM practicality, LOP is our baseline for comparing cost-effectiveness. In LOP, the cost of DSLs is low thanks to language workbenches (sometimes considered the killer-app for DSLs [ ]). Language workbenches enable efficient implementation of DSLs via transformation. Developing a new DSL with a language workbench amounts to writing a transformer (generator) from that DSL to a GPL, and writing a transformer is much easier than writing a compiler or an interpreter. A language workbench also provides tool support for implementing the transformation and for effective editing of DSL code. Once the DSL code is transformed, it is compiled with the GPL's compiler into an executable form, allowing all development tools that are available for the GPL to be used effectively.
To make LOM more practical we facilitate a similar approach to the implementation of DSALs by transforming DSAL code to annotated GPAL code.
Language Oriented Modularity: From Theory to Practice
. Rationale
Implementing DSALs by defining transformations rather than coding their weaving semantics is key to making DSAL creation first-class. First, writing a transformer is much easier than writing a weaver. It eliminates the need to implement a weaver plugin per DSAL, a task that imposes a significant complexity in composition frameworks. Second, when a (semantic-preserving) transformation is possible, the LOM software development process becomes similar to that of LOP and can be completed using existing language workbenches. Indeed, with the Spoofax [ ] language workbench one can create for some DSAL an Eclipse plugin that provides editing capabilities (text-highlighting, auto-completion, error-checking, etc.) for writing aspects in that DSAL. Spoofax can also assist in defining a transformation of aspects written in the DSAL into, e.g., AspectJ.
Using a GPAL as the target language is key to also making DSAL development firstclass. The transformation of DSALs into a GPAL allows DSAL programmers to leverage, with a one-time adjustment, development tools that exist for the GPAL. These tools work with the transformed code, and the adjustments required for them to provide browsing, navigation, and compilation capabilities for the DSALs are relatively minor.
. Pitfalls
Unfortunately, a naive transformation to a GPAL does not work in general. Consider AspectJ as the target language for multiple DSALs. As shown elsewhere [ ] translating aspects from different DSALs into aspects in AspectJ and compiling them with the AspectJ compiler (ajc) may yield incorrect behavior (semantic gap). A DSAL for which the transformation to AspectJ is not semantic-preserving becomes a second-class DSL. Meanwhile, trying to fix this by using a different target language and you may lose the prospects of using AJDT for your DSALs (abstraction gap), thus becoming perhaps first-class DSL but second-class aspect language.
Semantic Gap
Obliviousness [ ] has traditionally been an uncompromising principle in AspectJ. However, in the context of code transformations, complete obliviousness is disadvantageous. In AspectJ the base code cannot refuse advisement (prevent join points from being advised). Consequently, a code transformation that does not preserve the join point "fingerprint" of the original code is not necessarily semantic-preserving in the presence of foreign aspect code (cross-DSAL foreign advising [ ]).
Another difficulty is weaving pieces of advice written in different DSALs at the same join point shadow (multi-DSAL co-advising [ ]). A conflict occurs when the various pieces of advice are woven in the wrong order. AspectJ provides some control over the ordering of advice by declaring precedence between aspects (via the declare precedence statement). However, for programming with multiple DSALs one may need a finer grained ordering mechanism.
Abstraction Gap Development tools for aspect languages heavily rely on the representation of advice-join-point relationships in order to annotate the source code -with hints on how aspects are to be woven into the base code. However, code that is generated from DSAL code loses track of the location of advice in the original DSAL code. Consequently, development tools cannot annotate the code, thus hindering effective programming with the DSAL.
In addition, the ability to compile the software from the command line is of a particular interest in real-world projects because of the use of modern tools for continuous integration and continuous delivery. The fact that ajc cannot take DSAL code as input, requires one to modify the compilation process significantly in order to compile the software from the command line.
. Bridging the Gap With Metadata
We use metadata to weaken AspectJ in terms of obliviousness, strengthen it in terms of advice ordering, and enhance it in terms of bridging source code locations. The metadata is in the form of Java annotations and an interface for invoking transformations.
Semantic Gap
To bridge the semantic gap, a subset of the annotations control the visibility of join points, thus allowing the definition of the transformation to specify where to suppress join point shadows (foreign advising). Another annotation controls the order in which pieces of advice from different DSALs are activated at the same join point shadow (co-advising).
Abstraction Gap To bridge the abstraction gap, metadata can be attached within an annotation, enabling AJDT to provide first-class browsing and navigation capabilities for DSALs. Additionally, DSAL code transformation plugins that implement a special interface are invoked automatically by the compiler in order to provide first-class compilation for DSALs.
Implementation
We have implemented our approach by modifying the AspectJ compiler (ajc). Our modifications to ajc are both:
Optional -when not in use, the compiler's behavior is unaffected, thus preserving the correctness of the weaving in ajc before the change; and Minimal -we do the minimal changes necessary to support our extensions, thus we expect the process of reapplying these changes to a newer version of the compiler to be relatively straightforward. The code changes made to ajc are available at https://github.com/OpenUniversity/ajc and listed in part in Appendix A. 
. Forgoing Complete Obliviousness
Listing defines a set of @Hide annotations for our target language that can be placed on a code element to suppress join point shadows associated with that element: @HideField conceals join point shadows associated with a specific field. By default shadows of both field-set and field-get are hidden, but this can be overridden to be any subset of them. @HideMethod conceals join point shadows associated with a specific method. This includes ordinary methods and advice. By default shadows of method/advice-execution, method-call and all join points that are declared within the method are hidden, but this can be overridden to be any subset of them. @HideType conceals join point shadows associated with the initialization of a type.
By default shadows of instance pre-initialization, instance initialization, class staticinitialization, join points declared within instance initialization, and join points declared within static-initialization are hidden, but this can be overridden to be any subset of them. These @Hide annotations are useful when generating AspectJ from DSAL code in order to hide artificial join point shadows in the generated code that do not exist in the original code. Listing illustrates the use of two such annotations (lines and ).
The support for @Hide annotations is added to ajc by modifying the BcelClassWeaver class, which is responsible for the weaving logic. The decision whether or not to extract a join point is made after inspecting the @Hide annotation, provided that such an annotation exists on the program element with which the join point is associated. For instance, let us consider method-and advice-execution and join points within a method or advice (Listing ). When inspecting a LazyMethodGen (which represents an ordinary method or advice), we check for a @HideMethod annotation. If one exists, we retrieve the kind of join points to be hidden. In case of MethodJoinpoint.
, we skip matching against the method/advice shadows. In case of MethodJoinpoint. , - we skip matching against the join point shadows within the method/advice body. But if the method/advice is not annotated with @HideMethod, we skip nothing.
. Fine-Grained Advice Ordering
Listing defines the @Order annotation for ordering pieces of advice per advice rather than per aspect. The annotation contains a value of type double that represents the precedence of the annotated advice. The lower this value is, the higher the precedence is.
The support for @Order annotations is added to ajc by modifying the compareTo method in the BcelAdvice class, which is used to compare pieces of advice (Listing ). When the advice at hand and the advice with which it is being compared to both have an @Order annotation, the values specified are compared. Otherwise, the comparison defaults to the regular aspect precedence criteria.
. Redirect Advice-Join-Point Relations to DSAL Code
In order to leverage the browsing and navigation capabilities of AJDT also for programming with DSALs, the @BridgedSourceLocation annotation is set during the transformation of DSAL code to preserve the source location of advice in the original DSAL code. The @BridgedSourceLocation annotation (Listing ) cites a path to a DSAL source code file, a line number, and a module name. When the advice-join-point relationship mapping is returned by the weaver, the source location pointed to by the @BridgedSourceLocation annotation is used instead of the actual location of the advice. This way AJDT markers are shown on the DSAL code and the DSAL code is referred to by markers on advised join points.
Listing shows an example where @BridgedSourceLocation is used. An aspect generated from code written in muAudit specifies that the original source location of after-execution advice (line ) is line in the file /mucommander/src/main/java/com/-mucommander/job/jobs.audit within the jobs.audit module. AJDT uses this information to present the advises marker at the right location in the DSAL code and the advised-by markers at the locations at which the advice is to be woven (Fig. ) .
The support for the @BridgedSourceLocation annotation is added to ajc by modifying the AsmRelationshipProvider class to retrieve the source location of advice from @BridgedSourceLocation. The main change done to this class is modifying the getHandle method to retrieve the @BridgedSourceLocation that annotates the given advice and, if it exists, to return a handle based on the file path and line number it specifies (Listing ).
. Internal Transformation of DSAL Code
In order to compile DSAL code from the command line like ordinary AspectJ code, we require all DSAL-specific transformations to implement an interface called Transformation (Listing ). This interface declares two methods: the extension method returns the file extension of source files that need to be transformed; and the convert java method returns a file containing code generated by the transformation of the DSAL code found within the given file.
An implementation of the Transformation interface enables the compiler to process DSAL code directly. In particular, DSAL code can be compiled from the command line. The compiler invokes the transformation of DSAL code internally. Listing demonstrates the implementation for muAudit. The extension method returns audit as the extension of muAudit source code files (line ), and the convert java method calls the transformation of muAudit (line ) and returns the output file (line ).
The support for Transformation plugins is added to ajc by modifying the classes AjBuildCon g, Con gParser, and AjBuildManager. We implemented a pluggable mechanism that uses concrete implementations of Transformation for internal code transformations. First, AjBuildCon g loads all concrete transformations that are specified in a file called dsals.txt. Then Con gParser uses the extension method of a loaded transformation in order not to filter out DSAL source files. Just before the compilation process, AjBuildManager transforms the DSAL source files using the loaded transformations (Listing ).
. Discussion
Our approach is based on a transformation of DSALs into a language that extends a GPAL. However, the choice of GPAL is significant. While many of the crosscutting concerns found in real-world projects can be resolved by DSALs whose weaving semantics can be expressed in AspectJ and its join point model, there may be some that are not. Although the join point model of AspectJ could also be extended on-demand, this would likely require much more effort and reduce the cost-effectiveness of the approach. Thus, we intentionally do not consider DSALs that cannot be expressed in AspectJ, but argue that this is a reasonable choice in practice (Section ).
The design of the @Hide and @Order annotations is based on the classification of multi-DSAL conflicts as foreign-and co-advising [ ], and mimics the solution -Language Oriented Modularity: From Theory to Practice provided by the A composition framework. Nevertheless, our approach is not limited to these particular annotations. The specification of the proposed annotations can be enhanced and even completely replaced with alternative metadata that one can use to resolve multi-DSAL conflicts. Our approach will work as long as the conflict resolution can be specified declaratively and generated during the transformation of DSAL code (with reasonable effort), and as long as it does not impose changes that break the compatibility with the GPAL tools and does not require writing compiler code per DSAL.
It is up to the language designer to determine which shadows to hide using the @Hide annotations. Generally, one would want to hide shadows of join points that do not appear in the DSAL code (as these may be considered an internal implementation detail). The @BridgedSourceLocation is supposed to be set on every advice in order to present AJDT markers at the right locations for the end-programmer. The more delicate use is that of the @Order annotation since the value assigned in the transformation of one DSAL is affected by values assigned in the transformations of other DSALs. Obviously, the @Order annotation allows a finer-grained ordering than AspectJ and the use of values of type double allows us, theoretically, to introduce right values for newly introduced DSAL without modifying existing DSALs. However, in order to provide a practical way to use the @Order annotation, one would probably want to use a tool like S T [ ] to specify the order of all the pieces of advice from all the DSALs that are used in the project, using a user-friendly UI with default resolution. The tool can also help to validate the correctness of specific transformations with business logic tests. However, the implementation of such a tool is out of the scope of this paper.
As we shall see in Section , our approach is not coupled with a particular language workbench. One can pick a language workbench that is right for the DSAL task at hand. The only requirement that affects the selection of a language workbench is the need to produce a standalone transformation in order to implement the Transformation interface. However, most mainstream language workbenches provide this capability by default.
A natural question to ask in the context of LOM is what is the complexity of implementing and using a large number of DSALs using our approach. On the one hand, the use of @Hide and @BridgedSourceLocation annotations and the Transformation interface for each particular DSAL is not affected by the use of other DSALs. On the other hand, for determining the ordering value in the @Order annotation for a given advice, one needs to consider pieces of advice defined in other DSALs.
Evaluation
To evaluate our approach we compare the effort required to implement a complex third-party DSAL with our approach to the effort of implementing the same DSAL in the A composition framework. To assess the impact our approach has on the cost-effectivenss of LOM we present two case studies of implementing and using DSALs in open source projects. It is a non-trivial language to implement for several reasons. First, a coordinator (aspect in C ) may include blocks of code in plain Java. Second, a coordinator has direct access to fields and methods of the class that is being advised. Third, features of C interact with features of AspectJ [ , ] . In C , join points are not reflected in the syntax, advice comprises distant terms and expressions, and there is no correct translation to plain AspectJ (because the implementation-specific operations in the generated aspect might be ill-advised by other aspects).
We compare two complete implementations of C defined in the Spoofax language workbench, one following our approach and the other using a composition framework (CF) approach with A as back-end. In both implementations the grammar of the language is defined in the Syntax Definition Formalism (SDF) [ ] (Listing ) and its transformation is implemented in Stratego [ ]. In our approach, a transformation to AspectJ is implemented (with @Hide annotations). In the CF approach a transformation to Java is implemented, and a new weaver plugin is also implemented.
To test the interaction of C with AspectJ we implemented a coordinator in C (Listing ) that synchronizes a bounded stack (Listing ). Figure shows a screenshot of Eclipse that demonstrates that text-highlighting and AJDT markers are provided in the process. In addition, we implemented an aspect in AspectJ that audits method executions and uses the stack (Listing ). We then ran a multi-threaded application that reads and writes from and to a bounded stack simultaneously. The deadlock problem reported elsewhere [ ] that occurs when the coordinator is translated to plain AspectJ was not observed when the @Hide annotations were placed during the transformation (but reproduced successfully when we removed them). Table   Number of lines of SDF, Stratego, and Java code in the implementation of C Table compares the implementation effort required when using the two approaches based on #LOC written in three languages. First, the grammar definition in SDF ( LOC) is the same in both implementations, since the language was defined the same way in Spoofax.
Second, the code transformations are implemented in Stratego. We distinguish between the part of the transformation that handles the resolution of external variables (EV) in C and everything else. For each part we compare the #LOC in Stratego and the size of its Abstract Syntax Tree (AST) representation in Spoofax. The implementation of the code transformation was much shorter in our approach ( LOC) than in the alternative approach ( + = LOC). In our approach, the relatively complex part of the implementation that handles external variables in C coordinators was eliminated because it is handled entirely by ajc. On the other hand, the need to generate annotations in our approach slightly increased the size of the other part of the implementation. We argue that the LOC in Stratego is highly affected by code style and therefore the size in LOC of its AST is more representative. The AST of that part using our approach is slightly larger but the difference is insignificant ( -= ). Third, the implementation of a weaver plugin in Java ( LOC) is only required in the CF approach. This emphasizes that in the CF approach one needs to write a relatively large amount of code that is considered to be complicated for most developers since it requires expertise in low level bytecode manipulation tools. In contrast, this knowledge is not needed in our approach since the weaver is not modified. However, the language designer needs to know not only Java but also AspectJ.
. Experimental Evaluation
To evaluate our approach in the context of LOM, we present two case studies. In the first case study our approach is used for handling crosscutting concerns found in legacy code of a real-world software. In the second case study our approach is used for handling new requirements on-demand, which is a more typical scenario for LOM.
. . Case Study: oVirt
oVirt is an open source production-ready enterprise application for providing and managing virtual data centers and private cloud solutions. For example, Red Hat -
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Enterprise Virtualization (RHEV), a commercial competitor to VMware vSphere, is based on oVirt and is deployed in big organizations, such as British Airways.
oVirt-Engine is the control center of the oVirt distributed system that manages the different hosts that run virtual machines. Its core design is based on the C design pattern [ ]. Each operation that is supported by oVirt-Engine is modeled by a command class that inherits from a common root called CommandBase. We identified three concerns, namely synchronization, auditing, and permissions, that cross-cut many modules in the oVirt-Engine application. The synchronization concern is about preventing conflicting commands from running simultaneously. The auditing concern is about producing informative messages at different stages of command execution. Lastly, the permissions concern is about ensuring that only users with sufficient permissions on entities are able to execute commands that affect them. These concerns are scattered across most of the command classes (as demonstrated in Figs. and ) . In addition, these concerns are tangled within the CommandBase class.
For these crosscutting concerns we implemented in Xtext three DSALs, called oVirtSync, oVirtAudit, and oVirtPermissions, respectively [ ]. Their grammars were defined in the language grammar definition format provided by Xtext (Listings to ). Their transformations into AspectJ with our annotations were implemented in Xtend [ ], a language for code transformation provided by Xtext. The transformations of the oVirtSync, oVirtAudit, and oVirtPermissions consisted of , , and LOC, respectively. With these DSALs, we implemented aspect solutions for three commands named MigrateVmCommand, AddDiskCommand, and ExportVmTemplateCommand (Listings and show aspects written in oVirtSync and oVirtAudit, respectively).
Code scattering was eliminated by encapsulating the code that was spread across the command classes (which, for some commands, exceeded % of their LOC) in a single module implemented in the corresponding DSAL. Code tangling was resolved by extracting code that was tangled inside the CommandBase class into the DSAL aspects ( LOC were untangled, which is more than % of the overall LOC). This illustrates that DSALs that are reducible to AspectJ using our approach were effective in separating out the crosscutting concerns we identified in oVirt-Engine. Moreover, the fact that these languages were implemented with Xtext using our approach, unlike our implementation of C that was done with Spoofax, validates that our approach is agnostic to the selection of the language workbench. Editing tools and aspect development tools support provided for programming in these languages are demonstrated in Fig. . 
. . Case Study: muCommander
In this case study the LOM process was applied to the muCommander open source project described in Section .
http://www.redhat.com/en/about/press-releases/british-airways-chooses-rhev-to-improveit-systems-to-build-internal-cloud https://github.com/OpenUniversity/DSALs - Using Xtext we implemented a DSAL, named muAudit, for adding a missing auditing feature for job executions in muCommander. We defined the grammar of muAudit in the grammar definition format provided by Xtext (Listing ) . From this grammar definition we generated a plugin for programming with muAudit in Eclipse using Xtext. At this point we were already able to use the IDE plugin and start writing code in muAudit in Eclipse, using general editing capabilities that are typically available when programming with DSLs ( Fig. ) . To run muAudit code we implemented a transformation to AspectJ using our approach. This transformation comprised LOC in Xtend. Listing depicts part of the aspect that is generated from the code presented in Listing . Note the use of @Hide annotations to hide join point shadows associated with the artificial type Logs and its method audit.
With the transformation implemented, we were able to use aspect development tools that are typically available for programming with AspectJ, e.g., when writing the code in Listing (Figs. and ) . Finally, we implemented the Transformation interface for muAudit (Listing ) and added it to the dsals.txt file. This enabled us to compile the project not only from within Eclipse but also from the command line, with no changes to the build process.
The LOM development process of muAudit consists of three parts that can be compared to LOP: the grammar definition, the implementation of code transformation, and the implementation of the Transformation interface. The first two parts were done using Xtext, similar to how this is done for DSLs. The third part is also done using Xtext, similar to how it is done when required for DSLs. Even if the third part is typically not needed for DSLs, the additional effort it requires is negligible. Overall, the cost of implementing muAudit is similar to that of a DSL in LOP.
As for the effectiveness of programming with muAudit, not only did we enjoy the benefits of programming with a simplified and more declarative language than AspectJ, but we also enjoyed all the development tools that are usually available for AspectJ. The plugin for Eclipse provided us with general editing tools that are commonly provided by IDEs nowadays. In addition, we were provided with the unique capabilities of aspect development tools by using AJDT and we were able to compile DSAL code the same way we compile AspectJ code. Overall, we were able to program with our DSAL effectively (compared to AspectJ), similar to how one programs with a DSL effectively (compared to Java) in LOP.
-A. Hadas and D. H. Lorenz
. Validity and Threats to Validity
The case studies illustrate the effectiveness of our approach in the process of implementing and using DSALs for crosscutting concerns in a real-world project. They demonstrate that with a development effort comparable to that of DSL development (the definition and implementation of the language were done in only a few hours using an existing language workbench) and an effective programming experience comparable to that of a GPAL (existing GPAL tools were used), the cost-effectiveness of the LOM process using our approach is comparable to that of the LOP process.
Internal Validity In LOM the language designer and the DSAL end-programmer are usually different people. In the case studies presented we played both roles. Our familiarity with the DSALs, language workbenches, and the implementation of our extensions to AspectJ could have positively influenced the LOM process. However, to factor out this effect we assess the cost-effectiveness of LOM relative to LOP, comparing the process and tools used.
External Validity
One can argue that the DSALs we implemented may not be representative, e.g., that C is more complex than most DSALs and that the applicationspecific DSALs are simpler than most. However, the implementation of C is commonly used as a benchmark test case for DSAL frameworks. The fact that the LOM process was cost-effective even for application-specific DSALs is even more impressive than for C whose development cost can be amortized across applications. While being a first-class DSL is a direct consequence of implementing the DSALs with a language workbnech, during the case studies we did not test all aspect development tools available for AspectJ, and therefore it is possible that our DSALs are not first-class aspect languages. However, the fact that the browsing capabilities of AJDT (which are typically not available when programming with DSALs) worked in our approach, and that our target language is based on AspectJ, reduces this risk. Yet, it is possible that the @BridgedSourceLocation annotation would need to be enhanced in order to preserve compatibility with future tools.
Related Work
Various aspect development tools aim at facilitating either the development or the use of DSALs. The Aspect Bench Compiler (abc) [ ] is more extensible than the AspectJ compiler (ajc), allowing one to produce extensions to AspectJ and DSALs more easily. However, abc is intended for the development of a particular extension rather than for the composition of extensions. Moreover, abc supports only an old version of AspectJ.
Javassist [ ] and similar toolkits that simplify bytecode manipulation can potentially simplify the definition of the DSAL weaving semantics, e.g., when using a composition framework. In contrast, our approach avoids completely the need to program a composition framework extension per-DSAL.
-Interpreter-based frameworks like Pluggable AOP [ ], JAMI [ ], and POPART [ ] also avoid low-level implementation of the weaving semantics. However, they achieve simplicity at the expense of performance, since their conflict resolution is based on interpretation. In our approach, the use of DSALs does not imply performance degradation compared to use of GPALs.
The A composition framework [ ] generalizes the weaving process of the AspectJ compiler in order to support the definition of DSAL weaving semantics. This approach provides finer-grained constructs for the resolution of foreign advising and co-advising conflicts than the @Hide and @Order annotations we implemented. Our approach, in contrast, provides the ability to define the DSAL weaving semantics without needing low-level bytecode manipulation tools.
The idea of transforming DSALs into AspectJ is found in XAspects [ ]. However, a transformation to pure AspectJ does not generally preserve the original meaning of the program. Reflex [ ] uses a low-level kernel language to which different aspect languages are transformed. In contrast, our approach fully supports AspectJ and the use of its development tools out-of-the-box when programming with DSALs.
Elsewhere [ , ] we presented an improved approach to the composition of a language workbench and a composition framework to produce first-class DSALs. In this paper we present an alternative approach, that not only produces first-class aspect languages like the former approach, but also achieves better first-class equality with DSLs by making DSAL development process much more similar to that of a DSL. S T [ ] is a tool that facilitates the resolution of multi-DSAL co-advising conflicts. It allows one to resolve co-advising conflicts per application, by presenting the conflicts between different aspect languages and allowing programmers to resolve them. This is equivalent to making the values within @Order configurable per application. This topic is left for future research.
Conclusion
This work addresses the Achilles' heel of LOM practicality, namely that the DSAL development process is far from being cost-effective. On the one hand, DSALs are more costly to develop than DSLs due to the implementation of their weaving semantics. On the other hand, due to the lack of development tools that work on DSALs, the relative effectiveness of programming with a DSAL (relative to a GPAL) is lower than the relative effectiveness of programming with a DSL (relative to a GPL). Consequently, LOM is often avoided or underutilized in practice.
In contrast, LOP is practical thanks to the availability of language workbenches, which provide tools for rapid construction of DSLs as well as for end-programmer productivity in using these DSLs. These tools, however, were generally considered to be inapplicable to DSLs that are aspect-oriented (DSALs). On the one hand, due to the strong coupling between aspects and base code, code transformation may break aspect code or change the meaning of a program as a whole. On the other hand, developing aspect development tools and a weaver for each DSAL is a tedious and complex task.
-Our work shows that DSALs can be produced with LOP tools (like language workbenches) and used with GPAL development tools (like AJDT). We present a transformation approach that improves the cost-effectiveness of DSAL development and brings it to the level of DSL development. In our approach, code written in DSALs that are reducible to a GPAL can be translated to annotated GPAL code in a semanticpreserving manner and interface with development tools intended for the GPAL. With our approach one can implement DSALs using a standard language workbench, such as Spoofax and Xtext. We present a concrete implementation of the approach with AspectJ as the target language.
In a sense, our work strives to be for DSAL development what the introduction of language workbenches was for DSL development. With our approach, LOM becomes practical for real-world software development process, enabling the on-demand creation and use of DSALs for handling crosscutting concerns, thereby minimizing code scattering and tangling that still prevail in modern software projects. 
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G Tool Support for Programming with oVirtSync
Figure illustrates the general editing tools and aspect development tools that are available while programming with oVirtSync in Eclipse using our approach. An IDE plugin that is generated by Xtext provides one with general editing tools such as texthighlighting, auto-completion (line ) and syntax-error checking (line ). In addition, the transformation of the DSAL into AspectJ and the use of the @BridgedSourceLocation annotation enable one to leverage aspect development tools provided by AJDT such as advises markers (lines and ). 
