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Este trabajo presenta una estructura de estimación de estados y parámetros basada en 
modos deslizantes de alto orden y en el  estimador basado en observador. Los modos 
deslizantes de alto orden permiten reducir notablemente el castañeo que es propio del 
modo deslizante de primer orden. La estructura propuesta es aplicada a un caso de un 
proceso químico al que también se le diseña un observador por modos deslizantes de 
primer orden, con el propósito de comparar los resultados obtenidos para el proceso en 
lazo abierto y en lazo cerrado. Para estructurar lo anterior, aspectos teóricos de los 
modos deslizantes son presentados. También se presenta una reseña sobre las 
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This survey presents a structure of states and parameters estimation based on high order 
sliding mode and the observer-based estimator. High order sliding mode can reduce 
significantly the chattering which is characteristic of first order sliding mode. The 
proposed structure is applied to a case of chemical process which is also designing a first 
order sliding mode observer, in order to compare the results obtained for the process in 
open loop and closed loop. To structure above, theoretical aspects of sliding mode are 
presented. Also, an overview of solutions given to the chattering problem is presented. 
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La medición de variables en los procesos es una labor necesaria para implementar los 
lazos de control, monitorear y visualizar variables importantes.  Esta labor en muchos 
casos es difícil y costosa porque no hay disponibilidad de dispositivos confiables, se 
tienen retardos de tiempo ó se incurren en  altos costos de los sensores como en el caso 
de bioreactores. También, medir algunas variables es complicado, por ejemplo cuando el 
elemento primario de medición está sometido a temperaturas extremas o a ambientes 
corrosivos. En otros casos los sensores no se han diseñado para el intervalo requerido. 
Por lo tanto, con el propósito de medir variables difíciles en forma indirecta se han 
desarrollado los estimadores de estado que se agrupan en observadores de estado y 
filtros. Los primeros se aplican a sistemas deterministicos y los segundos a sistemas 
estocásticos (Dochain, 2003). 
 
 
Existen observadores de estado como los observadores Luenberger, Kalman y los 
observadores no lineales, que requieren del conocimiento exacto de los parámetros del 
sistema para su buen desempeño, lo cual no siempre es posible.  Por ejemplo, en 
procesos químicos o bioprocesos, se tiene incertidumbre relacionada con alguno o 
algunos parámetros de los modelos que describen sus dinámicas. Tal es el caso del 
Tanque Reactor Agitado en Continuo (de las siglas en Ingles CSTR), donde el calor de 
reacción, el coeficiente global de transferencia de calor y el área de transferencia de 




Dentro de los observadores no lineales, los observadores por modos deslizantes tienen 
atractivas ventajas de insensibilidad a variación paramétrica y robustez a perturbaciones. 
Sin embargo, el castañeo  propio del modo deslizante estándar o de primer orden, es un 
problema en su aplicación práctica (Solvar et. al., 2010). 
 
 
El observador por modos deslizantes de primer orden produce en las variables que 
estima oscilaciones llamadas castañeo, las cuales se generan por la función discontinua 
signo. Como estas variables se usan para el control, monitoreo o detección de fallas, es 
conveniente que ellas no presenten ese comportamiento o que sea mínimo. Para evitarlo 
o disminuirlo, algunos enfoques se han propuesto, siendo el principal el cambiar las 
dinámicas en una pequeña vecindad de la superficie discontinua mediante funciones 




continuas para evitar discontinuidad real. No obstante, con esta solución, la robustez del 
modo deslizante se pierde parcialmente  (Fridman and Levant, 2002). Dentro de esas 
funciones se tienen saturación lineal y sigmoides (Wang et. al., 1997; Barbot et. al., 
2002; Filipescu et. al., 2003). 
 
 
Otro enfoque para la solución del castañeo son los Modos Deslizantes de Alto Orden 
(MDAO). Estos generalizan la idea básica del modo deslizante actuando sobre las 
derivadas de tiempo de alto orden de la superficie deslizante y mantienen las ventajas 
principales del enfoque original. Sin embargo, la introducción de los MDAO en el diseño 
de observadores para sistemas no lineales es reciente, debido a que la mayoría de los 
algoritmos requieren el conocimiento de las derivadas de la función de desviación, lo que 
no siempre es posible en el problema de estimación del estado. Aunque hay muchos 
algoritmos de alto orden, no todos se aplican al problema de estimación. Por ejemplo, el 
algoritmo llamado Au entrega una solución con castañeo alrededor de la solución 
deseada. Otros necesitan derivadas de la variedad deslizante, otros no son robustos al 
ruido de la medición (Boukhobza and Barbot, 1998). No obstante, un caso particular de 
modo deslizante de segundo orden que no requiere la segunda derivada, es el algoritmo 
super twisting, el cual ha sido modificado para diseñar diferenciadores exactos y 
robustos (Davila et. al., 2005;  Levant, 1998). Con base en este último algoritmo, en esta 









Proponer una metodología para diseñar observadores de estado mediante modos 
deslizantes de alto orden, aplicada a procesos químicos, tal que se logre reducción del 





Describir un estado del arte sobre observadores de estado por modos deslizantes para 
sistemas no lineales. 
 
 
Describir el observador de estado por modos deslizantes, e indagar sobre las 
condiciones  y requerimientos necesarios para su diseño y aplicación a un proceso dado. 
 
 
Analizar el observador de estado por modos deslizantes de alto orden y proponer una 
metodología para su aplicación en procesos químicos. 
 
 
Aplicar un observador por modos deslizantes de alto orden a un modelo de proceso 






Comparar el desempeño del observador por modos deslizantes de primer orden y el de 
alto orden en un caso de control multivariable de un proceso químico. 
 
 
Con base en el desarrollo de los objetivos se han logrado las siguientes publicaciones: 
Giraldo, B., Botero, H.A., and Sanchez, J.D. (2011) “State and unknown input estimation 




Sanchez, J.D., Loukianov, A., Patiño, J.A., Botero, H.A., and Giraldo, B. (2011) “An 
equivalent control based second order sliding mode observer using robust differentiator” 
IEEE LARC - LARS - CCAC & IASCW  
 
. 
Sanchez, J.D., Loukianov, A., Patiño, J.A., Botero, H.A., and Giraldo, B. (2011), “A high 
order sliding mode observer for systems in triangular input observer form” IEEE LARC - 
LARS - CCAC & IASCW. 
 
 
El trabajo está organizado de la siguiente manera: El Capítulo 1 presenta una 
introducción teórica del observador por modos deslizantes donde se enuncia la definición 
del orden del modo deslizante, la dificultad del castañeo y las soluciones propuestas y el 
problema de la incertidumbre paramétrica. Por último, se describen  los observadores 
por modos deslizantes de primer orden y de alto orden. El Capítulo 2 presenta un 
procedimiento para estimar estados y entradas desconocidas mediante modos 
deslizantes de alto orden con base en una referencia bibliográfica, luego se explica la 
estimación paramétrica por medio del Estimador Basado en Observador, y al final se 
propone una estructura para estimar estados y parámetros inciertos. En el Capítulo 3 se 
trabaja con un modelo de planta CSTR, a la que se le diseña los observadores por 
modos deslizantes de primer orden y de segundo orden (alto orden), según la estructura 
propuesta del Capítulo 2. Finalmente se verifica el desempeño de los observadores en 



























1. El observador por modos deslizantes y  sus 




Este capítulo presenta una introducción teórica sobre los observadores por modos 
deslizantes, haciendo énfasis en el orden del modo deslizante, el problema del castañeo 
y la incertidumbre paramétrica. Finalmente, se describen las condiciones de diseño para 
el observador de primer orden y de alto orden. 
1.1 Generalidades del observador por modos deslizantes 
(OMD) 
Las técnicas de modos deslizantes han sido ampliamente estudiadas y desarrolladas en 
el problema de control y en el de observación en los países occidentales desde los 
trabajos de Utkin. Los observadores por modos deslizantes han sido utilizados porque 
poseen las siguientes características: (Barbot et. al., 2002). 
 
 
 Trabajan con dinámicas de error de observación reducidas. 
 
 Existe la posibilidad de obtener un diseño paso a paso. 
 
 Puede tener convergencia en tiempo finito de todas las variables de estado. 
 
 Posee robustez ante variación de parámetros si se cumple la condición de  ajuste            
(matching). 
 
 Presenta insensibilidad, más que robustez, con respecto a las entradas desconocidas 
(Fridman et. al., 2008). 
 
Una forma de clasificar al observador de modo deslizante es mediante el concepto de 








Orden del modo deslizante: 
 
 
El orden del modo deslizante se define mediante un sistema dinámico suave, continuo, 
con una función de salida suave σ, cerrada para algunas posibles discontinuidades 
dinámicas realimentadas y con σ obligada a permanecer en cero. Entonces, si las r-1 
derivadas respecto al tiempo de la función σ, denotadas por σ(1), σ(2), …, σ(r-1) , son 
funciones continuas del sistema cerrado en el espacio de estado, y el conjunto de esas 
derivadas denotado por C={σ=σ(1)=…=σ(r-1)=0} es no vacío, y el cual consiste en 
trayectorias en el sentido de Filippov, el movimiento sobre el conjunto C se llama modo 
deslizante de orden r. Note que la definición implica que la derivada σ(r) es discontinua o 
no existe. En el modo deslizante ideal, la igualdad de las r-1 derivadas con respecto a 
cero es exacta, mientras que en el real es aproximada. El modo deslizante más conocido 
es el de primer orden y satisface σ=0; a este modo se le llama también modo deslizante 
estándar. En general, cuando en la literatura se habla del observador de modo deslizante 
(OMD) se hace referencia al de primer orden. 
 
 
Los OMD de tiempo finito son usualmente diseñados suponiendo que el sistema se 
puede mostrar como un conjunto de ecuaciones diferenciales no lineales de la forma 
observable triangular, donde las entradas desconocidas actúan sólo sobre las últimas 
dinámicas de cada forma triangular. Esta suposición es conocida como la condición de 
observabilidad de ajuste (matching)  (Floquet y Barbot, 2007). 
 
 
En el diseño del OMD, se selecciona una variable deslizante σ(t) la cual representa la 
diferencia entre la variable medida y la estimada, de modo que tenga grado relativo 1 
con respecto a la señal de inyección diseñada. La señal de control discontinua actúa 
sobre la primera derivada respecto al tiempo de la superficie deslizante σ(1) para 
mantener las trayectorias del sistema en el conjunto deslizante σ=0 (Spurgeon, 2007). El 
termino discontinuo es el que permite al sistema rechazar perturbaciones e 




En la mayoría de los casos, los modos deslizantes se obtienen inyectando un término 
discontinuo no lineal que depende del error de salida dentro del sistema de observación. 
La inyección discontinua se debe diseñar de modo que las trayectorias del sistema sean 
obligadas a permanecer sobre alguna superficie deslizante en el espacio de error. Al 
movimiento resultante se le llama modo deslizante (Moreno and Osorio, 2008). 
 
 
Los modos deslizantes de alto orden son una generalización, en la cual el término de 
inyección actúa sobre las derivadas de alto orden de la variable deslizante. En el caso 
del modo deslizante de segundo orden,  se actúa sobre la segunda derivada de la 
variable deslizante y el conjunto deslizante está definido como           . 
 
 
Para diseñar el observador, es necesario analizar  la observabilidad del modelo, la cual 
consiste en conocer las condiciones que permiten reconstruir el estado x(t) conociendo 




las entradas u(t) y las salidas y(t) en un intervalo de tiempo definido. Esta tarea se puede 
lograr si y(t) contiene toda la información de x(t) en el intervalo de tiempo definido 
(Besancon, 2007). 
1.1.1 El problema del castañeo y sus posibles soluciones 
El termino discontinuo del OMD produce el castañeo, lo que origina oscilaciones no 
deseadas en las variables estimadas. Para disminuirlo, se han tomado soluciones que se 
aplican también en el control por modos deslizante. Entre ellas se tiene cambiar el 
término discontinuo por funciones como saturación lineal o sigmoide. La primera es 
función continua en todo su dominio, mientras la segunda es diferenciable (Wang et. al., 
1997; Fossard and Floquet, 2002; Filipescu et. al., 2003); pero al utilizar estas funciones 
la robustez se pierde parcialmente (Fridman and Levant, 2002). 
 
Las técnicas de modos deslizantes de alto orden también son utilizadas con el propósito  
de disminuir el castañeo, tanto en el caso del control como en el de observación. 
Particularmente se usan mucho los algoritmos de segundo orden. Estos disminuyen el 
castañeo y conservan la ventaja del observador deslizante estándar (Spurgeon, 2007; 
Fridman and Levant, 2002).  
 
 
Otro método parea disminuir el castañeo es el uso de filtros pasa bajas, pero esa técnica 
tiene el inconveniente de introducir retardo (Barbot et. al., 2002). 
 
 
Ahora bien,  una medida del castañeo se puede obtener al comparar el máximo valor 
absoluto de la función σ cuando el sistema está en el modo deslizante (Levant, 2010). 
Entonces, ese valor se puede calcular para los distintos observadores diseñados, dando 
una idea comparativa del castañeo que produce cada uno.  
1.1.2 El problema de la incertidumbre paramétrica 
Una dificultad que aparece al aplicar observadores de estado a procesos químicos o 
bioquímicos está relacionada con la incertidumbre de algunos de los términos en los 
modelos que describen las dinámicas. El problema reside en que el diseño de algunos 
observadores, como  el filtro de Kalman extendido, el observador Luenberger extendido, 
y los observadores no lineales requieren del conocimiento exacto de los parámetros del 
sistema. Otro grupo de observadores llamados  observadores asintóticos se basan en 
que la incertidumbre en los modelos de bioprocesos se encuentra en las cinéticas del 
mismo. El diseño de estos observadores está basado en los balances de masa y energía 
sin requerir del conocimiento de las cinéticas. Sin embargo, la principal desventaja de 
estos observadores es que la velocidad de convergencia de la estimación depende 
mucho de las condiciones de operación (Dochain, 2003). 
 
 
De otro lado, los observadores o estimadores de estado e incertidumbres pueden jugar 
un papel importante durante la detección temprana de condiciones de operación 




focalizado en la proposición de metodologías para la estimación del estado e 
incertidumbres para ser aplicado en la industria química.  Por ejemplo, (Schuler and 
Schmidt, 1992) usan la estimación de incertidumbre basado sobre los balances 
calorimétricos para inferir calores de reacción. Esta metodología puede ser exitosamente 
aplicada en operación de estado estable, pero si las mediciones del sistema están con 
mucho ruido pueden conducir a inestabilidades durante la operación transitoria (Martínez 
et. al., 2004). 
1.2 El observador por modos deslizantes de primer 
orden 
Este observador satisface σ=0, y su aplicación está restringida a sistemas con grado 
relativo 1.  Existen varias propuestas para el diseño de este observador, entre ellas se 
tiene el observador con entradas desconocidas, en la cual se considera que el modelo 
del proceso se puede mostrar como un conjunto de formas observables triangular, donde 
las entradas desconocidas actúan solo sobre las últimas dinámicas de cada forma 
triangular. Esta suposición es conocida como la condición de observability matching 
(Floquet and  Barbot, 2007). Otro método es el diseño de observadores para sistemas 
que se representen en la forma „companion‟ donde se mostró que ante ruido en la 
medición el sistema no alcanza el modo deslizante, pero permanece dentro de una 
región de la zona deslizante que está determinada por la cota del ruido   (Slotine et. al., 
1986). El método de control equivalente donde el error e(t) converge a cero en forma 
gradual para e1(t), e2(t),…, en(t) (Drakunov and Utkin, 1995). También se tiene la 
metodología de (Wang et. al., 1997) en la cual se supone que el Jacobiano de la salida 
existe y es de rango completo, y que el vector de estado se puede expresar de manera 
que la primera variable de estado sea la salida medible del sistema. 
 
 
La metodología propuesta por (Wang et al., 1997) para el diseño del OMD, se resume 
como sigue: 
 Exprese las ecuaciones del modelo de tal manera que      sea la variable medida. 
 
 Defina el error del observador en la variable medida como la superficie deslizante 
         
 




         , con η>0 tal que 
  
  
 tenga signo opuesto a   para lograr la condición 
deslizante y la convergencia.  
 
 Obtenga la matriz de ganancias del observador K(t) según el procedimiento descrito 
en (Wang et. al., 1997) en la cual se asigna una dinámica deseada a las     (n-1) 
variables de estado no medidas. 
 
 Verifique por medio de simulación que el desempeño del observador cumpla con las 
especificaciones dadas.  
 




Convergencia del OMD. 
 
 
La especificación de la condición deslizante al estado que se mide   , lo obliga a 
permanecer sobre una superficie deslizante, y debido a que las ganancias de 
conmutación          del observador de orden reducido se calculan al asignar polos 
con parte real negativa, la convergencia asintótica del OMD queda asegurada (Wang et. 
al., 1997). 
1.3 El observador por modos deslizantes de alto orden 
Este observador satisface la condición deslizante C={σ=σ(1)=…=σ(r-1)=0} para r >1, lo cual 
se mostró en la definición del orden del modo deslizante. 
Las condiciones para el diseño de un observador por modos deslizantes de alto orden, 
de un sistema no lineal MIMO, para estimar los estados y las entradas desconocidas son 
las siguientes: (Fridman et. al., 2008). 
 
 El sistema MIMO debe ser localmente estable. 
 
 El sistema debe tener la propiedad de observabilidad débil local 
 
 El sistema debe ser detectable localmente. 
 
Este tipo de observador requiere un diferenciador robusto, el cual se explica a 
continuación: (Levant, 1998). 
 
 
Sea la señal      una función medible y localmente acotada definida en el intervalo         
[0, ∞) y consiste de una señal base que tiene derivada con constante de Lipschiptz   





                                                                                                                    (1.1) 
 
Donde u es la salida del diferenciador. Se aplica un algoritmo de modo deslizante de 
segundo orden modificado para obtener  –       , de la forma: 
 
              
 
                                                                                (1.2) 
 
   
  
                                                                                                     (1.3) 
 
Las constantes λ>0 y α > 0 se ajustan por simulación. Entonces, después de un tiempo 





1.4 Resumen del capítulo 
En este capítulo se presentaron las ventajas del observador por modos deslizantes de 
primer orden así como su principal problema: el castañeo. Así mismo, se explicaron  los 
métodos para su disminución. Se dio también la definición del orden del modo deslizante 
haciendo énfasis en que a mayor orden el castañeo es menor. También, se  explicó el 
inconveniente de la incertidumbre paramétrica y de la importancia de una estimación 
adecuada de esos parámetros. Además se dio una metodología para diseño de 
observadores por modos deslizantes de primer orden y las condiciones para el diseño de 
observadores por modos deslizantes de alto orden, usando diferenciadores robustos, la 



















































2. Diseño de la estructura de estimación de 
estado y entradas desconocidas basada en 
modos deslizantes de alto orden 
 
 
En este capítulo se presenta un procedimiento para el diseño de observadores por 
modos deslizantes de alto orden usando diferenciadores robustos para estimar estados y 
entradas desconocidas. Luego se analiza el Estimador Basado en Observador (EBO) en 
la estimación de parámetros, y por último se propone una estructura para estimar 
estados y parámetros desconocidos. 
2.1 Diseño de un observador por modos deslizantes de 
alto orden. 
Una metodología para diseñar un observador asintótico que estima el estado y entradas 




Considere un sistema no lineal MIMO localmente estable: 
 
                                                                                                                      (2.1) 
 
        
 
Donde        a Rn,                  
    a Rm ,                    a R
n x m ,     a 
Rn ,     a Rm ,     a Rm , y      a R
n para todo        ; son funciones suaves de 
vectores y matrices definidas sobre un conjunto abierto   incluido en Rn . 
 
 
El sistema (2.1) cumple las siguientes condiciones: 
 
(i) El sistema tiene un vector de grado relativo r = [r1, r2, …, rm], es decir: 
 
    
 
                                                                                        (2.2) 
 
    
    





Donde Lgj  representa las derivadas de Lie. 
 
 
(ii) La matriz de m x m: 
 






     
    
         
    
          
    
    
     
    
    
 
    
           
 
     
    
    
 
     
    
         
    
          
    










(iii) La distribución Г = span[g1, g2, …, gm] es involutiva.  
 
 
La propiedad del sistema (2.1) que cumple las condiciones (i) y (ii), es llamada 
observabilidad débil local.  Si además se cumple que: 
 El grado relativo total es      
 
   . 
 
 La distribución Г                   es involutiva. 
 
 Las dinámicas internas son estables asintóticamente y localmente, 
Entonces, el sistema es detectable localmente. 
 
 
Por lo tanto, para el sistema (2.1) que posee observabilidad débil local se diseña un 
observador que obtenga las estimaciones de             para el estado      y la entrada 
     usando las mediciones de       , tal que el comportamiento del observador sea 
asintótico, es decir: 
 
 
                                                                                                                    (2.4) 
 
                                                                                                                    (2.5) 
 
 
Para lograr lo anterior, el sistema (2.1) – (2.3), que tiene una distribución involutiva 
 Г                   y grado relativo total      
 
     se debe transformar a una 
nueva base [ξ, η], de la siguiente manera: 
 
 
    
  
   
 
  







     
       
 
  





                                                                             (2.6) 
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                                                                                                                            (2.9) 
 
 
En conclusión, el sistema (2.1) – (2.3) se puede escribir en la forma, 
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Diseño del observador por  modos deslizantes de alto orden: 
 
 
Para lograr implementar el observador anterior, las derivadas   
     para         y 
para          de las salidas medibles (        ) se deben estimar en tiempo finito 
mediante un diferenciador por modos deslizantes de alto orden, el cual se puede escribir 
en la forma: (Levant, 2003). 
 
 




      
 
   
 
        
 
  
      
  








      
 
   
 





      
  
          
 
    
 
  
                                                                                                                                     (2.12) 
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Y con esto, las siguientes estimaciones exactas están disponibles en tiempo finito:  
 




   
 
   
 
 
   







   
 
   
   
 
   
 
   
  




                       
 
 
   
   
 
    
                             (2.14) 
 
La estimación de las dinámicas internas se obtiene de: 
 
                                                                                                                    (2.15) 
 




La estimación asintótica   del vector de estado   se puede identificar mediante, 
 
   
  
                                                                                                                     (2.16) 
 
La estimación asintótica       de la perturbación       se obtiene mediante: 
 
           










     
 
     
 
 









      
  
       
  
      
  
       
 
  
      
  










                                           (2.17) 
2.2 Diseño de estimadores de parámetros 
El observador anterior permite la estimación de estado y parámetros, considerando a 
estos como entradas desconocidas. Sin embargo, en algunos casos no es posible lograr 
la forma de la ecuación (2.1) para todos los parámetros que se quieran estimar. En este 
sentido, aquí se propone utilizar un Estimador Basado en Observador (EBO) tal que se 
logre la estimación de los parámetros que el OMDAO no puede estimar. El diseño del 
EBO considera un modelo de bio-proceso de la forma: (Oliveira et. al., 2002) 
 
                                                                                                             (2.18) 
 
Donde   es el vector de estado  con n componentes,      es el vector de (mx1) tasas de 
reacción, K es la matriz (nxm) de coeficientes de producción, D es la tasa de dilución, F 
es el vector (nx1) de flujos de alimentos  y Q es el vector (nx1) de tasas de gases de 
salida.  En este modelo se supone que:  
 
                                                                                                                 (2.19) 
 
Donde                                    son funciones conocidas, y      
                    
   son funciones desconocidas. 
 
 
La estrategia de diseño del EBO consiste en concentrar en      todo el conocimiento a 
priori de la cinética y considerar en      toda la incertidumbre de la cinética, que ha de 
ser estimada.  En general, el objetivo de un EBO es el de estimar       desde el 
conocimiento de todas las variables de estado del proceso y de los coeficientes 
estequiométricos o de producción. El EBO se puede formular de la siguiente manera: 
 
 
                                                                                                    (2.20) 
 





Donde    es la estimación de  ,     es la estimación de  , y las matrices   y   de (nxn) son 




El OBE dado por (2.20) y (2.21) es de orden completo, lo cual no siempre es necesario, 
ya que en muchas aplicaciones es suficiente diseñar un estimador de orden reducido a 
partir de un subconjunto m de las ecuaciones de estado que relacionan los m parámetros  
a estimar. Entonces,  si se considera la dinámica de un proceso con la forma: 
 
                                                                                                                  (2.22) 
 
El estimador de orden reducido es el siguiente: 
 
                                                                                                        (2.23) 
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La ecuación de error de estimación es: 
 
 
    
    
   
         
     
      
  
   
   
   
 
   
                                                                       (2.25) 
 
Donde           es el error en la variable medida,            es el error en el 
parámetro estimado,       son las ganancias positivas del estimador y   es una 
perturbación externa persistente acotada. 
 
La ecuación (2.25) escrita en notación simplificada es: 
 
                                                                                                                      (2.26) 
 
 
De acuerdo a la teoría de estabilidad en sistemas  BIBO, un sistema lineal variante en el 
tiempo afectado por una perturbación externa es globalmente estable si el sistema sin 
perturbación es uniformemente y asintóticamente estable y la perturbación externa es 
acotada. Así entonces, la estabilidad depende de la matriz      que debe ser Hurwitz, 
por lo que las ganancias del estimador se diseñan para cumplir ese requisito. 
2.3 Estructura completa de estimación de estado y 
parámetros 
La estructura completa para la estimación del estado y de parámetros se muestra en la 























Por una parte se tiene el método expuesto en la sección 2.1, formado por el OMDAO, 
donde el término de entradas desconocidas va a representar algunos de los parámetros 
que se necesitan estimar. Para complementar, se usa el EBO en la estimación de 
parámetros que necesita el observador de modos deslizantes de alto orden (OMDAO) y 
que debido a su estructura no puede estimar. 
 
 
Como en la estructura propuesta de la Figura 2.1 el EBO está en cascada con el 
OMDAO, la convergencia del conjunto queda asegurada si cada estimador tiene 
convergencia garantizada según el siguiente teorema: 
 
 
Teorema 1 (Sundarapandian, 2004) 
 
Considere un sistema no lineal, continuo, en cascada de la forma: 
 
 
   
   
 
   
        
      
         
 
             
                                                                                     (2.27) 
 
 
Donde               
  es el estado del sistema en cascada (2.27)     
   para 
i=1,2,…,p y n1+n2+…+np=n. Suponga que f(0)=0, y que para i= 1,2,…,p xi=0 es un 
equilibrio globalmente, asintóticamente estable del subsistema                 . 
Suponga también que todas las trayectorias de x(t) del sistema (2.27) están acotadas 
para t 0. Entonces x=0 es un equilibrio globalmente, asintóticamente estable del sistema 






El teorema es también válido en el caso local. Por lo tanto, si se toma el equilibrio local 




La convergencia del OMDAO aplicado a un diferenciador exacto y robusto de primer 
orden visto en la sección 1.3, ecuaciones (1.1) – (1.3) es como sigue:  (Levant, 1998). 
 
 
Defina una función                  , donde           es la solución de: 
 




          
 




                  
 
      
                            (2.28)  
 




Teorema 2. Sea                       Entonces, con tal que      tenga una 
derivada con constante de Lipschitz   (        ), la igualdad            se logra 
después de un tiempo finito. No hay convergencia de              si           . 
2.4 Resumen del capitulo 
En este capítulo se vio una metodología para la estimación de estados y entradas 
desconocidas usando modos deslizantes de alto orden. Luego se explicó el proceso para 
estimar parámetros mediante el estimador basado en observador. Con base en lo 
anterior, se propuso una estructura para estimar estados y parámetros desconocidos que 






























3 Caso de estudio: sistema CSTR. 
 
 
En este capítulo se aplica la metodología propuesta a un caso de proceso químico que 
consiste de un Tanque Reactor Agitado en Continuo (CSTR, siglas del inglés). 
Inicialmente se describe el modelo matemático del CSTR, luego se diseñan el 
Observador por Modos Deslizantes de primer orden (OMD), el Observador por Modos 
Deslizantes de Segundo Orden (OMDSO) y el EBO. Adicionalmente se analiza el 
desempeño de los estimadores en lazo abierto y en lazo cerrado con control 
multivariable. 
3.1 Modelo matemático del CSTR 
 
El CSTR es una de las unidades de operación mas estudiadas (Bequette, 2002). Un 
diagrama del mismo se muestra en la Figura 3.1. En el proceso se lleva a cabo una 
reacción química exotérmica, desde un reactivo A para producir un producto B (A→B). El 
CSTR de la Figura 3.1 tiene recirculación del fluido de la chaqueta, lo que permite 
mejoras en su control (Bequette, 2002). 
 
 









El modelo matemático del CSTR se obtiene aplicando balances de materia y energía, lo 
cual produce ecuaciones de estado de la temperatura en el reactor, la concentración de 
reactivo en el reactor, y la temperatura del fluido refrigerante en la chaqueta. En el 
modelo se  consideran las siguientes suposiciones:  
 El mezclado es perfecto en el reactor y en la chaqueta.  
 
 El volumen en el reactor es constante (hay control del nivel).  
 
 El volumen en la chaqueta es constante.  
 
 El calor almacenado por las paredes es despreciable.  
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                                                                                   (3.3) 
 
Donde F es el flujo de alimentación del reactor, V es el volumen de la masa dentro del 
reactor, Cin es la concentración del reactivo a la entrada, CA es la concentración del 
reactivo dentro del reactor, ko es la constante cinética de Arrhenius, E es la energía de 
activación, R es la constante universal de los gases, T es la temperatura dentro del 
reactor, Tin es la temperatura a la entrada del reactivo, ΔH es el calor de reacción, ρ es la 
densidad de la mezcla en el reactor, Cp es la capacidad calorífica de la alimentación, U 
es el coeficiente global de transferencia de calor, A es el área de transferencia de calor, 
Tj es la temperatura dentro de la chaqueta, Fjf  es el flujo de entrada, Vj es el volumen de 
la chaqueta, Tjf es la temperatura de entrada a la chaqueta, ρj es la densidad del fluido 
en la chaqueta, y Cpj es la capacidad calorífica del fluido en la chaqueta.  La Tabla 3.1 





















Tabla 3-1: Parámetros nominales del CSTR 
 

































3.2 Diseño de los observadores por modos deslizantes 
para el CSTR 
El un CSTR es deseable estimar la concentración del reactivo CA debido al alto costo del 
sensor. La estimación se puede lograr con la medición de la temperatura T. Para estimar 
variables de estado desde variables medidas, se debe verificar la observabilidad del 
modelo. En el caso inicial que se va a trabajar se supone que el proceso está definido 
por las ecuaciones (3.1) y (3.2). Los resultados de la prueba de observabilidad no lineal 































      
   





T>0, T≠  
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  CA>0, T≠  
 
 
Como se ve en la Tabla 3-2, las condiciones requeridas para obtener una distribución de 
observabilidad de rango completo  se cumplen, puesto que la temperatura es mayor que 
cero cuando se mide en grados Kelvin. Además, la concentración es mayor que cero. 
3.2.1 Diseño de observador deslizante de primer orden para el 
CSTR. 
El siguiente diseño está basado en la metodología propuesta en (Wang et. al, 1997) la 
cual se explicó en la sección 2.2. y solo se considera el caso SISO. Las ecuaciones del 
modelo son: 
 
                                                                                                                               (3.4) 
 
                                                                                                                            (3.5) 
 
Donde x=[T, CA]
T    R
2,   y u   R, u es la entrada. Se asume que xi son funciones 
suaves y que la salida medible es y = x1 = T, la temperatura del reactor. 
 
Entonces, el OMD se puede representar por: 
 
                                                                                                              (3.6) 
 
                                                                                                                             (3.7) 
 
Donde K(t) es la matriz de ganancia del observador. El objetivo del observador 
deslizante es asegurar la condición           en un tiempo finito mediante una 
selección apropiada de la matriz K(t).  A la condición σ = 0 se le llama también superficie 
deslizante. Aplicando el método se obtiene: 
 




                                                                                                                                (3.8) 
 
             
 
 
   
 
    
 
                                                                                      (3.9) 
 
Donde Pd = 0.3 (polo deseado),                  y             
3.2.2 Diseño del OMDSO y estimador de parámetros para el 
CSTR. 
 
Estimación de estado: 
 
 
Como se vio en el capítulo 1, el diseño de este observador está basado en la 
metodología propuesta por (Fridman et. al, 2008) y a continuación se describe en el caso 
específico del CSTR. 
 
Las ecuaciones (3.1) y (3.2) del CSTR han de ser expresadas en la siguiente forma: 
 
                                                                                                                    (3.10) 
 
                                                                                                                          (3.11) 
 




   
   
 
 
        
  
    
      
 
 




   
   
   





     
                                      (3.12) 
 
 
Donde x, f(x), G(x)=g1,   R
2, y   R, φ(t)   R y representa la entrada acotada desconocida 
el parámetro incierto del calor de reacción ΔH,  y=x1=T es la temperatura del reactor. El 
calor de reacción es un término incierto debido a que los fenómenos cinéticos y térmicos 
relacionados son complejos y difíciles de medir en forma experimental (Martínez-Guerra 
et. al., 2004).  
 
 
Es sistema representado por (3.12) es de una entrada - una salida y tiene grado relativo  
1. La condición (2.2) se cumple. Por tener una entrada y una salida se cumple la 
condición (2.3) y la condición (iii) de la sección 2.1 también se cumple (Isidori A., 1995). 
El grado relativo total es 1 y es menor al número de variables de estado (dimensión del 
vector de estado). 
 
 
El estado x = [T, CA] = [310.77, 1105.21] es un punto de equilibrio del CSTR de dos 






   
            
              
                                                                                             (3.13) 
 
La matriz A es Hurwitz y según el método indirecto de Lyapunov es un punto de 
equilibrio  asintóticamente estable. En consecuencia, la dinámica interna concentración 
es localmente asintóticamente estable, y el sistema (3.12) es detectable localmente. Así 
entonces, el procedimiento en el diseño del observador por modos deslizantes de 
segundo orden es el siguiente: 
 El sistema representado por (3.12) se debe llevar a la forma canónica de Brunovsky. 
 
 Aplicar diferenciadores por modos deslizantes  para estimar la temperatura. 
 
 Con base en la temperatura estimada, estimar la concentración CA y el calor de 
reacción ΔH. 
 
Debido a que el sistema (3.12) es de dos variables de estado, el sistema en la forma 
canónica de Brunovsky es igual a (3.12). Así entonces, con ξ=T=x1, η=CA=x2, el modelo 





   
 
 
        
  
    
      
 
 




   
   
   





     
                                             (3.14) 
 
Para el sistema (3.14), la temperatura ξ se estima con un diferenciador por modos 
deslizantes de segundo orden robusto (Levant, 1998) que junto con las estimaciones de 
la dinámica interna y la perturbación se llamará Observador por Modos Deslizantes de 
Segundo Orden (OMDSO). Las ecuaciones son: 
 
 
                                                                                                                               (3.15) 
 
                                                                                                      (3.16) 
 
                                                                                                                    (3.17) 
 
 
Donde z0 es la estimación de ξ y z1 su velocidad. Las constantes λi son positivas y se 
ajustan por simulación. 
 
 
Las ecuaciones para estimar la concentración y el parámetro desconocido son tomadas 







               
  
   
                                                                                      (3.18) 
 
       
   
   
     
  
   
  
  
    
 
 
         
  
    
                                                   (3.19) 






Convergencia del OMDSO. 
 
Para probar la convergencia del OMDSO, es suficiente probar la estabilidad de 
diferenciador (3.15) a la (3.17) 
 
Sea         y         , por lo tanto: 
 
                                                                                                                (3.20) 
 
                                                                                                                        (3.21)   
 
Así, para          el sistema converge en tiempo finito al punto               (Moreno 
and Osorio, 2008). 
 
 
Otra forma de probar la convergencia del diferenciador es asegurando las condiciones 
del teorema 2 de la sección 2.3. 
 
 
Estimación de parámetros mediante el EBO 
 
El término UA en el reactor es incierto debido a lo siguiente: cambios en el nivel, 
velocidad de agitación dentro del reactor, grado de limpieza  de la pared interna y a la  
velocidad del fluido refrigerante por la chaqueta (Alban, 1988; Botero, 2010). Por lo tanto, 
se va a estimar el parámetro UA usando el EBO, y su procedimiento es como sigue: 
(Oliveira et. al., 2002; Botero, 2010). 
 
 
En la estimación de UA se utiliza la ecuación de la temperatura de la chaqueta Tj  
 
 
        
   
  
             
     
       
                                                               (3.22) 
 
                                                                                                                     (3.23) 
 
 
Donde        es la temperatura de la chaqueta que estima el EBO,       es el producto 
entre en coeficiente global de transferencia de calor y el área del reactor que se estima, 
  y   son las ganancias del EBO. La dinámica del error de estimación está dada por: 
 
 
       
       
   
   
  
   
      
       
   
  
      
      
   
 
     
                                                         (3.24) 
 
Donde                y                . La anterior ecuación escrita en forma 





                                                                                                                (3.25) 
 
El análisis de convergencia del sistema (3.25) se realiza con base en la teoría de 
estabilidad de sistemas BIBO.  Según esa teoría, un sistema lineal variante en el tiempo 
con una perturbación externa, es globalmente estable si el sistema no perturbado es 
uniformemente, asintóticamente estable y el vector de perturbación está acotado. 
(Narendra and Annaswany, 1989). Entonces, la dinámica del EBO será globalmente 
estable si la derivada de (UA) , que es considerada una perturbación externa persistente, 
está acotada y la matriz AEBO es Hurwitz. Desde el conocimiento del modelo, se sabe que 
las variaciones de U y A son lentas, por lo que el análisis de convergencia del EBO se 
centra en la ecuación característica de la matriz AEBO definida como               :  
 
      
   
  
     
    
       
                                                                                    (3.26) 
 
Si se asume que han transcurrido 5 constantes de tiempo (t>5V/F y la constante de 
tiempo es el tiempo de residencia del reactor) se puede analizar la convergencia del 
error de manera cualitativa así: el valor de gama depende de la temperatura del reactor 
que está acotada, por lo tanto es una ganancia acotada, por lo que la matriz AEBO está 
acotada y sus valores propios serán los ajustados en el diseño. 
 
Para que el sistema (3.25) sea estable, los valores propios de la ecuación característica 
(3.26) deben tener parte real negativa, lo cual se logra igualando esta ecuación a un 
polinomio Hurwitz deseado, por ejemplo el polinomio ITAE              
   , y 
despejando los valores de   y de  . En este caso se tomó   =1.429F/V, con lo cual 
 =1.5096  y   =93.37 
3.3 Simulaciones de los observadores diseñados 
Esta sección presenta los resultados gráficos  de las simulaciones de lazo abierto y en 
lazo cerrado obtenidos con el OMD y el OMDSO. 
3.3.1 Simulaciones en lazo abierto. 
Los observadores de primer y segundo orden se simularon usando el método de 
integración de Euler con tamaño de paso de 0.01. Para el observador de segundo orden 
el ajuste de las constantes λ0=2.0 y λ1=1.3 se obtuvo por simulación mirando la grafica 
de temperatura y calculando el valor máximo de     en ambos observadores en el modo 
deslizante. Las  condiciones iniciales son las siguientes (las unidades se omiten): 




Para verificar el comportamiento de los observadores, se asumieron los cambios que se 










Tabla 3-3: Cambios paramétricos del CSTR. 
 
 
Parámetro Tiempo de cambio (min) Valor del cambio 
ΔH 45 10% escalón 
descendente 
UA 100 50% exponencial 
decreciente 
 
Las Figuras 3-2 a 3-6  corresponden a la temperatura,  la concentración, el error de 
estimación de temperatura o superficie deslizante, el calor de reacción estimado, y la 
estimación del producto entre el coeficiente global de transferencia de calor y el área de 
transferencia de calor. 
 












































































































Figura 3-6: Parámetro UA estimado. 
 
 
Con base en los resultados gráficos se evidencia un menor castañeo en el OMDSO. El 
criterio de pequeños valores de |σ| se usó para probar la disminución del castañeo 
(Levant, 2010). Por lo tanto, |σ| se calculó en el OMD y el OMDSO entre los 20 y los 44 
min, porque es el intervalo de tiempo que se está en el modo deslizante y antes del 



















































cambio en ΔH  (Figura 3-3). Los resultados son los siguientes: para el OMD |σ|≤0.00311 
y para el OMDSO |σ|≤0.00008, la relación entre ellos es 38.87, lo que muestra que el 
castañeo es menor en el OMDSO.  
 
 
Además, el cambio en el parámetro ΔH a los 45 min, desmejora el desempeño del OMD, 
no así el del OMDSO lo cual se nota porque la superficie deslizante no presenta un 
cambio significativo (Figura 3-4). La estimación de los parámetros ΔH y UA, con el 
OMDSO y el EBO es muy buena como lo muestran las Figuras 3-5 y 3-6.  
3.3.2 Simulaciones en lazo cerrado 
En esta sección se muestra los resultados de lazo cerrado con un controlador PID MIMO 
robusto (Ruiz-López et. al., 2006). Las variables a controlar son la temperatura (T) y la 
concentración (CA) mediante el flujo de alimentación (F) y el flujo refrigerante (Fjf) 
respectivamente. El método de ajuste está basado en la minimización de la máxima 
relación complejo/real (    ) de los valores propios de la matriz característica del 
sistema en lazo cerrado linealizado alrededor de un punto de operación estable, el cual 
es un criterio de robustez pero no asegura buenos resultados de control, por lo que se 
hace necesario adicionar al método la minimización de un índice cuadrático de Lyapunov 
(IL) que contiene la salida controlada. El esquema de control y estimación se muestra en 
la Figura 3.7 
 
Figura 3-7: Esquema de control y estimación en el CSTR. 
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La ecuación del PID  es la siguiente: 
 
                      
       
  
                                                             (3.24) 
 
Donde        es la señal de control,     
    es la salida de referencia o salida 
deseada,        es la salida controlada,        es la ganancia proporcional,        
es la ganancia integral, y        es la ganancia derivativa. 
 
 
Un controlador robusto y óptimo se obtiene al solucionar el problema: 





Encuentre       tal que    y        mínimos, sujeto a la abscisa espectral     . 
(Ruiz-López et. al., 2006). 
 
Los valores de las matrices son: (la parte derivativa es cero) 
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                                                                                            (3.28) 
 
El objetivo de esta sección es mostrar el comportamiento en lazo cerrado cuando se 
realimenta la concentración estimada por el OMD y por el OMDSO. El análisis de 
estabilidad en lazo cerrado debido a que se trata de un sistema MIMO es un 
procedimiento difícil de llevar a cabo y que no es parte de los objetivos de este trabajo, 
donde la estabilidad se verificó mediante simulación. Sin embargo, se considera que la 
estabilidad en lazo cerrado  se debe tratar en trabajos futuros. 
 
 
Los resultados gráficos que se muestran son los obtenidos con el OMD y el OMDSO. La 
temperatura y la concentración iniciales son respectivamente 438.54 K y 0.1 mol/l. Los 
cambios asumidos son en las referencias y en el parámetro ΔH, los cuales se 
especifican en la tabla 3-4. 
 




Tiempo de cambio (min) Valor del cambio 
Referencia en CA 4 5% escalón ascendente 
Referencia en T 8 2% escalón descendente 




Resultados con el OMD. 
 
Los resultados de simulación obtenidos con el OMD se dan en las Figuras 3-8 a la 3-11, 






































































Figura 3-10: Flujo de alimentación. 
 
 







































































Resultados con el OMDSO 
 
Los resultados de simulación obtenidos con el OMDSO se dan en las figuras 3-12 a la 3-
16, ellas son: temperatura, concentración, flujo de alimentación, y flujo refrigerante y el 
parámetro ΔH estimado. 
 





















































































































Con la utilización de ambos observadores y sólo ante cambios en las variables de 
referencias  el seguimiento de estas es bueno como lo señalan  las Figuras 3-8, 3-9, 3-





























































12, y 3-13. Sin embargo ante cambios en el parámetro ΔH, el sistema con el OMD 
entrega un error de estado estable de aproximadamente 40% en la concentración 




El sistema con el OMDSO en la variable concentración muestra un pico muy grande ante 
el cambio en la variable de referencia temperatura, que se restablece después de 4 min 
(Figura 3.13) originado por la disminución del flujo de entrada al reactor (Figura 3.14). 
 
 
En ambos sistemas y respecto a cambios en la concentración y el calor de reacción, la 
temperatura es poco afectada.  
 
 
Respecto a la estimación del calor de reacción se observa que el parámetro estimado 
tiende al real como lo muestra la Figura 3-16. 
3.4 Resumen del capitulo 
En este capítulo se presentó el modelo matemático del CSTR y su análisis de 
observabilidad. También se diseño el OMD y el OMDSO según la estructura propuesta 
en el  Capítulo 2. Por último, se analizó el desempeño mediante simulación de los 









































Con base en la revisión de la literatura, al análisis crítico de la misma, la metodología 
propuesta y los resultados de las simulaciones, se concluye lo siguiente: 
 Actualmente hay una tendencia a utilizar observadores por modos deslizantes de alto 
orden, debido a que permiten la estimación de estado y parámetros de sistemas 
dinámicos, poseen una convergencia garantizada en tiempo finito y reducen 
notablemente el castañeo. Sin embargo, la aplicación de estos observadores se ha 
dado típicamente en sistemas electromecánicos y muy poco en procesos químicos. 
Por lo tanto, esta tesis muestra que es posible utilizar estos observadores en la 
estimación del estado y parámetros en plantas químicas.  
 
 Una de las tendencias que se detectó para la implementación de los OMDSO 
consiste en utilizar los diferenciadores exactos robustos, los cuales pueden ser 
programados de forma eficiente en procesadores y así permitir la implementación 
práctica de estas técnicas de estimación de estado. Este es un tema que deberá 
abordarse en un trabajo posterior. 
 
 
 Se propuso una metodología para la estimación de estados, entradas desconocidas 
y parámetros de un proceso, usando modos deslizantes de alto orden y estimadores 
basados en observador. La metodología permite considerar como entradas 
desconocidas a algunos de los parámetros del modelo del proceso, tal que el 
observador de alto orden sea robusto respecto a las variaciones de esos parámetros. 
Otros parámetros del proceso, los cuales no puedan ser estimados por el OMDSO, 
pudieron ser estimados  mediante un EBO, con lo cual se tiene una estructura en 
cascada de estimadores de estado. 
 
 La estructura de estimación propuesta tiene convergencia garantizada, siempre y 
cuando se cumplan las condiciones de diseño del OMDSO y del EBO. La 




 La estructura propuesta se aplicó en la estimación de estado y parámetros de un 
proceso químico (CSTR). También un OMD se aplicó a la misma planta para estimar 
el estado. En el caso de la estructura propuesta la estimación del estado y los 
parámetros fue buena. En el caso del OMD, la estimación de la temperatura y la 




concentración fueron afectadas por el cambio en el calor de reacción. Pero antes de 
ese cambio ambos observadores alcanzan el modo deslizante y el de alto orden 
mostró un menor castañeo que el OMD. 
 
 También se probó la estructura de estimación en un lazo de control multivariable y se 
observó que ante cambios en las referencias, ambos observadores presentaron buen 
comportamiento pero ante el cambio paramétrico en el calor de reacción en  el OMD 
la concentración presenta un error de estado estable alto, no así en el OMDSO 
donde la temperatura y la concentración se restablecen después de un tiempo 
relativamente corto. Además, la estimación del calor de reacción tiende al real. 
 
 
 Con base en los resultados obtenidos en esta tesis, se recomienda continuar con las 
siguientes líneas de trabajo: 
 
 Implementar este tipo de observadores en plantas reales para verificar 
el comportamiento de las mismas antes señales de ruido e 
imprecisiones en el modelo. 
 
 Extender la aplicación de la metodología a otro tipo de modelos de 
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