Segregated Runge–Kutta time integration of convection-stabilized mixed finite element schemes for wall-unresolved LES of incompressible flows by Colomés Gené, Oriol & Badia, Santiago
Segregated Runge-Kutta time integration of convection-stabilized mixed
finite element schemes for wall-unresolved LES of incompressible flows
Oriol Colome´sa, Santiago Badiaa,b
aCentre Internacional de Me`todes Nume`rics a l’Enginyeria (CIMNE), Parc Mediterrani de la Tecnologia, UPC, Esteve
Terradas 5, 08860 Castelldefels, Spain ({ocolomes,sbadia}@cimne.upc.edu).
bUniversitat Polite`cnica de Catalunya, Jordi Girona 1-3, Edifici C1, 08034 Barcelona, Spain.
Abstract
In this work, we develop a high-performance numerical framework for the large eddy simulation (LES) of
incompressible flows. The spatial discretization of the nonlinear system is carried out using mixed finite
element (FE) schemes supplemented with symmetric projection stabilization of the convective term and
a penalty term for the divergence constraint. These additional terms introduced at the discrete level have
been proved to act as implicit LES models. In order to perform meaningful wall-unresolved simulations,
we consider a weak imposition of the boundary conditions using a Nitsche’s-type scheme, where the
tangential component penalty term is designed to act as a wall law. Next, segregated Runge-Kutta
(SRK) schemes (recently proposed by the authors for laminar flow problems) are applied to the LES
simulation of turbulent flows. By the introduction of a penalty term on the trace of the acceleration, these
methods exhibit excellent stability properties for both implicit and explicit treatment of the convective
terms. SRK schemes are excellent for large-scale simulations, since they reduce the computational cost
of the linear system solves by splitting velocity and pressure computations at the time integration level,
leading to two uncoupled systems. The pressure system is a Darcy-type problem that can easily be
preconditioned using a traditional block-preconditioning schemes that only requires a Poisson solver. At
the end, only coercive systems have to be solved, which can be effectively preconditioned by multilevel
domain decomposition schemes, which are both optimal and scalable. The framework is applied to the
Taylor-Green and turbulent channel flow benchmarks in order to prove the accuracy of the convection-
stabilized mixed FEs as LES models and SRK time integrators. The scalability of the preconditioning
techniques (in space only) have also been proven for one step of the SRK scheme for the Taylor-Green
flow using uniform meshes. Moreover, a turbulent flow around a NACA profile is solved to show the
applicability of the proposed algorithms for a realistic problem.
Keywords: Large eddy simulation, turbulence, variational multiscale, wall models, Runge-Kutta
1. Introduction
The numerical simulation of turbulent flows is widely used for scientific purposes and highly de-
manded in the industry to solve a large amount of engineering problems. The algorithms employed in
the Computational Fluid Dynamics (CFD) field are constantly evolving, adapting to the new trends,
and tailoring to the continually changing computational requirements. The increasing computational
power acquired with the new improvements on supercomputers also involve additional advances in the
software able to be executed in such machines.
Simulating incompressible turbulent flows involve the resolution of multiple scales, both in space and
time, becoming a really challenging numerical problem. Direct Numerical Simulations (DNS) of turbulent
flows are used to capture the physical phenomena at all scales, even the smallest ones. This approach
has the inconvenience that consumes a large amount of computational resources, being impractical for
many real industrial problems, even exploiting supercomputers. A technique that is increasingly used
and that saves a lot of computational cost is the Large Eddy Simulation (LES), which basically consist
on separating the flow in a coarse scale and a fine one, simulating the coarser and modelling the finer [1].
In order to model the fine scales in a LES method, one can consider a physically based approach defined
through additional modelling terms at the continuous level, or a purely numerical approach that does
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not introduce any modification to the governing equations. This last numerical approach is commonly
denoted as Implicit LES (ILES) (see, e.g., [2]).
The Variational MultiScale (VMS) method introduced by Hughes in [3, 4] is a framework to develop
stable and accurate numerical approximations of partial differential equations, preventing numerical
instabilities that arise when the standard Galerkin Finite Element (FE) method is used. The use of
VMS method as an ILES method was firstly suggested in [5, 6, 7] and, since then, several VMS methods
have been developed and used as ILES. A two scale VMS approach based on an orthogonal definition of
the subscales space has been proposed in [8], and named Orthogonal SubScale (OSS) method. OSS-type
methods do not require to include the full residual in the stabilization term to end up with stable and
accurate algorithms, as pointed out in [9], where a term-by-term OSS stabilization was proposed. It
involved one term for the pressure stability (since equal order interpolation was used) and another term
for the convection stabilization. Finally, in [10], inf-sup stable mixed FEs have been considered with a
symmetric projection stabilization of the convective term. We note that any orthogonal projector can
be considered in this framework, like, e.g., local-type projections [11, 12]. A complete assessment of
VMS-type solvers for LES of turbulent flows can be found in [13, 10]. Briefly, all methods considered
in these analyses showed comparable levels of accuracy, being convection-stabilization mixed methods
cheaper in terms of CPU cost.
It is a common approach in the CFD field to consider a strong imposition of the Dirichlet boundary
conditions, i.e., to impose the solution at the nodes of the Dirichlet boundary. This approach may
lead to inaccurate solutions in some situations, specially when LES methods are considered to simulate
wall-bounded turbulent flows. LES methods are motivated to be used on under-resolved meshes, which
are insufficient to capture the boundary layers that appear in wall-bounded flows. The effect of not
capturing properly the solution at the boundary layer can affect the mean flow, resulting in imprecise
simulations. Thus, intensive refinement is required at the boundary layers in order to have fully-resolved
meshes, destroying the desired cost reduction and nature of these schemes. In order to overcome this
issue, a wall law must be considered, e.g., using a weak imposition of the Dirichlet boundary conditions
can be contemplated. A Nitsche-type weak imposition was considered in [14] and later improved with a
wall law based approach for turbulent flows in [15]. Alternatively, Robin-type boundary conditions have
been considered in [16] to weaken the no-penetration and no-slip boundary conditions. Other examples
of using weak Dirichlet boundary conditions can be found in [17]. In [14, 15] the wall-normal component
of the velocity on the Dirichlet boundary is imposed strongly. This is an approach that one want to
avoid due to its ill-posed definition on curved boundaries, since the normal vector is not defined on
nodes; we note that only box-type domains where considered in [14, 15]. In this paper we consider a
Nitsche’s type weak imposition of the wall-normal component using wall law techniques and a standard
Nitsche imposition of the tangent component, see [18, 19].
As noticed before, the turbulent phenomena is characterized by having not only many spatial scales,
but also a multiscale description in time. Then, the time discretization becomes an important issue
when simulating this kind of flows. Many authors favor implicit time integration schemes to avoid the
time step restriction given by the Courant-Friedrichs-Lewy (CFL) number. However, at high Reynolds
number, the hyperbolic CFL number (given by the convective term) has to be kept of the order of the
unity (see, e.g., [20]). Then, it is a common practice to consider a semi-implicit time integration scheme
where only the convective term is treated explicit, avoiding the need to satisfy the stringent parabolic
CFL condition. See, e.g., [21], where a fractional-step method with Runge-Kutta time integration is used.
Another example of this type of time integration schemes can be found in [22], where a semi-implicit
BDF time integration scheme is considered together with a VMS-LES spatial discretization approach.
The time integration of turbulent flows in practical applications almost always involves a fractional-
step method that segregates velocity and pressure computations, due to the clear reduction in compu-
tational time. This way, one can avoid the monolithic indefinite system and split the original problem
into smaller coercive problems. However, fractional-step methods limit the order of accuracy to second
order; due to the fact that the pressure must be extrapolated in the momentum equation, higher order
schemes are unstable (see [23]). On the other hand, high order monolithic solvers are computationally
demanding. Even using efficient block-preconditioning techniques (see, e.g., [24]), one must solve velocity
and pressure problems at every solver iteration, whereas these iterations are usually due to the pres-
sure problem [10]. In order to solve this situation, the Segregated Runge-Kutta (SRK) time integration
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schemes for the incompressible Navier-Stokes equations have recently been proposed in [25], where they
were tested for laminar flows. These schemes are based on two main goals. First, the segregation of the
velocity and pressure computations at the time integration level, without the need to perform additional
fractional step techniques that spoil high orders of accuracy. Second, the preservation of the same order
of accuracy for both velocities and pressures. In this work, we will assess these schemes for turbulent
flows. Otherwise stated, we will favour the IMplicit-EXplicit (IMEX) version of the SRK scheme that
consists on treating implicitly the diffusive term and explicitly the convective term.
The velocity-pressure segregation introduced by the SRK schemes leads to elasticity-type and Darcy-
type problems. The first problem is coercive, whereas the second can straightforwardly be preconditioned
using a simple block-preconditioning strategy that only involves mass and Poisson solvers [10]. As a
result, the use of SRK schemes drastically simplifies the linear system solve, compared to the indefinite
systems that arise from monolithic formulations. When trying to solve increasingly larger problems
on supercomputers, one has to efficiency exploit increasing levels of parallelism, i.e., to build scalable
solvers. Due to the coercive nature of the building blocks in SRK time integration, in this work we
consider the use of Balancing Domain Decomposition by Constraints (BDDC) preconditioners, firstly
introduced in [26], following the implementations described in [27, 28]. The performance of the SRK time
integration combined with block-preconditioning and BDDC domain decomposition preconditioning will
be analyzed in this work.
The main contributions of this paper are:
• The use of convection-stabilized mixed FEs combined with weakly enforced normal and tangent
velocity traces using Nitsche’s type methods, following the lines in [14, 15, 18, 19], in order to
maintain under-resolved meshes in the whole domain, reducing computational cost (Sect. 2)
• The application and assessment of the newly introduced SRK schemes to turbulent flows with
ILES modelling and its extension to weak Dirichlet boundary conditions, in order to split the
problem into segregated velocity and pressure solvers without reducing the order of accuracy in
time (Sect. 3)
• The development of a highly scalable parallel framework for the ILES simulation of turbulent flows,
combining SRK time integration, block preconditioning, and a highly scalable implementation of
BDDC solvers (Sect. 4)
• The assessment of the resulting methods in the ILES simulation of turbulent incompressible flows
(Sect. 5)
These four developments are in the line to develop a highly accurate high-performance computational
framework for the LES simulation of incompressible turbulent flows. The article is organized as follows.
In Sect. 2 the Navier-Stokes problem is stated and the weak imposition of Dirichlet boundary conditions
is described. We also introduce a mixed FE formulation with convection stabilization through OSS in
Sect. 2.3. The SRK method, and its peculiarities when weak boundary conditions are considered, is
defined in Sect. 3. In Sect. 4 the block-preconditioning technique and the parallel solver are defined.
Three different tests have been considered in the numerical results section (Sect. 5), the Taylor-Green
vortex flow, the turbulent channel flow test, and the flow around an airfoil defined with the NACA 0012
geometry. Finally, some conclusions are pointed out in Sect. 6.
2. Convection-stabilized mixed FE schemes
2.1. Navier-Stokes equations
Let Ω be a bounded domain of Rd, where d = 2, 3 is the number of space dimensions, Γ = ∂Ω its
boundary and (0, T ] the time interval. The strong form of the transient Navier-Stokes problem consists
of finding the velocity field u and the pressure field p such that
∂tu− ν∆u + u · ∇u +∇p = f in Ω× (0, T ], (1)
∇ · u = 0 in Ω× (0, T ], (2)
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with f the force vector and ν the kinematic viscosity. Hereafter bold characters will denote vectors and
tensors.
Equations (1) and (2) need to be supplied with appropriate boundary and initial conditions. The
boundary Γ is divided into the Dirichlet (ΓD) and the Neumann (ΓN ) parts such that ΓD ∪ ΓN = Γ
and ΓD ∩ ΓN = Ø. Then, the boundary and initial conditions can be written as
u = ug on ΓD × (0, T ], (3)
(−pI + ν(∇u +∇uT )) · n = qN on ΓN × (0, T ], (4)
u(x, 0) = u0(x) in Ω× {0}, (5)
n being the unit outward vector normal to Γ.
In order to derive the weak form of the problem (1)-(5), we define some notation used hereinafter. We
denote by Lp(Ω), 1 ≤ p <∞, the spaces of functions such that their p-th power is absolutely integrable
in Ω. In particular, for the case in which p = 2, we have a Hilbert space with scalar product
(u, v)Ω ≡ (u, v) :=
∫
Ω
u(x) v(x)dΩ (6)
and induced norm ‖u‖L2(Ω) ≡ ‖u‖ = (u, u)1/2. Abusing of the notation, the same symbol as in (6) will
be used for the integral of the product of two functions, even if these are not in L2(Ω), and both for
scalar and vector fields. The space of functions whose distributional derivatives up to order m are in
L2(Ω) are denoted by Hm(Ω). We will focus on the case of m = 1, which is also a Hilbert space. H10 (Ω)
is the set of functions in H1(Ω) that have zero trace on Γ. Furthermore, we denote by H−1(Ω) the
topological dual of H10 (Ω) and by 〈·, ·〉 the duality pairing between H−1(Ω) and H10 (Ω). Given a Banach
space X, Lp(0, T ;X) is the Bochner space of time dependent functions such that their X-norm is in
Lp(0, T ).
From equations (1)-(5) one can derive the weak form of the problem, which consists in finding
[u, p] ∈ L2(0, T ;V0)× L1(0, T ;Q0) such that
(∂tu,v) +B(u, (u, p), (v, q)) = 〈f ,v〉+ 〈qN ,v〉ΓN ∀v ∈ V0, ∀q ∈ Q0, (7)
satisfying the initial condition (5) in a weak sense. Here V0 := H10(Ω) and Q0 := L2(Ω)/R. The form
B(u, (u, p), (v, q)) is defined as
B(u, (u, p), (v, q)) := ν(∇u,∇v) + b(u,u,v)− (p,∇ · v) + (q,∇ · u) (8)
with the triliniar form of the convective term b(u,v,w) defined in its skew-symmetric version
b(u,v,w) =
1
2
(u · ∇v,w)− 1
2
(v,u · ∇w) + 1
2
(v, (u · n)w)ΓN . (9)
2.2. Weak Dirichlet boundary conditions
There are some situations in which the strong imposition of the Dirichlet boundary conditions (3)
may have negative effects on the simulation performance. That is the case, for instance, of LES methods
for wall-bounded flow problems. It is well known that LES methods have several difficulties when trying
to solve wall-bounded problems (see, e.g., [29, 30]). The issue of solving this kind of problems using a
LES method is that the boundary layer that appear next to the wall cannot be captured properly using
under-resolved meshes. Then, there is the need of using very thin elements next to the wall in order to
have at least one point in the viscous sublayer (y+ ∼ 1) (see [31]). Usually, this requirement is satisfied
by the use of stretched meshes, with very thin elements on the boundary and coarser ones in the middle
of the channel.
Despite that, in many engineering problems it is more important to capture properly the large-scale
flow properties than the fine scales, focusing on the effect of the boundary layers on the mean flow
instead of trying to solve properly the boundary layer itself. In this direction, an approach is to make
use of the fact that the velocity profile at the boundary layer has been shown to have a relation to
the wall-normal distance [31]. Knowing this relation, one can impose weak boundary conditions on the
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Dirichlet boundary enforcing that the traction generated at that walls is the one given by an analytic
expression. This approach was followed by Bazilevs and co-workers in [15], showing that weakly-imposed
boundary conditions provide the same results than strongly-imposed ones when using stretched meshes,
but the former improves significantly the accuracy when using uniform meshes.
When weak Dirichlet boundary conditions are used, the functional space of the test functions lose
the property of having zero trace on ΓD, then v ∈ V and q ∈ Q. Therefore, we have to consider the
terms that arise when we use integration by parts to get the weak form of the Navier-Stokes equation
(7). That is to include the following terms to the bilinear form.
BΓ(u, (u, p), (v, q)) =B(u, (u, p), (v, q)) (10)
− ((−pI + 2ν∇su) · n,v)ΓD +
1
2
((u · n)u,v)ΓD .
Assuming that u · n = 0, the term that is in charge of enforcing a given traction on the wall can be
written as
(τwt,v)ΓD =
(
τw
(u− ug)
‖u− ug‖ ,v
)
ΓD
= (αb(u− ug),v)ΓD , (11)
where t denotes the normalized vector acting on the direction of the traction and τw the wall shear
stress magnitude. The term (11) is nothing else than a penalty term with a parameter
αb :=
τw
‖u− ug‖ . (12)
In addition to this term, we also consider other boundary terms that arise when the so called Nitsche’s
method is used (see [32, 33]). Then, the resulting bilinear form (equivalent to (8)) will read
Bweak(u, (u, p), (v, q)) =BΓ(u, (u, p), (v, q)) (13)
+ (αb(u− ug),v)Γ − ((q · I + 2ν∇sv) · n, (u− ug))Γ.
Note that the sign of the pressure test function in the second term of (13) is changed to keep the
skew-symmetry of the velocity-pressure blocks.
The definition of the traction parameter τw comes from the minimization of the residual of Spalding
equation
y+ = f(u+) = u+ + e−χB
(
eχu
+ − 1− χu+ − (χu
+)
2
2
− (χu
+)
3
6
)
, (14)
being χ = 0.4, B = 5.5, y+ := yuτν the wall distance and u
+ := ‖uh‖uτ the mean flow velocity in non-
dimensional wall units. In this case, the distance to the wall is approximated to be proportional to the
wall-normal mesh size, y = hbp2Cb , and τw = u
2
τ . Here, hb denotes the wall-normal mesh size computed at
each quadrature point, p the order of interpolation at the FE, and Cb a positive algorithmic constant.
A deeper description of this method as well as the algorithm for computing the parameter αb can be
found in [15]. However, in that work, the authors impose strongly the normal component of the velocity
(u · n = 0 on ΓD), a thing we want to avoid in the current work. As noticed in the introduction of the
present paper, the normal vector is not defined on the nodes that belong to curved boundaries. In [18]
the normal component of the velocity on the wall is also enforced weakly, adding an additional term to
account for the weak no-penetration condition. Following the same approach used in [19], we split the
penalty term distinguishing between the normal and tangential counterparts.
Let us consider a function v ∈ V. We can split its normal and tangential components as follows
v = (v · n)n + (v − (v · n)n) = (n⊗ n)v + (I− n⊗ n)v. (15)
Introducing the decomposition (15) into the penalty term (αb(u− ug),v)ΓD , and considering two dif-
ferent penalty parameters for each component, αb,n and αb,t, we obtain the equivalent penalty terms
(αb,n(u− ug), (n⊗ n)v)ΓD + (αb,t(u− ug), (I− n⊗ n)v)ΓD . (16)
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In this case, the normalized tangential vector appearing in (11) reads t =
(I−n⊗n)(u−ug)
‖(I−n⊗n)(u−ug)‖ . We use a
wall law based definition of the Nitsche parameter for the tangential component, whereas we define the
wall-normal component of the Nitsche parameter to be proportional to the original expression in [14],
leading to the following definitions
αb,n := β
Cbνp
2
hb
, (17)
αb,t :=
τw
‖(I− n⊗ n)(u− ug)‖ . (18)
In (17), β is a constant that we can tune to adjust the model. An assessment of the parameter selection
is done in Sect. 5.2. In any case, a large enough value of β is needed for stability purposes when the
symmetric version of Nitsche’s (or interior penalty) method is used (see [34]). Replacing the penalty
terms in (13) by the ones in (16), we get a new expression for the bilinear form
Bweak(u, (u, p), (v, q)) = BΓ(u, (u, p), (v, q)) (19)
+ (αb,n(u− ug), (n⊗ n)v)ΓD + (αb,t(u− ug), (I− n⊗ n)v)ΓD
− ((u− ug), (qI + 2ν∇sv) · n)ΓD .
In order to improve the stability of the segregated time integration schemes proposed in Sect. 3, we add
additional boundary terms to weakly enforce the trace of the time derivative ∂tu on ΓD. This point is
further justified in Remark 3.3. In this case, the bilinear form reads
Bweak,δt(u, (u, p), (v, q)) = Bweak(u, (u, p), (v, q)) (20)
+ (αb,δt,n(∂tu− ∂tug), (n⊗ n)v)ΓD + (αb,δt,t(∂tu− ∂tug), (I− n⊗ n)v)ΓD ,
with αb,δt,n := δtαb,n and αb,δt,t := δtαb,t. Let us note that all the terms in (20) are dimensionally
consistent with this definition of the penalty parameters.
2.3. Mixed FE method with convection stabilization
In order to define the semi-discrete problem, we consider a FE partition Th of the domain Ω, from
which we construct the conforming FE spaces for the velocity field, Vh ⊂ V, and for the pressure field,
Qh ⊂ Q. The Galerkin FE problem equivalent to (7) consists in finding [uh, ph] ∈ L2(0, T ;Vg,h) ×
L1(0, T ;Q0,h) such that
(∂tuh,vh) +B(uh, (uh, ph), (vh, qh)) = 〈f ,vh〉+ 〈q,vh〉ΓN ∀vh ∈ V0,h,∀qh ∈ Q0,h (21)
with the initial conditions (5) satisfied in a weak sense. V0,h and Q0,h denote the set of functions
belonging to Vh and Qh, respectively, with zero trace on ΓD. Moreover, the velocity field function space
is defined as Vg,h := {vh ∈ Vh : vh|ΓD = ug}. On the other hand, when weak boundary conditions are
considered, the problem results in finding [uh, ph] ∈ L2(0, T ;Vh)× L1(0, T ;Qh) such that
(∂tuh,vh) +Bweak,δt(uh, (uh, ph), (vh, qh)) = 〈f ,vh〉+ 〈q,vh〉ΓN ∀vh ∈ Vh,∀qh ∈ Qh. (22)
Note that in this case uh,vh ∈ Vh and ph, qh ∈ Qh. Henceforth, we will assume that in the case when
Dirichlet boundary conditions are considered, i.e., ΓD 6= Ø, they will be imposed weakly, making use of
the bilinear form defined in (20).
Following the approach given by Codina in [9], we can build a VMS method with orthogonal definition
of the subscales in which only the essential terms to guarantee stability are added to the Galerkin FE
formulation. That is to consider the orthogonal projection of the convective term and the pressure
gradient term separately. This approach reads: find [uh, ph] ∈ L2(0, T ;Vh)× L1(0, T ;Qh) such that
(∂tuh,vh) +Bweak,δt(uh, (uh, ph), (vh, qh)) +
(
τmΠ
⊥
h (uh · ∇uh),uh · ∇vh
)
h
(23)
+
(
τmΠ
⊥
h (∇ph),∇qh
)
h
+ (τc∇ · uh,∇ · vh)h = 〈f ,vh〉 ∀vh ∈ Vh,∀qh ∈ Qh.
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In (23), the stabilization parameters τm and τc are usually defined as
τm =
(
c1ν
h2
+
c2|a|
h
)−1
, (24)
τc =
h2
c1τm
, (25)
where h is the mesh size and c1 and c2 are algorithmic constants. Alternatively to (25) one can consider
the following definition of τc
τc = cc
(
ν +
c1
c2
h|uh|
)
, (26)
which results from introducing (24) into (25) and considering a new constant cc. This approach was
analyzed in [10], where an implicit treatment of the projections was considered. Together with the static
and linear version of the Algebraic Subgrid Scale (ASGS) method, the performance of the mentioned
methods was tested for the LES of incompressible turbulent flows, and compared against convection-
stabilized mixed FEs.
When inf-sup stable velocity-pressure FE pairs are used, the pressure gradient projection that ap-
pears in (23) can be neglected, since this term is not required for stability purposes.
After all this considerations, the final semi-discrete problem in which the current work is based
consists in finding [uh, ph] ∈ L2(0, T ;Vh)× L1(0, T ;Qh) such that
(∂tuh,vh) +Bweak,δt(uh, (uh, ph), (vh, qh)) + (τmuh · ∇uh,uh · ∇vh)h (27)
− (τmηh,uh · ∇vh)h + (τc∇ · uh,∇ · vh)h = 〈f ,vh〉 ∀vh ∈ Vh,∀qh ∈ Qh,
being ηh := Πh(uh · ∇uh) the projection of the convective term into the FE space, satisfying
(τmηh,vh) = (τmuh · ∇uh,vh) ∀vh ∈ Vh. (28)
In (27), the last term of the left-hand side, (τc∇ · uh,∇ · vh)h, is usually called grad-div stabilization
term, and in general it is not required to ensure stability of the problem. Nevertheless, when a stable
mixed FE discretization is used, the influence of the grad-div stabilization on the accuracy of the method
is essential. It has been shown that the this term has an influence on the mass conservation [35], but
it also influences the computational cost of the linear solvers [36, 37]. In [10], the effect of this term is
assessed for the Taylor-Green Vortex problem and the Turbulent Channel Flow test using convection-
stabilized mixed FE methods.
Let us finally note that other convection-stabilization methods can be used instead of OSS, which
uses a L2 projector. Instead, local projection operators κ⊥h (·) can be considered [11, 12]. For an arbitrary
symmetric projection stabilization of the convective term, the method reads:
(∂tuh,vh) +Bweak,δt(uh, (uh, ph), (vh, qh)) +
(
τmκ
⊥
h (uh · ∇uh),κ⊥h (uh · ∇vh
)
)h
+ (τc∇ · uh,∇ · vh)h = 〈f ,vh〉 ∀vh ∈ Vh,∀qh ∈ Qh,
3. Segregated Runge-Kutta time integration
3.1. Matrix form
Let us consider the convection-stabilized mixed FE scheme applied to the Galerkin FE problem (21)
(with strong imposition of boundary conditions). (It is obtained by replacing the bilinear form (20) by
(8) in the definition of the stabilized problem (27).) uh, ph and ηh are defined by their nodal values
{Ua}a=1,...,Nu , {P b}b=1,...,Np and {Υc}c=1,...,Nη , as
uh(x) =
Nu∑
a=1
φa(x)U
a, ph(x) =
Np∑
b=1
ψb(x)P
b, ηh(x) =
Nη∑
c=1
φη(x)Υ
c,
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where {φa,i}a=1,...,Nu;i=1,...,d, {ψb}b=1,...,Np and {φc,i}c=1,...,Nη ;i=1,...,d are the Langrangian bases as-
sociated to Vh and Qh. Nu, Np and Nη are the total amount of nodes for the velocity, pressure and
projection fields. The matrix form of the stabilized problem with strong Dirichlet conditions can be
written as follows:  MU˙0
0
+
 K+ C+ Aτ G BτD 0 0
−BTτ 0 Mτ
 UP
Υ
 =
 Fu0
0
 , (29)
with Mab := (φa,φb), Kab := 2ν(∇φa,∇sφb), Cab := (φa,u ·∇φb), Aabτ := τm(u ·∇φa,u ·∇φb)+ τc(∇·
φa,∇·φb), Gab := −(∇·φa, ψb), Dab := (ψa,∇·φb), Babτ := −τm(u ·∇φa,φb), and Mabτ := −τm(φa,φb),
being a and b the node identification. Note that D = −GT , when boundary conditions are considered.
3.2. Time integration through Segregated Runge-Kutta schemes
Focusing on the time integration of the problem (29) we consider now the application of a SRK
scheme. SRK methods have been proposed in [25] and successfully tested for laminar flows. The main
goal of this kind of time integrators is the segregation of velocity and pressure computations, giving
systems much easier to be solved, taking advantage of an IMEX Runge-Kutta scheme. The use of a
Rung-Kutta scheme also allows the use a high order integration in time with no extra implementation
efforts. Furthermore, with this kind of time integrators, an adaptive time stepping technique can be
easily used (see [38]).
Let us now consider the matrix problem (29), which can be written in a compact form in terms of
the velocity and projection fields as follows
MU˙ = F(U) + G(U,Υ), (30a)
−BTτ U +MτΥ = 0. (30b)
Where F and G are certain operators that contain the terms that will be integrated implicitly or
explicitly, respectively. In particular we can define a SRK method in which the linear viscous term is
integrated implicitly and the nonlinear terms, such as the convective and projection terms, and the
pressure term are integrated explicitly. In this case, the operators F and G will read
F(U) :=−KU, (31)
G(U,Υ) :=Fu − (C+ Aτ )U− BτΥ (32)
+G
(
DM−1G
)−1 (DM−1 ((K+ C+ Aτ )U + BτΥ− Fu)) .
Note that this choice leads to a linear problem per time step since the only term integrated implicitly is
the viscous term. Another fact to be highlighted here is that the projection and the velocity fields are
not treated implicitly, making the use of symmetric projection stabilization schemes straightforward.
Other choices could be used to define the operators F and G, e.g., the convective and the projection
terms could be integrated implicitly. In this later case, the resulting system would be nonlinear and
would couple velocity and projection fields. In general, we choose definitions (31)-(32) because we are
interested in solving turbulent flows, where the time step restriction due to the hyperbolic CFL condition
is often smaller than the restriction on the time step size required to capture the small time scales of
the flow.
Remark 3.1. The term (τc∇ · uh,∇ · vh)h integrated explicitly introduces a parabolic CFL condition,
which is more restrictive than the hyperbolic one. Thus, when the matrix Aτ is treated explicitly we treat
this term implicitly, with τc evaluated at the previous time step. It does not spoil accuracy, since it is a
stabilization term that is identically zero at the continuous level.
We now proceed with the time integration scheme for equation (30a). Let us consider an IMEX RK
method with s stages, the velocity and projection at the stage i, Ui and Υi, for 1 ≤ i ≤ s are computed
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as
1
δt
MUi =
1
δt
MUn +
i∑
j=1
aijF(Uj) +
i−1∑
j=1
aˆijG(Uj ,Υj), (33a)
− BTτ Ui +MτΥi = 0. (33b)
where aij and aˆij are the coefficients of the implicit and explicit Butcher tableau, respectively. After
some manipulation, we can rewrite (33) as
1
δt
MUi =
1
δt
MUn +
i∑
j=1
aijF(Uj) +
i−1∑
j=1
aˆijG(Uj ,Pj ,Υj), (34a)
− BTτ Ui +MτΥi = 0, (34b)
− DM−1G(Pi) = DM−1 ((K+ C+ Aτ )Ui + BτΥi − Fu(ti)) . (34c)
Let G(U,P,Υ) := Fu− (C+Aτ )U−BτΥ−GP, i.e., the operator equivalent to the one defined in (32)
when the pressure variable is introduced. The final update after the s stages will read as follows
1
δt
MUn+1 =
1
δt
MUn +
s∑
i=1
biF(Ui) + bˆiG(Ui,Pi,Υi), (35a)
− BTτ Un+1 +MτΥn+1 = 0, (35b)
− DM−1G(Pn+1) = DM−1 ((K+ C+ Aτ )Un+1 + BτΥn+1 − Fu(tn+1)) . (35c)
Note that equations (34c) and (35c) are equivalent to solve a Darcy type problem, with the following
expression [
M G
D 0
] [
U∗
Pk
]
=
[
Fu(tk)− (K+ C+ Aτ )Uk − BτΥk
0
]
, (36)
with k being i or n+1, depending on the equation that we are solving, and U∗ an auxiliar velocity field,
which satisfies the discrete incompressibility constraint. Then, in practice, equations (34c) and (35c) are
implemented as a Darcy problem (36), which can be efficiently solved through block preconditioning
technique (see Sect. 4).
Remark 3.2. We note that SRK schemes cannot be used with pressure stabilization terms, i.e., typical
VMS schemes that involve full residual stabilization and OSS schemes with equal-order velocity-pressure
pairs. The reason is that SRK schemes have been designed for index-2 algebraic differential equations
(as the incompressible Navier-Stokes equations) and these numerical schemes destroy the mathematical
structure of the problem. Thus, stable mixed FEs are required when used with SRK schemes.
3.3. Weak Dirichlet boundary conditions for SRK schemes
The use of weak boundary conditions is favoured when dealing with curved boundaries. In this case,
the SRK time integration schemes have to take into account the boundary terms described in (10), (19)
and (20). The algebraic form of (27)-(28), where weak Dirichlet boundary conditions are used, reads as
follows:
(
M+ M˙Γ
)
U˙
0
0
+
 K+KΓ + C+ CΓ + Aτ +MΓ G+GΓ BτD+ DΓ 0 0
−BTτ 0 Mτ
 UP
Υ
 =
 Fu + Fu,Γ + F˙u,ΓFp,Γ
0
 ,
(37)
with the additional terms M˙abΓ := (αb,δt,n(n ⊗ n)φa,φb)ΓD + (αb,δt,t(I − n ⊗ n)φa,φb)ΓD , MabΓ :=
(αb,n(n⊗n)φa,φb)ΓD+(αb,t(I−n⊗n)φa,φb)ΓD , KabΓ := −2ν(φa,∇sφb ·n)Γ−2ν(∇sφa ·n,φb)ΓD , CabΓ :=
1
2 (φa, (u·n)φb)Γ, GabΓ := (φa, ψbI·n)Γ, DabΓ := −(ψaI·n,φb)ΓD , Fau,Γ := αb(φa,ug)Γ−2ν(∇sφa·n,ug)ΓD ,
F˙au,Γ := (αb,δt,n(n⊗ n)φa, u˙g(tk))ΓD + (αb,δt,t(I− n⊗ n)φa, u˙g(tk))ΓD , Fap,Γ := −(ψaI · n,ug)ΓD , being
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a and b the node identification. The velocity-pressure block keeps its skew-symmetry since DΓ = −GTΓ .
Note that the incompressibility constrain equation in this case reads
D˜U = Fp,Γ, (38)
being D˜ := (D+DΓ). (We note that this matrix is time-independent, i.e., ∂tD˜ = 0.) If we derive (38) in
time and we operate with the first row of (37), we have that
D˜M˜−1M˜U˙ + D˜M˜−1
[
(K˜+ C˜+ Aτ +MΓ)U + G˜P + BτΥ
]
= D˜M˜−1F˜u, (39)
with M˜ := (M + M˙Γ), K˜ := (K + KΓ), C˜ := (C + CΓ), G˜ := (G + GΓ) and F˜u := (Fu + Fu,Γ + F˙u,Γ).
Using the fact that D˜M˜−1M˜U˙ = F˙p,Γ, we get from (39) the pressure system
D˜M˜−1G˜P = D˜M˜−1
[
F˜u − (K˜+ C˜+ Aτ +MΓ)U− BτΥ
]
− F˙p,Γ, (40)
where F˙ap,Γ = −(ψaI · n, u˙g)Γ, for a = 1, ..., Np. Thus, when using weak Dirichlet boundary conditions
in SRK time integration schemes, the Darcy type problem equivalent to (36) to be solved is[
M˜ G˜
D˜ 0
] [
U∗
Pk
]
=
[
F˜u(tk)− (K˜+ C˜+ Aτ +MΓ)Uk − BτΥk
F˙p,Γ(tk)
]
, (41)
with k corresponding to the stage i or the update n+ 1.
Remark 3.3. Note that the auxiliar unknown U∗ in (41) is an approximation of U˙. When enforcing
the Dirichlet data strongly, these conditions are straightforwardly applied to U∗, since M only involves
free values. However, the trace of U∗ on ΓD is not enforced in any sense when considering a weak
imposition using (19), potentially leading to stability issues for segregated schemes. In order to solve this
problem, we have included additional weak enforcement terms (over the acceleration) in (20) that are
transferred to the pressure system through M˜.
Remark 3.4. SRK schemes perturb the discrete mass conservation equation when time-dependent
Dirichlet boundary conditions are enforced strongly. On the other hand, the discrete divergence con-
straint is exactly fulfilled in SRK schemes with weak imposition of Dirichlet data in all cases. This is
another reason to favour the combination of SRK schemes and weak Dirichlet boundary conditions. See
[25] for more details.
3.4. Adaptive time-stepping technique
One of the advantages when using a multi-stage time integration scheme, like a SRK method, is that
an adaptive time stepping technique can be used straightforwardly. In fact, for a SRK scheme, the usage
of an adaptive time stepping technique only requires an extra evaluation of the final velocity update,
which involve a mass matrix solver, see [39, 40].
Our approach to define an adaptive time step is to follow the PI11 controller method described in
[38] and suggested in [40], which computes the time step size as
δtn+1 =
(

rn+1
)1/k (
rn
rn+1
)1/k
δtn
δtn+1
δtn,
with  = 0.8 · TOL, where TOL is a given tolerance that we take as 1 · 10−5 and 0.8 is a safety factor.
The local error is rn+1 = ‖U − Uˆ‖ if the error per step (EPS) is controlled or rn+1 = ‖(U − Uˆ)/δtn‖
if the error per unit step (EPUS) is controlled. In the former case k = p+ 1 (EPS) and for the second
one (EPUS) k = p, p being the order of the time integration scheme that has been used to compute the
estimated velocity Uˆ. In this work we will favour the EPS definition.
Moreover, when treating with explicit versions of the SRK scheme, we have to limit the time step
size to guarantee that the CFL condition is satisfied. When either the parabolic CFL condition, CFLν =
νδt
(h/p2)2 , or the hyperbolic CFL condition, CFLu =
uδt
(h/p2) , exceed the bound 1.0, the time step is rejected
and reduced according to the safety factor , δtn+1,new = δtn+1,old.
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4. Scalable solvers for incompressible Navier-Stokes equations
In this section we will briefly discuss the construction of efficient and scalable solvers for the linear
systems arising from the space-time discretization of the Navier-Stokes equations in Sect.s 2-3. First of
all we will have a look at the block preconditioning technique used in the different systems involved in
the SRK scheme. Next, we will consider BDDC preconditioners to extract concurrency to be exploited
in parallel contexts.
Note that if an IMEX version of the SRK scheme is considered, the resulting system from (30) can
be solved sequentially, i.e., first solve the velocity block with explicit projections and then compute
the projections for the following stage. Focusing on the Darcy-type equation (41), we consider an LU
factorization of the form
Ap :=
[
M˜ G˜
D˜ 0
]
=
[
I 0
D˜M˜−1 I
] [
M˜ G˜
0 Sp
]
, (42)
being Sp := −D˜M˜−1G˜ the Schur complement with respect to P. In this case we consider a block-
preconditioner based on an inexact LU factorization of Ap, determined by the upper triangular matrix,
P (Ap) :=
[
M˜ G˜
0 Sp
]−1
=
[
M˜−1 −M˜−1G˜S−1p
0 S−1p
]
. (43)
The solution of system (36) with a preconditioned GMRES method involve the computation of the
inverse of matrices M˜ and Sp. The approach followed to approximate M˜−1 is the same we have defined
for M−1τ , with one application of a diagonal DD preconditioner. The inverse of the Schur complement
S−1p ) is approximated by one application of a BDDC preconditioner over Lp. The fact that this choice is
optimal (i.e., the two operators are spectrally equivalent) is straightforward, using the fact that Sp and
Lp are equivalent (see, e.g., [41]) and the fact that the BDDC preconditioner is optimal and scalable (see,
e.g., [42]). The matrix systems arising from equations (35a) and (35b) are solved using a preconditioned
GMRES with a diagonal DD preconditioner to approximate M−1 and M−1τ , respectively.
The BDDC method, firstly introduced by Dohrmann [26], is a domain decomposition method, thus
relying on a decomposition of the FE mesh into a set of subdomains. One of the main properties of BDDC
is the possibility to extend the algorithm with a multilevel approach, based on the FE-type structure of
the coarse matrix pattern (see, e.g., [43]). Regarding this property, a fully-distributed, communicator-
aware, recursive, and interlevel-overlapped message-passing implementation of the multilevel balancing
domain decomposition by constraints (MLBDDC) preconditioner has been developed in [28]. In these
works, excellent weak scalability results have been obtained for the resolution of 3D Laplacian and
elasticity problems on structured and unstructured grids, showing excellent weak scalability up to half
a million cores and tens of billions of unknowns. Fortunately, using an IMEX SRK scheme and the
block-preconditioning technique commented above, these are the only solvers needed for the simulation
of turbulent flows. As a result, BDDC methods and the implementation of the MLBDDC proposed in
[28] can readily be used. In some situations the mesh partition may lead to singular coarse problems,
especially for the Laplacian-type problem. This problem can be overcome by the use of a perturbed
BDDC with the addition of a properly scaled mass matrix at the preconditioner, see [44]. This approach
will be used in Sect. 5.3, where a non-structured mesh partition is used.
Remark 4.1. The development of weakly scalable and optimal preconditioners for monolithic incom-
pressible Navier-Stokes schemes is a complicated task. As far as we know, the development of provably
scalable methods has been restricted so far to mixed FEs with discontinuous pressures (see [45]). As a
result, they cannot be applied, e.g., with the Taylor-Hood FEs used in Sect. 5.
Remark 4.2. Note that the problem is solved in a parallel framework for the spatial domain, while the
time integration is treated sequentially. Thus, we are only considering space parallelism, not exploiting
time parallelism. When we talk about scalability of the method, we refer to scalable solvers at a given time
step within a sequential time integration scheme. The construction of parallel solvers, both in space and
time for nonlinear turbulent flows is an open issue and it is out of the scope of this paper. However, initial
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research on this direction for BDDC solvers can be found in [46]. This issue has very important practical
limitations. E.g., in the NACA simulation, we require heavy time stepping till reaching statistically
relevant outputs, which requires huge computational resources.
Remark 4.3. Note that the scalability results shown in Sect. 5.1.3 have been carried out on uniform
meshes. In realistic applications, meshes are usually unstructured and the preconditioning of the problem
becomes more challenging, mainly due to the irregular decomposition of the domain. In any case, the
preconditioners being used in this work have been shown to be scalable for unstructured meshes in [47].
5. Numerical tests
In this section we consider the numerical simulation of three popular incompressible turbulent flow
benchmarks. The suitability of convection-stabilized inf-sup stable FEs with weak boundary conditions
and SRK time integration schemes as an LES model for large scale problems is assessed in these tests.
First, we analyze the advantages of using SRK methods in the TGV problem, where a weak scalability
analysis is performed. The suitability of weak boundary conditions in wall-bounded flows is analyzed
in the Turbulent Channel Flow test. Finally, some results are shown for the turbulent flow around an
airfoil. It has been shown in [10] that convection-stabilized mixed methods have a great potential as
LES models, especially when the computational cost is taken into account. This work aims to check the
performance of these method when combined with SRK time integration schemes and a weak imposition
of boundary conditions with a wall law. In both cases, the motivation is to reduce the computational
cost of the simulations by 1) splitting the original indefinite problem into smaller coercive systems and
2) to use under-resolved meshes on boundary layers.
5.1. Taylor-Green vortex flow
The Taylor-Green Vortex (TGV) is a widely used benchmark for turbulent numerical simulations. It
consists in a free-evolving flow starting from an analytic solution, in the domain (0, 2pi)3, with periodical
boundary conditions (see, e.g., [48]). The initial condition is given by the following expression
u(x, y, z, 0) =
 uxuy
uz
 =
 u0 cos(x) sin(y) sin(z)−u0 sin(x) cos(y) sin(z)
0
 , (44)
p(x, y, z, 0) = p0 +
1
16
(cos(2x) + cos(2y)) (cos(2z) + 2) ,
with
u0 =
2√
3
sin
(
γ +
2pi
3
)
.
We choose γ = 0, which gives the mean initial velocity u0 = 1. We solve the TGV problem for the
Reynolds number Re = 1600.
The problem is solved from t = 0.0 to T = 10.0 and the results are compared against a DNS by
Brachet et al [48]. We discretize the domain using different choices of the number of elements and the
order of approximation, with either Q2/Q1 or Q3/Q2 Taylor-Hood velocity-pressure pairs. We consider
the same algorithmic parameters (c1 = 12.0, c2 = 4.0, and cc = 4.0) as in [10] for the TGV test when
using mixed FEs.
5.1.1. Monolithic vs Segregated Runge-Kutta
First, we want to compare the results obtained with a monolithic approach, using a second order
Crank-Nicolson time integration scheme, against the ones computed using the IMEX version of the SRK
method. In the later case we use the (3-3) scheme (see [25]).
The results shown in Fig. 1 have been computed using two different discretizations, one with 163
Q2/Q1 FEs and the other one with 323 Q2/Q1 FEs. The energy evolution and the energy dissipation
rate are depicted in Fig. 1(a) and 1(b), respectively. The two methods exhibit a very similar behavior.
The differences become smaller when the spatial mesh is refined.
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Figure 1: Energy and Total energy dissipation rate evolution with 333 velocity DOFs
5.1.2. hp-refinement and adaptive time-stepping technique
We clearly see that refining the mesh the results computed in Fig. 1 with convection-stabilized mixed
FEs converge to the DNS. Moreover, it has been shown in [10] that a 323 Q3/Q2 elements mesh is fine
enough to get very accurate results with these schemes.
One of the main problems when using explicit or IMEX time integration schemes is the restriction
on the CFL number. In the case of the IMEX version of the SRK scheme, the diffusive term is treated
implicitly and no restriction has to be satisfied for the parabolic CFL, but the convective term is treated
explicitly. Then, we have to restrict the time step size in order to satisfy the hyperbolic CFL condition,
i.e., CFLu ∼ δt|u|/(h/p2) < 1 everywhere. This restriction becomes more important when the mesh is
refined, i. e. h is reduced, or p is increased.
An important reason for using Runge-Kutta schemes is the possibility to easily implement an adap-
tive time stepping technique, see Sect. 3.4. The important point of using this kind of techniques is that
one can dynamically (and automatically) adapt the time step in order to satisfy both the physical and
numerical requirements. The physical requirement on the time step size will be given by the change in
the solution, while the numerical requirement will be given by the CFL condition.
In order to check the performance of the SRK method using adaptive time stepping, we solve the
TGV problem with different mesh sizes and interpolations. In particular, we use 163 and 323 FE meshes
with Q2/Q1 and Q3/Q2 discretizations, depicted in Fig 2. Looking at the kinetic energy evolution (Fig.
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Figure 2: Energy and total energy dissipation rate evolution refining the mesh
2(a)) and at the total energy dissipation rate (Fig. 2(b)), we can clearly see that when the mesh is
refined the solution tends to the DNS result. It is important to highlight here the improvement of the
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results when higher order spatial approximation is used. We see that using Q3/Q2 mixed FEs we get
better results than using Q2/Q1, even with less DOFs. This behaviour is observed comparing the 163
Q3/Q2 elements mesh, with 483 velocity DOFs, against the 323 Q2/Q1 elements discretization, which
have 643 velocity DOFs. It is seen that the former mesh results are in better agreement with the DNS
solution.
As stated above, the mesh refinement has a direct implication in the time step size when explicit or
IMEX schemes are used. To determine the influence of this refinement using an adaptive time stepping
technique, we show the time step evolution for the four cases considered in this subsection, see Fig.
3. The initial time step is δt0 = 5 · 10−2 for all cases. It is seen that the coarser mesh (163 Q2/Q1
elements) allows a higher time step, which is constantly increased until the difference between to time
step solutions is too high. It occurs around t = 4.0, moment from which the time step size is adapted,
remaining between 0.1 and 0.12. The 163 Q3/Q2 and the 323 Q2/Q1 show a similar behavior, with a first
stage where the time step is increased until the CFL restriction is violated, point at which the time step
is reduced, showing a sawtooth pattern from the beginning of the simulation. This pattern is repeated
until the solution between two time steps is different enough to require a smaller time step to give more
accurate solution. In what concerns the finest mesh, 323 Q3/Q2, the CFL restriction prevails over the
physical phenomena restriction. Consequently, the time step sawtooth pattern is observed during the
whole simulation.
 0
 0.02
 0.04
 0.06
 0.08
 0.1
 0.12
 0.14
 1  2  3  4  5  6  7  8  9  10
Ti
m
e 
st
ep
 s
iz
e
Time
Time step evolution
  16-Q2/Q1 (32^3 vel. DOFs)
  32-Q2/Q1 (64^3 vel. DOFs)
  16-Q3/Q2 (48^3 vel. DOFs)
  32-Q3/Q2 (96^3 vel. DOFs)
Figure 3: Time step size evolution refining the mesh
5.1.3. Scalability analysis
All the simulations have been performed with FEMPAR (Finite Element Multiphysics and mas-
sively PARallel) numerical software. FEMPAR is an open source, parallel hybrid OpenMP/MPI, object-
oriented (OO) framework which, among other features, provides the basic tools for the efficient parallel
distributed-memory implementation of substructuring domain decomposition solvers [49, 27, 28]. Under
this parallel framework, an important issue is the scalability of the algorithms when large scale problems
are solved. This means that, when refining the mesh, there is the need of having scalable solvers that do
not increase the elapsed CPU time when the number of processors are increased. To check the suitability
of the IMEX SRK algorithm for large scale problems we perform a weak scalability test solving the TGV
problem.
Let us denote by H the characteristic length of the subdomain partition and L the one of the whole
domain. We consider structured meshes and partitions of the cube [0, L]3. In a weak scalability test
we keep the local problems constant, i.e., H/h fixed. In order to preserve the local Reynolds number
(i.e., the relative importance of terms), we keep h and H constant and increase L; we note that it
implies to increase the number of FEs and subdomains (processors). Hence, as the reference problem
is computed in a domain of size L0 = 2pi, the scalabitilty analysis will be done in a domain of size
L = βL0, being β = {1, 2, 3, 4, 5}. The subdomain size is H = L0/4. Let us note that the proposed
local Reynolds number constant weak scalability analysis is much more challenging than typical weak
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scalability analyses that reduce h and H keeping L constant. In the first analysis, the more processors
we use, a more challenging physical problem is being solved (with a Reynolds number that increases
linearly with L), whereas in the second one the viscous terms are increasingly dominant, tending to fully
resolved DNS simulations.
We compute the first time step of the Taylor-Green problem with time step size δt = 5 · 10−2 using
the IMEX version of the (1-2) scheme and Q2/Q1 mixed FEs. We report the number of solver iterations
and the CPU time consumed by each system resolution. Different local mesh sizes are considered to see
the effect of the local mesh size on the scalability of the solver. In particular, we will consider three cases:
H/h = {4, 8, 12}. The total amount of processors used to solve the problem will be (L/H)3 = (4β)3.
The smallest mesh used to solve the problem in this analysis is a 163 Q2/Q1 FEs mesh, while the biggest
one is a 2403 Q2/Q1 FEs mesh, leading to more than 680 million DOFs. The solution is computed in
the HLRN-III Cray system in Hannover (Germany). In particular, we use the Cray XC40 MPP2 system
that is equipped with two Intel Xeon Haswell 12-CPU cores per node.
The following results are computed with a two-level BDDC solver, considering the corners, edges
and faces of the subdomain partitions as part of the coarse system (see [49, 27, 28] for details). We
recall that the first step of a SRK (1-2) scheme consists in six system resolutions that are specified in
Algorithm 1. Note that the first system solver is only needed at the first step, since after that p1 = pn.
Algorithm 1: SRK system resolutions for one time step using the (1-2) scheme
1. Solve initial pressure (equation (34c)).
2. Solve second-stage momentum system (equations (34a)-(34b)).
3. Solve second-stage pressure (equation (34c)).
4. Solve velocity update (equation (35a)).
5. Solve projection update (equation (35b)).
6. Solve pressure update (equation (35c)).
Fig. 4 depicts the solver iterations and the elapsed CPU time for the constant local Reynolds number
weak scalability analysis with the three different local mesh sizes. Solver iteration plots (Fig. 4(a), Fig.
4(c), and Fig. 4(e)) and CPU time plots (Fig. 4(b), Fig. 4(d), and Fig. 4(f)) are shown for the six linear
systems; the pressure systems CPU times have been added together in the second set of plots. The
building time includes the time consumed to integrate all matrices and vectors and the time consumed
computing the preconditioners.
Looking at the solver iterations, we see that the number of iterations for each linear system solve
is kept constant when the number of processors is increased, independently of the local mesh size. We
notice that when the local mesh sizes increase, the number of iterations decrease a little for all systems.
Further, we can observe at the solver iterations column in Fig. 4 that, as expected, the velocity update
and the projection update give the same number of solver iterations. This is caused by the fact that
both systems solve a mass matrix, with the only difference that the velocity update mass matrix is
scaled by 1δt . We also observe the well-known fact that, in terms of solver iterations, the hardest system
is the pressure solver (equations (34c) and (35c)).
In what refers to the consumed CPU time, a first conclusion we can take looking at Fig. 4(b), Fig.
4(d), and Fig. 4(f), is that the most expensive resolution is the momentum system (equations (34a)-
(34b)). Although the number of solver iterations is smaller than the pressure computations, in terms of
time consumed, the momentum equations resolution is more expensive, even counting together the three
pressure solvers. This difference in the computational time required for the momentum equations versus
the pressure ones, is due to the number of DOFs that are being solved. We have to take into account
that both velocity and projection fields are computed with a second order polynomial, Q2, while the
pressure is first order, Q1. Then, we not only have two vectorial fields versus a scalar field, but we have
a second order interpolation versus a first order one. Leaving aside the mass matrix blocks, the size of
the system of equations to be solved in the velocity block of the momentum computation is ∼ 24 times
larger than the one that arise for the pressure block of the Darcy computations, taking into account
that the pressure system is solved using (41).
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Figure 4: Weak scalability test. Number of iterations and elapsed CPU time for solving one time step of the TGV problem
with different local mesh sizes.
Keeping with the discussion about the CPU time shown in Fig. 4, we see that the computations
of the momentum and pressure systems do not scale in terms of time. This performance has an easy
explanation, which is given by the ratio between the fine and coarse BSSC system sizes. The coarse
system size only depends on the number of processors (subdomains) used by the BDDC method. Even
though it is some orders of magnitude smaller than the fully parallel component, we have considered
a serial solver for the coarse component. Further, the coarse problem size increases with the number
of processors. Thus, at some point, the non-scalable coarse solver becomes dominant. When corners,
edges and faces of the subdomain are considered, the total amount of degrees of freedom of the coarse
system is equivalent to a local mesh of Q2 elements (without the interior node) with as many elements
as subdomains. Consequently, for a H/h = 4 local mesh, we can only expect to have weak scalability
until 64 (43) processors, for H/h = 8 until 512 (83) processors, and for H/h = 12 until 1728 (123)
16
processors. In fact this is what we are seeing in Fig. 4, where, taking into account that the local meshes
have the interior DOF inside each element, the results show the expected scalability performance. In
order to have even better results, one can reduce the size of the coarse system by considering only the
corners and the edges of the subdomain. In Fig. 5 we depict the results obtained in this case, for a
H/h = 12 local mesh size. It is seen that when the subdomain faces are ignored, the number of solver
iterations increase, see Fig. 5(a). Despite that, in the trade-off of having more solver iterations with
smaller system of equations, ignoring the subdomain faces in the coarse system is worth. As we can
see in Fig. 5(b), the momentum system is scalable up to 8.000 processors since the local problem is
more expensive than the coarse one. We cannot scale in time for the pressure solver because the local
problem is much smaller than the coarse as we use Q1 elements for the pressure field. In any case, the
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Figure 5: Weak scalability test. Number of iterations and elapsed CPU time for solving one time step of the TGV problem
with H/h = 12 and only corners and edges at the coarse level.
coarse problem can recursively be approximated by its BDDC preconditioner, leading to the multilevel
BDDC method. It has been shown that the multilevel BDDC implementation within FEMPAR is able
to scale up to 2 million subdomains and half a million MPI tasks by using three levels for the Laplacian
problem and four levels for the elasticity problem [28]. We have not considered the multilevel extension
here, since we have not considered these extreme scales.
5.2. Turbulent channel flow at Reτ = 395
In the previous section we have tested the suitability of the proposed VMS method using an IMEX
SRK time integration scheme for the LES simulation of homogeneous turbulence. After that, we aim to
show the performance of such methods for wall-bounded turbulent flows. In order to check the behaviour
of the proposed approach, we solve the Turbulent Channel Flow (TCF) test with a Reynolds number
based on the wall velocity Reτ = 395. One of the main purposed of this test is to assess the accuracy of
the solution when using the weak boundary conditions formulation given by the bilinear form described
in (19).
The TCF problem is solved in the boxed domain [0, 2piδ]× [0, 2δ]× [0, 2piδ/3], where the x-direction is
the flow direction, also called stream-wise direction, the y-direction is the wall-normal direction, and the
z-direction is the span-wise direction. Homogeneous Dirichlet boundary conditions for the velocity DOFs
are weakly imposed on wall-normal direction boundaries (y = −δ and y = δ), while periodic boundary
conditions are defined on the stream-wise and span-wise directions. Fig. 6 depicts schematically the
geometry of the computational domain for this test. We select the problem parameters according to
the DNS computation performed by Moser et al in [50, 51] (MKM-DNS), so we can compare our
results with the cited work. The bulk mean velocity and the half channel height are taken equal to
one, U¯ = 1 and δ = 1. The estimated Reynolds number based on the bulk mean velocity is known,
Re = U¯2δ/ν ≈ 13, 750 (see [31]). Therefore, one can obtain the value of the viscosity, ν = 1.4545 · 10−4
and determine the friction velocity magnitude from the Reynolds number based on the friction velocity
as uτ = Reτν/δ = 5.745 · 10−2. Thus, the wall shear stress reads τw = u2τ = 3.3010 · 10−3. A force
17
Figure 6: Channel computational domain.
equivalent to a pressure gradient is imposed to drive the movement of the flow in the stream-wise
direction, fx = τw/δ.
An initial solution proposed in [52] is used to reach the statistically steady state faster, which consists
in a unidirectional velocity profile with a fluctuation:
ux = C
(
1− y8)+ Lx
2
sin(piy) cos
(
4pix
Lx
)
sin
(
2piz
Lz
)
, (45)
uy = −(1 + cos(piy)) sin(piy) sin
(
4pix
Lx
)
sin
(
2piz
Lz
)
,
uz = −Lz
2
sin
(
4pix
Lx
)
sin(piy) cos
(
2piz
Lz
)
.
The constant C is chosen in a such way that the field without fluctuations would have a bulk mean
velocity U¯ = 1.0. The fluctuation constant  is 10% of the bulk mean velocity.
To solve the problem we use different meshes, composed by 163 Q2/Q1 and Q3/Q2 FEs. We consider
both stretched meshes and wall-unresolved uniform meshes along the wall-normal direction. To construct
the stretched mesh we follow the hyperbolic function defined in [13] with a stretching parameter γ = 2.75.
According to [10], the algorithmic constants that appear in (24) and (26) are chosen as c1 = 12.0,
c2 = 8.0 and cc = 32.0. The constant that appear in the weak boundary conditions formulation is set to
Cb = 32.0. Moreover, we will analyze the effect of the constant cc when uniform meshes are considered,
as it plays an important role when using mixed FE methods.
5.2.1. Effect of cc on uniform meshes
The effect of the constant cc that appear in equation (26) have been studied in [10] for the case in
which we have strong imposition of the boundary conditions together with the use of stretched meshes
that capture the boundary layer. In this section we aim to check the performance of the method when
changing the cc algorithmic parameter in uniform meshes and weak Dirichlet boundary conditions. In
this case, in order to avoid the influence of the weak imposition of the wall normal component, we
enforce strongly the wall-normal velocity, e.g. u · n = 0 on ΓD.
In Fig. 7 we show the energy evolution of the solution for different values of cc from t = 0.0 to
t = 100.0, and computed on a 163 Q2/Q1 mesh. It can be shown that for uniform meshes, high values
of cc makes the solution more energy conserving, so the energy is not dissipating properly. The value
cc = 1.0 is the first case that reaches the statistically stable state, at t ∼ 280.0, with the lowest global
energy. Note that the case cc = 0.0 results in an overdissipating method, showing the importance of
adding the grad-div term, as noticed in [10]. Then, in following sections we will use cc = 1.0.
5.2.2. Influence of the wall-normal component
A significant difference between the approach followed herein with respect to the one proposed in
[15] is the treatment of the normal component. In [15] a no-penetration condition is considered, which
means that the normal component of the velocity is imposed strongly, u · n = 0 on ΓD. We propose to
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Figure 7: Energy evolution for the TCF test for different values of cc.
keep the weak boundary imposition also in the wall-normal direction, due to the reasons commented
above.
As stated in Sect. 2.2, we define two difference penalty parameters. One for the tangential component,
based on the wall law, and another one for the wall-normal component, which is proportional to the
original penalty parameter proposed in [14], αb,n := β
Cbνp
2
hb
. As it is obvious, when β →∞ the solution
at the wall becomes closer to the one obtained imposing strongly the normal component, but the penalty
term may disturb the solution. In order to determine the best value for β, we solve the TCF test from
t = 0.0 to t = 100.0, with different values β = {1.0, 10, 100, 1000} in a 163 Q2/Q1 FEs uniform mesh.
The problem is solved using an IMEX SRK scheme with adaptive time stepping technique. In Fig. 8
we show the energy evolution for the different values of β. We clearly see that the choice of β has not
a large implication on the results unless too low values of β are used. (It is well-known that stability
of Nitsche boundary conditions can only be proved for large enough values of β (see [34]). For too low
values of β, the case of β = 1.0, the solution starts dissipating too much energy at the early stages of the
simulation. When increasing β, the results tend to the ones obtained considering a strong imposition of
the normal component, denoted by strong. We will take β = 10.0 in the following simulations.
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Figure 8: Energy evolution for the TCF test for different values of β.
5.2.3. Comparison between strong and week imposition of Dirichlet boundary conditions
Once analyzed the effect of the β parameter when Dirichlet boundary conditions are imposed weakly
for the wall-normal component, let us check the performance of the approach followed in this work
compared against a strong Dirichlet boundary conditions definition. We will compare with the results
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presented in [10], where the TCF test was solved using strong Dirichlet boundary conditions in a
stretched mesh. In Table 1 we state the distance to the wall of the nearest velocity DOF for a stretched
and a uniform mesh, with two different discretizations.
Table 1: Distance to the wall of the nearest velocity DOF in wall units.
Mesh type Discretization y+
Stretched
163 Q2/Q1 1.6
163 Q3/Q2 1.0
Uniform
163 Q2/Q1 24.7
163 Q3/Q2 16.5
The element size given in Table 1 has a direct implication on the choice of the time integration
scheme to be used. If we want to use an IMEX version of the SRK scheme we have to ensure that the
hyperbolic CFL condition is satisfied. Consequently, with the stretched mesh we will have a stronger
restriction than with the uniform mesh, for a given discretization. Thus, the fact that one needs a full
resolution of the boundary layer does not only affect the spatial mesh but also a DNS-like time step size.
For this particular test, using a uniform mesh with 163 Q2/Q1 elements, the critical time step size is
around δtcrit = 0.025, while for the stretched mesh with the same discretization is around δtcrit = 0.007.
Following [53], a good time step choice for this particular TCF when implicit time integration schemes
are used is δt = 0.03. Taking into account that the IMEX version of the SRK schemes is about three
time faster per time step than the implicit one, we have considered IMEX SRK for the uniform mesh
and the implicit SRK scheme (with δt = 0 − 03) for the stretched mesh. The TCF test is solved from
t = 0.0 until it reaches the statistically stable state, storing the statistics from the last 30.0 seconds,
accumulating more than 1000 samples.
The results for the 163 Q2/Q1 elements mesh are shown in Fig. 9, where the mean stream-wise
velocity is plotted (Fig. 9(a)) together with the velocity fluctuations in the stream-wise, wall-normal
and span-wise directions (Figs. 9(b), 9(c) and 9(d), respectively). When a stretched mesh is used, we see
that with weak boundary conditions imposition we recover the same results as the strong case. Similar
results are observed for the velocity fluctuations. As expected, when using heavily under-resolved meshes
on the boundary layers (see Table 1), the mean stream-wise velocity profile given by the uniform mesh
with weak boundary conditions is a little bit far from the DNS results and also from the results obtained
with strong boundary conditions in a stretched mesh (see Fig. 9(a)). Analogously, looking at Fig. 9(b),
where the stream-wise velocity fluctuation is depicted, we see that the nearest to the wall point is far
to the DNS curve for the weak and uniform case. However, far enough from the boundary layer, the
results are very close to the DNS for a much coarser space-time mesh. The same behaviour is observed
for the wall-normal and span-wise velocity fluctuations, Figures 9(c) and 9(d).
An improvement in the solution is observed when higher order discretization is used in space. This
behaviour is shown in Fig. 10 where the uniform meshes with weak boundary conditions imposition is
compared against the stretched mesh with strong boundary conditions, both of them with a 163 Q2/Q1
and a 163 Q3/Q2 elements mesh. Looking at the mean stream-wise velocity profile shown in Fig. 10(a),
we see that solution converge to the DNS results as we refine the mesh. Same performance is observed
in the velocity fluctuations. For instance, if we look at the stream-wise velocity fluctuation shown in Fig.
10(b) it is seen that only the nearest to the wall node is far from the DNS for the Q3/Q2 discretization,
while all the remaining points are very close to the DNS curve. In what refers to the wall-normal and
span-wise velocity fluctuations depicted in Figures 10(c) and 10(d), respectively, we see that better
results are obtained, specially on the points near to the wall.
It is important to highlight that 1) very similar results are obtained with strong and weak imposition
of the Dirichlet boundary conditions on the same stretched meshes, and 2) that the weak imposition
allows for under-resolved meshes with good agreement with the DNS far from the wall.
5.3. Flow around an airfoil at low Reynolds number
The aim of this section is to apply the numerical schemes in this work to the simulation of the
turbulent incompressible flow around an airfoil, particularly a NACA 0012 airfoil [54]. The NACA
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Figure 9: Mean stream-wise velocity and rms velocity fluctuations using different mesh types.
airfoils are widely used as a benchmark of a real life problem, since many airplane and wind turbines
wings are based on these profiles. Both numerical simulations and experiments in wind tunnels have
been done with several configurations of this type of airfoil. The NACA 0012 is one of the most used
configurations (see, e.g., [55, 56, 57], but others like the NACA 4412 are also widely studied (see, e.g.,
[58, 59]). Another type of airfoil that is also used as a benchmark in the literature is the Aerospatiale-A
airfoil, used for example in the LESFOIL project [60].
In this type of problems the mesh design plays an important role. In particular, a proper spacing has
to be used at the boundary layer. If a strong definition of the Dirichlet boundary conditions is considered,
we say that the simulation is a Wall-Resolved LES (WRLES). According to [61], the coherent structures
that appear in the turbulent boundary layer can be captured with a WRLES method if the near-wall
node of the mesh is located at a wall distance y+ < 2 and the stream-wise cell size is within the range
50 < ∆x+ < 150. Otherwise, when a wall law model is used considering weak imposition of the Dirichlet
boundary conditions, we say that the simulation is a Wall-Modeled LES (WMLES).
Our concern is to check the feasibility of the proposed method as a WMLES method for the simulation
of turbulent flows around an aircraft. In such simulations many flow characteristics are stressed, dealing
not simply with turbulent flows, but also with other difficulties, like the presence of very thin laminar
boundary layers, transition from laminar to turbulent regimes, wall-bounded flow or flow that separates
from curved surfaces. The fact is that LES methods have been shown to be very useful for flows where
the turbulent structure is dominated by the large-scale structures, like the TGV test presented in Sect.
5.1 or homogeneous turbulent problems (see [13]). Despite that, the simulation of near-wall flows using
LES methods has been demonstrated to be a challenging task, manly because of the complex physical
phenomena, like the reduction of the large scales structures near the wall, the flow anisotropy, or the
mesh sensitivity to high aspect ratios.
Many works have been done discussing the suitability of LES methods for the simulation of flow
around an airfoil. This is the case of the European project LESFOIL [60], where nine different academic
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Figure 10: Mean stream-wise velocity and rms velocity fluctuations refining the mesh.
and industrial groups worked with the aim to identify the potential of LES as a prediction method
for separation in high-Reynolds-number airfoil flows. In this case, the simulated geometry was the
Aerospatiale-A airfoil operating at a chord Reynolds number equal to 2.1 · 106 with an angle of attack
equal to 13.3o and a Mach number of 0.15. Other authors have been worked with NACA type airfoils.
This is the case of [62, 63, 64], where the use of LES method for the simulation of the flow around a
NACA4412 airfoil is studied using unstructured, structured and semi-structured grids, respectively.
In this paper, the current test has the intention to serve as a proof of concept of the proposed methods
for realistic applications. Although most of the works that can be found in the literature deal with
challenging configurations, i.e. high Reynolds numbers and high angles of attack (see [62, 63, 64, 65]),
we will restrict ourselves to a more modest scenario. That is to consider low Reynolds number with
moderate angles of attack. The main reason for considering this case is the possibility to compare the
results obtained with a weak treatment of the Dirichlet boundary conditions against the obtained with
a strong imposition of the Dirichlet boundaries, without the need of spending too many computational
resources. Furthermore, keeping the proof of concep aim in mind, we are not interested on long term
computations, which are required to obtain averaged values. Thus, we only compare instantaneous
quantities obtained once the turbulence is fully developed.
5.3.1. Test setting
We consider the use of a convection-stabilized mixed FE formulation described in Sect. 2.3. Here
we also use a weak imposition of the Dirichlet boundary conditions for both the tangential and normal
velocity components, detailed in Sect. 2.2. A SRK scheme is used to integrate the equations in time,
as described in Sect. 3. In this test we study the flow around a NACA 0012 airfoil with a span-wise
length of 0.16c, being c the chord length. In 11(a) we depict the geometry of the studied airfoil. The
computational domain is defined with an inlet and outlet boundaries around 10 chord lengths away
from the airfoil surface. At the inlet boundary a free-stream velocity U∞ = 10 has been settled, while
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Figure 11: NACA 0012 airfoil geometry and coarse mesh.
the outlet boundary has left free. We consider an angle of attack of α = 6 deg and a Reynolds number
based on the chord length Rec = 2.3 · 104, the same used in [66, 67]. The simulation of this test is
done on a structured C-type mesh around the airfoil profile. We consider two different 2-dimensional
meshes of quadrilaterals, with different refinement near the wall, which are extruded along the span-wise
direction. The goal of using two different meshes is to assess the performance of the weak imposition of
the Dirichlet boundary conditions at the airfoil surface when refining the mesh. We define the meshes
in such a way that we have fine enough elements around the airfoil surface, the turbulent boundary
layer, and the wake region, while coarse elements are used in the far field region. In 11(b) we depict
a view of the coarsest mesh. Focusing on the finest mesh, at the leading edge, the near wall-node is
located at y ∼ 2.0 · 10−4c, leading to a wall distance of y+ < 1. This distance is kept almost constant at
the laminar region and it is increased constantly until it reaches the maximum of y ∼ 2.0 · 10−3 at the
trailing edge, where the wall distance is less restrictive. The maximum stream-wise elemental length is
∆x ∼ 0.028c located at the suction side of the airfoil, giving a normalized distance of ∆x+ ∼ 40. We see
that the mesh sizes satisfy the conditions needed to capture the boundary layer phenomena. Regarding
the coarsest mesh, the near wall-node is located at y ∼ 1.2 ·10−3c leading to a wall distance of the order
of y+ ∼ 2. This distance is constantly increased until it reaches a value of y ∼ 6.4 · 10−3c at the trailing
edge, much grater than the finest mesh. In this mesh, the maximum stream-wise elemental length is
∆x ∼ 0.032c that is equivalent to a normalized distance of ∆x+ ∼ 50. We only compute the 3D test on
the coarsest mesh, with a constant span-wise elemental length equal to ∆z ∼ 0.02c.
The spatial discretization is done using Q2/Q1 mixed FEs. Here we use the same algorithmic pa-
rameters, c1 = 12.0, c2 = 8.0 and cc = 32.0, according to [10]. The problem is solved using the IMEX
version of the SRK method introduced in the previous tests with a (3-3) scheme and an adaptive time
stepping technique, as exposed in Sect. 3.4. The adaptive time step size automatically evolves, tending
to δt = 5.0 · 10−4c/U∞, giving a maximum hyperbolic CFL around 0.3.
5.3.2. Simulation results and discussion
In order to check the suitability of the proposed methods we start with a 2-dimensional simulation
comparing the results obtained with the finest and coarsest meshes. For such computations, we begin
with an initial solution that has been computed solving the Stokes problem. We solve the problem from
t = 0.0 to t = 1.0 which is equivalent to 10 time units (1 time unit = c/U∞).
Effect of β in a 2D mesh with weak boundary conditions. Once analyzed the effect of the constant cc on
the solution, we proceed to check the effect of the β constant that appear on the definition of the weak
imposition of the wall-normal component on the Dirichlet boundary. In this case we select four different
values, β = 10, 100 and we solve the problem on the coarse mesh from t = 0.0 to t = 1.0. The case in
which β = 1000 have been discarded since the computational cost is much greater than the other two.
In this analysis, as it is seen in 12, very little differences can be observed during the laminar transition
to turbulent flow for the different values of β. Furthermore, if we compare against the solution obtained
with strong imposition of the boundary conditions using the fine mesh, we see that the results are very
similar for the laminar transition. Things change when the flow starts evolving to turbulent behaviour,
around t = 0.5, where we see that the differences between the different parameters selection begin to
increase. The solution with strong boundary conditions in a coarse mesh explodes when the turbulence
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starts developing; it is expected, since no energy dissipation is produced on the airfoil law. The cases
in which we consider a weak boundary imposition are stable, with a drag coefficient similar the one
obtained with strong boundary conditions in a finer mesh, see 12(a). However, if we look at 12(b),
we see that for β = 10 the lift coefficient starts increasing more than the reference solution, while for
β = 100 this coefficient remains of the same order as in the fine mesh (with strong boundary conditions).
Given these results, in the following computations we will use β = 100.
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Figure 12: Drag and Lift coefficients for the 2D computation for different β values.
Instantaneous flow fields for the 3D case. Once analyzed the effect of using weak Dirichlet boundary
conditions on a two-dimensional mesh, we check the performance for the 3D case. Here we use as an
initial solution the extruded solution of the 2D case at t = 1.0. Then, we let the flow evolve until it
reaches a 3D description, which occurs after about one time unit. In this section we will analyze the
instantaneous flow fields, trying to identify the turbulent structures that are generated along the wing.
In 13 we can see the velocity isosurfaces for ‖u‖ = 25.0 colored by the pressure value. In this figure
we can clearly see the flow transition from a laminar regime at the leading edge to a turbulent flow,
starting the 3D flow development near the maximum wing thickness point.
To study the structures that arise in the turbulent flow, we use the Q-criterion defined as Q =
1
2 (|ω|2 − |ε(u)|2), being ω the vorticity and ε the strain rate tensor. The isosurface of Q = 5 · 105 is
depicted in 14, where we can see the generation of 2D coherent vortices that break up near the maximum
thickness point, turning into hairpin vortices. Similar results are obtained in [66], where a much finer
mesh is used to solve the same problem. In 15 we present a top view of the Q = 5 ·105 isosurface. There,
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Figure 13: Velocity isosurface for ‖u‖ = 25.0.
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Figure 14: Q-criterion isosurface for Q = 5 · 105 and colored by velocity magnitude.
we can see the position of the first 2D coherent vortex, located at x/c = 0.37. This result is similar to
the obtained in [66], where the first 2D vortex is located at x/c = 0.41 on a much finer mesh.
0.370 
Figure 15: Top view of Q-criterion isosurface for Q = 5 · 105.
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6. Conclusions
In this work, we have considered convection-stabilized mixed FEs combined with a weak imposition
of the boundary conditions that include a wall law model. Convection-stabilized FE methods have
been proved to be accurate LES schemes [10]. The motivation to explore the combination with weak
boundary conditions is to keep under-resolved LES meshes on boundary layers, in order to maintain
a low computational cost compared to fully resolved DNS simulations. On the other hand, SRK time
integration schemes have been used for the time integration. SRK methods have recently been proposed
in [25]. In this work, we analyze for the first time its behavior for turbulent flow simulations. These
schemes are computationally appealing because they segregate velocity and pressure computations at
the time integration level, keeping an arbitrary high equal-order accuracy for both unknowns. Finally,
block-preconditioning and BDDC preconditioners have been used to end up with highly scalable solvers.
The output of this combination is a highly scalable and accurate high-performance framework for the
LES simulation of incompressible flows.
We note that the combination of these building blocks has a rationale behind it. SRK schemes can
only be applied to index-2 systems, whereas typical pressure-stabilized FE solvers destroy this property.
Thus, mixed FE methods are required, whereas convection stabilization is required to produce stable
schemes at high Reynolds numbers and model the effect of the subgrid scales. On the other hand,
the use of IMEX SRK (with explicit convection) schemes with a block-preconditioner solver for the
pressure solver is needed to reduce the linear systems to be solved to coercive problems. It is possible to
find scalable preconditioners for these problems, e.g., multilevel domain decomposition solvers, whereas
scalable solvers for the indefinite monolithic problem can only be found in particular situations [45].
The application of SRK methods to the simulation of turbulent incompressible flows has been tested
with the TGV benchmark, showing that practically the same results are achieved when considering a
SRK time integration versus a monolithic scheme. The convergence of the proposed LES schemes to the
DNS solution has also been demonstrated when a refinement both in h and p is considered, giving more
accurate results the p-refinement (as expected for smooth enough solutions). One of the advantages of
using SRK schemes is the easy implementation of time adaptive techniques that allow the automatic
time step adaptation to the numerical and physical requirements. This issue has also been addressed
for the TGV test, where we have seen that the method is able to adapt to the numerical restriction
given by the CFL conditions and to the physical requirements given by the change in the solution. The
combination of SRK schemes, block-preconditioning, and BDDC preconditioners lead to excellent weak
scalability results, tested for TGV benchmark up to 8000 cores using uniform meshes. Furthermore,
a three-level MLBDDC algorithm could be used to achieve weak scalability on a higher number of
processors, following the ideas in [28].
We have also checked the performance of the proposed schemes for the wall-bounded TCF test. In this
case, we have included the use of weak Dirichlet boundary conditions with a wall law based tangential
traction and a weak imposition of the wall-normal component. This approach leads to acceptable results,
even when wall-unresolved uniform meshes are considered. Further, on stretched meshes, the use of
strong or weak Dirichlet boundary conditions lead to very similar results.
We have seen that the weak imposition of the Dirichlet boundary conditions is suitable when SRK
methods are considered. First, because the continuity equation is not polluted by the strong imposition
of the temporal derivative of the velocity divergence on the boundary. This occurs when time-dependent
boundary conditions are imposed on the Dirichlet boundary. Furthermore, the weak imposition of the
velocity wall-normal component considered in this work, avoids the complexity of imposing strongly
such component on curved boundaries.
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