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Abstract - In this paper we study a reliable downloading 
algorithm for BitTorrent-like systems, and attest it in 
mathematics. BitTorrent-like systems have become 
immensely popular peer-to-peer file distribution tools in 
the internet in recent years. We analyze them in theory and 
point out some of their limitations especially in reliability, 
and propose an algorithm to resolve these problems by 
using the redundant copies in neighbors in P2P networks 
and can further optimize the downloading speed in some 
condition. Our preliminary simulations show that the 
proposed reliable algorithm works well; the improved 
BitTorrent-like systems are very stable and reliable.  
Keywords: BitTorrent-like systems, Reliability, 
Algorithms 
 
1. Introduction
 
Peer-to-Peer applications are increasingly becoming 
popular in recent years, P2P traffic is starting to dominate 
the bandwidth in certain segments of the internet displayed 
by traffic measurements [5][8][9][18][21]. The file sharing 
would be the most mainly usage among P2P applications. 
As P2P applications like BitTorrent-like systems, peers not 
only download documents from the server but also serve it 
to other peers. In BitTorrent-like systems, a document is 
separated into many pieces and peers preferentially 
download pieces which are rarest among their local peers, 
this is BitTorrent’s Local Rarest First (LRF) policy, it 
allows BitTorrent to consume bandwidth between peers 
effectively and handle flash crowds well, however this 
policy can not avoid the last piece problem effectively. In 
addition, BitTorrent’s Tit-for-Tat policy allows peers 
preferentially upload to peers from them they can download 
at a fast rate in return [3][11] [22]. 
 
On the other hand, BitTorrent-like systems have some 
disadvantages at the same time. Firstly, they try to fully 
utilize the peers’ upload abilities to reduce the servers’ 
download burden; in many cases this feature has been 
extensively applied. But in some circumstances, this feature 
can not be exercised very well, for instance, when few 
people is interested in a document, the number of 
downloaders will be very small; Or if the .torrent files 
which stored all the relevant information as to download 
released on the website is outdated, then downloader are 
impossible to find the seed and to complete the download. 
Secondly, if seed providers have uploaded the documents 
completely and leave the network suddenly, then it cannot 
guarantee that peers can complete the download, or until 
the seed providers have to re-access the network to 
continue the download, thus it resulted a long download 
time. In this paper, we propose a reliable parallel 
downloading algorithm by distributing redundant pieces to 
neighbors, and show that this method can address the above 
problems effectively[4][12]. 
 
The rest of this paper is organized as follows: The 
problems of the current BitTorrent-like systems are 
analyzed in section 2. The main contribution of our work 
appears in section 3, where we first conduct the study of 
redundant network, and then we propose a reliable 
download algorithm for BitTorrent-like systems. In section 
4 we carry out the performance evaluation and analysis of 
the proposed reliable algorithm. Finally, section 5 
summarizes the paper.  
 
2. Related Work
 
BitTorrent-like systems almost are free parallel 
download tools; they are P2P applications and utilize a 
pyramid scheme to maintain the sharing unlike FTP which 
has only one source.  
 
At first BitTorrent-like systems divide the document into 
equal-sized blocks which usually are integral exponent of 2 
in size, and then there are peers download these blocks 
from multiple peers concurrently. In general, a peer has a 
choice of several blocks which it can download. In here 
there is a Local Rarest First policy in choosing which block 
to download. This policy does a good job of only 
downloading new blocks from the seed, since downloaders 
will be able to know that their other peers have blocks the 
seed has uploaded already[6][15][16]. 
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There are two important concepts in BitTorrent system 
which is a static file with the extension .torrent and a 
central component called tracker. The .torrent file keeps 
many detailed information about the document’s name, 
length, and the tracker’s URL. The tracker contains track of 
the peers currently in the system, it receives the updates 
from peers timely including when and what peers join or 
leave the torrent, it is responsible to help downloaders to 
find each other.  
 
There have been analytical and measurement-based 
studies of the BitTorrent-like systems [10][15][16][20]. 
However they are mainly focus on how about the average 
download rate (efficiency), availability, scalability, stability 
and flexibility. As for the reliability of the systems, there 
are few discussions [1][2][14]. 
 
In this paper we consider the condition that the seed has 
uploaded the document completely and then leaves the 
torrent suddenly by some reasons (abort or uninterested in 
staying on in the system, etc). Due to the dynamic 
characteristics of networks (systems), there must be some 
peers (downloaders or leechers) join and leave the system 
at the same time, we can easily get the results that in all 
probability not having the complete pieces of document in 
system according to Local Rarest First (LRF) policy. So it 
will be failed to complete download. 
 
To address the issues discussed above, we propose a 
reliable parallel downloading algorithm for BitTorrent-like 
systems in the following section. 
 
3. Reliable Algorithms for BitTorrent-like 
Systems
 
3.1.  Mathematics Modeling 
 
In order to meet the requirement where a seed uploads a 
complete document to the network then leaves the network 
at once and still all blocks of the document are kept in the 
network, even though any peers (leechers) leave the 
network at the same time. We adopt a redundant storage (or 
distribution) strategy in which the seed uploads redundantly 
its all blocks to its neighbors in system. Therefore peers can 
still complete the downloading request after both seed and 
any peers left the network, and the parallel downloading 
can still be performed as well. So we propose the 
mathematics modeling as follows: 
 
Let the document be X, the length be L, it formed by m 
pieces, the length of pieces be an equal value l, the number 
of the seed’s neighbors be n, the number of the seed’s 
neighbors leave the system be p (1İSİQ), Ai (a positive 
integer, 1İiİQ) be the minimum pieces quantity that each 
of the neighbors must have. 
 
    We propose the reliable algorithm as follows: 
 
(1)  m  ¸¸¹
·
¨¨©
§
 1pn
n
 
and 
 
(2) Ai=  ¸¸¹
·
¨¨©
§


1
1
pn
n
 
Proof: let X={x1, x2,…, xm} be an ordinary set, Ai be a 
ordinary subset of X (to suppose that there are not the 
repeated elements in Ai), the unions of any n-p-1 Ai  all are 
naive subsets of X (because each of these unions is not 
having a complete X), so it must be lack of at least one 
element of X in the unions of any n-p-1 Ai, and the element 
they lacked must be different between the union of the n-p-
1 subsets and the union of other n-p-1 subsets which are not 
whole same as the former, otherwise the union of some n-p 
subsets will not be equal to X, therefore there are at least 
 elements in X, so we have m . ¸¸¹
·
¨¨©
§
 1pn
n
¸¸¹
·
¨¨©
§
 1pn
n
 
For each of subset Ai, because the unions of any n-p-1 
subsets in the other n-1 subsets all are not equal to X, if add 
Ai, and then they will be equal to X, so there are at least 
 elements included in Ai. ¸¸¹
·
¨¨©
§


1
1
pn
n
 
Based on the above discussions, we can conclude the 
algorithms of constructing Ai. 
 
Algorithms: let X={x1, x2, …, xm}, nı3, 1İpİn-1. If 
p=n-1, then let Ai=X.  
 
Case 1: m=  ¸¸¹
·
¨¨©
§
 1pn
n
 
Step 1, to work out all (n-p-1)-combinations Yk (1İNİ
P) of set {1, 2, … , n} as follows:
Y1={1, 2, Ă, n-p-1} 
Y2={1, 2,Ă, n-p-2, n-p} 
Ă 
Ym={p+1, p+2, Ă, n-1, n}. 
 
    Step 2, let Ai ={xk | xkX and i  Ykˈk=1,2,…, m}, i = 
1, 2,Ă, n. 
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From the above we can get that there are  
subsets exclude i in Yk, k=1, 2, …, m.  
¸¸¹
·
¨¨©
§


1
1
pn
n
 
Namely Ai= . ¸¸¹
·
¨¨©
§


1
1
pn
n
 
Case 2: m>  ¸¸¹
·
¨¨©
§
 1pn
n
 
To take out the anterior m elements in X as the new X, 
then to construct Ai according to Case 1, at least to add the 
elements behind the anterior m elements in original X to 
each Ai. 
 
Theorem: in Ai constructed by the above algorithm, the 
union (as a repeated set) of any n-p Ai must be existing one 
and just only one complete X. 
 
Proof: by the algorithm, every xk does not belong to n-p-
1 Ai by the square, according to pigeonhole principle, the 
union of any n-p Ai must include xk, so the union of any n-p 
Ai must be existing one integrated X. 
 
At the moment, the union of any n-p-1 Ai must not be 
existing one integrated X, namely the union of any n-p-1 Ai 
must be at least lack of one xk. However the union of any n-
p Ai must exist one integrated X, thus it enunciates that the 
absent xk will be supplied after addition one Ai, and because 
Ai is just the solo element set, it can not include two xk. 
Therefore the union (as repeated set) of any n-p Ai must 
exist one and just only one integrated X. 
 
For example, let n=5, p=2, then n-p-1=2, we have 
=10. So let X={x1, x2, …, x10}, namely  
m= =10. 
¸¸¹
·
¨¨©
§
 1pn
n
¨¨©
§
 pn
n
¸¸¹
·
1
 
Step 1, to work out all of the 2-combination of {1, 2, …, 
5} as follows: 
 
Y1={1, 2}, Y2={1, 3}, Y3={1, 4}, Y4={1, 5}, Y5={2, 3},
Y6={2, 4}, Y7={2, 5}, Y8={3, 4}, Y9={3, 5}, Y10={4, 5} 
 
Step 2, to work out all Ai ={xk | xkęX and i  Ykˈ
k=1,2,…, m}, i = 1, 2,Ă, n. as follows: 
 
A1 = {xk | xkęX and 1  Ykˈk=1,2,Ă, 10}= {x5, x6,
x7, x8, x9, x10}  ( จ 1  Y5, ง x5ęA1ˈ the others are 
similar) 
A2 = { xk | xkęX and 2  Ykˈk=1,2,Ă, 10}= {x2, x3,
x4, x8, x9, x10} 
A3 = {x1, x3, x4, x6, x7, x10} 
A4 = {x1, x2, x4, x5, x7, x9} 
A5 = {x1, x2, x3, x5, x6, x8} 
A1, A2, A3, A4, A5 are results we seek. 
 
    We verify the algorithms:  
 
A1   A2  A3 = {1gx1, 1gx2, 2gx3, 2gx4, 1gx5, 
2gx6, 2gx7, 2gx8, 2gx9, 3gx10} 

A1   A2  A4 = {1gx1, 2gx2, 1gx3, 2gx4, 2gx5, 
1gx6, 2gx7, 2gx8, 3gx9, 2gx10} 

A1   A2  A5 = {1gx1, 2gx2, 3gx3, 1gx4, 2gx5, 
2gx6, 1gx7, 3gx8, 2gx9, 2gx10} 

A2   A3  A4 = {2gx1, 2gx2, 2gx3, 3gx4, 1gx5, 
1gx6, 2gx7, 1gx8, 2gx9, 2gx10} 

….. 
 
From above data, we can conclude that the unit (as 
repeated set) of any n-p Ai must exist one and just only one 
integrated X. 
 
3.2. Pieces Redundant Distribution Strategy 
 
To meet the requirement where n neighbors have stored 
all pieces of a document, the integrity of pieces for the 
document will still be maintained after any p leechers leave 
the system, we must guarantee that every piece of the 
document is stored redundantly on different 
neighbors[7][13][17][19].  
 
How to get p value? Because of the dynamic characters 
of network, it will be difficult to find out the exact p value. 
However we can work out the probabilities of p value 
according to statistic of systems, then we choose p value by 
the needs of different reliabilities or by the maximal 
probability of p value. 
 
There have been measurement-based studies of the 
BitTorrent-like systems. For example, we can figure out p 
value by the studies based on tracker logs of different 
torrents in BitTorrent system. 
 
When we have p value, we can distribute pieces of the 
document to neighbors by the proposed algorithm. For 
instance, there are five leechers (A1, A2, A3, A4, A5) and one 
seed in BitTorrent, there will be at most two leechers leave 
torrent after seed uploaded a complete document and left. 
Thus we figure out that the document will be divided into 
ten pieces (x1, x2, x3, x4, x5, x6 x7, x8, x9, x10) at least, 
according to step1 & 2 of the algorithm, it is easily to work 
out the distributed scheme to distribute different pieces to 
every leecher, as follows: 
 
A1 = {x5, x6, x7, x8, x9, x10}  
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A2 = {x2, x3, x4, x8, x9, x10} 
A3 = {x1, x3, x4, x6, x7, x10} 
A4 = {x1, x2, x4, x5, x7, x9} 
A5 = {x1, x2, x3, x5, x6, x8} 
 
From above distribution scheme, we are not difficult to 
discover that there must be one and only one complete 
document (x1, x2, x3, x4, x5, x6 x7, x8, x9, x10) (no reduplicate 
pieces) in union of any remaining three leechers after any 
two leechers left the system. 
 
3.3. Implementation Process  
In summary, we can get the implementation process of 
the proposed algorithm as follows (to suppose in BitTorrent 
system): 
 
1. From tracker, get the size of the uploading document 
and the neighbors’ number of the seed; let them be L and n 
accordingly. 
 
2. From the statistical results, get the number of leechers 
leave system after the seed completed upload and left, let it 
be p.  
 
3. Get the number of pieces the document has to be 
divided into and the number of minimum pieces every 
neighbor must have by the proposed algorithm in section 
3.1, let them be m and Ai respectively. 
 
4. In accordance with the method of section 3.2 to 
distribute the redundant pieces to neighbors. 
 
5. Employ LRF (local rarest first) and TFT (tit-for-tat) 
policies to download and upload pieces among neighbors.  
 
Other approaches are fully consistent with BitTorrent, 
and with these improvements we can achieve a better 
reliability than using the original BitTorrent algorithm.  
4. Performance Analysis
 
We consider that the download will not be completed 
when any leechers leave the system immediately after the 
seed uploaded a complete document and then left during 
the downloading in original BitTorrent-like systems, so the 
average download time of leechers must be unlimited long. 
 
At the same time, we also consider that the download 
must be completed when any p leechers leave the system at 
once after the seed has completed upload then left the 
system by our new algorithm in BitTorrent-like systems. 
 
Apparently, it is not significant to compare their average 
download time in above situations by experiments; 
therefore, for the comparable character between the original 
BitTorrent-like systems and the proposed algorithm, in this 
paper we can only analyse that the seed stays on systems 
after it completed upload at least until the last leecher has 
completed download, and no leechers leave systems until 
they completed download.  
 
     To evaluate our algorithm, firstly we compute the time 
TrBT and TBT that n leechers total spending to download the 
document using our proposed reliable downloading 
algorithm and using the original downloading algorithm in 
BitTorrent-like systems respectively, and the time TFTP 
means that n leechers total spending to download the 
document using the normal FTP downloading principle, 
such as the traditional distributed systems, non peer-to-peer 
distributed systems, etc.; then we can get the time ratio 
FTPBTBT TTR /  and   respectively 
and evaluate the simulation results. 
FTPrBTrBT TTR / 
 
     We use previous assumption such as the document be X, 
the length be L, it formed by m pieces, the length of pieces 
be an equal value l, the number of the leechers be n, the 
number of the leechers leave the system be p (1İSİQ), 
Ai (a positive integer, 1İiİQ) be the minimum quantity of 
pieces that each of the leecher must have. And we also 
assume that all leechers’ download bandwidths from seeds 
are same, which is BWls; the download bandwidths of all 
leecher to leecher also are same, which is BWll.  
 
     We compute the time ratio TrBT which is used our 
proposed reliable downloading algorithm firstly. We 
separate the entire download process into two parts; the 
first part is the period from the beginning to the seed has 
completed upload, another period called second part is from 
the seed has completed upload to the last leecher has 
completed download.  
 
In the first part, the total length of document to be 
uploaded to all leecherss will be . As we know 
that in the proposed algorithm, Ai = {xk | xkX and i  Ykˈ
k=1, 2,…, m}, i = 1, 2,Ă, n. So if i  Yk, then xk
  Lp u 1
Ai. And 
because Yk is a combination which have n-p-1 members, xk
belong to other (p+1) leechers which are not the members 
of Yk. So xk should be uploaded to (p+1) leechers 
respectively. Therefore, the total length of document to be 
uploaded to all leechers is   Lu1p  . 
 
We can still use the previous example, and we will get 
the following allocated scheme and principle that each 
piece of document will be uploaded to p+1leechers while 
there are p leechers leave the systems.   
 
Y1={1, 2},    x1ę A3, A4, A5 
Y2={1, 3},    x2ę A1, A4, A5 
Y3={1, 4},    x3ę A2, A3, A5 
Y4={1, 5},    x4ę A2, A3, A4
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Y5={2, 3},    x5ę A1, A4, A5 
Y6={2, 4},    x6ę A1, A3, A5
Y7={2, 5},    x7ę A1, A3, A4
Y8={3, 4},    x8ę A1, A2, A5
Y9={3, 5},    x9ę A1, A2, A4
Y10={4, 5},   x10ę A1, A2, A3 
 
So the period of the first part will be
 
1sBW
1 Lp u
.   
 
In the second part, any leecher could download the 
remaining pieces from other leehers synchronously and to 
complete its own downloading. By the proposed algorithm, 
there will be  pieces have been uploaded to 
every leecher. Therefore we can compute the length of the 
remaining pieces L1 as follows. 
¸¸¹
·
¨¨©
§


1
1
pn
n
 
We have L1 =   lpn
n u¸¸¹
·
¨¨©
§


1
1
     =  u /  ¸¸¹
·
¨¨©
§


1
1
pn
n
L ¸¸¹
·
¨¨©
§
 1pn
n
     =   nLp u1  
 
So the period if the second part will 
be   11/)1( BWnLpL u . 
 
Let = , is a positive real number.  sBW1 11BWau a
 
rBTT    
   =    > @ 111 //1/1 BWnLpLBWLp s uu  
   =      > @ 1111 //11/1 BWLnpBWaLp uuu  
   =       > @ 11//1/111// BWLnaannp uu
 
 We know that when p = 0, no leecher leaves the 
systems; we can consider this situation as the original 
BitTorrent-like systems. So  
   11//1/11 BWLnaTBT u  
 
For the FTP systems, all leechers download the whole 
document solely. So 
 
111 /// BWLanBWnLT sFTP u u  
 
Let probability of leecher leaving the systems be c = p/n. 
We can get RrBT and RBT respectively as follows. 
 
FTPrBTrBT TTR /      2//1 nanannac uu  
 
FTPBTBT TTR /    2/ nanan u  
 
Based on above discussions, we can find that the 
downloading time for these three systems (FTP systems, 
original BitTorrent-like systems and the reliable BitTorrent-
like systems) are same while a=n, the proposed reliable 
BitTorrent-like systems can get better performance than the 
original BitTorrent-like systems while n < a, but when n > 
a, the downloading time of our proposed reliable systems 
will be more than the original systems, however, the time 
difference (RrBT - RBT) will be not more than c. In real 
environments, the value of c is very small. Therefore, the 
proposed reliable downloading algorithm can reach higher 
reliability, and only in some situations it can just lose little 
performance. In our simulation, we set the systems’ 
bandwidth ratio a=BW1s/BW11=100, the number of leechers 
is up to 5000 and the probability of leecher leaving the 
systems c = p/n is up to 0.2.  
 
The simulation results of systems are shown as Figure 
1&2. 
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Figure 1. Compare of the time ratio of whole leechers 
completed downloading by using the proposed reliable 
algorithm with the original BT algorithm in different 
number of leechers in BitTorrent-like systems (while the 
number is not more than 100).
   
171
Authorized licensed use limited to: DEAKIN UNIVERSITY LIBRARY. Downloaded on May 11,2010 at 07:06:45 UTC from IEEE Xplore.  Restrictions apply. 
0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
The number of leechers in BitTorrent-like systems
Th
e 
tim
e 
ra
tio
 o
f w
ho
le
 le
ec
he
rs
 c
om
pl
et
ed
 d
ow
nl
oa
di
ng
c=0, the original BT algorithm
c=0.01, the proposed reliable algorithm
c=0.05, the proposed reliable algorithm
c=0.1, the proposed reliable algorithm
c=0.2, the proposed reliable algorithm
  
Figure 2. Compare of the time ratio of whole leechers 
completed downloading by using the proposed reliable 
algorithm with the original BT algorithm in different 
number of leechers in BitTorrent-like systems (while the 
number is not less than 100). 
 
5. Conclusions
 
BitTorrent-like systems have become increasingly 
popular for content distribution and file sharing, and have 
contributed to a large amount of traffic on the internet. 
 
These systems fully use the users’ upload abilities to 
reduce the burden of download. We studied them focus on 
the existing (original) BitTorrent system and found that 
they provide poor service reliability. For example, when the 
seed completes upload and leaves the system suddenly, at 
the same time if there are some leechers (even only one) 
leave the system too, thus there will not be the integrated 
pieces in the system (it is resulted in by LRF policy which 
used in the beginning of download), and then the download 
must be failed. 
 
    Addressing this problem, we proposed in this paper a 
reliable downloading algorithm (redundant distribution 
pieces to neighbors) to solve it. Our preliminary 
simulations have showed that the proposed algorithm works 
well; it not only greatly enhanced the reliability of the 
system, the average download time as the systemic main 
performance evaluation has not the obvious changes. At the 
same time the proposed reliable algorithm emancipates the 
seed, which is not compulsory to stay on the system like in 
original BitTorrent-like systems after it completed upload.  
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