We consider a kinetic equation describing evolution of a particle distribution function in a system with nonlinear wave-particle interactions (trappings into a resonance and nonlinear scatterings).
I. INTRODUCTION
In sufficiently dense plasma (a gas of ionized particles), the energy exchange between particles and the energy transformation (e.g., from kinetic to thermal energy) are controlled by particle collisions, which lead to their momentum exchange [e.g., 1]. Rarefied space plasma systems, however, are collisionless, and hence other kinetic processes control the energy exchange and dissipation within them. Electromagnetic waves generated by one population of particles can travel in space and interact with another one, possibly quite distant, particle population. This interaction effectively connects particles which never physically collide with each other, and results in collisionless momentum exchanges. Therefore, understanding of the thermalization process in collisionless plasma requires a detailed picture of the wave-particle interaction [e.g., 2, 3].
Wave-particle resonant interaction plays a crucial role in the structure and dynamics of various space and laboratory plasma systems. In the near-Earth space environment, this interaction determines structure and dynamics of the collisionless bow shock [e.g., 4 , and references therein], controls solar wind transport across the Earth magnetosphere boundary -magnetopause [e.g., 5, and references therein], participates in magnetic energy release in the magnetotail reconnection [e.g., 6 , and references therein], contributes to field-aligned current dissipation [e.g., 7, and references therein], determines the radiation belt formation and dynamics [e.g., 8 , and references therein], controls charged particle precipitation to aurora [e.g., 9, and references therein] and their acceleration in the aurora region [e.g., 10, and references therein].
The basic concept describing wave-particle interaction is the quasi-linear theory proposed in early 60s [11, 12] , based on the assumption of charged particle stochastic scattering by plasma turbulence with sufficiently broad spectrum. However, as high-resolution wave measurements become available [e.g., [13] [14] [15] [16] [17] [18] [19] [20] , the applicability of quasi-linear theory becomes questionable. Intense coherent waves at the bow shock and in the Earth's magnetosphere can lead to effective momentum exchanges between particle populations and support anomalous plasma transport and energy dissipation. However, their resonant interaction with charged particles is nonlinear and cannot be described by the quasi-linear theory. This problem stimulates the development of new models and theories of wave-particle resonant interactions and their contribution to large-scale plasma system structure and dynamics [e.g., [21] [22] [23] [24] [25] [26] .
One of the perspective models of nonlinear wave-particle interaction consists in generalization of the kinetic equation (generalized Fokker-Planck equation) in order to include effects of particle nonlinear scattering (non-diffusive drift in phase space [see, e.g., 27-29]) and nonlocal transport (large jumps in the phase space due to phase trapping effect [see, e.g., [30] [31] [32] ). The combination of the Hamiltonian theory of perturbations in the resonant systems [33] and the probabilistic approach for describing resonant systems results in such a kinetic equation (generalized Fokker-Planck equation) incorporating non-diffusive effects of nonlinear wave-particle interaction. This equation successfully describes the evolution of charged particle distribution in the different space plasma systems and explains many important effects observed by spacecraft in the near-Earth plasma environment [see, e.g., discussion in [34] [35] [36] . In this paper we investigate general properties of this kinetic equations and its solutions. In Section 2 we demonstrate existence of a unique stationary solution of the kinetic equation, which is a constant solution. In Section 3 we consider a simplified version of the equation and construct its general solution; then we show that for any smooth initial distribution it tends to a constant solution as time tends to infinity. In section 4 we use numerical simulations of the complete equation to test our analytical results derived in Sections 2 and 3. And finally in Section 5 we discuss the paper conclusions.
II. THE KINETIC EQUATION AND ITS PROPERTIES
In [37, 38] (see also [39] ) we have introduced the kinetic equation describing evolution of the distribution function of charged particles in a system with captures (trapping) into a resonance and scatterings on the resonance. The distribution function f depends on the action variable I (a function of the particle energy, see [38] ) and time t. The form of the equation is different at I ≤ I m and I ≥ I m , where I m is a certain value of the action variable:
Here smooth function V (I) has the only maximum at I = I m , is negative at I − < I < I + and zero otherwise. Function D(I) is also smooth and positive at I l < I < I r and zero otherwise; I l < I − < I m < I + < I r . Thus, for every value V 0 of function V (I) (except for 
Changing the integration variable in the second integral ξ → I and using
B. A unique smooth stationary solution: f = const Stationary solutions to (1-2) meet the following equations:
In the ranges I ≤ I − and I ≥ I + we have V (I) = 0. Hence, at these values of I (4) is 
It straightforwardly follows that
where C is a constant. At I = I + we have V (I + ) = 0 and ∂f /∂I| I + = 0. Therefore, in (5) the constant C = 0, and we have From the continuity of f it follows that f = c − also at I ≥ I + . Thus we have proven that the only smooth solution to (4) is f = const.
III. STABILITY OF THE CONSTANT STATIONARY SOLUTION (D = 0)
To demonstrate that the constant stationary solution to (1)- (2) is stable, we consider the case of zero diffusion: D(I) ≡ 0. Doing so we keep in mind that in the systems with trappings into a resonance and scatterings on the resonance one has D V (in dimensionless units; see, e. g., [37, 38] ). On the other hand, the diffusive term normally "plays for" more stability. In the next section we numerically demonstrate validity of the analytical results made at D = 0 in the general case.
Thus we consider equations
Similarly to Section 2, one can prove that equations (7)- (7) possess a unique smooth stationary solution f = const. We are going to prove that a smooth solution to (7)- (7) with initial condition f (0, I) = f 0 (I) tends to a constant as t → ∞.
A. General solution
First, we construct the general solution to equations (7)- (7) on I ∈ (I − , I + ), t ∈ (0, +∞).
Equations (7)- (7) can be considered as quasilinear PDEs. To find general solutions to these equations, we consider ODEs for the characteristic curves of (7)- (7) (see, e. g., [40] ):
The first equality in (8) leads to
where C 1 = const. Hence, the general solution to (7) is
where Q(x) is an arbitrary smooth function.
From the first equality in (9) one finds
where C 2 = const. The second equality can be rewritten as a linear ODE
The corresponding homogeneous equation
has a solution f = C/V , C = const. To find the general solution to (11), we put C = C(I) to find
dη/V (η) we find the general solution to (11):
where P (x) is an arbitrary smooth function.
A solution to (7)- (7) should be continuous at I = I m . Thus, from (10) and (12) we find
where we introduced the notation V m = V (I m ).
Consider a value I 0 of I such that
(In terms of trapping into the resonance it means that a particle trapped at I = Λ(I 0 ) escapes from the resonance at I = I 0 , see [37, 38] .) Using this notation one can write
Now, from (12), (13) , and (14) it is straightforward to obtain
B. Solution with given initial conditions (Cauchy problem)
Introduce notation f 0 (I) = f (0, I). From (10) and (15) at t = 0 we have
Now, we are to prove that formulas (10), (15) together with initial conditions (16) , (17) indeed provide a bounded and smooth solution to equations (7), (7) . In order to do this, we prove that there exists a unique smooth bounded function Q satisfying (16), (17) . At I ≥ I m , function Q(x) is defined by (17) . Introduce new integration variable x instead of ξ:
One has
By its definition, function Λ(ξ) satisfies V (ξ) = V (Λ(ξ)). Differentiating the latter equality
where the prime denotes derivative of the function over its argument. Substituting into (19) ,
where we have introduced the notation
Equation (17) takes the form:
where
At x ≤ 0 function Q(x) is defined in terms f 0 (I), I ≤ I m (see (16) ). Therefore, the integral b(I) 0 g(I, x)Q(x)dx is a known function of I, which we denote as h(I). Hence, Rewrite (25) as
In the first integral in (26) Q(x) is a known bounded function. Hence, this integral converges for any finite value of A (i.e., for any I < I + ). Thus, we can rewrite the equation in the is a contraction (see, e. g., [40] ). Hence, the equation has a unique continuous bounded solution. Smoothness of Q(x) at x < 0 is due to smoothness of the initial condition f 0 (I) at I < I m . Smoothness of Q(x) at x > 0 follows from its boundedness and equation (22) .
Thus, the constructed solution f (t, I) is smooth at I < I m and I > I m . To prove smoothness of f (t, I) at I = I m one can differentiate (10) and (15) with respect to I and find the values of the both derivatives at I → I m . Taking into account that ∂V /∂I = 0 at I = I m it is straightforward to obtain that the both values of ∂f /∂I coincide.
C. Behavior at t → ∞
Now we can study behavior of the constructed solution f (t, I) as t → +∞.
According to the previous subsection, function Q(x) is bounded. Therefore, a finite limit exists: (28) is negative, Q is a known (in terms of f 0 (I), see (16)) bounded function. Taking into account that V (I) → 0 as I → I + and f 0 (I) is bounded, we find from (17) and (28) that Q(x) → −W/V m as x → +∞.
Consider now the limit lim t→∞ f (t, I) at a fixed I = I ± . At I ≤ I m we have
Hence, for I ≥ I m one has
Therefore, at I ≥ I m , we find from (12), (13) that
Thus, we have proved that f (t, I) → const as t → ∞. Therefore, the constant solution to equations (7)- (7) is stable. In the following section we demonstrate that this is also valid for the kinetic equation (1)- (2) with D(I) = 0.
IV. NUMERICAL TESTS
To verify our analytical results and confirm the main conclusion of stability of the stationary solution f = const, we solve Eqs. (1, 2) numerically for a set of initial conditions, f 0 (I). f 0 (I)dI = 1, and I 0 = 0, ±1/2 (this distribution is slightly modified around I = I ± to satisfy the boundary conditions df /dI| I ± = 0). This set of parameters assumes that particles (with f (I, t) distribution) drift toward smaller I and are transported (due to trapping) from negative I to positive I. Therefore, the initial distribution with I 0 = −1/2 peaks within the region where charged particles can be trapped (dV /dI < 0).
The evolution of this distribution includes both drift and transport from the very beginning.
The initial distribution with I 0 = 1/2 peaks within the region where trapping is impossible (dV /dI > 0). This distribution should first drift to the region of I < 0 (where dV /dI < 0), and only then the transport due to trapping can start. The initial distribution with I 0 = 0 peaks at dV /dI = 0. ] The evolution of this distribution should resemble spreading, because the distribution drifts to smaller I (larger |I|) and at the same time some portion of these particles (with I < 0) is transported toward large I.
We consider two sets of solutions: with I a = 1 ( Fig. 1 ) and with I a = 1/ √ 2 ( Fig. 2) .
In the first set of solutions, the distribution f (t, I) changes slowly near the boundary I ± because both V and D vanish there, but eventually this evolution form the flat distribution f ∼ const. In the second set of solutions, the boundary of the I-range of nonlinear drift and trappings is located at I = ±I a where the diffusion is still quite strong (not vanishing). This results in the absence of peculiarities of particle distribution at this boundary: the nonlinear processes (drift and trapping) rapidly form f ∼ const distribution at |I| < I a and then slow diffusion moves boundaries of this distribution toward the system boundary, I = ±1. the I-range where nonlinear wave-particle interaction is possible, the solution f = const is formed much faster than in the I-range where only diffusion affects the particle distribution (see, e.g., Fig. 2 ). In the realistic plasma systems where a value (I + const) plays the role of the particle energy [see, e.g., 38, 43, 44] , distributions f (t, I) have a typical shape of energy spectra, i.e. f decreases as I increase. For such distributions the nonlinear wave-particle interaction within a limited I-range results in formation of a plateau and following evolution of this plateau due to diffusion (see, for example, Fig. 3 ). Such types of distributions with energy-limited plateau are usually observed in the near-Earth plasma systems where nonlinear wave-particle interaction is supposed to be strong [e.g., [45] [46] [47] . Note also that such regions of flattened distribution might be of interest in problems of tailoring barriers in the phase space in laboratory plasmas (c. f., e. g., [48] ).
In conclusion, we have shown that the kinetic equation including effects of nonlinear waveparticle resonant interaction (scattering-induced drift and trappings) has a unique stationary solution f = const. This solution is stable and any solution f (t, I) with smooth initial conditions tends to constant as t → ∞. Using numerical simulations, we have checked that particle diffusion does not influence significantly these conclusions. Obtained results could be useful for analysis of various plasma systems where nonlinear wave-particle interaction plays an important role.
APPENDIX
Function V (I) is proportional to the area bounded by the separatrix loop on the phase portrait of the system near the resonance (see [37] [38] [39] ). The corresponding Hamiltonian (called "pendulum-like" Hamiltonian, see, e. g., [49, 50] ) has the form F = 1 2 g(I)K 2 − A(I) sin ϕ + β(I)ϕ,
where K, ϕ are canonically conjugate variables and I can be considered as a parameter;
g, A, β are functions of I; one may assume that they are positive. (Note that in [39] the variable corresponding to our I is denoted as J). If A(I) > β(I), there is the separatrix on the phase portrait. At I = I ± one has A = β, and the saddle-center bifurcation occurs.
Consider for definiteness I = I + . At I = I + , the separatrix loop disappears at ϕ = 0 (see Fig   4) . Expanding Hamiltonian F near I = I + , ϕ = 0 one obtains in the main approximation 
