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Abstract
Correspondence between quantum field theory on de Sitter and Euclidean de Sitter space is elucidate through an analysis of
massive scalar field theory. We define Euclidean de Sitter fields and establish their relation to the de Sitter fields expanded in
Chernikov–Tagirov modes.
 2003 Elsevier B.V. Open access under CC BY license.The quantum theory in de Sitter space has been of
an increasing interest since the advent of the inflation-
ary cosmology. Nowadays, it still has theoretical and
practical interest (for a review and references see, e.g.,
Refs. [1,2]). There exist enough reason to consider the
de Sitter space as a limiting spacetime for the universe:
the recent astrophysical data [3–5] indicate that the
universe has a small positive curvature.
Although the de Sitter spacetime is symmetric as
Minkowsky spacetime its relativity group admits no
positive-definite operator. Hence, there exist no glob-
ally positive energy in de Sitter spacetime. Due to this
lack of positivity in the de Sitter spacetime, in contrast
to the Minkowsky one, there is no a “preferred vacuum
state”. As was first described in [6] and later discussed
in [7–10], there is a one-complex-parameter family of
possible vacua. For this reason there are many inequiv-
alent quantum theories [11–14] on de Sitter spacetime,
whose Feynman Green functions are different.
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Open access under CC BY license.But on the other hand, as is well known, there is a
unique Green function on an Euclidean de Sitter space.
Hence, it is quite suggestive to ask, which of infinite
number of Green functions in de Sitter spacetime is
obtained as analytic continuation of Green function
in Euclidean de Sitter space. More generally, it is
of interest to explore the correspondence between
quantum field theory on Euclidean de Sitter space
and its Lorentzian counterpart. A number the authors
have already been discussing such relation in a path
integral context [15,16] and an axiomatic framework
[17], however, in this Letter, we provide the canonical
formulation of the correspondence. In this discussion
we shall restrict ourselves to the massive scalar fields.
We define scalar fields in the Euclidean de Sitter
spacetime and show that they lead to de Sitter scalar
fields in the Chernikov–Tagirov vacuum. It turns out
that the de Sitter Fock space for scalar bosons can
be embedded in the Euclidean one. Furthermore the
Euclidean de Sitter scalar field at time zero restricted
to that subspace becomes the de Sitter scalar field at
time-zero.
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4-dimensional Riemannian space of constant positive
curvature (here called Euclidean de Sitter space) may
be realized as the sphere S4
(1)ζ 21 + ζ 22 + · · · + ζ 25 = λ2
embedded in R5 with the inner product
(2)ζ · ζ ′ = ζ1ζ ′1 + ζ2ζ ′2 + · · · + ζ5ζ ′5.
On the hypersurface (1) we use the metric induced
from R5. The geodesic distance d , between points ζ
and ζ ′, is given by
cos
d
λ
= ζ · ζ
′
λ2
.
Henceforth we will set λ= 1.
It is clear from (1) that the isometry group for
Euclidean de Sitter space is SO(5). Every element g
of SO(5) may be presented in the factorized form
(3)g = rω(θ4)r ′,
where r, r ′ ∈ SO(4) and ω(θ4) is a rotation by θ4 in
(4,5)-plane. It is also worth noting that S4 can be
identified with SO(5)/SO(4).
The group SO(5) acts transitively in S4. Every point
ζ of S4 is obtained from
◦
ζ= (0, . . . ,0,1) by some
rotation gζ ∈ SO(5). The Cartan decomposition (3)
is merely telling us that S4 can be parametrized as
follows:
ζ1 = sin θ4 sin θ3 sin θ2 sin θ1,
ζ2 = sin θ4 sin θ3 sin θ2 cosθ1,
ζ3 = sin θ4 sin θ3 cosθ2,
ζ4 = sin θ4 cos θ3,
(4)ζ5 = cosθ4,
where 0 θ1 < 2π , 0 θi < π, i = 1. The coordinate
θ4 is related to the Euclidean time t by
(5)t = π
2
− θ4
so that the metric is
ds2 = dt2 + cos2 t
(6)× [dθ23 + sin2 θ3(dθ22 + sin2 θ2 dθ21 )].
To make the analogy between de Sitter spacetime and
its Euclidean counterpart we will denote ζ by (t,Ω3),where Ω3 = (θ1, θ2, θ3) is a set of angle on the 3-
sphere.
An Euclidean field theory on S4 can be formulated
in step-by-step analogy with the Euclidean field the-
ory on R4 [18,19]. We emphasize that the Euclidean
field theory is unusual in two respects. First the Euclid-
ean fields are completely commutative or anticommu-
tative, as befits the statistics. Second, the Euclidean
field does not satisfy a free-field equation even in the
absence of interactions (or equivalently, the Euclidean
one particle space supports highly reducible represen-
tation of the isometry group).
Let
(7)H−1
(
S4
)= {f ∣∣ (−∆4 +m2)−1/2f ∈L2(S4)}
be the Sobolev space of index −1 on S4, where ∆4 is
the Laplace–Beltrami operator on S4 [20]. In analogy
to flat-space case we choose one-particle Hilbert space
E (1) to be H−1. In other words E (1) is defined as the
Hilbert space of functions on S4 with the inner product
(8)(f, g)=
∑
lK
f ∗lKglK
l(l + 3)+m2 ,
where flK andglK are Fourier components of f and g,
respectively. Recall that, the function f and its Fourier
components flK are related by
f (ζ )=
∑
lK
hlKYlK(ζ ),
flK =
∫
f (ζ )Y ∗lK(ζ ) dζ,
where YlK are eigenfunctions of the Laplace–Beltrami
operator ∆4 on S4, corresponding to the eigenvalue
−l(l + 3), i.e.,
(9)∆4YlK(ζ )=−l(l + 3)YlK(ζ ).
In other words, YlK(ζ ), ζ ∈ S4 are 4-dimensional
harmonics of degree l. They are related to matrix
elements t lK0(g)of irreducible representations of class
one of SO(5) [20]
(10)YlK(ζ )=
√
(2l + 3)(l + 2)(l+ 1)
16π2
t l∗K0(gζ )
=
[
22k1+1(l − k1)!(2l + 3)
π(l + k1 + 2)!
]1/2
(11)× sink1 θ4Ck1+
3
2
l−k1 (cosθ4)YK(Ω3)
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dζ YlK(ζ )Y
∗
lK(ζ
′)= δll′δKK ′,
where dζ is an invariant measure on S4 and K =
(k1, k2, k3), where l  k1  k2  |k3|  0. The num-
bers ki are all integers. Further Ckl are the Gegenbauer
polynomials and YK(Ω3) are 3-dimensional harmon-
ics of degree k1.
Then the Euclidean Fock space for scalar bosons is
defined as
E =C⊕ E (1)⊕ (E (1)⊗s E (1))⊕ · · · .
In standard fashion we introduce boson annihilation
and creation operators AlK and A∗l′K ′ , satisfying the
commutation relations
(12)[AlK,A∗l′K ′]= δll′δKK ′
all other commutators vanishing. We have a unitary
representation of SO(5) on E defined by
(13)U(g)|0〉 = |0〉,
(14)U(g)A∗lKU−1(g)=
∑
K ′
t lK ′K(g)A
∗
lK ′ .
We are now in position to define scalar boson field
Φ(t,Ω3)=
∑
lK
1√
l(l + 3)+m2
(15)× {YlK(ζ )AlK +H.c.}.
According to Eqs. (14) and (15) the scalar fields are
transformed as follows
(16)U(g)Φ(ζ )U−1(g)=Φ(gζ ).
Furthermore, one can show that the fields (15) are
actually commutative, i.e.,
(17)[Φ(ζ ),Φ(ζ ′)]= 0, for all ζ, ζ ′ ∈ S4.
The Greens functions for nontrivial models can be
expressed in terms of these free fields
G(ζ1, ζ2, . . . , ζN )
(18)= 〈0|Φ(ζ1)Φ(ζ2) · · ·Φ(ζN)e
−V [Φ]|0〉
〈0|e−V [Φ]|0〉 ,
where V [Φ] is the action needed to describe the field
interactions. For example, the action for the cubicboson self-interaction model is given by
(19)V [Φ] = '
∫
S4
:Φ3:dζ,
where ' is an interaction constant and : : denotes Wick
ordering.
The Green’s functions in perturbation theory can be
calculated from (18) by using Wick’s theorem as usual
to derive the Feynman rules. The rules for a given
diagram are the standard ones, namely.
(a) For each internal vertex, include a factor (−1)
times whatever coefficients appear with the field
in V [Φ]. For example, each vertex arising from
(19) will contribute a factor (−').
(b) For each line joining ζ to ζ ′, include a factor
〈0|Φ(ζ )Φ(ζ ′)|0〉.
(c) Integrate over the position of each internal vertex.
The problem still remaining is to calculate the two
point Green’s function G(ζ, ζ ′) ≡ 〈0|Φ(ζ )Φ(ζ ′)|0〉.
An elementary calculation gives
(20)G(ζ, ζ ′)=
∑
lK
YlK(ζ )Y
∗
lK(ζ
′)(
l + 32
)2 + β2 ,
where β2 =m2 − 94 . Let us calculate the explicit form
of G(ζ, ζ ′). The summation over K can be performed
with the help of
∑
K
YlK(ζ )Y
∗
lK(ζ
′)= 2l + 3
8π2
C
3
2
l (ζ · ζ ′),
so that the expression (20) reduces to
(21)G(ζ, ζ ′)= 1
8π2
∞∑
l=0
2l + 3(
l + 32
)2 + β2C
3
2
l (ζ · ζ ′).
The sum in (21) may be evaluated as follows. We start
with the formula
C
1
2
α (−x)= sinπα
π
∞∑
l=0
[
1
α − l −
1
α + l + 1
]
(22)×C
1
2
l (x), α ∈C,
which is a simple consequence of the Dougall’s
expansion (see Eq. 3.10(6) of [21]). Here Cνα is the
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Cνα(x)=
,(α + 2ν)
,(α + 1),(2ν)
× F
(
α + 2ν,−α; ν + 1
2
; 1− x
2
)
.
Putting α =− 12 + iβ , differentiating with respect to x
and using
d
dx
Cνα(x)= 2νCν+1α−1(x)
we get
C
3
2
− 32+iβ
(− cosθ)
= sinπ
(− 12 + iβ)
π
(23)×
∞∑
l=0
2l + 3(
l + 32
)2 + β2C
3
2
l (cosθ).
Hence, one has
G(ζ, ζ ′)= 1
8π2
π
sinπ
(− 12 + iβ)C
3
2
− 32+iβ
(−ζ · ζ ′)
= ,
( 3
2 + iβ
)
,
( 3
2 − iβ
)
(4π)2
(24)
× F
(
3
2
+ iβ, 3
2
− iβ;2; 1+ ζ · ζ
′
2
)
.
Having constructed the Euclidean de Sitter fields,
we are now in position to define the correspondence
between these fields and their Lorentzian counterpart.
For this purpose, let us calculate the fields (15) at time
zero. We have
(25)Φ(0,Ω3)=
∑
K
ck1YK(Ω3)aK +H.c.,
where
aK = 1
ck1
∞∑
l=0
1√
(l + 32 )2 + β2
×
[
22k1+1(l − k1)!(2l + 3)
π(l + k1 + 2)!
]1/2
(26)×Ck1+
3
2
l−k1 (0)AlKand
ck1 =
√
π 2k1+
1
2 (−1)k1+1 |,(−α − k1 − 1)|∣∣,(−α−k12 )
∣∣2 .
The operators aK and a∗K satisfy the commutation
relations
(27)[aK,a∗K ′]= δKK ′
all other commutation relations vanishing. The verifi-
cation of (27) is based on the relation
∣∣,(−α − k1 − 1)∣∣2Ck1+ 32α−k1−1(cosθ)
×Ck1+
3
2
α−k1−1(− cosθ ′)
=
∞∑
l=0
2l+ 3(
l + 32
)2 + β2
(l − k1)!
(l + k1 + 2)!
(28)×Ck1+
3
2
l−k1 (cosθ)C
k1+ 32
l−k1 (cosθ
′)
(at θ = θ ′ = π/2) which can be obtained from
Eq. 3.10(8) of Ref. [21] by arguments very similar to
those used in arriving at (23). We thus conclude im-
mediately from Eq. (25) that the Euclidean de Sitter
boson field Φ(t,Ω3) agrees at time zero with de Sit-
ter boson field ϕ(t,Ω3) in the vacuum associated to
Chernikov–Tagirov modes [7,9] (see below), i.e.,
(29)Φ(0,Ω3)= ϕ(0,Ω3).
To proceed, we need to recall some facts on field
theory in de Sitter spacetime.
As is well known, de Sitter spacetime can be
realized as the 4-dimensional hypersurface
(30)x21 + · · · + x24 − x25 = 1
in the 5-dimensional pseudo-Euclidean space R4.1
with the inner product
(31)(x, x ′)= x1x ′1 + · · · + x4x ′4 − x5x ′5.
(We have set the de Sitter radius λ to one.) It is
maximally symmetric with isometry group SO(4,1).
Coordinates (t,Ω3) that cover the whole de Sitter
spacetime, called the global coordinates is introduced
by putting
x1 = cosh t sin θ3 sin θ2 sin θ1,
x2 = cosh t sin θ3 sin θ2 cosθ1,
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x4 = cosh t cosθ3,
(32)x5 = sinh t,
where −∞ < t <∞ 0  θ1 < 2π, and 0  θ2, θ3 <
π . The metric induced from R4.1 is
ds2 =−dt2 + cosh2 t
(33)× [dθ23 + sin2 θ3(dθ22 + sin2 θ2 dθ21 )].
The Euclidean continuation of the global metric (33)
is obtained by setting t →−it .
As was mentioned above, the vacuum in de Sitter
space is not unique, instead, there is the whole family
of possible vacua. Different choices of the modes
give rise to different vacua. The Chernikov–Tagirov
vacuum (also known as the Euclidean [15] or the
Bunch–Daves [1] vacuum) is an example of such a
vacuum. In this vacuum the scalar fields ϕ(t,Ω3) is
given by [7,9]
(34)ϕ(t,Ω3)=
∑
K
yk1(t)YK(Ω3)aK +H.c.,
where the operators aK and a∗K satisfy the commuta-
tion relations (27) and
yk1(t)=
1√
2
∣∣,(−α − k1 − 1)∣∣(z2 − 1)−1/2
(35)
× Pk1+1α (z)
[
e−
iπ
2 k1ϑ(t)+ e iπ2 k1ϑ(−t)]
with z = i sinh t . Here Pkα (z) are Legendre functions
and ϑ(t) is Heaviside function.
To match the Euclidean de Sitter two-point function
(20) to the Schwinger two-point function associated to
free fields ϕ(t,Ω3), we need free de Sitter fields at
imaginary times. For t > 0 we define
(36)ϕˆ(t,Ω3)= ϕ(−it,Ω3)
= 1√
π
∑
K
2k1+
1
2
∣∣,(−α − k1 − 1)∣∣
×,
(
k1 + 32
)
cosk1 t
(37)
× [Ck1+ 32α−k1−1(sin t)YK(Ω3)aK
+Ck1+
3
2
α−k1−1(− sin t)Y ∗K(Ω3)a
†
K
]
,where we have used the well known relation be-
tween Legendre and Gegenbauer functions. Then the
Schwinger two-point function is defined by
(38)S(t,Ω3; t ′,Ω ′3)= 〈0|T ϕˆ(t,Ω3)ϕˆ(t ′,Ω ′3)|0〉,
where T is the antitime-ordering operator, i.e.,
T ϕˆ(t,Ω3)ϕˆ(t ′,Ω ′3)
(39)=
{
ϕˆ(t,Ω3)ϕˆ(t ′,Ω ′3) if t < t ′,
ϕˆ(t ′,Ω ′3)ϕˆ(t,Ω3) if t ′ < t.
Hence
〈0|T ϕˆ(t,Ω3)ϕˆ(t ′,Ω ′3)|0〉
(40)=
∑
lK
YlK(ζ )Y
∗
lK(ζ
′)(
l + 32
)2 + β2
(41)= 〈0|Φ(t,Ω3)Φ(t ′,Ω ′3)|0〉
as we expected. In arriving at (40) we have used (28).
This discussion shows that the quantum scalar
field ϕ corresponding to the Euclidean field Φ is,
of course, the free massive field in the Chernikov–
Tagirov vacuum. With these results in hand, one can
investigate questions related to an interacting scalar
field theory. But the numerical evaluation is much
more complicated than in flat space, although the labor
can be reduced by using an angular momentum space.
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