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Abstract
While text-to-speech has long been centered on the production of an intelligible
message of good quality, interest has recently shifted to the generation of more
natural and expressive speech. This comes as an answer to the widespread criticism
stating that current speech synthesizers lack fundamental human components. This
thesis tackles that issue by considering three fundamental stages of HMM-based
speech synthesis: the phonetic and prosodic annotations of the training corpus and
their automatic alignment with the speech signal.
We first propose a systematic step-by-step study of HMM-based phonetic
alignment in which the models are directly trained on the corpus to align. Based
on a detailed analysis of the errors made by this technique, we developed three
fully-automatic improvement methods which are shown to significantly improve the
alignment of highly variable and expressive corpora.
We then define a two-level prosodic annotation of expressive corpora, describing
accentual patterns and changes in speaking style. The integration of this manual
annotation in the synthesis of sports commentaries positively impacts the naturalness
of the expressivity. We also present an automatic annotator of accentual patterns in
French and show that its integration in synthesis contributes to the naturalness of
the voice.
Finally, our study points out that the choice for phonetic variants in French
is influenced by the speaking style and that their consideration in the synthesis
of sports commentaries improves the naturalness of the message. It indicates that
phonetic changes should be considered, both at training and synthesis stages.
Keywords: HMM-based Speech Synthesis, Expressive Speech, Phonetics,
Prosody, Phonetic Alignment, Speaking Style Adaptation
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GENERAL INTRODUCTION
1.1 General background
Speech is a fantastic means of communication which makes us, humans, so unique.
It plays a crucial role in any man-to-man interaction and fulfills a wide range of
functions, from pure information transfer to the expression of emotions or aﬀect. For
about 50 years now, technology has focused on this very complex form of human
communication, in an attempt to produce and recognize speech sounds. Speech
synthesis, in particular, aims at the pronunciation of an unknown text by a machine.
It forms part of our everyday life and can be found in a wealth of practical appli-
cations, including GPSs, public-space announcements, vocal prostheses, electronic
cards and video games. In 2011, LT-Innovate indicated that the speech technology
and service markets accounted for nearly 6 billion dollars worldwide, with a high
expected growth in the following years. The interest for research in the domain is
therefore striking.
1.1.1 Why synthesizing expressive speech ?
While the interest has long been centered on the production of an intelligible
message of good quality, it has recently shifted to the generation of more natural
and expressive speech. In the last ten years, the attention paid to expressive and
emotional speech has rapidly grown, making it a key current research topic (see
Figure 1.11). One of the first marks of this new interest is found in the 2000 ISCA
Tutorial and Research Workshop (ITRW) which focused on speech and emotion.
Since then, it has been a recurrent topic in international speech conferences. In 2014,
more than 300 scientific papers referred to the notion of expressive/emotional speech
synthesis and 27 contained these terms in their title.
We believe that this sudden rise in the attention paid to expressive speech synthesis
may be explained by the convergence of multiple factors:
• Digital technologies have achieved tremendous improvements in the imitation
of humans by machines. A wide range of functions, previously fulfilled by hu-
mans, have been robotized. On screen, synthesized images have also reached
an extremely high quality, the distinction between synthesized and real images
becoming hard to make. In that framework, synthesized voice is supposed to
display human characteristics. While people are gradually accepting to be in in-
creased contact with machines, they expect them to behave like humans would.
In that sense, the voice should sound natural and express emotions and aﬀect
as normal people do in conversation. In 2006, Campbell pointed out that the
discrepancies that still remained between a synthetic voice and a natural human
voice precluded its large-scale marketing.
• Speech synthesis has achieved, for more than a decade, a very high level of
intelligibility. With the development of unit-selection synthesis (see below),
1Computed on Google Scholar search engine, with the queries : expressive/emotional speech
synthesis/text-to-speech/TTS and speech synthesis/text-to-speech/TTS, respectively.
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Figure 1.1 - Number of scientific papers dealing with expressive speech synthesis or
speech synthesis in general, from 1990 until today (on a logarithmic scale), computed
with Google Scholar.
synthesized speech has also integrated basic neutral prosodic patterns, which
have resulted in high quality neutral reading voice. There is now room for
improvement in terms of naturalness and expressivity of that voice. In fact,
commercialized speech synthesizers are often criticized as unnatural because of
the very high monotony of the voice (Kim et al., 2004). They are said to be not
representative of the way people speak in real life (Campbell, 2006).
• In the last decade, a new synthesis technique based on Hidden Markov Models
(HMM) (Yoshimura et al., 1999; Black et al., 2007; Zen et al., 2009) has grad-
ually been adopted by the research community. One of the major advantages
of this technique is that it allows for an increased degree of flexibility of the
synthesized voice. This obviously facilitates the integration of more complex
intonation patterns in view of expressive speech synthesis.
Numerous applications could benefit from expressive speech synthesis. Montero
et al. (1998) insist on the importance of generating non-monotonous expressive speech
for people using vocal prostheses. Another application mentioned by Burkhardt
and Stegmann (2009) is the creation of believable characters for emotional chat
and gaming. They also highlight the importance of producing naturally-sounding
artificial agents in man-machine applications2. Beller (2010) also emphasizes the
role that expressive speech synthesis could play in the artistic field. Film directors,
dubbing studios or composers should be highly interested in such technologies.
Finally, the recent take-up of audiobooks also triggers a need for an automatic
expressive reading of narrative texts.
2Links to available emotion-aware applications are listed at http://emotionalapplications.
syntheticspeech.de/. Regrettably, the page has not been updated since 2007.
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1.1.2 What is meant by ‘expressive’ speech ?
The notion of expressivity is rather unstable and has been used in a wide range of
contexts to relate to sometimes very diﬀerent concepts. This term usually covers
many facets of speech naturalness, including emphasis, focus, speaking style but
also the expression of emotions and attitudes. Emphasis and focus are directly
related to the notion of stress in French (see Chapter 5) and concern the highlighting
of speech segments. Political speech is often considered as a typical example of
emphatic speech. This also shows the role played by the speaking style (i.e. the
context in which we speak) in that framework. Emotions and attitudes diﬀer in
the fact that they are more centered on the speaker and the interlocutor and less on
the semantic content of the message itself. The distinction between attitudes and
emotions is hard to make and rather controversial in the literature. In the framework
of this thesis, we will consider that attitudes, unlike emotions, do not exist outside
the communication context: a speaker can be in a specific internal emotional state
(e.g. sad or angry) but its attitude will only appear in man-to-man interactions
(e.g. ironic or seducing)3. Studies on emotions in speech are usually based on two
major classification frameworks, i.e. basic/palette emotion theories (Ekman, 1992)
which define a fixed set of basic emotions4 and dimensional theories (Mehrabian
and Russel, 1974; Russell, 1980) which classify emotions according to several axes,
usually arousal and valence.
In the framework of this thesis, we propose our own definition of expressive
speech. Expressivity is described "ex negative", by indicating what it is not (Schuller
et al., 2011). In that perspective, expressive speech is considered as not
"non-expressive", i.e. non neutral (Beller, 2010; Batliner et al., 2010). This
provides an extended meaning which covers all the aforementioned concepts which
largely interact.
In line with these considerations, is regarded as expressive any aspect of speech
that makes it more naturally sounding and suited for a specific communicative
situation other than read non-emotional laboratory speech (that can be seen as a
typical example of what we designate as ‘neutral speech’)5. Expressive speech is
considered to provide information beyond the prepositional content of the uttered
sentences and is seen to be characterized by context-dependent speaking styles, emo-
tions and attitudes and to feature specific prosodic events like emphasis and focus.
This thesis aims at tackling these multiple aspects of expressive speech and empha-
sizes the interest of spontaneous speech in that context, for the reasons detailed below.
3The reader interested in an in-depth discussion of the concepts of emotion and attitude in the
framework of prosody is referred to Rillard (2014).
4In line with this theory, the MPEG4 standard defines 6 basic emotions: anger, disgust, fear,
sadness, joy and surprise.
5The resulting objective of synthesizing expressive speech is therefore to make the message sound
more believable in a specific communicative situation.
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1.1.3 Which are the interconnections between expressive and
spontaneous speech ?
Interestingly, spontaneous speech synthesis is usually regarded as fitting in research
on expressive speech6. We believe that this can be explained by multiple connexions
between both types of speech:
• Spontaneous speech is rarely completely neutral, as pointed out by Campbell
(2006) who indicated that "more than half of the utterances used in daily inter-
action have minimal propositional content and [...] function instead to establish
speaker-listener relationships and to express the speaker’s aﬀective states".
• Spontaneous speech, like expressive speech, can be seen as relevant in the quest
for naturalness, as it is the type of speech we are most used to in everyday com-
munication (Laan, 1997). Perceptual experiments in Dall et al. (2014) pointed
out that sentences pronounced in a spontaneous context were assessed as signifi-
cantly more natural than the exactly same sentences read by the same speakers.
• "Natural" expressivity can only be found in spontaneous speech, expressivity
encountered in read speech being acted. Acted speech has often been criticized
as displaying stereotypical or exaggerated realizations of the expression that
highly diﬀer from real speech (Campbell, 2000; Iida et al., 2000).
In line with these considerations, the core of our research focuses on a specific
application of spontaneous expressive speech synthesis: the synthesis of live
sports commentaries.
1.1.4 What are the major characteristics of spontaneous ex-
pressive speech ?
Spontaneous expressive speech is characterized by both what is said, and how it is
said. In speech synthesis, the text to pronounce is known, and the focus is then on
how to say it7.
Spontaneous expressive speech is mainly characterized by 3 major speech compo-
nents, which are detailed in Chapter 5:
• Phonetics is concerned with the sequence of pronounced speech sounds. In
phonology (linguistic analysis of speech sounds) and speech synthesis, such
speech sounds are specified at the level of linguistically-distinctive speech seg-
ments, called phonemes. Slightly diﬀerent speech sounds may be contextual or
free variants (allophones) of one and the same phoneme. Phonetic modifications
in French include for instance [@] elisions and liaisons, i.e. the pronunciation
6The 7th Speech Synthesis Workshop (SSW7) in 2010, for instance, encouraged publications on
"spontaneous/expressive" speech synthesis.
7This is in opposition to Concept-to-Speech (CTS) synthesis in which the propositional content
of the sentences also needs to be generated by a Natural Language Component (See Chapter 5).
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of a latent final consonant before a vowel or mute ‘h’ 8. Spontaneous speech,
in particular, has been shown to influence pronunciation by triggering a higher
rate of elisions and less realized liaisons (Lucci, 1983; Hansen, 1991; Léon, 1992;
Fougeron and Frauenfelder, 2001).
• Prosody can be defined as "the study of various acoustic parameters as fun-
damental frequency (F0), intensity, duration" (Mounin, 1974). The variation of
these parameters covers multiple phenomena like intonation, accentuation and
phrasing (Taylor, 2009). A wide range of studies have indicated that accentual
patterns in expressive speech diﬀer from neutral speech in terms of stress den-
sity, distribution and realization (Fónagy, 1979; Paeschke et al., 1999; Paeschke
and Sendlmeier, 2000).
• Voice quality is defined as the characteristic auditory coloring of an individual
speaker’s voice (Laver, 1980). It refers to what is commonly known as the
‘timbre’ (e.g. a soft, creaky or breathy voice). Voice quality has sometimes
been regarded as an additional dimension of prosody (Campbell and Mokhtari,
2003) but will be considered as a diﬀerent speech component in the framework
of our research. It has been shown to be complementary to prosody in the
expression of emotions (Hirose et al., 2000) and Gobl and Ní Chasaide (2003).
The three speech components should therefore be considered when synthesizing
spontaneous expressive speech.
1.2 HMM-based speech synthesis
1.2.1 Speech synthesis: A brief history
During the last 40 years, speech synthesis techniques have considerably evolved. The
first widely-marketed technique, formant or rule-based synthesis, appeared in
the 70’s and was implemented in the widespread Klatt synthesizer (Klatt, 1980).
It however suﬀered from a low signal quality, notably because of the complexity to
heuristically model co-articulation, i.e. the transition between phonemes.
More recent techniques have benefited from the apparition of large-size speech
corpora, thereby moving from knowledge-based to data-based approaches. Two
major techniques emerged in the 80’s: unit-concatenation, or diphone synthesis
(Moulines and Charpentier, 1989; Dutoit et al., 1996) and unit-selection synthesis
(Sagisaka et al., 1992; Hunt and Black, 1996). These techniques take advantage of
signal dynamics stored in the units of the database, such as co-articulation, which
clearly improves the speech quality. In concatenation synthesis, sub-word units
(usually diphones) that are stored in a database are concatenated to generate the
required sentence. One sample of each diphone being stored, these samples still need
8It should be noted that this definition is a simplistic reduction of the high complexity of liaison
phenomena in French which can imply more than the pronunciation of a consonant and may require
vowel changes (e.g. un beau séjour versus un bel endroit). For a detailed description of liaisons in
French and the wide range of forms they can take, see Mertens (2005). As further pointed out later
in the thesis, the realization of liaisons depends on a large number of factors and is notably directly
influenced by the syntactic links between the lexical units.
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to be processed to correspond to the expected prosodic features. Conversely, in unit
selection synthesis, the database contains several samples of each unit. At synthesis
time, the most appropriate unit is selected. As each unit is available in a wide range
of prosodic contexts, less modification of the signal is required at synthesis. It is
however impossible to cover the large number of potential prosodic patterns which
means that the ideal unit cannot always be found.
Speech synthesis has thus oscillated between speech signal modeling and the use
of speech data. Signal modeling (e.g. formant synthesis) presents the advantage
of requiring very little space but produces a poorly natural voice. Conversely, the
exploitation of speech databases in the framework of unit-selection speech synthesis
allows for the generation of speech that can sometimes hardly be diﬀerentiated from
a human voice but requires much memory. The last state-of-the-art technique, i.e.
HMM-based speech synthesis (Yoshimura et al., 1999; Black et al., 2007; Zen
et al., 2009), tries to strike a balance, oﬀering a good-quality signal without requiring
a large storage space. It is now widely used in research, even if unit-selection
synthesis is still currently the leader on the market.
1.2.2 Comparing unit-selection and HMM-based speech syn-
thesis
Parametric speech synthesis, usually HMM-based, presents multiple advantages
compared to unit-selection synthesis (see Table 1.1). We briefly outline its major
assets and drawbacks (for more details, see Chapter 5).
Table 1.1 - Comparison between unit-selection and HMM-based speech synthesis.
Unit selection HMM-based
Small footprint X X
Very good quality X (X)
Stability X X
Flexibility X X
HMM-based speech synthesis generates speech from acoustic models learned on
large speech databases, which allows producing a quality voice without storing the
database after the training stage. It requires therefore much less storage space,
which facilitates its integration in embedded systems like smartphones.
However, because the signal has to be generated by a vocoder from its parametric
representation, the overall quality of the speech is known to be a little lower than that
of unit-selection synthesis, the signal being usually described as "buzzy". A wealth
of research has focused on that issue, giving rise to improvements of the vocoder,
such as STRAIGHT (Kawahara et al., 1999; Kawahara and Morise, 2011) or the
Deterministic plus Stochastic Model (Drugman and Dutoit, 2012).
Unlike unit-selection synthesis, HMM-based speech synthesis is known to be more
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stable. Because the generated acoustic parameters are averaged on a large set of
similar units, annotation errors are smoothed out, especially if a large database is
used for training. On the contrary, a single annotation error in unit-selection synthesis
may ruin the naturalness of the synthesized sentence. Besides, unit-selection synthesis
relies on a "hit or miss" strategy; if a phonetic or prosodic context is under-represented
in the database, it may also significantly impair the resulting synthesis. In HMM-
based synthesis, the clustering of acoustically-similar models alleviates that issue.
Finally, HMM-based synthesis presents the additional advantage of being more
flexible. The characteristics of the synthesized speech can be changed by transform-
ing the HMM parameters appropriately (i.e. cepstral coeﬃcients, F0 and duration),
with little signal degradation. The transformation of the parameters can rely on
multiple techniques like adaptation, interpolation, eigenvoice or multiple regression
(Zen et al., 2007a), requiring only a small amount of data. This allows for changing
not only speaker individuality but also speaking style and emotional expression
(Yoshimura et al., 1999). Unlike unit-selection synthesis, the generated speech does
not necessarily resemble the speaking style recorded in the database (Zen et al.,
2007a).
Overall, HMM-based speech synthesis presents the advantage of being highly
flexible while requiring few storage space. This increased flexibility explains its use
in expressive speech synthesis research today and justifies its choice in the framework
of this thesis.
1.3 HMM-based expressive speech synthesis
The need for a more "natural" synthesized voice has quickly given rise to a wealth of
studies on expressive speech synthesis. While many attempts to produce expressive
speech have been carried out with formant (Murray and Arnott, 1995; Montero et al.,
1998), unit-concatenation (Schröder, 2004; Burkhardt, 2005) or unit-selection TTS
systems (Iida et al., 2000; Black, 2003), most current studies rely on HMM-based
text-to-speech because of its increased flexibility.
A detailed state of the art of studies on HMM-based expressive speech synthesis
is discussed in Chapter 5. We here provide a brief summary of the major trends and
their drawbacks.
Besides the basic training on a corpus of a specific emotion called style-dependent
model (Yamagishi et al., 2005), the methods can be classified into three main trends:
1. The use of adaptation techniques: A generic model is trained on neutral
speech (Yamagishi et al., 2004) or an average model is trained on various emo-
tions or speaking styles (Qin et al., 2006; Eyben et al., 2012) and that model is
adapted to a specific type of expressivity.
2. The modification of the tree-based clustering: Additional contextual fea-
tures, related to the various expressive styles, are integrated in the tree-based
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clustering of the models (Yamagishi et al., 2004; Tsuzuki et al., 2004; Yamagishi
et al., 2005; Eyben et al., 2012).
3. Post-processing techniques: F0 and duration values are directly modified
(Hirose et al., 2004, 2005).
In the framework of this thesis, we address three major criticisms to existing
studies:
Criticism 1 Most of the aforementioned studies (with the exception of Eyben et al.
(2012)) use one corpus per basic emotion, read by a professional actor.
This poses in our view two main issues:
– Basic emotions (e.g. happy, sad, angry) may be seen as a simplistic
reduction of the expressive naturalness lacking in speech synthe-
sizers. In line with Campbell (2006), we rather believe that syn-
thesizers should include other types of expressivity such as various
speaking styles, attitudes, or emphatic speech.
– Considering each (stereotypical) emotion in isolation neglects macro
prosodic changes which occur in real speech, as we shift from one
emotion to another, with various degrees of intensity.
Criticism 2 Expressive speech is often exclusively generated via adaptation or train-
ing on corpora with the targeted expressivity, without considering more
local (or accentual) prosodic phenomena which are specific to expressive
speech, such as emphatic stress.
Criticism 3 Most studies focus on modifications at the prosodic and voice quality
levels only and clearly neglect potential phonetic modifications.
The motivations behind these criticisms and how current research has tried to
address them are detailed in Chapter 5.
1.4 Contributions of the thesis
The current PhD research focuses on the improvement of HMM-based expres-
sive speech synthesis in French. To that aim, we postulate that speech synthesis
should benefit from the integration of (i) detailed linguistic analyses of the language
(here French) and (ii) specificities of expressive and spontaneous speech. The field of
natural language processing (NLP), in general, has largely evolved from expert-based
to more data-based approaches. Recent research has been increasingly attempting
to limit expert intervention by assuming that all required information is contained
in the data itself. A notable example of this new trend is Simple4All (Watts et al.,
2013), a large European project initiated in 2011 which proposes a new framework
to train HMM-based synthetic voices, with little or no expert supervision, based
on machine learning techniques only. In this thesis, we try to strike a balance, as
we believe that statistical methods can benefit from linguistic knowledge, while
9
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remaining fully automatic.
To better understand in which components of the synthesizer we will explore
certain modifications, we present in Figure 1.2 the general workflow of an HMM-based
speech synthesizer. Two major stages can be distinguished: the training and the syn-
thesis. At training, a large speech corpus is used to train the models. The front-end,
or Natural Language Processing (NLP) component automatically transforms speech
and its orthographic transcription into a non-ambiguous representation, including
(i) the phonetic transcription, (ii) a description of the linguistic context (which will
serve for the generation of prosodic patterns) and (iii) their time-alignment with
speech. Contextual features typically include the segmentation of the transcription
in syllables, words and rhythmic groups, with associated information like parts of
speech (POS) and stress status. Based on the output of the front-end, the back-end
or Digital Signal Processor (DSP) trains context-dependent HMM-models of each
phoneme. At synthesis, only text is provided to the front-end. A similar linguistic
analysis is carried out, except for the alignment which does not need to be computed
as no sound is provided. From this explicit description, the trained HMM-models are
used to generate speech parameters which will be transformed into a speech signal
by the back-end component.
TRAINING SYNTHESIS 
FRONT&END)(NLP))
Phonemes) Prosody Alignment)
[Beg])[End])Phone)(Prosodic))context))
BACK&END)(DSP))
MODELS 
 
 
 
 
 
FRONT&END)(NLP))
DE
SC
RI
PT
IO
N
)
PR
ED
CI
TI
O
N
)
Phonemes) Prosody 
Phone)(Prosodic))context))
BACK&END)(DSP))
Figure 1.2 - General structure of a HMM-based speech synthesizer. Red frames
indicate the components that are modified in the framework of the current research.
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The current thesis mainly focuses on modifications of the front-end at training by
dealing with:
• The phonetic annotation of the training corpus
• The prosody annotation of the training corpus
• Their time-alignment with the corresponding speech signal
While our evaluation is first based on a manual annotation of the training corpus,
the current research also targets the automatization of the phonetic and prosodic
annotation of the training corpus.
In addition, other stages of the synthesizers are considered in our research:
• We investigate how these modifications of the annotation of the training corpus
can be integrated in the back-end at training.
• As this annotation (with the exception of the alignment) will also need to be
generated at synthesis, our annotation protocol is developed to facilitate the
prediction of the labels for any new text to synthesize. We provide ways to
achieve annotation prediction at synthesis and present preliminary results albeit
this does not constitute the core of our study.
To address the aforementioned criticisms, several strategies are proposed:
Criticism 1 To avoid the use of stereotypical acted emotions (typically one corpus
per emotion), the core of our research focuses on the synthesis of live
sports commentaries. To that end, our corpus presents various advan-
tages compared to corpora used by state-of-the-art studies:
– It is spontaneous9.
– It contains ‘natural’ expressivity, as the speaker was not prompted
which emotion or attitude to produce (Schuller et al., 2011)10. Var-
ious types of expressivity (e.g. emotions, emphatic speech) follow
each other, depending on the state of the speaker, thereby providing
an ideal framework for the study and synthesis of macro-prosodic
changes.
– The corpus was recorded in high quality conditions, which allows
for its use in the training of an HMM-based synthesizer.
In a second stage, our observations are confirmed on other corpora i.e.
audiobooks and conversational speech. While audiobooks are read speech,
they contain a wide range of expressivity variations and are therefore
9Spontaneous is here opposed to read speech. Our corpus however does not fit in Rillard’s
spontaneous category (2014) which he defines as containing productions that are not constrained by
speech laboratory settings.
10It should however be noted that, while sports commentaries are expressive, they may be seen as
much more expressive than ordinary non-professional conversational speech.
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suited for application of prosody modifications. Conversational speech,
on the contrary, displays the major characteristics of spontaneous speech
in which pronunciation changes, in particular, are known to play a key
role. We believe that both these corpora contain interesting features
which should be modeled in view of more natural synthesis
The use of such corpora also poses the question of their automatic align-
ment with the speech signal. We indeed believe that their high degree of
variability may impair their alignment with generic speaker-independent
models of the language, as provided by most available alignment tools.
Criticism 2 To deal with accentual prosodic phenomena, we develop a new prosody
annotation protocol, considering phonological aspects of French and
specificities of expressive speech. The objective is to propose a sim-
ple annotation, easy to integrate in speech synthesis, thereby answering
Wightman’s criticism (2002) who describes prosody in speech synthesis
as a "messy quagmire". This protocol is integrated in speech synthesis
and evaluated through perception tests.
Criticism 3 The role played by phonetic modifications in the naturalness of sponta-
neous expressive speech synthesis is evaluated through perception tests.
Preliminary studies are also carried out to facilitate the prediction of
post-phonetic modifications at synthesis.
Figure 1.3 proposes a graphical overview of the thesis, indicating the chapters
dealing with each level of annotation (at training and/or synthesis) and providing
further information about the corpora exploited for evaluation.
C2 C3 C4 C5 C6 C7 C8 C9 C10 C11
Phonetics ✔ ✔
Prosody/Voice/quality ✔ ✔ ✔ ✔
Alignment ✔ ✔ ✔ ✔
✔ ✔ ✔ ✔ ✔ ✔
SYNTHESIS/ NA NA NA ✔ ✔ ✔
✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔
✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ (✔)
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Annotation/level
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Figure 1.3 - Table of the structure of the thesis, indicating the levels of annotation
considered (at training and/or synthesis) and the type corpus used for the evaluation.
NA = not applicable.
In relation to the three aforementioned annotation levels (i.e. phonetic annotation,
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prosody annotation11 and their alignment with speech), three major hypotheses are
formulated. These hypotheses and related research questions (RQ) are listed below,
with an indication of the chapters (C) dealing with them.
Hypothesis 1. The automatic alignment of (spontaneous) expressive cor-
pora by generic HMM models of the language poses alignment problems
and could be automatically improved
RQ 1. Does training the models directly on the corpus to align C1
improve the results ?
RQ 2. From the analysis of the typical alignment errors, is it possible C2
to develop automatic improvement methods ?
RQ 3. Does the quality of the alignment significantly impact the C10
resulting synthesis ?
Hypothesis 2. The integration of a prosody annotation considering
phonological aspects of French and specificities of expressive speech
should enhance HMM-based expressive speech synthesis in French
RQ 4. How many annotation levels should be defined, C5, C6
associated with which level of linguistic segmentation
(e.g. phoneme, syllable, word, rhythmic group) ?
RQ 5. How should this annotation be integrated in the DSP ? C5
RQ 6. Is it possible to automatize the prosody annotation C7, C9
of the training corpus ?
RQ 7. Would that annotation be easily predictable for new C7, C9
sentences to synthesize ?
RQ 8. Would this protocol be generalizable to diﬀerent C9
types of expressive speech ?
Hypothesis 3. The consideration of phonetic modification phenomena in
the annotation of the training corpus and for new sentences to synthesize
should improve the naturalness of HMM-based spontaneous expressive
speech synthesis
11It should be noted that integrating prosodic and phonetic modifications indirectly adapts voice
quality features too, as voice quality features, F0 and duration are modeled in a unified framework
in HMM-based speech synthesis.
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RQ 9. Can specific phonotactic phenomena be associated C8, C10
with expressive and spontaneous speech ?
RQ. 10 Which modifications most improve the resulting C8
expressive speech synthesis ?
RQ 11. Is the correct phonetization of the training corpus C10
still important if the same phonetization errors
are made at synthesis ?
The main objectives of the current research are :
• To test the aforementioned hypotheses and answer the related research ques-
tions. For each practical chapter, an evaluation of the results is provided, either
through objective comparisons with manual annotation (for speech alignment)
or through subjective perceptual assessment of the resulting synthesis (for the
integration of phonetic and prosody annotation).
• To develop tools allowing for HMM-based expressive speech synthesis in French.
These tools are made available online to facilitate research on the topic, and
consist in a language-independent speech aligner (Train&Align) and a front-end
for HMM-based expressive and spontaneous speech synthesis in French (eLite-
HTS). These tools are detailed in Chapters 4 and 5, respectively.
1.5 Structure of the thesis
The thesis is structured as follows:
• Part I focuses on the first hypothesis, i.e. the automatic phonetic alignment
of expressive corpora.
We show that existing tools, which provide the user with pre-trained speaker in-
dependent models of the language, perform poorly on (spontaneous) expressive
corpora. We also point at their major drawback i.e. the fact that they oﬀer a
limited number of models, and that some corpora in rare languages cannot be
aligned because no corresponding model is provided. We point out that both
issues may be alleviated by training new models directly on the corpus to align.
This technique is developed and evaluated in Chapter 2, relying on a database
of 15 corpora varying in size, language and speaking style. An in-depth analysis
of the typical alignment errors made by this algorithm is also carried out.
Based on this analysis, we propose in Chapter 3 three improvement meth-
ods that are fully automatic and do not require the use of manually-annotated
data. A widely-known technique, i.e. the augmentation of the feature vectors,
is explored. Two innovative methods are also developed: the use of a voice
activity detection (VAD) algorithm to better initialize the silence models and
the computation of average boundaries based on the alignment of the reversed
sound.
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Chapter 4 closes this first part by describing a new alignment tool we have
developed, based on the technique detailed in Chapter 2: Train&Align. That
tool is available online and is now used by several research centers at the inter-
national scale.
• Part II investigates the second and third hypotheses, i.e. the potential improve-
ment of prosodic and phonetic generation in HMM-based spontaneous expressive
speech synthesis.
An introduction to expressive speech synthesis is provided in Chapter 5. It
oﬀers a theoretical background on phonetics, prosodic models, and their integra-
tion in speech synthesis. A detailed state of the art of expressive HMM-based
expressive speech synthesis is also provided. In addition, the chapter presents
two main resources that were partly developed in the framework of the thesis
and will be used throughout Part II (and III): a front-end for French and a
corpus of sports commentaries (Sportic).
Regarding prosody, a two-level annotation protocol is proposed in Chapter 6.
A local tier relates to accentual phenomena and is linked to the syllable level.
A global prosody annotation classifies speech segments into distinct sub-genres,
or speaking styles, defined in terms of valence and arousal. That annotation is
integrated in the framework of speech synthesis of sports commentaries. The
chapter oﬀers an analysis of the annotation protocol and the evaluation of the
resulting synthesis.
The accentual prosody annotation is further investigated in Chapter 7. Specif-
ically, it is explored whether the various acoustic realizations of emphatic stress
should be explicitly distinguished in the annotation or whether the annotation
of emphasis with a single label does not impair the resulting synthesis.
Chapter 8 provides preliminary studies on how to predict the two-tier prosody
annotation from sound and text (at training stage) or from text only (at synthe-
sis stage). As manually annotating is a time-consuming task, several automatic
approaches are investigated. The main objective of this chapter lies in the au-
tomatic annotation of the training corpus with global prosodic labels, based on
classification methods. The possibility of exploiting that automatic annotation
to correct the manual annotation is also explored.
Finally, Chapter 9 concentrates on phonetic issues and proposes a detailed
analysis of phonetic changes influenced by 3 binary ‘traits’ characterizing the
situation of communication, i.e. spontaneous/read, expressive/neutral and me-
dia/non media. It also assesses the role played by phonetic variation in the
naturalness of the resulting synthesized voice. The relative impact exerted by
the diﬀerent phonotactic phenomena on spontaneous expressive speech synthesis
is further explored.
• Part III analyses the possible generalization of the observations made in Part
II to other corpora containing other types of expressive data (e.g. audiobooks
and conversational speech) and other languages. This part benefits from various
collaborations with international experts we have met during the PhD.
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Chapter 10 presents a method to automatically annotate local prosodic fea-
tures on any corpus in French. Based on an autosegmental approach of prosody,
we propose to combine the output of existing automatic annotators (i.e. promi-
nence detector, tonal annotator and synthesis front-end) to produce a high
quality annotation of accentual patterns in French. The integration of this
annotation in HMM-based speech synthesis of audiobooks is assessed through
perception tests.
Chapter 11 focuses on phonetic changes in the framework of spontaneous
speech synthesis. The first part of the chapter proposes an in-depth analysis of
the impact exerted by various linguistic and extralinguistic factors on phonetic
variation in French. This should provide a preliminary theoretical background
for the design of post-phonetic rewrite rules for spontaneous speech synthe-
sis. The second part relies on a parallel corpus (read/spontaneous) in English.
It investigates the widely accepted consistency assumption, which states that
phonetization errors in the training corpus should not impair the resulting syn-
thesis if the same errors are made at synthesis. This assumption is questioned
in the framework of spontaneous speech synthesis, in which we show that large
discrepancies are found between the automatic phonetization of the corpus and
its real pronunciation.
Finally, Chapter 12 concludes the thesis and presents some perspectives.
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This first part of the thesis deals with the automatic phonetic alignment of speech
sounds with their corresponding phonetic transcription. As pointed out in the in-
troduction, this constitutes one of the major outputs of the synthesis front-end at
training stage, when annotating the training corpus. The most commonly used align-
ment procedure relies on the modeling of speech with hidden Markov models. It is
referred to as HMM-based forced alignment. Most available alignment tools provide
the user with HMM-based speaker-independent models of the language, trained on
large multi-speaker databases. These models are supposed to oﬀer an overall repre-
sentation of the language that is not specific to one speaker or speaking style and can
be used to align any new corpus. In the framework of our thesis, we question the
performance of such generic models on highly variable speech, be it expressive and/or
spontaneous.
In Chapter 2, we compare this technique with a widely-used method in which the
models are directly trained on the corpus to align, to improve the agreement between
training and alignment stages. This technique oﬀers the additional advantage of
being applicable to any language and speaking style without the need for a large
or manually-annotated database. Through a systematic step-by-step study, the role
played by various training parameters (e.g. models configuration, size and overlap
of the speech frames and number of training iterations) on the alignment accuracy
is assessed on a large database of 15 corpora varying is size, language (some being
under-resourced) and speaking style.
Based on an in-depth analysis of the typical errors made by this technique, we
develop in Chapter 3 three fully-automatic improvement methods which do not
require the use of manually-aligned data. Besides the use of supplementary acoustic
features, we propose two innovative techniques: (i) an initialization of the silence
model based on a Voice Activity Detection (VAD) algorithm and (ii) a consideration
of the forced alignment of the time-reversed sound. These methods are developed and
evaluated on our database.
Finally, we present in Chapter 4 an alignment tool that we have developed,
called Train&Align, which is based on the method described in Chapter 2. It makes
it possible to align any new corpus in any language, provided that the sound and
its phonetic transcription are provided. An illustrated presentation of the tool is
given, along with a detailed description of its functionalities. Train&Align is available
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online and should be useful to the research community. It is currently used by several
research laboratories at the international scale.
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Abstract
Speech segmentation refers to the problem of determining the phoneme
boundaries from an acoustic recording of an utterance together with its
orthographic transcription. Several automatic phonetic alignment tools
have been proposed in the literature. They usually rely on pre-trained
speaker-independent HMM models to align new corpora. Their draw-
back is that they cover a very limited number of languages and might
not perform properly for diﬀerent speaking styles (e.g. spontaneous or
expressive). This chapter focuses on a particular case of Hidden Markov
Model (HMM)-based forced alignment in which the models are directly
trained on the corpus to align. The obvious advantage of this technique
is that it is applicable to any language or speaking style and does not
require manually-aligned data. Through a systematic step-by-step study,
the role played by various training parameters (e.g. models configura-
tion, number of training iterations) on the alignment accuracy is assessed.
The evaluation is carried out on 12 corpora of diﬀerent sizes, languages
(some being under-resourced) and speaking styles. Comparisons indicate
that this technique provides as good or better results than using speaker-
independent models of the language. The study also points out that even
a small neutral corpus of a few minutes can be exploited to train a model
that will provide high-quality alignment. Yet, the alignment rates obtained
for some expressive corpora or corpora in under-resourced languages are
rather low. To alleviate such issues, a manually-aligned part of the corpus
can also be used as bootstrap to improve the model quality. A significant
improvement of the alignment performance was found when using only
10 seconds of bootstrapping data, especially for the expressive corpus in
which an increase of about 30 % (with a 20 ms tolerance threshold) was
achieved.
This chapter is based upon the following publications:
• Sandrine Brognaux, Sophie Roekhaut, Thomas Drugman & Richard Beau-
fort. (2012). Automatic Phone Alignment. A Comparison between Speaker-
Independent Models and Models Trained on the Corpus to Align. Lecture Notes
in Computer Science, 7614, 300-311.
• Sandrine Brognaux, Sophie Roekhaut, Thomas Drugman & Richard Beaufort.
(2012). Train&Align: A New Online Tool for Automatic Phonetic Alignment.
IEEE Spoken Language Technology Workshop (SLT), Miami (USA).
• Sandrine Brognaux, Sophie Roekhaut, Thomas Drugman & Richard Beaufort
(2014). Train&Align: Un outil d’alignement phonétique automatique disponible
en ligne. Journées d’étude de la parole (JEP), Le Mans (France).
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• Sandrine Brognaux & Thomas Drugman. (2015). HMM-based Speech Segmen-
tation: Improvement of Fully Automatic Approaches, Accepted for publication
in the IEEE Transactions on Audio, Speech and Language Processing.
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oﬀered their corpora for this study.
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2.1 Introduction and context
Large speech corpora play a major role both in linguistic research and speech
technologies. A peculiarity of the use of such data is that the sound is rarely studied
alone (Dister and Simon, 2008). Orthographic and phonetic transcriptions of the
audio files are usually required. Phonemes, in particular, should be time-aligned
with the sound. A precise correspondence between the sound and specific speech
segments is essential to allow for prosodic or phonetic analyses. The alignment pre-
cision of corpora used to train speech synthesizers or recognizers also determines the
quality of the resulting systems (Hunt and Black, 1996; Zen et al., 2009; Jelinek, 1997).
Many alignment tools oﬀer the possibility to define various transcription levels
(e.g. WaveSurfer (Sjölander and Beskow, 2000), Praat (Boersma, 2001) and ELan
(Wittenburg et al., 2006)). These can then be manually aligned with the sound (see
Figure 2.1). However, such a task exhibits two major drawbacks. First it is time-
consuming, requiring 130 (Kawai and Toda, 2004) to 800 (Schiel et al., 1998) times
the sound duration. For corpora of several hours as used in speech technologies, the
resulting manual annotation time would become prohibitive, which is economically
impracticable. A second issue lies in the consistency of the alignment, especially
if several annotators work on a same corpus. Even with trained phoneticians, high
consistency is rarely achieved when several annotators collaborate (Ljolje et al., 1997).
Figure 2.1 - Example of aligned sound transcription in Praat.
To alleviate these issues, automatic alignment tools have been developed (e.g.
The Aligner (Wightman and Talkin, 1997), nAlign (Sjölander, 2003), P2FA (Yuan
and Liberman, 2008), SPRAAK (Demuynck et al., 2008), IrcamAlign (Lanchantin
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et al., 2008), SailAlign1 (Katsamanis et al., 2011), EasyAlign (Goldman, 2011) and
SPPAS (Bigi and Hirst, 2012))2. They oﬀer a consistent and reproducible alignment
at reduced cost. The task they perform is known as ‘linguistically constrained
segmentation’ or ‘forced alignment’. The phonetization of the text (possibly with
phonetic variants, see Bigi and Hirst (2012)) is supposed to be known and only the
time boundaries of the phonemes have to be determined. For this purpose, acoustic
modeling based on Hidden Markov Models (HMMs), relying on speech recognition
techniques, has been shown to achieve the best results (Adell et al., 2005; van Niekerk
and Barnard, 2009).
Most existing alignment tools provide the user with pre-trained speaker-
independent HMMs of several languages, trained on large multi-speaker databases.
These models account for an overall realization of the language which is not specific
to one speaker or speaking style. The set of provided models being limited, only a
reduced set of languages can be aligned (see Table 2.1). Furthermore, the models
highly depend upon the training corpus. As shown in the next sections of this chap-
ter, these models may produce low-quality alignment of expressive or spontaneous
corpora when they are trained on neutral read speech. Some phonemes may also
be improperly aligned if they are under-represented in the training corpus (as for
semi-vowels in Goldman and Schwab (2011)).
Table 2.1 - Languages covered by various existing tools for automatic phonetic align-
ment.
Tool Language
EasyAlign French, Spanish, Portuguese, Taiwan Min
SPPAS French, English, Italian, Chinese
P2FA American English
SailAlign American English
SPRAAK Northern and Southern Dutch
IrcamAlign French and English
nAlign Swedish
The Aligner American English
A possible way to solve these issues is to train the models directly on the corpus
to align, thereby providing a better agreement between the training and alignment
stages. This technique exhibits the advantage of applying to any language or
speaking style without the need for manually-aligned data. Besides, training the
models on the speaker to align was proven to be highly profitable in speech recog-
nition (Leggetter and Woodland, 1995). It also addresses the widespread criticism
stating that HMM-based alignment tends to be language specific and requires a
1SailAlign (Katsamanis et al., 2011) proposes a particular technique relying on speech recognition
to alleviate issues due to imprecise transcriptions. It also proposes to adapt the model on the corpus
to align which reduces the mismatch between training and alignment data.
2HTK (Young et al., 2000) and Kaldi (Povey et al., 2011) are speech recognition toolkits which
also provide methods to perform automatic phonetic alignment
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high amount of training data (Van Santen and Sproat, 1999; Scharenborg et al., 2010).
The aim of this chapter is to investigate the quality of such alignments. This is
done in comparison with the use of available speaker-independent models provided
by recent alignment tools. It focuses on the evaluation of the alignment when
modifying various training settings: context-dependent models, number of training
iterations, size and overlap of the speech frames and corpus size. Finally, it proposes
a detailed analysis of typical errors found in the automatic alignment that will serve
as a basis to develop refinements of the conventional HMM-based alignment in the
next chapter. Our study oﬀers the advantage to be based on a large database, made
of 15 corpora in French, English and rather under-resourced languages such as Faroe
or Gaelic. Our database also contains a wide range of speaking styles (e.g. read vs.
spontaneous speech, neutral vs. expressive speech).
It should be noted that our study does not address two well-known challenges
of speech alignment, i.e. the processing of long speech files and the use of imper-
fect sound transcriptions. The evaluation is here performed on clean speech, with
manually-verified phonetic transcriptions, as used for speech synthesis purposes.
Regarding the use of long audio segments, various solutions have been brought
up by Goldman (2011); Moreno et al. (1998) and Prahallad et al. (2007). Goldman
(2011) proposes to segment utterances in a preliminary step based on the punctuation
marks in the transcription and a pause detection tool. Moreno et al. (1998) presents
an iterative method that makes use of speech recognition to map text sequences with
speech segments. This method was integrated in SailAlign (Katsamanis et al., 2011).
Prahallad et al. (2007) propose modifications of the standard forced alignment to
work on pre-segmented speech data blocks of 30 seconds and sequences of maximum
125 words.
Several studies have also focused on the alignment of speech corpora with imprecise
transcriptions (e.g. Braunschweiler et al. (2010); Moreno and Alberti (2009)). In
Moreno and Alberti (2009) it is proposed to make use of a factor automaton to
represent all substrings from a string. It is trained on the transcripts and encodes a
highly constrained language model. This model allows for modeling of word deletions
and substitutions. Braunschweiler et al. (2010) propose to simply discard sentences
for which the recognized transcription diﬀers from the text book.
More recently, Stan et al. (2016) also proposed to tackle these two issues with
the aim of automatically producing corpus alignment of any language without the
need for expert knowledge. They oﬀer a good overview of the state of the art. They
however focused on sentence alignment only.
The chapter is organized as follows. Section 2.2 proposes an overview of the state
of the art of existing alignment techniques. Our development protocol is presented
in Section 2.3. Section 2.4 provides a detailed description of our method based on
training on the target corpus to align. Results of our experiments are then shown in
Section 2.5, providing an assessment of the proposed approach as well as a comparative
evaluation with state of the art techniques based on speaker-independent models.
Typical alignment errors made by this automatic technique are detailed in Section
26
2.2 HMM-based phonetic alignment: State of the art
2.6. Finally, Section 2.7 concludes and discusses further work.
2.2 HMM-based phonetic alignment: State of the
art
Several techniques have been proposed to automatically provide the segmentation
of speech files. Among these, we can essentially distinguish between methods based
on Dynamic Time Warping (DTW) algorithms (e.g. Wagner (1981); Malfrère and
Dutoit (1997)) and those using HMMs, alone (e.g. Brugnara et al. (1993); Sjölander
(2003); Toledano and Gómez (2002)) or in combination with artificial neural networks
(ANN) (e.g. Hosom (2002); Deroo et al. (2003)). DTW-based alignment, presented
by Malfrère and Dutoit (1997), relies on speech synthesis techniques. It synthesizes
the speech from the phonetic transcription. Subsequently, it attempts to align the
generated speech signal with the original sound. This allows one to determine the
position of the phoneme boundaries.
Conversely, HMM-based approaches make use of speech recognition paradigms.
Additional methods also include the use of acoustic rate of change or discontinuity of
the signal (Brandt, 1983; Scharenborg et al., 2010). These latter techniques are said
to be unsupervised as they rely on the sound only and do not require any phonetic
transcription. They automatically identify potential phoneme boundaries based on
acoustic features. Their main drawback is that they usually either over or under-
detect the number of phonemes, which makes it hard, in a second stage, to map the
segments to linguistic units.
While DTW algorithms were shown to provide acceptable results (Malfrère and
Dutoit, 1997), HMM-based acoustic modeling has been pointed out as being the most
reliable technique for automatic phonetic alignment (Adell et al., 2005; van Niekerk
and Barnard, 2009; Paulo and Oliveira, 2004). It is currently the most widely-used
technique for forced alignment. The interested reader is referred to Hosom (2000) for
an insightful review on automatic speech segmentation.
HMM-based forced alignment uses methods derived from speech recognition. It
is ‘linguistically constrained’, which means that the transcription of the sound files
is required as input. This transcription may contain phonetic variants, the most
likely being selected during the alignment stage (Wightman and Talkin, 1997; Bigi
and Hirst, 2012). The global working of HMM-based phonetic alignment can be
subdivided in two stages: training and alignment (see Figure 2.2).
In both stages, the sound is first parametrized. Feature vectors are extracted on
frames of the signal for which a size and a target rate are defined (see Figure 2.3).
A finite number of values are extracted for each small slice of the signal (generally
around 10 ms). These parameters, typically Mel Frequency Cepstral Coeﬃcients
(MFCC), are representative of the configuration of the vocal tract when the sound
was produced. They should provide a most accurate representation of the signal.
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Figure 2.2 - Schematic representation of HMM-based forced alignment.
!
Figure 2.3 - Message encoding (Young et al., 2000).
The training stage allows for the building of context-(in)dependent3 HMMs of
each phoneme. Two diﬀerent initialization stages are proposed, depending upon the
provided phonetic transcription.
If some part or the whole transcription is time-aligned (referred to as bootstrap),
the manually-aligned corpus is exploited to improve the initialization stage. An iter-
ative procedure determines the value of the parameters. In a first stage, the training
data is uniformly segmented. Each model is matched with the corresponding data
segments and the means and variances are estimated. In the second and successive
stages, this segmentation is replaced by a Viterbi alignment (Forney, 1973). The ini-
3Through the use of monophones, triphones or tied-state triphones as detailed below.
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tial parameter values computed by Viterbi are then further re-estimated by a Baum-
Welch procedure (Baum et al., 1970). Baum-Welch makes use of the well-known
expectation-maximization (EM) algorithm to find the parameter values, based on a
max-likelihood criterion.
Conversely, if no manually-aligned part of the corpus is available, the phonetic
transcription is first uniformly aligned with the sound, with a so-called ‘flat-start
initialization’. In that case, all states of all models are initialized as equal (see Figure
2.4).
!
Figure 2.4 - HCompV command for flat start initialization (Young et al., 2000).
In the alignment stage, the models are used to align a corpus (possibly identical
to the training corpus) with the Viterbi algorithm, which provides the best path
among the network of possible transitions (see Figure 2.5). For a detailed description
of training and alignment formulae, see Young et al. (2000). The Hidden Markov
Model Toolkit (HTK) (Young et al., 2000) provides an implementation of HMM
and methods for speech recognition. Most existing alignment tools and studies
(Goldman, 2011; Yuan and Liberman, 2008; Bigi and Hirst, 2012; Kawai and Toda,
2004; Cangemi et al., 2011) are based on this toolkit or similar toolkits like Julius
(Lee et al., 2001). Our study also relies on HTK.
Most studies in the literature have investigated the alignment obtained when
training the models on a large database and using these language-dependent models
to align other corpora (Chen et al., 2004b; Wightman and Talkin, 1997; Goldman,
2011; Bigi and Hirst, 2012; Cangemi et al., 2011). Depending upon the study, the
training stage relies on aligned or non-aligned data. Chen et al. (2004b) oﬀers an
insightful comparison of the alignment rates when using various available speaker-
independent models. The performance of speaker-dependent models was analyzed in
Kawai and Toda (2004) and Charonnat et al. (2008). In both studies, however, the
model is trained on aligned data of one speaker and used to align some other part
of a corpus of the same speaker. Similar tests are performed by Sjölander (2001)
who trains the models on some aligned-part of the multi-speaker Waxholm test set
(Bertenstam et al., 1995) and tests on another part of the corpus. This improves the
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!
Figure 2.5 - Graphical representation of the Viterbi algorithm (Young et al., 2000).
quality of the alignment because of a better agreement between the model and the
corpus to align. However, it requires some part of the corpus to be manually-aligned.
This is time-consuming, and hence costly.
While training directly on the corpus to align alleviates the need for large
transcribed corpora of the language, the performance of this method has been the
topic of very few studies (see van Niekerk and Barnard (2009); Ljolje et al. (1997)).
In van Niekerk and Barnard (2009), the use of this method for under-resourced
languages was investigated. However, it was not compared with the results obtained
when aligning the same corpus with existing speaker-independent models. This
method was also shown to provide interesting results for English corpora (Ljolje
et al., 1997) but no evaluation was made in that study of the obvious role played by
the size of the corpus. Moreover, the alignment rates were not compared to results
achieved when using available models of the language trained on large amounts of
data.
This chapter helps to provide answers to these questions. Specifically, it investi-
gates the performances of the widespread alignment procedure in which the models
are directly trained on the corpus to align. Multiple parameters are considered in the
development of our method which is then evaluated on a large database of 12 cor-
pora varying in size, speaking style and language (some being under-resourced). The
alignment rates are compared to those obtained with existing speaker-independent
models of the language. The performances of the aligner are assessed on expressive
and spontaneous speech, in particular, which display greater variation and constitute
key corpora in the framework of our thesis.
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Table 2.2 - Development data set features.
Corpus Language Speaking style Duration
(minutes)
Will (Creature) English Read/Expressive 13
Antoine (Sad) French Read/Expressive 12
Margaux (Happy) French Read/Expressive 12
2.3 Development protocol
Our study first proposes a development stage, which provides an in-depth description
of our method and focuses on the tuning of its parameters. To that end, a development
database made up of 3 corpora varying in language and speaking style is used. The
developed method is then evaluated on a larger database in Section 2.5.
2.3.1 Development database
The proposed technique is developed on clean and read speech, as used for speech
synthesis purposes. Our development set is presented in Table 2.2. It is made of 3
corpora, kindly provided by Acapela Group SA, and sampled at 22050 Hz. Each
corpus has a total duration (silences included) of 12 or 13 minutes and contains 131 to
200 speech files. The aim is to try to cover various features of speech: diﬀerent types
of expressivity and speaking style (sad, happy and little creature, a monster-like
voice), two languages (English and French) and three diﬀerent speakers (of both
genders). The phonetic transcriptions were checked and manually aligned with the
sound. The French and English corpora are respectively annotated with 39 and 56
phonetic symbols.
2.3.2 Evaluation metrics
The evaluation of the methods is based on the comparison between the automatic
and the manual segmentation. In this chapter, the results are presented relying on
the boundary-based measure (Adell et al., 2005; Goldman and Schwab, 2011), also
referred to as the “percent agreement” (Hosom, 2002), which is used in most studies.
It computes the percentage of boundaries that are correct, with a certain tolerance
threshold ranging from 10 to 40 ms. This measure will be referred to as the correct
alignment rate in the remainder of the thesis.
We make use of an additional measure to assess the alignment quality: the relative
improvement over the baseline Train&Align, as described in Section 2.4. The so-called
relative improvement is here defined as the relative reduction of the alignment error
rate at a certain tolerance threshold. Denoting ER(x) the error rate made by method
x, using a given tolerance threshold (varying from 10 to 40 ms), the second metric is
called the relative improvement of method x over technique y and is defined as:
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Rel_Imp(x, y) =
ER(x)  ER(y)
ER(x)
(2.1)
Rel_Imp(x,y) is then positive if y outperforms x, while negative values indicate
a degradation of the alignment performance. This measure is also used by Hosom
(2009).
It should be noted that several studies have pointed out the high degree of
inter-rater disagreement, with sometimes large discrepancies between human-made
alignments (Wesenick and Kipp, 1996). Generally, results are provided within a
certain tolerance threshold on the timing error. Usually, 20ms constitutes a limit
above which the inter-annotator agreement rate is fairly high. Using this threshold,
Goldman (2011) reported inter-annotator rates of about 81 % and 79 % for the
alignment of a French and of an English corpus respectively. Rates between 88 % and
90 % were obtained on an Italian corpus in Cosi et al. (1991). On the TIMIT corpus,
93.5 % agreement were obtained (Hosom, 2009). In Pitt et al. (2005), the average
distance between boundaries of human annotators was shown to be 16 ms. A value of
20 ms is also considered as an acceptable limit for speech synthesis purposes (Adell
et al., 2005). Throughout our experiments, we provide the performance measures
using thresholds of 20 and 40 ms (errors exceeding 40 ms can be seen as gross errors).
2.4 Description of our method: Train&Align
The experiments in this chapter make use of the standard HMM-based alignment as
described in Section 2.2. The only special characteristic of our technique is that the
models are directly trained on the corpus to align. This method, called Train&Align
(T&A), was further developed into a tool freely available online4, presented in
Chapter 4. Its specific implementation, along with the tuning of its parameters, is
further described in the next paragraphs.
As input, the method only requires the speech signal and its phonetic transcrip-
tion5; no manually-aligned part of the corpus is needed. In a first stage, the entire
(unaligned) corpus to align and its phonetic transcription are used to train a new
language model. The correct phonetization of the sound (as determined by a human
annotator) is provided, with no variant. Acoustic vectors are made of 39 features,
i.e. 12 Mel-Frequency Cesptral Coeﬃcients (MFCCs) and the log-energy, along with
their delta and acceleration coeﬃcients. For delta coeﬃcients, a context window of
five frames is considered, as suggested in HTK (Young et al., 2000). The MFCCs are
automatically computed by HTK from the Fast Fourrier Transform (FFT)-based log
spectra. The FFT makes use of a Hamming window and the signal has first order
preemphasis applied using a coeﬃcient of 0.97. For more information about feature
4http://cental.fltr.ucl.ac.be/train_and_align/
5Silences should ideally be annotated, but a short pause model allows for the detection of non-
annotated silences (see below). Throughout this chapter and the next, the manually-checked phonetic
transcription of the corpora, including silences, is provided as input.
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extraction, see Young et al. (2000).
The models are left-to-right 5 state monophones with no skip and three emitting
states (see Figure 2.6). Each state of the model is associated with a set of parameters.
They oﬀer an acoustic representation of the state of the corresponding phoneme.
They also provide the probabilities to move from one state to another.
Figure 2.6 - Model corresponding to the phoneme /O/, inspired by (Young et al.,
2000).
The models are initialized with a so-called ‘flat start’, i.e. a uniform segmentation
of the speech signal. For silences, a standard widely-used configuration is applied
(see Figure 2.7). Two specific models are added: a silence model (’sil’) represents
silent pauses and allows for a direct transition from second to fourth state and
back to better model duration variations. Silences can be indicated in the phonetic
transcription. A short-pause tee model (‘sp’) is also implemented and automatically
inserted between words. It allows for automatic detection of non-annotated silences.
It has one emitting state tied to the center state of the silence model. T&A
computes a commonly-used two-pass training, which allows for an embedded feature
re-estimation: three iterations of the Baum-Welch algorithm (Baum et al., 1970) are
applied before the introduction of the ‘sp’ model and five iterations after, as proposed
in Young et al. (2000). Training and alignment are performed with the HTK toolkit
(Young et al., 2000).
Based on that standard alignment method, the tuning of several training param-
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Figure 2.7 - Silence model and short-pause model (Young et al., 2000).
eters was investigated (See Table 2.3). Specifically, the size and overlap of the speech
frames, the use of context-dependent models, and the number of training iterations
were further analyzed.
Table 2.3 - Studied parameters which are tuned on our development corpus.
Parameter Studied values
1. Size and overlap of speech frames Window sizes from 10 to 30 ms
with or without overlap
2. Use of context-dependent models Monophones, triphones
and tied-state triphones
3. Number of training iterations From 2 to 40 iterations at first and/or
second training stages
Regarding the size of the speech frames considered to extract the feature
vectors, five options were investigated with overlapping and non-overlapping frames
varying from 10 to 30 ms (see Table 2.4). When the target rates equal the frame size,
there is no overlap. Our results show that frames of 10 ms with no overlap provide
the best alignments, with an average absolute improvement of the boundary-based
alignment rate of about 12 %, with a 20 ms threshold compared to frames of 30 ms
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with a shift of 10 ms, as commonly used in automatic speech recognition (ASR).
While this may look contradictory to ASR standards, it can be explained by the
fact that narrower windows with no overlap avoid mixing data belonging to diﬀerent
phonemes. Conversely, ASR usually makes use of highly context-dependent models,
mixing data helping in the recognition process as they are not concerned with the
precise location of the phoneme boundaries.
Table 2.4 - Alignment rates for monophone alignment with diﬀerent sizes (S) and
target rates (T) of the speech frames (in ms), with a 20 ms and 40 ms tolerance
threshold, for the development database.
20 ms
Corpus S:30 T:20 S:30 T:10 S:20 T:20 S:20 T:10 S:10 T:10
Will (Creature) 58.14 47.41 61.26 55.55 63.13
Antoine (Sad) 65.91 66.86 70.28 73.50 75.40
Margaux (Happy) 61.39 64.15 70.90 78.23 83.71
40 ms
Corpus S:30 T:20 S:30 T:10 S:20 T:20 S:20 T:10 S:10 T:10
Will (Creature) 81.35 77.81 82.96 81.71 84.27
Antoine (Sad) 86.31 85.44 86.74 85.79 86.71
Margaux (Happy) 88.50 92.82 90.31 94.30 95.08
The use of context-dependent models was also investigated.
Usually, each phoneme is represented by one model, called a monophone (Table
2.5 (1)). Three to five states represent the diﬀerent stages of the realization of the
phoneme: the transition and the stabilization phases.
However, the models can also be associated with phonemes in context, regarding
the phonemes on the left and on the right (Table 2.5 (2)). They are called triphones
and allow modeling the coarticulation phase. Their use, however, can be problematic:
a lot of data is required to allow for a good representation of each triphone. Besides,
the augmentation in the number of models also results in an increase in processing
time.
A solution may be found in the use of tied-state triphones: the phonetic context
of each phone is no longer modeled in terms of phonemes but in terms of classes
(Table 2.5 (3)). These classes are articulatory characteristics, as listed in Table
2.6. It should be noted that the possibility of considering the phonetic context is
an advantage of our method. Indeed, the use of pre-existing speaker-independent
models makes it harder to use triphones. In pre-existing models, all the triphones
of the language should be present. If the corpus to align contains new triphones,
the alignment process fails. However, the phonetic context coverage of the training
corpus usually diﬀers from the coverage of the target corpus, even if the training
corpus is rather large. Obviously, this problem does not arise when the model
is trained on the corpus to align. For pre-existing models, a particularly large
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corpus would be required to model every triphone. This issue has been pointed
out by Bigi and Hirst (2012). In that case, a clustering procedure may be used to
map unavailable triphones onto models present in the corpus (Lanchantin et al., 2008).
Table 2.5 - Diﬀerent model configurations.
Models Examples
(1) Monophones [a]; [u]
(2) Triphones [b-a+f]; [p-a+v];
[j-u+z]; [w-u+Z]
(3) Tied-State [occlusive - a + fricative];
Triphones [semi-vowel-u+fricative]
Table 2.6 - Classes used to determine the context with tied-state triphones.
Classes Values
Type Vowel/Consonant/Semi-vowel
Place of articulation Bilabial/Labiodental/Alveolar/Palatal/...
Manner of articulation Plosive/Fricative/Liquid/...
Voicing Voiced/Unvoiced
Results in Table 2.7 show that the eﬀect of context-dependent models is highly
dependent on the corpus. While they improve the alignment of Antoine (Sad),
triphones tend to degrade the alignment of Will (Creature) and tied-state triphones
have a negative eﬀect on the alignment Margaux (Happy). Interestingly, Margaux is
also the best-aligned corpus with monophones. We may therefore wonder whether
the use of tied-state triphones would be more useful only when the monophone
initial alignment is relatively low, but this would need to be confirmed on more data.
Interestingly, there seems to be a tradeoﬀ, tied-state triphones carrying out, for all
three corpora, improvement for finer resolutions, while monophones could be more
suited at coarser resolution (here with the exception of Antoine (Sad)).
Earlier studies have indicated that the use of context-dependent models may
not be suited for forced alignment (Ljolje and Riley, 1993; Kawai and Toda, 2004;
Bürki et al., 2008). A possible justification was that the context-dependent models
are always trained within a specific context, which implies that they may not learn
to correctly discriminate between the phoneme itself and its context (Toledano
and Gómez, 2002). Our results partly confirm this hypothesis. Besides, the use
of such context-dependent models slows down the training process 6. For these
reasons, the remainder of this chapter will focus on the use of monophone models only.
6The processing time was shown to more than double with triphones instead of monophones,
tied-state triphones requiring intermediate processing durations.
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Table 2.7 - Alignment rates for monophone (Mono) alignment and relative improve-
ment (in %) with triphones (Tri) and tied-state triphones (Tied), with a 20 ms and
40 ms tolerance threshold, for the development database.
Tolerance 20 ms 40 ms
Mono Tri Tied Mono Tri Tied
Will (Creature) 63.13 -2.32 3.12 84.27 0.84 1.67
Antoine (Sad) 75.40 1.64 3.39 86.71 3.46 7.36
Margaux (Happy) 83.71 2.92 2.47 95.08 -0.37 -3.35
Average 0.75 2.99 1.31 1.89
Standard Deviation 2.73 0.47 1.96 5.36
As previously mentioned, the standard alignment technique typically includes 3
iterations for the first training stage and 5 for the second, i.e. after the insertion
of the short-pause tee models. However, it is encouraged in Young et al. (2000)
to optimize that number of training iterations. We investigate here, on the
development dataset, the role played by the number of iterations on the alignment
rates.
A first round of experiments showed that only the number of iterations of the
second training stage should be optimized. All three corpora were then aligned with
a varying number of iterations in that stage, ranging from 2 to 40. This indicated
high variability across the corpora, the best alignment rates being reached after 17
to 31 iterations. To account for this influence of the corpus, we investigated the
possibility of dynamically optimizing the number of embedded training iterations
based on the log-likelihood per frame of the training data. This technique relies
on the fact that Pearson’s tests revealed strong positive correlation scores (average
Rho of 0.93) between the log-likelihood of the model and the alignment rates at 40
ms, consistently across all three corpora: if the log-likelihood stagnates, it can be
interpreted as an indication that the training should be stopped.
Based on experimental tests, the minimum increase in log-likelihood was set
to 0.001, as the alignment performance curve seems to flatten past that level.
The results also drove us to set the maximum number of iterations to 35. This
dynamic optimization of the number of training iterations provides consistent
improvement across all development corpora and for all tolerance thresholds (see Ta-
ble 2.8). Average relative improvement reaches 7.08 % at 20 ms and 11.50 % at 40 ms.
This development stage indicated that our T&A alignment method provides the
best performances on the development database with:
• 10 ms speech frames with no overlap
• monophone models
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Table 2.8 - Alignment rates for standard HMM-based alignment (Base) and relative
improvement (in %) with optimization of the number of training iterations (Opti),
with a 20 ms and 40 ms tolerance threshold, for the development database.
Tolerance 20 ms 40 ms
Base Opti Base Opti
Will (Creature) 63.13 10.77 84.27 6.89
Antoine (Sad) 75.40 9.01 86.71 11.26
Margaux (Happy) 83.71 1.46 95.08 16.36
Average 7.08 11.50
Standard Deviation 4.95 4.74
• a dynamic optimization of the number of training iterations
This configuration will be used in the remainder of the chapter. In the next section,
this method is assessed on a large evaluation database varying in size, language and
speaking style. This also allows for testing the performance of the alignment on
under-resourced languages as this is an advantage of our method.
2.5 Evaluation
This section shows the results obtained by our alignment method on the evaluation
database (presented in Subsection 2.5.1). Our T&A alignment is evaluated in Sub-
section 2.5.2. It is then compared to alignment rates obtained by state-of-the-art
available models of the corresponding languages in Subsection 2.5.3. In Subsection
2.5.4, the role played by the size of the corpus is evaluated. The impact of the size of
the bootstrapping corpus when one is exploited is further studied in Subsection 2.5.5.
2.5.1 Speech material
To assess the performance of the various techniques, 12 corpora are used (see Table
2.9). They vary in terms of language, size, and speaking style. Most are read speech,
with high recording quality, used for speech synthesis. The use of Sportic allows for
an analysis of the results on spontaneous speech. Each corpus contains one speaker,
male or female, except for Woggle which consists of recordings from 5 female speakers.
This corpus is characterized by a high level of variability, containing also 5 diﬀerent
emotional states (e.g. happy, sad, angry). All corpora are classified as neutral or
expressive. The expressive tag contains diﬀerent kinds of expressivity: emotions with
diﬀerent valences (happy, sad, angry and afraid) and specific attitudes/speaking styles
(bad guy and sports commentaries). The advantage of our basic T&A technique being
to apply to any language, the method is also tested on under-resourced languages like
Faroe and Gaelic. All corpora were manually phone-aligned by experts.
7Kindly provided by Acapela Group SA
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Table 2.9 - Evaluation data set features.
Corpus Language Speaking style Duration
(minutes)
Will (Bad guy)7
English
Read/Expressive 12
Will (Neutral)7 Read/Neutral 14
Woggle (Dellaert et al., 1996) Read/Expressive 51
Antoine (Happy)7
French
Read/Expressive 12
Margaux (Sad)7 Read/Expressive 12
Marie Read/Neutral 108
Sportic (Brognaux et al., 2013) Spontaneous/Expressive 15
(described in Section 5.6.3) (sports commentaries)
Faroe7 Read/Neutral 21
Gaelic8 Read/Neutral 8
Afrikaans (van Niekerk and Barnard, 2009) Read/Neutral 22
Setswana (van Niekerk and Barnard, 2009) Read/Neutral 47
Isizulu (van Niekerk and Barnard, 2009) Read/Neutral 20
2.5.2 Results with Train&Align
Our baseline approach with training on the corpus to align (T&A, as described in
Section 2.4) is first applied to all corpora. The resulting correct alignment rates are
shown in Table 2.10 9.
Rates around 80 % with a 20 ms threshold are reached for all of our corpora
in French and in some under-resourced languages. This is comparable to observed
inter-annotator agreement rates in Goldman (2011). Low alignment rates for
Woggle, can be explained by its high degree of expressivity and diversity, as it
contains 5 speakers and 5 diﬀerent emotions. Unlike the other models, the one
trained on Woggle does not capture a specific speaking style of a speaker, which
might explain the lower alignment rates. The size of the sub-corpora containing
only one speaker and one emotion being too small to allow for a correct model
training, the splitting of Woggle results in even lower alignment rates. However,
tests show that, for an identical corpus size, not mixing the emotions provides
higher alignment quality and that this distinction is more important than that
of training on a single speaker only, but containing several emotions. This tends
to indicate that pronunciation is more emotion-specific than speaker-specific; this
should however be further analyzed. When training on data from one speaker and
8Kindly provided by the Phonetics and Speech Laboratory, Trinity College, Dublin
9We also analyzed the results with context-dependent models and diﬀerent speech frame sizes and
overlap. The results confirmed those obtained on the development corpora, with better alignment
with speech frames of 10 ms with no overlap and high variability when using context-dependent mod-
els. Interestingly, tied-state triphone models were however shown to provide slightly better results
than triphone models. The results presented here rely on monophone models, for the aforementioned
reasons.
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Table 2.10 - Correct alignment rates (in %) of T&A on our evaluation corpora in
English (En), French (Fr) or under-resourced languages (O).
Tolerance threshold 10 ms 20 ms 30 ms 40 ms
En Will (Bad guy) 47.04 72.14 83.08 88.19
Will (Neutral) 50.86 78.86 89.72 94.64
Woggle 44.95 65.23 80.07 88.82
Fr Antoine (Happy) 59.08 82.70 89.14 92.59
Margaux (Sad) 59.38 81.12 88.99 92.26
Marie 60.06 84.42 92.93 96.63
Sportic 65.01 82.53 90.31 94.22
O Faroe 48.45 75.18 87.95 93.74
Gaelic 77.34 89.98 94.25 96.05
Afrikaans 45.66 73.50 88.38 93.11
Isizulu 46.78 72.18 85.22 90.94
Setswana 47.29 70.51 84.71 90.31
one emotion, results show that the ‘neutral’ part of the corpus is the best aligned.
This points at the degraded results of our method on expressive speech10. This,
however, is not reflected in the alignment of Sportic and may be highly corpus-related.
The optimization of the number of training iterations was shown in Section 2.4
to improve the alignment and was therefore included in the baseline. While its
application allows for an average relative improvement of 8 % (40 ms threshold) of
the alignment of the evaluation dataset, it performs much better on highly expressive
corpora like Woggle (+16 %) and Sportic (+ 45 %). This is particularly interesting in
the framework of our study, i.e. for the alignment of spontaneous expressive corpora
in view of HMM-based speech synthesis. Conversely, it achieves lower performances
on Marie (-3 %), which contains read neutral speech.
10We also wondered whether this diﬀerence between the alignment of the ‘neutral’ sub-corpus
and that of the other emotions might rely on the fact that the emotions are less articulated. This
relationship between articulation degree and emotions has been previously pointed out by Beller
(2007) who showed that the degree of articulation is closely correlated with the activation level of the
emotion. This hypothesis was tested by computing the formant values of the central phonemes /ae/,
/I/ and /U/ in the diﬀerent sub-corpora, with the "To Formant (burg)" Praat function (Boersma,
2001) to plot the vocalic triangles. The degree of articulation was computed as the vocalic space,
i.e. surface of the respective triangles, as in Picart et al. (2010). We observed that, as in Beller
(2007), more activated emotions display a higher degree of articulation. This seems to influence the
alignment rate as the less articulated emotions (i.e. sad and happy) are also those with the lowest
alignment rates.
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2.5.3 Comparison with state-of-the-art models
As previously mentioned, most automatic alignment tools provide the user with
pre-trained speaker-independent acoustic models of the language (e.g. EasyAlign
(Goldman, 2011), SPPAS (Bigi and Hirst, 2012), P2FA(Yuan and Liberman, 2008)).
These models are supposed to oﬀer a generic representation of the language and can
be used to align any new corpus in the corresponding language. In opposition to our
method, the corpus to align is not used in the model training stage.
1. EasyAlign provides a model for French but not for English. Its French model
was trained on “30 minutes of unaligned multi-speaker speech for which a verified
phonetic transcription was provided” (Goldman, 2011). The model consists of
monophones.
2. SPPAS provides models for both French and English. SPPAS French model
used here is a monophone model from SPPAS-1.6. It was trained on 8 hours
of phonetically transcribed but not aligned spontaneous speech, made of 7h30
of the CID corpus (Bertrand et al., 2008) and 5 minutes from the grenelle
corpus (Bigi, 2012). The model uses 2 minutes of bootstrap from radiophonic
data (Europe1) which were manually phonetized and aligned (Portes, 2004).
For more information on the training of that model, see Bigi (2014). SPPAS
English model is the model of July 2011 provided by VoxForge. It contains
about 85 hours of multi-speaker read speech. The corpus was automatically
phonetically transcribed but not aligned. The model consists of triphones.
3. P2FA only provides an English model. It was trained on 25.5 hours of word-
aligned speech from the Scotus corpus. This corpus consists of oral arguments
from the Supreme Court of the United States. The model is made of mono-
phones. It is worth noting that P2FA model depends on the lexical stress level
of the phoneme. Three levels are considered: no stress, primary and secondary
stress. Each vocalic phoneme is associated with three models. To exploit the
full capacity of the system, all the phonetic transcriptions were stress-annotated
when aligning with P2FA model.
Results of the comparison are shown in Table 2.11. For the corpus in French,
interestingly, Train&Align is observed to clearly outperform SPPAS and EasyAlign
models across all measures. The gain compared to SPPAS goes up to 13 % with
a 20 ms tolerance threshold. The overall rate is fairly high. It is comparable to
inter-annotator rates reported in Goldman (2011).
For the corpus in English, only P2FA provides results better than Train&Align,
at least for thresholds inferior to 40 ms. The explanation for this may be twofold.
First, the English model used by P2FA was trained on more than 25 hours of
manually-word aligned speech. To provide such results for every language, it should
be repeated on a very large number of corpora. This is economically impracticable,
especially to cover all (even rare) languages. However, it is bound to produce better
results. It is striking to notice that Train&Align oﬀers slightly inferior but still
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Table 2.11 - Correct alignment rates (in %) achieved by available speaker-
independent models and by our method (T&A).
Tolerance threshold 10 ms 20 ms 30 ms 40 ms
A French neutral corpus: Marie (Colotte and Beaufort, 2005)
SPPAS 45.76 71.28 83.06 89.84
EasyAlign 52.54 77.54 87.72 92.11
T&A 60.06 84.42 92.93 96.63
An English expressive corpus: Woggle (Dellaert et al., 1996)
VoxForge 37.3 65.2 82.07 88.69
T&A 44.95 65.23 80.07 88.82
P2FA 46.68 69.74 81.2 87.46
comparable results while using no preexistent model trained on aligned data. The
second explanation for the higher alignment rate of P2FA results from the use of
acoustic models associated with various levels of stress. The Woggle corpus being an
expressive corpus, it contains many emphatic stresses. It is well-known that these
stresses usually fall on the same position as lexical stresses. This could also explain
the better achievements of P2FA. The overall low alignment rates for the corpus in
English are clearly due to its high acoustic variability.
On the whole, it should be noted that Train&Align provides alignment rates
better or comparable to most other alignment tools. In addition, it has the advantage
of being applicable to any language, as shown in Table 2.10, for Faroe, Gaelic and
several African languages.
The acoustic models being directly trained on the corpus to align in T&A, the size
of the corpus plays an obvious role in the model quality. It can therefore be wondered
whether the rather high alignment rates obtained for Marie can be explained by the
size of the corpus. More than 100 minutes of speech are used to train the models.
This provides a fair amount of occurrences for each phoneme, which is not possible
for all databases. This question is now addressed in Section 2.5.4.
2.5.4 Influence of the corpus size
The influence of the corpus size on the alignment performance was analyzed by
varying the size of the various corpora. This evaluation was performed on the three
largest corpora of our evaluation dataset which have each a duration greater than 30
minutes (initial and final silences excluded). The resulting correct alignment rates
are shown in Figure 2.8. It shows that the alignment rate plateaus for corpora larger
than 5 minutes. A similar curve was observed with a 40 ms tolerance threshold.
For Setswana, 2 minutes are enough to reach the correct alignment maximum. For
corpora smaller than 2 minutes, the alignment performance rapidly degrades. It
should be noted that the alignment of the 2-minute Woggle corpus is, comparatively
to the two other corpora, of rather low quality. This may be explained by the fact
that properly learning the higher variability of the corpus (various emotions and
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Figure 2.8 - Correct alignment rates (in %) with a 20 ms tolerance threshold on the
evaluation set, with varying corpus sizes.
speakers) requires larger datasets. On the whole, a few minutes of neutral speech
seem to be suﬃcient to train and align a new corpus, which confirms findings in van
Niekerk and Barnard (2009) but is much lower than the limit of 128 sentences fixed
by Brugnara et al. (1993). This may be explained by the fact that Brugnara et al.
(1993) does not make use of speaker-dependent models, the training being performed
on a corpus diﬀerent from the corpus to align.
A second question to investigate is the size of the speech files provided to
Train&Align. Most existing alignment tools rely on an initial segmentation stage
to prevent large audio files from being aligned (Goldman, 2011; Bigi and Hirst, 2012).
To better alleviate this issue, Train&Align makes use of pruning methods to reduce
the processing time for longer files. Experiments with Train&Align showed that files
up to one minute can be used without needing a segmentation beforehand. Large files
of more than a few minutes, however, should be cut to avoid very long processing
time. It should be noted that files of more than 1 minute containing very few silences
can be misaligned if they are not segmented.
2.5.5 Eﬀect of bootstrap
Section 2.5.2 showed that some expressive corpora and datasets from low-resourced
languages are rather poorly aligned with a standard HMM-based alignment when
training on the corpus to align. A possible way to alleviate this issue is by improving
the initialization of the models based on some manually-aligned part of the corpus
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(Brugnara et al., 1993; Jarifi et al., 2008). Instead of a ‘flat start’ initialization, the
manually-aligned corpus helps to improve the initialization stage as described in
Section 2.2.
We investigate here which size of the bootstrapping corpus is required and which
improvement may be expected. For this experiment, we gradually increased the size
of the bootstrap (from 10 to 600 seconds, initial and final silences excluded) while
evaluating on a fixed portion of the corpus (2 minutes) to avoid biases due to a varying
evaluation corpus. The evaluation set was never included in the bootstrap data. The
monophones are initialized on manually-aligned data only if at least three occurrences
of the phoneme are available. If not, average values (for means and variances) are
assigned to the model, similarly to a ‘flat start’ initialization. Figure 2.9 interestingly
points out that the use of a bootstrap part of the corpus, as small as 10 seconds, leads
to a relative improvement of about 25 to 35 %. While the use of a larger bootstrap
slightly improves the quality with a 20 ms threshold, the curve rapidly flattens, the
use of a bootstrap corpus larger than 30 seconds being essentially unnecessary. As
expected, the use of bootstrap data is especially eﬀective on expressive corpora like
Woggle, which was poorly aligned with the initial T&A technique. Improvement of
about 53 % is here observed with only 30 seconds of bootstrap data, for both 20 and
40 ms thresholds. High improvement is also found on some corpora in under-resourced
languages: the use of 30 seconds of bootstrap improves the alignment of Setswana,
in particular, by 56 % with a 20 ms threshold, to reach alignment rates of more than
87 %. As previously mentioned, it is reported in Kawai and Toda (2004) that the
manual alignment process takes about 130 times real-time. For 30 seconds, about 1
hour would be required for a human annotator, which seems highly feasible. Besides,
the annotator can rely on the initial alignment without bootstrap and only correct
the erroneous boundaries. This should reduce the processing time.
2.6 Analysis of errors made by Train&Align
In order to develop methods improving HMM-based phonetic alignment in the next
chapter, an in-depth analysis of the errors most frequently made by T&A was carried
out in this last section (see Table 2.12). This analysis relied on our development
database as presented in Section 2.3 to allow for an evaluation of our improvement
methods in the next chapter on our evaluation database. We focused on errors with
a timing diﬀerence greater than 40 ms which correspond to high incongruencies
unlikely to be produced by human annotators. In this analysis, we distinguished
between two measures. The global error rate regards the percentage of all errors
that this specific phoneme class accounts for. The specific error rate relates to
the percentage of transitions of that class which are erroneous. This distinction is
important as it shows, for example, that transitions between vowels are often prone
to errors (in 38.31 % of the cases) but that they account for a smaller global error
rate (i.e. 25.13 %), being less frequent than most other transitions in the corpora.
This study drove us to distinguish between 4 typically problematic transitions.
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Figure 2.9 - Average relative improvements over T&A, for all evaluation corpora,
with 20 (light grey) and 40 ms (dark grey) tolerance thresholds, using a bootstrapping
corpus varying in size, along with their 95 % confidence interval.
Table 2.12 - For specific phoneme classes, percentage of global and specific errors
(for errors > 40 ms), computed on the development database.
Phoneme class Global errors (%) Specific errors (%)
Silences 61.61 % 49.79 %
Vowel-vowel 25.13 % 38.31 %
Approximants 13.89 % 7.61 %
Plosives 6.69 % 2.17 %
The first relates to transitions to and from silences, which account for more
than 60 % of the total amount of errors higher than 40 ms. In fact, 49.79 % of the
silences are erroneously aligned with that threshold. This issue has been pointed out
by other studies (Wightman and Talkin, 1997; Jarifi et al., 2008; Kawai and Toda,
2004; Nguyen and Espesser, 2004), which indicated low alignment rates for silence
boundaries. Kawai and Toda (2004) also noticed low alignment rates on silences in
their corpus, even between human annotators. They explained that phenomenon by
the fact that it is not always easy to precisely define the beginning and end of voicing
from waveforms. In fact, final phonemes often undergo devoicing, which makes it
harder to find the precise beginning of the subsequent silence. Regarding the initial
boundary of silences, the issue is probably due to the presence of the breath intake.
Interestingly, other segmentation algorithms like unsupervised methods based on
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the acoustic rate of change were also shown to produce similar errors (Scharenborg
et al., 2010). Such misalignment of silences is also found when aligning our corpus
with existing models such as models from EasyAlign (Goldman, 2011) and P2FA
(Yuan and Liberman, 2008). This misalignment is even more striking provided that
our development set contains corpora designed for speech synthesis, i.e. with no
background noise. This issue may then be even worse for corpora recorded in noisier
conditions.
Other error types that were found to be frequent are, in decreasing order,
vowel-to-vowel transitions, approximants and plosives. For all three categories,
pairs containing a silence were excluded, silences inducing a high amount of errors.
Approximants include lateral approximants (like [l]), non-lateral approximants (like
[ô]), and semi-vowels (like [j], [w] or [4]). Semi-vowels were shown to be problematic
in Goldman and Schwab (2011); Nguyen and Espesser (2004) and Kawai and Toda
(2004), and also present issues for human annotators, probably due to their high
degree of co-articulation. Vowel-to-vowel transitions were also pointed out as prone
to errors in Brugnara et al. (1993); Wesenick and Kipp (1996); Ljolje et al. (1997)
and Cangemi et al. (2011). This transition was also shown to be highly problematic
for human labelers (Wesenick and Kipp, 1996). Regarding plosives, they were also
misaligned in Demuynck and Laureys (2002). For approximants, especially the initial
boundary tends to be problematic in our corpus. Conversely, final boundaries of
plosives seem to be more prone to errors, the explosion stage being harder to model.
Figure 2.10 shows an example of typical misalignment.
While the optimization of the number of training iterations was shown to improve
the alignment rate, it should be noted that it does not impact a specific type of error.
All classes of errors tend to be reduced with better improvement for some phoneme
classes, depending on the corpus.
Figure 2.10 - Example of silence and liquid misalignment in the automatic alignment
(Pho (Auto)) of one speech file of the development database.
As shown in Section 2.5.5, a possible way to reduce the amount of errors consists
in using some manually-aligned data as bootstrapping data so as to produce a better
initialization of the models. It requires, however, some manual intervention. In order
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to stick to a fully automatic method, the next chapter presents three improvement
strategies driven from the aforementioned typical errors.
2.7 Conclusion
In this chapter, we proposed a systematic, step-by-step study of a particular case
of HMM-based speech segmentation, i.e. when training the models directly on the
corpus to align. A development database was first used to tune diﬀerent parameters
(e.g. use of context-dependent models and number of training iterations) to obtain
our baseline model, Train&Align (T&A). It showed that the best results were
obtained when extracting the features on speech frames of 10 ms with no overlap.
Regarding the number of training iterations, we proposed a dynamic optimization
which led to an average improvement of the correct alignment rate reaching 7 %,
with a 20 ms tolerance threshold. Finally, the use of context-dependent models was
investigated. It showed that their impact on the alignment quality varies across
corpora and should not always be advised. For that reason, our T&A technique relies
on monophone models.
T&A was then evaluated on a large dataset containing 12 speech corpora, varying
in speaking style, size and language. It showed that using a model trained on the
target corpus yields nearly as good or even better results than using available speaker-
independent models of the language. These available models were those provided by
recent alignment tools: EasyAlign, SPPAS and P2FA. Improvements of about 7 %
(20 ms threshold) in the alignment quality of a French neutral corpus can be observed
with our method, compared to the best aligner, i.e. EasyAlign. This can be explained
by the fact that the model better captures the characteristics of the target corpus.
On the English-speaking expressive corpus, only P2FA outperforms our method, by
about 4 % for 20ms but only 1 % for 30ms. This may be due to their training corpus
that consists of more than 25 hours of word-aligned speech. It was also shown that
T&A reaches good alignment rates on under-resourced languages like Faroe or Gaelic.
A second aim of our study was to investigate the role played by the size of the
database or by the use of bootstrap data on the performance of HMM-based phonetic
alignment. The conclusions we drew in that respect were that:
• The performance seems to plateau beyond 5 minutes of training data, which
implies that fairly high alignment capabilities are possible for small databases
of only a few minutes.
• Manually-annotated bootstrapping data can be used to enhance the initializa-
tion of the models. Using only 10 seconds of such data generates a relative im-
provement of 28 % at a tolerance threshold of 20 ms and increasing the amount
of bootstrapping data does not seem to significantly improve the alignment.
Our results however indicated that some corpora exhibiting great expressive
variability achieved poor alignment rates if no bootstrapping data was used. We
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therefore provided an in-depth analysis of the typical and systematic errors made
by T&A to propose specific refinement techniques in the next chapter. This pointed
at the poor alignment of silences, vowel-to-vowel transitions, semi-vowels and plosives.
It should be noted that our T&A method was further developed into a new online
automatic alignment tool: Train&Align11 which is presented in Chapter 4. Unlike
other user-friendly alignment tools that do not grant access to the training phase and
only provide the user with a set of speaker-independent models to align new corpora,
Train&Align trains new models directly on the corpus to align. It implements all
options presented in this chapter, i.e. the consideration of the phonetic context, the
modification of the size and overlap of window frames and the use of bootstrap data.
Besides, it oﬀers an automatic evaluation of the alignment if some manually-aligned
part of the corpus is provided.
11http://cental.fltr.ucl.ac.be/train_and_align
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Abstract
The automatic phonetic alignment of large speech corpora is of crucial
importance, both for linguistic research and speech technologies. In the
previous chapter, we highlighted the usefulness of HMM-based alignment
in which the models are directly trained on the corpus to align. This
achieved good-quality results on most neutral corpora but it was seen that
alignment rates are generally poorer for expressive speech and corpora in
some under-resourced languages. Based on the analysis of the errors com-
monly made by this technique, we investigate in this chapter the use of
additional fully automatic strategies to improve the alignment. Beside the
use of supplementary acoustic features, we explore two novel approaches:
an initialization of the silence models based on a Voice Activity Detection
(VAD) algorithm and the consideration of the forced alignment of the time-
reversed sound. The evaluation is carried out on 12 corpora of diﬀerent
sizes, languages (some being under-resourced) and speaking styles. It aims
at providing a comprehensive study of the alignment accuracy achieved by
the diﬀerent versions of the speech segmentation algorithm depending on
corpus-related characteristics. Our results indicate that the insertion of
additional features outperforms both other strategies. The performance
of VAD, however, is shown to be notably striking on very small corpora,
correcting more than 60 % of the errors greater than 40 ms. Finally,
the combination of the three improvement methods is also pointed out as
providing the highest alignment rates, with very low variability across the
corpora, regardless of their size. This combined technique is shown to out-
perform available speaker-independent models, improving the alignment
rate by 8 to 10 % absolute.
This chapter is based upon the following publication:
• Sandrine Brognaux & Thomas Drugman. (2016). HMM-based Speech Segmen-
tation: Improvement of Fully Automatic Approaches, IEEE Transactions on
Audio, Speech and Language Processing, 24(1):5Ð15.
Many thanks to Prof. C. Wellekens for his insightful advice.
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3.1 Introduction
Large speech databases play a major role in speech technologies. The sound needs to
be phonetically transcribed and the phonemes usually need to be time-aligned with
the sound. Manually aligning being a tedious and time-consuming task, automatic
alignment tools have been developed (e.g. Easyalign (Goldman, 2011), SPPAS
(Bigi and Hirst, 2012)). As mentioned in Chapter 2, these tools provide the user
with speaker-independent models that highly depend on the training corpus. When
trained on neutral speech, these models tend to produce low-quality alignment of
expressive corpora. Besides, they only provide a limited set of models that makes
it impossible to align some languages. A possible way to solve this issue is to train
the models directly on the corpus to align, thereby providing a better agreement
between the training and alignment stages. This method was investigated in Chapter
2 and was shown to achieve alignment rates comparable to those of available
speaker-independent models. It presents the advantage of applying to any language
or speaking style without the need for manually-aligned data. That fully-automatic
alignment, however, also remains of poor quality on expressive corpora and on speech
from some under-resourced languages.
A possible way to reduce the amount of errors consists in using some manually-
aligned data as bootstrapping data so as to produce a better initialization of the
models (Brugnara et al., 1993). This technique was investigated in Subsection
2.5.5 and was shown to significantly improve the alignment. It requires, however,
some manual intervention. Based on typical errors found in the automatic align-
ment (see Subsection 2.6), we propose in this chapter some refinements of the
conventional HMM-based alignment. The proposed improvement methods were
developed so that they do not require training on manually-aligned data. The
development and evaluation is based on our large database, made of 15 corpora
in French, English and rather under-resourced languages such as Faroe or Gaelic.
Similarly to tests in Chapter 2, the evaluation is performed on clean, mostly
read speech, with manually-verified phonetic transcriptions, as used for speech
synthesis purposes. Here again, the results are compared to alignment rates ob-
tained with publicly available models of the languages, as used by most existing tools.
The chapter is organized as follows. Section 3.2 presents an overview of existing
strategies to improve HMM-based alignment proposed in the literature. Our three
improvement methods, along with their parameter settings, are described in Section
3.3. In Section 3.4, they are evaluated on our large evaluation database and compared
with the use of available speaker-independent models. Finally, Section 3.5 concludes
the chapter.
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3.2 Existing improvement methods of HMM-based
forced alignment
Several studies have tried to improve conventional HMM-based forced alignment.
Diﬀerent post-processing methods have been developed to refine the produced
alignment, using various statistical techniques (e.g. Toledano and Gómez (2002),
Sethy and Narayanan (2002), Lo and Wang (2007) and Adell et al. (2005)). However,
they usually depend on the training of a second model (e.g. a regression tree (Adell
et al., 2005), Gaussian Mixture Models (GMMs), HMMs (Sethy and Narayanan,
2002) or support vector machines (SVM) (Lo and Wang, 2007)) which requires
a manually-annotated corpus. Heuristic rules can also be used to modify the
boundaries as a post-process, making use of the average deviation for each pair of
phonemes (Demuynck and Laureys, 2002). In a similar way, it is proposed in Jarifi
et al. (2008) to train, on a manually-aligned corpus, boundary models depending
on the right and left context of each phoneme to improve the alignment. They also
suggest making use of an automatic detection of discontinuities in the signal, based
on Brandt (1983).
The combination of various HMM-based alignments trained with diﬀerent param-
eters has also been investigated (Park and Kim, 2007). Here again, manually-aligned
data is required for the training. For approximate transcriptions, a slightly modified
version of HMM-based alignment was also proposed in Katsamanis et al. (2011),
proceeding in multiple iterations and combining recognition and alignment methods.
Most of the aforementioned techniques are supervised and therefore require
manually-aligned data for training. The annotation process can be tedious when
aligning rare languages for which little data are available. Furthermore, manual align-
ment is known to be very time-consuming and consequently costly (Kawai and Toda,
2004; Schiel et al., 1998). Contrary to the methods described above, the approach
we proposed in Chapter 2 is unsupervised and does not require any labelled data. A
flat-start initialization is first considered on the target corpus, and the alignments are
expected to converge across the training iterations. This technique is used as a base-
line in the remainder of this chapter. In Chapter 2, however, this method was shown
to achieve rather poor results on some corpora, especially for highly expressive speech.
An analysis of the typical errors made by a standard HMM-based alignment was
provided in Section 2.6. Based on this analysis, we propose in this chapter three
improvement techniques specifically designed to alleviate these alignment flaws.
Conversely to most existing improvements of HMM-based forced alignments, these
methods exhibit the advantage of not requiring the use of manually-aligned data.
A first widely-known improvement lies in the augmentation of the feature vector.
The addition of new acoustic characteristics to the feature vector has already been
investigated in Brugnara et al. (1993); Young et al. (2000); Hosom (2000, 2002,
2009) and Mporas et al. (2008). In Brugnara et al. (1993), for instance, features
related to spectral variation have been added and led to a slight increase in the
alignment rates. Hosom (2002) proposed using an additional set of acoustic-phonetic
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features consisting of: intensity discrimination (computed as the change in intensity
with a 40 ms window), voicing, fundamental frequency, glottalization and burst
detection. Hosom (2000) oﬀers a more detailed description of the results of this
integration of additional features and shows that it yields average relative improve-
ment of about 8 %, with a 20 ms tolerance threshold. The impact of each feature
independently is however not assessed. Mporas et al. (2008) proposed to choose the
best features for each phone transition. The improvement of their alignment rates,
however, is rather small (0.7 % for a 20 ms tolerance threshold). Finally, Lo and
Wang (2007) also exploit additional features like burst degree and sub-band energy
in the SVM, which is trained in a second stage, to improve the HMM-based alignment.
Beside this use of additional features, we also propose two novel strategies: a
better initialization of the silence model based on a VAD algorithm and the use of
the alignment of the time-reversed sound to provide smoothed boundary estimations.
These refinement techniques are detailed in Section 3.3. The objective of this chapter
is both to confirm the validity of the first widespread method and to compare it with
the two proposed approaches. The combination of all three techniques is also further
analyzed as well as its possible application to various types of corpora (varying in
size, style and language).
3.3 Proposed improvement methods
Three improvement methods are investigated in this chapter: the use of a voice
activity detection algorithm (Subsection 3.3.1), the augmentation of the feature
vector (Subsection 3.3.2) and the exploitation of the time-reversed sound (Subsection
3.3.3). They are all implemented as complementing the standard HMM-based forced
alignment presented in Chapter 2. This standard alignment (Train&Align) is obtained
when training the acoustic models directly on the corpus to align. Train&Align relies
on acoustic vectors made of 39 features, i.e. 13 MFCC parameters, along with their
delta and acceleration coeﬃcients. These parameters are computed on 10 ms-long
windows with a shift of 10 ms. The models are monophone models and the number
of training iterations is dynamically optimized with a strategy proposed in Section
2.4. For the three improvement methods, our development protocol is similar to that
described in Chapter 2. The parameter setting of the three improvement techniques
is also computed on our development database, made of 3 corpora and including dif-
ferent types of expressivity, speaking style, two languages and three diﬀerent speakers.
3.3.1 Use of a Voice Activity Detection algorithm (VAD)
Seeing that silences are often prone to alignment errors, we propose to improve
their initialization. As no manually-aligned part of the corpus is provided, our
standard HMM alignment (T&A) relies on a ‘flat start’ uniform initialization.
This means that each phone model is first assigned average values (for means
and variances) and uniformly aligned with the sound. The proposed refinement
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aims at modifying this initialization stage. Sohn’s voice activity detection (VAD)
algorithm (Sohn et al., 1999) is first applied to the sound files and allows detecting
non-speech segments. These segments are then used to initialize silence models
only. All other phonemes are initialized with the ‘flat start’ strategy, exactly
as in T&A. This particular use of the VAD exhibits the advantage not to fix
the silence boundaries, which would be problematic as VAD algorithms tend
to over- or under-detect silences notably in plosion stages or noisy pauses. For
that reason, these VAD-detected boundaries cannot be directly used to allow for
a better uniform segmentation of the other phonemes. It allows, however, the
silence models to be better initialized and helps to iteratively converge to better
silence boundaries. Besides, our method provides an initialization of the silence
model specific to the corpus and its recording conditions, conversely to the use of
a generic silence model. This may also help for corpora recorded in noisier conditions.
Sohn’s VAD algorithm generates trajectories of posterior probabilities about the
presence or not of speech activity. In order to draw a binary decision, a threshold
has to be applied on these trajectories, below which the sound is assumed not
to contain speech. With a null threshold, all frames are regarded as voice and
no signal section is exploited to train the silence models. The alignment is then
that of the original T&A. Experiments on our development database showed that
the performance of the alignment reaches a plateau from a threshold of 0.3 (see
Figure 3.1). For the remainder of our experiments, we set the threshold to 0.8
which provides the best alignment rates on average. This achieves an average rel-
ative improvement over T&A of 23.29 % on the development set at a 40 ms threshold.
Interestingly, the alignment rates achieved by VAD 0.8 are very similar, regardless
of the optimization of the number of training iterations, which was shown to improve
T&A alignment in Section 2.4 and which was therefore integrated in the baseline.
When discarding this optimization from the baseline, the relative improvement of
VAD reaches 37 % on average with a 40 ms threshold. This indicates that the VAD
also helps to compensate for a lack of training iterations: if the initialization is
better performed, less embedded training iterations are required. Another interesting
observation is that VAD especially reduces the amount of gross errors (i.e. errors
greater than 30 ms) while it has less eﬀect on finer errors.
3.3.2 Augmentation of the feature vector (AddFeat)
It is widely acknowledged that part of the errors made by automatic phonetic
alignment techniques comes from the fact that humans make use of additional cues,
which are not represented in the MFCC coeﬃcients, to decide the precise location
of the boundaries (Demuynck and Laureys, 2002). This may especially be the case
for vowel-to-vowel transitions or transitions to and from semi-vowels which are very
hard to model. For that reason, we considered the possibility of adding up to 9
supplementary acoustic features on top of the MFCC coeﬃcients.
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Figure 3.1 - Correct alignment rates (in %) with a varying VAD threshold with a 40
ms tolerance threshold, on the development set.
These additional features are:
• the total perceptual loudness (Peeters, 2004)
• the frequencies of the first five formants estimated by the Diﬀerential-Phase
Peak Tracking (DPPT (Bozkurt et al., 2004)) technique
• the fundamental frequency F0 and a measure of periodicity based on the Sum-
mation of the Residual Harmonic (SRH (Drugman and Alwan, 2011)) algorithm
• a measure of turbulence using the Chirp Group Delay (CGD) function which
was shown in Drugman et al. (2011) to highlight irregularities of phonation
For each of the proposed additional features, we have calculated its coeﬃcient of
correlation with the MFCCs (static and dynamic values) using the canonical corre-
lation method. This analysis was based on the speech segments of the development
dataset. The results are as follows: perceptual loudness (0.93), F1 (0.63), F2 (0.48),
F3 (0.33), F4 (0.29), F5 (0.17), F0 (0.57), periodicity (0.74), turbulence (0.47). For
some features, this correlation is quite high. That is the case of the perceptual
loudness (which was expected) and surprisingly of the periodicity measurement.
Note however that even if a feature is redundant with an existing set, it might still
convey relevant complementary information. As further described, that is the case of
the loudness, which despite its high correlation is shown to carry out an interesting
improvement.
The contribution of each feature, individually, is shown in Figure 3.2. High
variability is observed across the corpora and only the addition of loudness clearly
improves the alignment of all datasets. Interestingly, fundamental frequency is seen
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to carry out little improvement or even degradation of the alignment rate. This diﬀers
from Saito (1998)’s results which indicate that changes in fundamental frequency
are good indicators of phonetic boundary between voiced consonants and vowels.
They investigate the use of fundamental frequency to refine the boundaries obtained
through a basic dynamic programming (DP) alignment and find it yields improved
alignment rate. In that study, however, dynamics of the fundamental frequency are
exploited while we do not consider delta values (see below). This should be further
investigated in future work.
Various feature combinations have also been explored. While the addition of
both loudness and periodicity is shown to provide the best relative improvement on
average, their combination with turbulence leads to a reduced variability across the
corpora. With that configuration, the initial alignment is improved by 10 to 35 %,
with a 40 ms threshold, for all three development corpora. This combination will be
exploited in the remainder of the chapter and referred to as AddFeat . This amounts
to a total of 42 coeﬃcients.
Here again, the interaction between the addition of new features and the dynamic
optimization of the number of training iterations is worth discussing. With a
standard fixed number of iterations, all individual features are shown to provide
relative improvement over the baseline. The minor impact played by features such
as formants or F0 seems however to disappear with an optimized number of training
iterations.
Seeing that the initial set of parameters contains delta and acceleration coef-
ficients, the insertion of these diﬀerential coeﬃcients for the 9 additional features
was also considered. However, the analysis of the results on our corpora shows that
the consideration of these derivatives does not bring any relevant complementary
information when included in addition to their static version. The 9 supplementary
features are therefore added to the feature vector without their derivatives.
3.3.3 Exploitation of the time-reversed sound (Reverse)
An in-depth analysis of the alignment errors with T&A revealed systematic errors,
some phonemes being often misaligned with a too early or too late boundary.
Examples of such errors can be observed in Table 3.1. It shows, for example, that
final [j] boundaries tend to be predicted too late while final silence boundaries tend
to be too early. As can be observed, several aforementioned classes of errors are here
concerned (i.e. plosives, semivowels and silences). This type of errors occurring in
the same direction for specific transitions has been pointed out by Adell et al. (2005);
Bürki et al. (2008) and Cangemi et al. (2011). In Bürki et al. (2008), [@] tended to
be left-shifted in their corpus. Cangemi et al. (2011) also find the displacement of
plosives to be systematic in their study. On the whole, we notice that a majority of
boundaries are predicted too early.
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Figure 3.2 - Average relative improvement (in %) over T&A with additional acoustic
features with 20 and 40 ms tolerance thresholds, on the development set, along with
their 95 % confidence interval.
Table 3.1 - Example of systematic errors made by T&A.
Boundary Percentage of cases Average deviation
Late boundaries
Initial boundary of silences 74.6 % 47.80 ms
Final boundary of [j] 70.85 % 7.62 ms
Early boundaries
Final boundary of silences 82.60 % 28.90 ms
Initial boundary of [t] 69.19 % 3.84 ms
To reduce such errors, we propose to time-reverse the sound and its phonetic
transcription. The initial feature vector of 39 MFCC-based features (and possibly
additional features) is extracted on this time-reversed copy of the sound. T&A is
then used to align the reversed and the original corpora. Both alignments are then
exploited to compute average boundary locations. This sound reversal essentially
modifies transition probabilities of the HMM. The segmentation of the sound also
begins from the end of the file, which might modify the content of the respective
frames of signal. The assumption behind this method is that, for highly probable
boundaries, the alignment of both corpora should provide similar results which
will not influence the resulting alignment. Conversely, for uncertain boundaries,
computing the average between both alignments should provide smoothed estima-
tions, thereby reducing errors with a high tolerance threshold. To the best of our
knowledge, this technique has never been investigated in previous studies.
57
IMPROVING HMM-BASED ALIGNMENT
3.4 Evaluation
This section shows the results obtained by our three improvement methods of the
automatic HMM-based forced alignment on our evaluation database (presented in
Subsection 2.5.1). The results of the evaluation of each improvement method are dis-
cussed in Subsection 3.4.1. Then, the impact of the size of the corpus is investigated in
Subsection 3.4.2. Finally, we oﬀer the comparison between our best alignment method
and alignment rates obtained by state-of-the-art available models of the corresponding
languages in Subsection 3.4.3.
3.4.1 Improvement methods
This section compares the contribution of each refinement method independently,
with the parameters defined in Section 3.3. The relative improvements over the
baseline (T&A) computed on our evaluation database are shown in Table 3.2.
Interestingly, all techniques are seen to carry out improvement, especially at a
40 ms tolerance threshold. As expected, they help correcting gross errors, unlikely
to be produced by human annotators. While both VAD and AddFeat achieve an
average improvement of more than 13 % with a 40 ms threshold, AddFeat is shown
to be much more consistent across the corpora, positively impacting the alignment
of all corpora but one. Both VAD and Reverse display a quite high inter-corpus
variability. This variability for VAD is mostly due to its low performance on under-
resourced languages. When looking at English and French corpora only, the average
improvement exceeds 20 % at a 40 ms tolerance threshold. Some under-resourced
languages seem to be less sensitive to the benefits of this proposed method. In-depth
linguistic analyses of these languages may provide greater insight into their reaction
to the various improvement methods.
As previously mentioned, the optimization of the number of training iterations
in the baseline allows for an average relative improvement of about 8 % at a 40
ms tolerance threshold. Experiments on the evaluation set, without this dynamic
adaptation of training iterations confirmed the observations made on the development
corpora. Here again, VAD is shown to compensate for a lack of number of training
iterations as it provides similar alignment rates without this training optimization,
the relative improvement exceeding then 20 % at 40 ms threshold on average,
and 30 % on French and English corpora only. Conversely, AddFeat seems to be
rather complementary to the optimization of the number of training iterations, their
combination providing higher alignment rates.
We also investigated the improvement achieved by combining the methods. It is
worth noting that the combination of all three improvement methods, hereafter called
T&A2 , provides the best results. The improvement over VAD or AddFeat alone is
statistically significant (respectively, p<0.001 and p<0.05 with paired t-tests). This
method is also highly consistent, carrying out improvement for all evaluation corpora
at 40 ms, regardless of their style and language. At 20 ms, only the alignment of
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Table 3.2 - Relative improvement (in %) over T&A with 20 and 40 ms tolerance
thresholds for VAD, AddFeat, Reverse and the combination of the three methods
(T&A2), for all evaluation corpora, along with the average and standard deviation
of the improvement.
Tolerance 20 ms 40 ms
threshold
Improvement VAD Reverse AddFeat T&A2 VAD Reverse AddFeat T&A2
method
Will (Bad guy) 0.09 2.59 20.03 19.69 34.62 4.28 43.99 40.73
Will (Neutral) 0.95 -0.19 5.15 5.15 6.77 -33.83 14.29 13.53
Woggle 30.26 24.60 18.66 37.83 30.60 20.72 21.23 36.94
Antoine (Happy) 0.48 0.16 5.94 20.22 12.36 -6.37 4.87 45.32
Margaux (Sad) 25.61 3.51 17.43 40.31 50.59 -2.38 25.42 63.18
Marie 15.95 13.61 19.68 26.25 17.53 31.25 18.93 23.92
Sportic 2.06 13.57 0.98 0.65 -11.15 9.51 11.15 9.51
Faroe -18.00 7.19 5.63 14.42 -10.00 12.57 10.27 22.70
Gaelic -73.62 -15.96 2.61 -85.02 5.79 1.65 10.74 12.40
Afrikaans 3.79 -7.79 9.10 22.04 -11.10 6.44 3.82 1.67
Isizulu 36.47 8.21 0.17 38.39 26.51 39.37 -2.89 46.33
Setswana 12.77 -6.91 14.36 11.54 11.50 1.53 10.81 22.75
Average 3.07 3.55 9.98 12.62 13.67 7.06 14.39 28.25
Standard 28.55 10.97 7.60 33.28 19.48 18.74 12.13 18.28
deviation
Gaelic is degraded, due to the poor performances of VAD on that corpus, which
reduces the correct alignment rate at 20 ms by about 8.5 %. This can be partly
explained by the fact that Gaelic is the best-aligned corpus with T&A and that
this baseline alignment contains very few erroneous silence boundaries. On average,
T&A2 reaches high improvement rates, with a decrease of nearly 30 % of the errors
greater than 40 ms. Interestingly, T&A2 allows reaching relative improvement at 40
ms threshold that is similar to that obtained when using bootstrapping data, at least
for some corpora of our evaluation set. It should be noted that other combinations
have been tested, especially the combination of VAD with AddFeat only, as Reverse
was seen to achieve few improvement alone. Interestingly, Reverse is shown to
contribute to the improvement of T&A2 , increasing the relative improvement by
3.9 % at 40 ms, on average.
A detailed analysis of the errors shows that, as expected, VAD contributes to
the reduction of the amount of errors related to silences. While, on average, 29.7 %
of the silence boundaries of our evaluation set are erroneously aligned with an error
greater than 40 ms with T&A, this rate reduces to 21.1 % when applying the VAD
refinement. AddFeat is shown to reduce both the errors related to silences and to
vowels (by respectively 7 and 4 % on average).
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Figure 3.3 - Relative improvement (in %) over T&A, with a 40 ms tolerance thresh-
old, for the diﬀerent improvement methods, with varying corpus sizes, on the evalua-
tion dataset.
3.4.2 Advantage of T&A2 in small corpora
To investigate the role played by the size of the corpus on the performance of the
various improvement methods, the size of the corpora was modified to range between
30 and 300 seconds. Section 2.5.4 showed that corpora shorter than 120 to 300
seconds tend to be poorly aligned. This experiment sets out to investigate whether
our improvement methods allow alleviating that issue. The results for 40 ms tolerance
thresholds are shown in Figure 3.3. Similar patterns are found with a 20 ms tolerance
threshold.
Both Reverse and AddFeat are shown to be ineﬀective on short corpora. Their
positive impact, however, gradually improves with the size of the corpus. Their
use for corpora shorter than 2 minutes is highly inadvisable. What should be
highlighted, however, is that VAD , conversely to the other methods, produces
significantly higher alignment rates, especially on very small corpora for which its
relative improvement over the baseline (T&A) becomes dramatic. This finding is
of utmost importance as it allows achieving fair alignment rates on corpora for
which a standard alignment performs very poorly. An example of such improvement
can be observed on the 30-second version of the French expressive corpus Antoine
(Happy), which shows improvements in terms of alignment rates from 7.2 % and
11.7 % (for 20 and 40 ms thresholds respectively), to 71.5 % and 88.9 % with the
use of VAD . Consistency is found across all small corpora, with a minimum relative
improvement of 32.2 % and 15.8 % for 40 ms errors, with corpora of 30 and 60
seconds respectively. Interestingly, the combined method T&A2 achieves the best
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results, even on the smaller corpora. This seems to indicate that, while AddFeat and
Reverse are ineﬀective when considered separately, their combination to VAD still
contributes to alignment improvement. It should however be noted that T&A2 is
only shown to significantly outperform VAD with corpora of 120 and 300 seconds
(p<0.05 with paired t-test).
3.4.3 Comparison with state-of-the-art models
As previously mentioned, most automatic alignment tools provide the user with
pre-trained speaker-independent acoustic models of the language (e.g. EasyAlign
(Goldman, 2011), SPPAS (Bigi and Hirst, 2012), P2FA(Yuan and Liberman, 2008)).
In Chapter 2, we showed that, for medium-size corpora, training the acoustic models
directly on the corpus to align achieves comparable alignment rates. We compare here
the performance of these speaker-independent models with our proposed combined
method: T&A2.
This comparison is carried out with two available French models (EasyAlign (Gold-
man, 2011) and SPPAS (Bigi and Hirst, 2012)) and two English models (VoxForge
used by SPPAS (Bigi and Hirst, 2012) and P2FA (Yuan and Liberman, 2008)). Re-
sults are shown in Table 3.3. Compared to the best speaker-independent model, an
absolute increase in the correct alignment rate of more than 10 % with a 20 ms thresh-
old is observed for the French neutral corpus. For the English expressive database
(Dellaert et al., 1996), we pointed out in Chapter 2 that P2FA achieved slightly bet-
ter results than the T&A alignment. A possible cause was that P2FA models were
trained on more than 25 hours of word-aligned speech, which required a considerable
annotation time. We show here that the combination of the three improvement meth-
ods (T&A2 ) outperforms P2FA by more than 8 % absolute with a 20 ms tolerance
threshold, while remaining fully automatic. It should also be noted that T&A2 is
shown to be eﬀective on some rare languages, as pointed out for Faroe and Isizulu.
The absolute improvement over T&A reaches in fact more than 10 % at a 20 ms
threshold for Isizulu.
3.5 Conclusion
This chapter has presented three improvements techniques for the standard HMM-
based phonetic forced alignment presented in Chapter 2. Based on the analysis of
common errors made by this method, we proposed the integration of three types of
refinement techniques:
• the use of a VAD to get a better initialization of the silence model
• the exploitation of the time-reversed sound to reduce systematic errors
• the addition of features complementary with the conventional MFCCs
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Table 3.3 - Correct alignment rates (in %) achieved by available speaker-independent
models (when available) and by our combined method (T&A2), on four corpora of our
evaluation dataset.
Tolerance threshold 10 ms 20 ms 30 ms 40 ms
A French neutral corpus: Marie (Colotte and Beaufort, 2005)
SPPAS 45.76 71.28 83.06 89.84
EasyAlign 52.54 77.54 87.72 92.11
T&A 60.06 84.42 92.93 96.63
T&A2 (proposed) 65.76 88.51 94.84 97.44
An English expressive corpus: Woggle (Dellaert et al., 1996)
VoxForge 37.3 65.2 82.07 88.69
T&A 44.95 65.23 80.07 88.82
P2FA 46.68 69.74 81.2 87.46
T&A2 (proposed) 54.01 78.38 88.92 92.95
Rare languages: Faroe
T&A 48.45 75.18 87.95 93.74
T&A2 (proposed) 52.71 78.76 90.00 95.16
Rare languages: Isizulu
T&A 46.78 72.18 85.22 90.94
T&A2 (proposed) 58.46 82.86 91.82 95.14
The contribution of each of these components was studied separately on a large
dataset of 12 speech corpora, varying in speaking style, size and language. All
three methods were shown to improve the alignment and the VAD-based technique
turned out to be the most advantageous on small databases. The resulting algo-
rithm, integrating the three refinement methods and called T&A2 , was shown to
achieve the highest results. This algorithm was finally compared to state-of-the-art
speaker-independent alignment techniques. Across all our experiments, T&A2 was
observed to achieve an improvement, sometimes by a substantial margin. With
a tolerance threshold of 20 ms, the absolute improvement over the best existing
approach is 11 % on a neutral French corpus, and 8 % on an expressive English
corpus. The improvement over T&A is also appreciable, with notably an absolute
improvement ranging from 3.5 to 10.5 % on two corpora in under-resourced languages.
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TRAIN&ALIGN: A NEW ONLINE TOOL FOR AUTOMATIC PHONETIC
ALIGNMENT
Abstract
In this chapter, we present Train&Align, a new tool for automatic phonetic
alignment available online. Based on the method developed in Chapter 2,
it proposes to train the models directly on the corpus to align. This
makes it applicable to any language and speaking style. In this chapter,
we provide an illustrated presentation of the tool and of its functionali-
ties. Train&Align constitutes a rich resource for the research community
in linguistics and speech technologies. It is currently used by several lab-
oratories at the international scale.
This chapter is based upon the following publications:
• Sandrine Brognaux, Sophie Roekhaut, Thomas Drugman & Richard Beaufort.
(2012). Train&Align: A New Online Tool for Automatic Phonetic Alignment.
IEEE Spoken Language Technology Workshop (SLT), Miami (USA).
• Sandrine Brognaux, Sophie Roekhaut, Thomas Drugman & Richard Beaufort
(2014). Train&Align: Un outil d’alignement phonétique automatique disponible
en ligne. Journées d’étude de la parole (JEP), Le Mans (France).
We would like to warmly thank Sophie Roekhaut and Hubert Naets for their
collaboration in the development and maintenance of the online tool.
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4.1 Introduction
As mentioned in the previous chapters, several tools have been developed to auto-
matically align speech with its phonetic transcription. They can be classified in two
groups, regarding the simplicity of their interface and the potential control of some
parameters they oﬀer to the user:
HMM-based recognition libraries, e.g. HTK (Young et al., 2000) or Julius
(Lee et al., 2001). These toolkits propose a set of methods that can be used to
perform speech recognition (model training, model adaptation, recognition, and so
on). As automatic speech alignment can be seen as a specific application of speech
recognition in which the transcription of the sound is known, these method can be
easily adapted to fit that purpose. The advantage is that they oﬀer a wide range of
options to optimize the training (i.e. diﬀerent model configurations, speech frame
sizes, various feature vectors, adaptation methods, and so on). However, they present
several drawbacks. First, their use requires programming skills which most linguists
do not have (Bigi and Hirst, 2012). The methods proposed by these toolkits should
be integrated in a broader script that provides the expected input files. Besides,
mastering such toolkits is time-consuming. As a result, most users stick to the
basic version of the various methods and do not attempt to tune the training and
alignment parameters (Cangemi et al., 2011). Not exploiting the full capacity of the
methods obviously induces a lower quality of the resulting alignments.
User-friendly tools integrating existing libraries. Several tools have
proposed an encapsulation of the aforementioned libraries into a user-friendly
environment: The Aligner (Wightman and Talkin, 1997), nAlign (Sjölander, 2003),
P2FA (Yuan and Liberman, 2008), SPRAAK (Demuynck et al., 2008), IrcamAlign
(Lanchantin et al., 2008), SailAlign (Katsamanis et al., 2011), EasyAlign (Goldman,
2011), SPPAS (Bigi and Hirst, 2012). The advantage is that they require less
programming skill and can be easily mastered in a short time. Some provide a
graphical interface (e.g. EasyAlign and SPPAS) and other only oﬀer generic methods
that can be called in command line (e.g. P2FA, Spraak, The Aligner and SailAlign).
For the latter, some programming skills are usually still required. In addition to
standard HMM-based speech alignment, some of these tools also oﬀer additional
functionalities such as text phonetization (e.g. The Aligner, EsayAlign, SPPAS,
IrcamAlign, nAlign), text syllabification (e.g. EasyAlign, SPPAS), the integration
of phonetic variants (e.g. The Aligner, EasyAlign, SPPAS, IrcamAlign), the specific
processing of long (possibly noisy) speech files (e.g. SailAlign, nAlign) or speech
recognition (e.g. SailAlign, SPRAAK, IrcamAlign). These tools usually rely on the
aforementioned HMM-based recognition libraries. To the best of our knowledge,
IrcamAlign, nAlign and The Aligner are not publicly available, unlike the other
aforementioned tools.
As previously mentioned, these tools present three major weaknesses:
• They provide the user with speaker-independent models. However, these mod-
els are supplied for a very limited number of languages only (see Table 2.1 in
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Chapter 2).
• Most of these tools grant access to the alignment stage only. It is impossible,
or very intricate, for the user to train new models, e.g. for an unsupported
language. The issue also applies to diﬀerent language varieties. For example,
aligning Belgian or Canadian French on the basis of a model trained on another
variety, e.g. "standard" French, is unlikely to produce an accurate alignment.
A second issue is that the training parameters cannot be tuned. A pre-existent
model is provided to the user and cannot be modified, with respect to the corpus
to align.
• The provided models have usually poor generalization abilities. Ideally, they
should be generic enough to produce high-quality alignment of diﬀerent speak-
ing styles: neutral speech, expressive speech, spontaneous speech, and so on.
However, corpora with various emotions or speaking styles (e.g. sports com-
mentaries or political speech) can have a significantly diﬀerent acoustic varia-
tion that will result in a low-quality alignment. Indeed, the model provided to
the user is strongly related to the corpus used for the training. It also means
that, if some phonemes were rare or mis-represented in the training corpus, they
will be prone to alignment errors. This issue was pointed out in Goldman and
Schwab (2011) where semi-vowels were found to be badly aligned because of a
possible under-representation of these phonemes in the training corpus.
The proposed Train&Align1 tool alleviates the aforementioned issues. Like
EasyAlign and SPPAS, it oﬀers a user-friendly graphical interface implementing
HTK methods. Unlike EasyAlign which only works on Windows O.S., our tool is
proposed as an online application that can be accessed from any platform. It also
oﬀers the possibility to train new models. Specifically, it implements the technique
presented in Chapter 2, the acoustic models being trained directly on the corpus
to align. Finally, our tool also implements various training options that allow one
to improve the quality of the alignment. The configuration of the models can
be modified to take into account the phonetic context. The size and overlap of
the speech frames can be defined by the user. With the bootstrapping option, a
manually-aligned part of the corpus can also be exploited to improve the quality of
the model.
This chapter presents this new online automatic phonetic alignment tool. An
overview of the application is proposed in Section 4.2. Future developments are also
detailed in Section 4.3.
4.2 Overview of the tool
Train&Align is a new online automatic phonetic alignment tool available at
http://cental.fltr.ucl.ac.be/train_and_align. It was developed in collaboration with
1The alignment tool was developed in Perl, based on the C-library HTK. The graphical interface
was developed in PhP and Javascript.
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Mrs Sophie Roekhaut and M. Hubert Naets. Its uniqueness is that it does not rely
on pre-existent models of each language. The models are directly trained on the
corpus to align. As a result, it can be used to align any language or speaking style.
Besides, it was shown, in the previous subsections, to perform comparably or better
than most existing tools. It is completely compatible with Praat formats, as it both
accepts TextGrids as input and generates the aligned TextGrids as output.
The user should first register to access the tool (see Figure 4.1 and 4.2). This
allows us to obtain personal information about each user. The user is also asked to
confirm that he has obtained an HTK license on the HTK website.
Figure 4.1 - Train&Align graphical interface (Registration, step 1)
The Train&Align graphical interface is shown in Figure 4.3. A complete tutorial
is also available on the home page. The tool is divided into three stages.
The first stage (Figure 4.4) is the corpus uploading stage. The user is asked to
name his corpus and to upload it, along with the list of phonemes corresponding
to its phonetic transcription. This allows the tool to check that no transcription
errors are found in the files. The training corpus directory should consist of two
subdirectories, the first one containing the Audio files (in *.wav format) and the
second containing their phonetic transcription. Several formats are accepted for that
transcription, thereby allowing the user to provide both *.txt files or *.TextGrid
files. If no correspondence between transcriptions and audio files is given by means
of TextGrid, the audio files should ideally not be longer than 1 minute. Files from
2 to 5 minutes can still be accepted by the tool but the alignment process will then
take much longer (from 1 to more than 10 hours) and the alignment might be of
poorer quality. The training directory will be used to train the models which will
align the corpus itself. A list of the phoneme characteristics should also be provided
if the user wishes to use the "tied triphone" option (see above). This list should
contain the various features of each of the phonetic symbols (e.g. voicing or place of
articulation). There is no fixed number of possible features, as the user can choose
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Figure 4.2 - Train&Align graphical interface (Registration, step 2)
those he believes to most acoustically distinguish between his phonetic symbols.
This first stage incorporates a series of checks so as to ensure a correct working of
the future training.
The interest of accepting TextGrid as input files is that Train&Align can benefit
from a previously made correspondence between the transcription and the sound.
If chunks of text have already been aligned with the sound, these boundaries
will not be changed and only boundaries inside those chunks will be computed.
Another advantage is that, if other annotation tiers are present in the TextGrid,
they will also be synchronized with the aligned phonemes in the output alignment files.
The second stage (Figure 4.5) is dedicated to the parametrization of the training
and of the resulting alignment. The model configuration can be determined, i.e. the
use of monophones, triphones or tied triphones. The size and rate of the windows
used to extract the acoustic parameters on the sound files can also be tuned. Finally,
three options are oﬀered to the user:
• Train without bootstrap: This is the standard "train & align" function.
• Train with bootstrap: This function allows the user to provide a manually-
aligned (small) part of the corpus. This transcription is required to be in a
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Figure 4.3 - Train&Align graphical interface (Home)
Figure 4.4 - Train&Align graphical interface (Train and align - Stage 1)
TextGrid format, with a tier corresponding to the aligned phonemes. This
allows for a better initialization of the acoustic models at training stage, which
usually results in a better alignment of the corpus.
• Evaluate: Another advantage of Train&Align is that it makes it possible to
evaluate the quality of the produced alignment. If a manually-aligned part of the
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corpus is provided, it can be compared to the automatic alignment to compute
alignment rates (i.e. the boundary-based measures, with a threshold ranging
from 10 to 40 ms). This file should be provided in a TextGrid format, like a
bootstrap file. The bootstrapping option comes with a specific evaluation pro-
cess. Because manually-aligned data is required for both the bootstrap and the
evaluation, a five-fold cross-validation can be performed. To choose this option,
the same corpus should be provided for both the evaluation and the bootstrap.
In that case, 4/5 of the bootstrapping dataset is used for the bootstrap and 1/5
is exploited for the evaluation, this operation being repeated 5 times such that
all the annotated data is used for the evaluation. Conversely, if the evaluation
corpus is diﬀerent from the bootstrapping corpus, the whole bootstrapping cor-
pus is used to improve the initialization and the final alignment is then tested
on the evaluation corpus.
Figure 4.5 - Train&Align graphical interface (Train and align - Stage 2)
Finally, the last stage (Figure 4.6) displays the alignment rates (if an evaluation
corpus was provided) and oﬀers the possibility to download the aligned speech files.
The alignment is provided in a *.TextGrid format with an aligned phonetic tier (as in
EasyAlign, SPPAS and P2FA). All the experiments realized by the user are summa-
rized in this same window. This is very useful to make comparisons between diﬀerent
training options (e.g. bootstrap or not, triphones or monophones). The advantage
of this division of the tool into three independent stages is that the training corpus
does not need to be uploaded several times. Indeed the second stage can be accessed
directly and the corpus can be chosen at that time, among all the corpora uploaded
by the user during his previous visits. Similarly, the results page can be accessed
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directly to consult the results of the diﬀerent tests. Even if the user logs out, the
tests that were launched still continue until they reach the alignment. The results
can therefore be checked by the user during his next visit, if the computational time
is a little longer.
Figure 4.6 - Train&Align graphical interface (Train and align - Stage 3)
4.3 Perspectives
Several improvements should be carried out to the tool in the future:
• More input formats should be accepted. Several *.txt formats and *.TextGrid
formats should be considered.
• The alignment being problematic for long speech files, the tool should provide an
automatic segmentation of the speech files and of their corresponding phonetic
transcription. If no phonetic transcription has been made yet, the sound files
would be cut by the tool (on silences) and provided to the user so that he can
phonetically transcribe all the files separately.
• Other improvements methods relying on the techniques developed in Chapter 3
should also be integrated in the tool.
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• Finally, the aim is to integrate Train&Align in a broader tool including eLite-
HTS which is described in Section 5.5. This would allow for the alignment of
the speech directly from text as eLite-HTS proposes an automatic phonetiza-
tion stage. Besides, the aligned transcription could be automatically enriched
with other annotation tiers, as eLite-HTS also computes syllabification, parts
of speech and rhythmic groups.
In the future, the objective could also be to divide the graphical interface into
two separate sections: the training and the alignment. The user could then choose a
model for the alignment. This model could be trained on the corpus to align or could
be a pre-existing model that the user trained on other corpora. Train&Align would
then provide a useful platform for comparison of alignment rates between various
models. At the long run and with user agreement, models for several languages could
be made available on the website. This would facilitate the alignment of corpora that
are too small and variable to reliably train a new model.
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This second part of the thesis constitutes the core of our research. The synthesis
of spontaneous expressive speech is investigated through HMM-based TTS of basket-
ball commentaries. The advantage of this study is that it relies on a spontaneous
corpus which contains ‘natural’ expressivity. Beside, this corpus was obtained in high
recording quality with no background noise, which allows for its use in the training of
a quality speech synthesizer. We mainly focus on modifications of three voice param-
eters which play a crucial role in expressive speech, i.e. prosody, voice quality and
phonetic realization.
Chapter 5 provides a theoretical overview of expressive speech synthesis, with a
major focus on HMM-based techniques, prosody, voice quality and phonetic modeling.
It additionally presents two major resources we partly developed in the framework of
this thesis and which will be used throughout Part II, i.e. a synthesis front-end for
French and a corpus of sports commentaries. It constitutes a general introduction for
the next chapters.
Prosody (and voice quality) is modified in Chapter 6. In that respect, we pro-
pose a two-level prosody annotation aiming at covering both local (i.e. accentual)
phenomena and more global speaking-style changes.
The adequacy of the local annotation is further investigated inChapter 7 in which
we explore multiple ways to model emphatic stress in HMM-based speech synthesis.
In Chapter 8 we examine diﬀerent classification methods to automatically pre-
dict our two-tier prosody annotation from text and/or acoustics. The possibility of
exploiting this automatic annotation to improve the manual annotation is also ex-
plored.
Finally, Chapter 9 concentrates on phonetic issues and investigates the part
played by phonetic variation in expressive speech. Subjective evaluations of the speech
synthesis of sports commentaries with, and without these variations are carried out
to assess the impact of each type of variation on the naturalness of the resulting
synthesis.
75
76
Chapter 5
Prosodic and phonetic
improvements for HMM-based
expressive TTS: A theoretical
and practical introduction
Contents
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . 80
5.2 Phonetics in speech synthesis : The Phonetizer . . . . . 82
5.2.1 The phonetization module . . . . . . . . . . . . . . . . . . 82
5.2.2 Integrating phonetic variation in speech synthesis . . . . . 85
5.3 Prosody in speech synthesis: The Prosody Generator . 88
5.3.1 Phrasing, intonation and accentuation . . . . . . . . . . . 88
5.3.2 Existing models of prosody . . . . . . . . . . . . . . . . . 93
5.3.3 Integrating prosody in text-to-speech . . . . . . . . . . . . 101
5.3.4 The question of global prosody features . . . . . . . . . . 109
5.4 HMM-based expressive speech synthesis: The DSP . . . 110
5.4.1 HMM-based speech synthesis, spectral and prosodic mod-
eling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
5.4.2 Expressive speech synthesis: State of the art . . . . . . . 118
5.5 Available front-ends : The development of eLite-HTS . 125
5.5.1 Architecture of eLite . . . . . . . . . . . . . . . . . . . . . 126
5.5.2 eLite generation of the HTS file . . . . . . . . . . . . . . . 128
5.5.3 Specifications of the web service . . . . . . . . . . . . . . 130
5.5.4 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . 131
5.6 A concrete application of expressive speech synthesis:
The Sportic project . . . . . . . . . . . . . . . . . . . . . . 131
5.6.1 Outline of the project . . . . . . . . . . . . . . . . . . . . 131
77
PROSODIC AND PHONETIC IMPROVEMENTS FOR HMM-BASED
EXPRESSIVE TTS: A THEORETICAL AND PRACTICAL INTRODUCTION
5.6.2 Concept-to-speech synthesis . . . . . . . . . . . . . . . . . 133
5.6.3 Corpus design . . . . . . . . . . . . . . . . . . . . . . . . . 134
5.6.4 Outline of the next chapters . . . . . . . . . . . . . . . . . 136
78
Abstract
This chapter oﬀers a theoretical and practical introduction to Parts II and
III which concentrate on the integration of phonetic and prosodic mod-
ifications in view of spontaneous expressive speech synthesis. We first
provide a theoretical background on phonetics, prosody and how they
are integrated in speech synthesis systems. Special attention is paid to
prosodic models in French which will serve as basis for the development
of our prosody annotation protocol. We also present in this chapter two
major resources which will be exploited throughout Part II. A front-end
component for French, called eLite-HTS has been developed in collabora-
tion with other researchers to facilitate HMM-based speech synthesis in
French. If oﬀers the possibility of integrating a prosody annotation and
a manually-checked phonetic transcription, which permits its use in spon-
taneous expressive speech synthesis. We also present a large corpus of
sports commentaries which will be exploited as a core training corpus in
the framework of our research. It presents the advantage of being sponta-
neous and recorded in high quality conditions, while displaying "natural"
expressivity.
Section 5.5 is partly based upon the following publications:
• Sophie Roekhaut, Sandrine Brognaux, Richard Beaufort & Thomas Drugman,
eLite-HTS: Un outil TAL pour la génération de synthèse HMM en français,
Journées d’étude de la parole (JEP) - Démonstrations, Le Mans (France), 2014.
• Sophie Roekhaut, Sandrine Brognaux, Richard Beaufort & Thomas Drugman,
eLite-HTS: A NLP tool for French HMM-based speech synthesis, Interspeech -
Show&Tell, Singapore, 2014.
Many thanks to Dr. S. Audrit and Dr. B. Picart for their implication in the
recording of the Sportic corpus.
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5.1 Introduction
Speech synthesis relies on a complex sequence of modules to transform the text
into an accurate phonetic and acoustic realization. Whatever the speech synthesis
technique (e.g. unit concatenation, unit selection or HMM-based speech synthesis),
synthesizers can basically be divided in two main parts: the natural language
processor (NLP), and the digital signal processor (DSP), as shown in Figure 5.1. The
first deals with the linguistic analysis of the text and is also called the "front-end"
component. The second is concerned with acoustic aspects of the synthesis and is
often referred to as the "back-end".
Figure 5.1 - A simple but general functional diagram of a TTS system (Dutoit,
1997a).
While the DSP diﬀers depending on the synthesis technique, the natural language
component is rather equivalent across the various techniques. For a detailed
description of this component, see Dutoit (1997b) and Boite et al. (2000).
The NLP analyzes the text to transform it into a non-ambiguous representation
including its phonetic transcription and prosodic information. This component is
designed for a specific language and integrates linguistic resources. It usually consists
of 4 main stages (see Figure 5.2):
• The preprocessor aims at normalizing the text. It mainly provides a segmen-
tation of the text into utterances as well as words and rewrites numbers and
abbreviations.
• The morphosyntactic analyzer produces the sequence of parts-of-speech
from the string of words of the sentence. This is usually done with the use of a
lexicon and the exploitation of the context (e.g. with n-grams).
• The phonetizer relies on both previous levels to determine a sequence of
phonemes from text. Parts-of-speech notably help for the disambiguation of
homophones (e.g. est in French which can be pronounced [E] or [Est], for the
verb or noun, respectively).
• The prosody generator exploits both morphosyntactic information and the
phonetic sequence to determine the prosodic realization of the sentence, mainly
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through the prediction of prosodic groups, accentuation and/or F0 and duration
values.
Figure 5.2 - The functional diagram of a fairly general text-to-speech (Dutoit and
Stylianou, 2003).
While both phonetization and prosody generation depend on the preceding
analysis of the text, it should be noted that these two blocks are also largely
intertwined. The phonetic sequence is required to permit text syllabification, which
is very useful for prosody generation, notably for accentuation prediction. However,
phonetization itself may also be influenced by the prosodic organization of the
sentence. In French, a well-known example of that interaction is the "liaison"
phenomenon, by which a latent final consonant may be pronounced when followed
by a vowel. In fact, liaisons are known to occur much less frequently at the boundary
between two intonational phrases. This interaction explains the existence, in some
French NLPs (e.g. eLite-HTS as presented in Section 5.5), of a last additional
module, a post-phonetic module which modifies the phonetic strings based
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on prosodic information. The output of the NLP component consists in both the
sequence of phonemes (see Section 5.2) and a prosody representation (see Section 5.3).
This chapter focuses on three major components of the speech synthesizer:
the phonetizer, the prosody generator and the DSP (here in the framework of
HMM-based speech synthesis). Special emphasis is put on how prosodic and phonetic
modifications can be used in speech synthesis in order to produce a naturally-
sounding realization of expressive speech in French. It aims at providing a theoretical
framework for the next chapters which will deal with prosodic and phonetic modeling
to synthesize a specific type of expressive speech, i.e. sports commentaries.
The structure of the chapter is dictated by the organization of a speech synthe-
sizer. Section 5.2 proposes a description of the phonetizer and the integration of
phonetic variants in speech synthesis. The prosody generator is described in Section
5.3 along with a description of prosody and prosodic models in French. The DSP of an
HMM-based speech synthesizer is summarized in Section 5.4 with a specific focus on
expressive speech synthesis. In Section 5.5, we present a front-end that we developed,
in collaboration with other researchers, and which will be used in the remainder of
the thesis. Finally, Section 5.6 introduces a practical application of expressive speech
synthesis, i.e. the synthesis of live sports commentaries, which will constitute the
topic of this part of the thesis.
5.2 Phonetics in speech synthesis : The Phonetizer
This section focuses on the processing of phonetics in speech synthesis and provides
a general outline of the phonetizer module and how it deals with phonetic variation.
For a recent and more complete description of phonetics and phonology in general,
see Roach (2009); Carr (2012) and Ladefoged and Johnson (2014) for English and
Nguyen et al. (2005) and Léon (1992) for French.
5.2.1 The phonetization module
As shown in Figure 5.2 the text to synthesize first goes through a number of modules
which provide, among others, the corresponding sequence of phonemes. These
phonemes do not correspond to precise acoustic realizations as it is well known that
a single phoneme can be pronounced in many diﬀerent ways, according to contextual
features (e.g. surrounding sounds, speaker idiosyncrasies, speech rate) (Taylor, 2009).
These various realizations of a single phoneme are called allophones and link phonemes
to phones, which are closer to the acoustic realization. While phones are usually
annotated with the International Phonetics Alphabet (IPA), which contains about
100 symbols, there is no universally-agreed protocol for phonemic annotation. For
speech synthesizers, however, ASCII characters are often used to define a new set of
symbols (e.g. TIMIT ASCII character set from American English (Garofolo et al.,
1990)).
Speech phonetizers can diﬀer in their level of representation, ranging from broad
to narrow transcription. In broad transcriptions, the symbols represent a canonical
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or phonemic form whereas narrow symbols are closer to phonetics. While the latter
is more precise, the use of too many symbols results in a fragmentation of the
training data which leads to sparsity. Phonemic representations oﬀer the advantage
of relying on a smaller set of symbols but only give an approximate representation of
the pronunciation, which cannot cover all diﬀerences (Taylor, 2009).
It is well known that the pronunciation of words may diﬀer markedly from their
orthographic transcription. For that matter, English and French are particularly
complex languages in which the rule "one letter = one phoneme" can hardly be applied
(Dutoit, 1997b). Therefore, most phonetizing modules of these two languages mainly
rely on phonetic dictionaries. Dictionary look-ups alone are however not adequate for
several reasons:
• Dictionaries usually do not include morphological variations (i.e. plurals, con-
jugated forms, and so on.)
• Dictionaries do not permit one to distinguish between heterophonic homographs
(such as est in French, which can be pronounced [E] or [Est], for the verb or noun,
respectively)
• Dictionaries do not cover the very large set of possible words (which may contain,
for instance, new words or proper names)
• Dictionaries do not cover pronunciation modifications due to the context
The first two issues are solved by the use of morpho-syntactic information
provided by the previous modules of the NLP (see Figure 5.2). Morphological forms
can then be used to browse the dictionary. For dictionaries with morphological
entries, morpho-phonemic rules are added to account for inflection, derivation and
compounding. Most heterophonic homographs can be distinguished based on their
parts-of-speech (homographs diﬀering in terms of semantics only are obviously much
harder to disambiguate). One of the most widely-used phonetic dictionaries for En-
glish TTS is the freely available CMU Pronouncing Dictionary (Weide, 1998) which
contains pronunciations of about 120,000 words. A well-known phonetic dictionary
in French is Brulex (Content et al., 1990) which provides the pronunciation of
about 36.000 words1. Morphological dictionaries include, for example, the dictionary
exploited in the MITalk system (Allen et al., 1987) covering up to 12,000 morphemes.
Beside the use of dictionaries, many TTS exploit the possibility of computing
simple letter-to-sound rules and just store exceptions in a dedicated dictionary. One
of the advantages of this technique is that it highly reduces the required storage
space. Rules are mostly of the following type:
a) [b]/l_r (5.1)
1Fonilex (Mertens and Vercammen, 1998) is a similar dictionary which contains the phonetic
transcription of the most frequent word forms of Dutch as spoken in Flanders.
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in which segment a is phonetized as b in a specific left (l) and right (r) context.
Such rules may be hand-derived by linguist experts or learned on aligned phonetic
dictionaries. They can be implemented by transduction machines including finite
state transducers and multi-level rewrite rules (see Dutoit (1997b) for a detailed
description of these techniques). As a single letter can be pronounced in many
diﬀerent ways, these rules should rely on disambiguative information originating from
diﬀerent linguistic levels (e.g. graphemic context, syllable structure, part-of-speech,
stress patterns). These rules should be ordered from the most particular to the
most general. Tries have also been exploited to represent letter-to-sound rules, as
shown in Figure 5.3. They oﬀer the advantage of easily representing left and right
contexts. Finally, letter-to-sound rules were also represented with neural networks,
which model implicit rules, not understandable to humans (e.g. architectures like
NETTALK (Sejnowski and Rosenberg, 1987)).
!
Figure 5.3 - Retrieval of the pronunciation of < a > in < behave > by trie search
(Daelemans and Van den Bosch, 1993).
Letter-to-sound rules are also used to deal with out-of-vocabulary words. Specific
processing of proper names may be facilitated by an etymological analysis of the
nouns.
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In a second stage, a phonetic post-processing is generally applied to account for
some phonetic coarticulatory smoothing phenomena (e.g. elisions, liaisons) which
are due to the phonetic context (Dutoit, 1997b). This distinction between phonetic
and post-phonetic rules can be compared to the notion of lexical and post-lexical
rules in Miller (1998b). While the first relates to the pronunciation that is specific
to a word, post-lexical rules deal with pronunciation changes that are specific to the
context. Post-phonetic rewrite rules are usually very similar to the aforementioned
letter-to-sound rules but include phonetic contextual factors. They permit the
consideration of modifications of word pronunciations according to the pronunciation
of the previous and following ones (e.g. liaison phenomena).
As most NLP modules for TTS produce a phonemic representation of the text,
they disregard modifications at the purely phonetic level. These modifications include
changes due to the phonetic context, such as assimilation (e.g. assimilation de nasal-
ité pronounced [asimilasjo˜nnazalite] instead of the expected [asimilasjo˜dnazalite]) or
palatalization (e.g. the initial t of tree being pronounced [tS] instead of [t]) which
are automatically produced to facilitate the speech flow (Dutoit, 1997b). However, as
such modifications come from the close phonetic context, they should be integrated
in the corresponding models (for HMM) or units (for unit-selection) at training, and
therefore be adequately reproduced at the synthesis stage (Jurafsky et al., 2001a).
This partly echoes the general assumption of consistency stating that, if identical
phonetization errors are produced at training and at synthesis, these should not af-
fect the quality of the produced pronunciation.
It should however be noted that:
• this mainly holds for phoneme modifications due to contextual features consid-
ered by the models (or units)
• this hardly generalizes to issues of phoneme insertions and deletions
• this may be questionable if multiple gross errors are made in a small speech
context
This will be further investigated in Chapter 11.
On the whole, the phonetizer integrates most mandatory phonetic variations due
to contextual features through post-processing letter-to-sound rules. The question
that still remains, however, is how to deal with optional phonetic modifications. This
is addressed in the next section.
5.2.2 Integrating phonetic variation in speech synthesis
In French, optional variations include four main types of phonetic modifications which
will be discussed in the next sections:
1. Schwa elisions: These are one of the most intricate phonetic variations in
French and relate to the optional pronunciation of a [@] in the middle of a word
(e.g. petite pronounced [ptit]).
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2. Final schwas: In French, final schwas may or may not be pronounced at the
end of words. We include in this category what we will refer to as ‘epenthetic
schwas’, i.e. the insertion of a final schwa for words not ending in ‘-e’, like the
word match being pronounced [matS@] (Hansen, 1991).
3. Final liquid elisions: This category relates to two phenomena. The first is
the elision of the final liquid when preceded by an obstruent (e.g. peut-être
pronounced [pøtEt]) (de Reuse, 1987)2. The second is a typical elision of the [l]
in the pronoun il(s) [il] (meaning he or it).
4. Liaisons: This phenomenon relates to the pronunciation of a latent consonant
at the end of a word when followed by a vowel or a mute h (e.g. ils vont au
cinéma pronounced [ilvo˜(t)osinema], pas ouvert pronounced [pa(z)uvER]).
It should be noted that some of these variations may induce other modifications,
in particular on the voicing state of the contextual consonants (i.e. assimilation
phenomena). We may, for instance, observe the devoicing of the obstruent when the
liquid is elided (e.g. prendre pronounced [pöa˜t] and not [pöa˜d]) or the voicing of the
consonant if the subsequent [@] is elided (e.g. ce ballon pronounced [zbalo˜] instead of
[sbalo˜]).
In English, optional phonetic modifications also include phoneme elisions, e.g.
the deletion of final /t/ and /d/ (Labov, 1972), the suﬃx -ing which can be
pronounced [In] in casual speech (Labov, 2006)3, schwa elision before /r/ (Kim
et al., 2004) and cluster simplifications (e.g. "impacts" pronounced without the "t"
(Kim et al., 2004)). English also displays a high amount of vowel reductions to schwa.
The realization of words with optional phonetic variants depends on a wide
range of contextual factors and many linguistic studies have investigated the role
played by speech rate (Lacheret-Dujour, 1991; Fougeron and Frauenfelder, 2001;
Bürki et al., 2011), word frequency (Fougeron and Frauenfelder, 2001; Fougeron
et al., 2001), word probability (Jurafsky et al., 2001b), degree of articulation (Picart
et al., 2010), and also sociolinguistic factors like origin (Martinet, 1971; Hambye,
2005), socio-economic status (Encrevé, 1988; Armstrong, 1996; Léon, 1992) and age
of the speaker (Hambye, 2005). Few linguistic analyses however, have studied the
influence exerted on phonetic variations by the degree of expressivity in speech or
by the communicative situation in general (e.g. TV news, political speech, text
reading, sports commentaries). Yet, the potential interaction between both levels is
widely acknowledged (Simon et al., 2009; Bürki et al., 2011) and was shown to be
very influential for prosody (Simon et al., 2009; Roekhaut et al., 2010; Pršir et al.,
2In such contexts, the liquids are in a weak position (Dell, 1995), and present a non-syllabic
sonority peak more important than the preceding fricative or plosive consonant (Côté, 2004; Putska,
2011). Therefore, they violate the Sonority Sequencing Principle, which dictates that onsets must
rise in sonority while codas must fall in sonority (Selkirk, 1986). As a consequence, the liquids are
often deleted, giving "ouvre" pronounced [uv] instead of [uvR], and "semble" pronounced [sa⇠b]
instead of [sa⇠bl]) .
3The English  ng final-words pronunciation was recently compared to word-final post-obstruent
liquid deletion in French in Boughton (2014)
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2013). Because communicative situations cannot be easily ranked on a single scale, it
should be insightful to look at the role played by diverse dimensions it contains (e.g.
media/non media, expressive/non expressive). Interestingly, such questions have
not been addressed and only the phonetic diﬀerences between read and spontaneous
speech have aroused great interest (Lucci, 1983; Hansen, 1991; Fougeron and
Frauenfelder, 2001). Regarding speaking style-specific phonetic variations, Van Bael
et al. (2004) oﬀers one of the rare analyses on Dutch by studying pronunciation in
read speech, public lectures and telephone dialogues.
Much research on automatic speech recognition has focused on the modeling
of optional phonetic variants (e.g. Ostendorf et al. (1996); Riley et al. (1999); Wester
(2003); Adda-Decker (2007) for a review, see Strik and Cucchiarini (1999); Jurafsky
and Martin (2009)). Specific attention has been paid to the integration of variants
typical of spontaneous speech, as speech recognizer applications rarely deal with
read speech. The complexity of recognizing spontaneous speech was emphasized by
Weintraub et al. (1996) who showed that the performance of the recognizer was much
lower on conversational (word error rate (WER) = 53 %) than on read speech (WER
= 29 %) using identical sentences, speakers and microphones. This degradation of
the recognition could be due to a wide range of characteristics of spontaneous speech,
including phonetic modifications but also the degree of articulation and the variety
of the prosodic contours. Saraclar et al. (2000) however showed that the phonetic
realization plays a crucial role in that respect and indicated, through experimental
tests, that the word error rate significantly drops when the spontaneous variants
of the pronounced words are integrated in the dictionary. The main issue which
ASR has to face is however that including all variants of all words implies an extra
confusability which degrades the Viterbi decoding (Jurafsky and Martin, 2009). The
main interest has then lain in the search for the right balance between pronunciation
coverage and lexicon sparsity. Ostendorf et al. (1996) investigated further than the
binary distinction between read and spontaneous speech by training "style specific"
models for ASR. Speaking style is here considered as a "hidden mode" which is
automatically determined based on clustering of regions correctly recognized and
those with a high error rate. This clustering mainly relies on prosodic features
including speaking rate, normalized fundamental frequency and sound-to-noise ratio.
Style-specific acoustic models can then be learned, which solves the problem of
lexicon sparsity.
In comparison, very few studies have investigated the integration of optional
phonetic variants in speech synthesis. As previously mentioned, most manda-
tory phonetic modifications (which are mostly due to phonetic and/or syntactic
contextual factors) are modeled in existing TTS systems, through (post-processing)
letter-to-sound rules. However, they are trained to produce a phonetic transcription
corresponding to standard read speech. For optional variations, the most likely
variant is generally produced, independently of the communicative situation.
A very insightful but rather unknown work on phonetic variation modeling for
TTS is that of Miller (Miller et al., 1997; Miller, 1998b,a). His study aims at the
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modeling of individual pronunciations, i.e. pronunciations that are specific of a
speaker we want to imitate. He proposes to train a neural network to model phonetic
variations, based on a window of nine phones and linguistic contextual information.
This system provides a clear improvement of the predicted phonetics but presents, in
our view, two main drawbacks. First, the whole study is based on neutral read speech
of a single speaker, which should therefore contain little phonetic variation compared
to spontaneous or expressive speech. Second, the resulting predicted pronunciations
are not assessed when integrated in speech synthesis. No evaluation is made of the
improvement of the resulting synthesized voice. Similar studies investigating the
modeling of speaker-specific phonetic variants include Kim et al. (2004) and Bennett
and Black (2005). Here again, the studies are based on read speech as recorded
for neutral speech synthesis. Existing systems have also been developed to model
phonetic modifications for speech synthesis of specific regional varieties (Fitt, 1997;
Briony and Isard, 1997). The integration of phonetic variants in the synthesis of
expressive speech has aroused surprisingly little interest. This is further discussed in
Subsection 5.4.2.
5.3 Prosody in speech synthesis: The Prosody Gen-
erator
Prosody plays a crucial role in human communication and fulfills multiple functions,
be they linguistic (e.g. sentence segmentation, hierarchical discourse structuring,
focus) or paralinguistic (e.g. the expression of emotions and attitudes). In Dutoit
(1997b), it is emphasized that the impression of naturalness of a synthesized voice
is mainly due to "the richness of melodic contours and the quality of the rhythmic
patterns", i.e. two major manifestations of prosody. An adequate integration of
prosody in speech synthesis is therefore of utmost importance. The main issue is that
there is no widely-agreed description or representation system. Facing the very large
number of prosodic schools and theories, this question is challenging and has led to a
considerable amount of research. For a detailed review of the integration of prosody in
speech synthesis, see Dutoit (1997b); Boite et al. (2000); Taylor (2009) and Jurafsky
and Martin (2009). We oﬀer here a summary of the main trends with a special focus
on French and on the integration of tonal approaches, which are further applied in
this thesis.
5.3.1 Phrasing, intonation and accentuation
Taylor (2009), distinguishes between three main components of prosody: phrasing,
prominence and intonation. A similar distinction is made in Jurafsky and Martin
(2009) who speak of prosodic structure, prosodic prominence and tune. While we
believe that prominence is more of a perceived prosodic phenomenon that could
be seen as related to the two other manifestations, we will call this component
‘accentuation’ instead. In a first stage, these components are studied here in a
theory-independent framework (as possible as it may be). For each component, we
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then further describe its configuration in the case of French.
Phrasing
Phrasing aims at the segmentation of the speech flow. Some words naturally group
together. In Jurafsky and Martin (2009), it is shown how diﬀerent levels of phrases
can be observed in a sentence like:
[[I wanted] [to go] [to London]], [[but I went][to Paris]]
Similar grouping is observed in French (Mertens, 1993, 2006). Prosodists generally
recognize two structuring levels (Post, 2000; Jun and Fougeron, 2000):
• Minor units, i.e. accentual phrases (AP)
• Major units, i.e. intonational phrases (IP)
APs are considered as the smallest tonal unit in French and can contain more than
one word. It is the domain of the primary and secondary stress (see below). They
refer to what others have called phonological words, rhythmic words or rhythmic
units. Their formation is based on syntactic relationships and more specifically on
the dependency relations between a word carrying the stress and a clitic word (without
stress). This clitic will form a prosodic unit with its syntactic head.
The IP regroups several APs and is marked by a major continuation rise or final
fall. It has also been said to rely on semantic and pragmatic constraints (Selkirk,
1986). For a discussion of these two phrasing levels, see D’Imperio et al. (2007). The
reader interested in further details on prosodic phrasing in French is also referred to
Delais-Roussarie (1995).
The interactions between syntactic and prosodic phrasing are very complex
and debated in a wealth of research (Rossi et al., 1981; Mertens et al., 2001b;
Delais-Roussarie et al., 2011; Avanzi, 2012). They depend on many factors like
phonetic and acoustic constraints but also on the speaker’s choice. Prosody is also
often seen as flatter than the syntactic structure which may contain many embedded
levels (Mertens et al., 2001b).
Accentuation
Accentuation refers to the set of rules governing the position and realization of
stresses in the language. Stress can be seen as the "bringing into relief of a syllable
inside a word" (Garde, 1968). The notion of prominent syllables, i.e. syllables
standing out from their environment by virtue of a certain number of perceptual
and acoustic parameters (Terken, 1991) is crucial in that respect. Mertens (1991)
states that a syllable "is prominent when it stands out from its context due to
a local diﬀerence for some prosodic parameter. Prominence is continuous (not
categorical) and contributions of multiple parameters can interact". The relation
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between prominence and stress may however be complex (Mertens, 1991). A main
point to make is that the accentual patterns highly depend on the language. French
is a stress-fixed language, which means that the lexical stress has no phonological
distinctive function (Rossi, 1980). It always falls on the last syllable of the word.
Many theories of French accentuation have been proposed (Lacheret-Dujour and
Beaugendre, 1999). They classify stresses according to their structural character-
istics, their acoustic realization or their function. Relations are also usually given
between the three. From a structural point of view, a widespread distinction is made
between primary and secondary stress. The first is seen as an actualization of an
underlying lexical stress while the second fulfills enunciative (e.g. focus), expressive
and/or rhythmic functions. While primary stresses fall on the last syllable of content
words, secondary stresses are usually assigned to the initial syllable, or the second
for words with an initial vowel and non consonantic linkage (Di Cristo and Hirst,
1996; Lacheret-Dujour and Beaugendre, 1999). There are, however, exceptions to
that rule depending on the phonetic and semantic context. Regarding their acoustic
realization, primary stresses are usually characterized by a lengthening of the syllable
(and a potential pitch movement) while secondary stresses are more realized in terms
of pitch and intensity (Lacheret-Dujour and Beaugendre, 1999). Primary stresses
tend to be followed by a pause whereas secondary stresses are often preceded by a
pause. Unlike primary stresses in specific syntactic configurations, the presence of a
secondary stress is never essential and mainly depends on the speaker’s choice.
While Fónagy (1979) considers that there is only one type of non-final group
stress, referred to as secondary stress and which serves as a rhythm regulator,
most other studies define diﬀerent categories of secondary stresses4. Rossi (1985)
distinguishes between 3 types of secondary stresses according to their function:
rhythmic stress, focus stress and emphatic stress. In a similar view, Di Cristo (1999,
2000) proposes describing secondary stresses according to their function, thereby
proving a functional categorization of the French accentual framework (see Figure
5.4). This categorization will be further exploited in the remainder of this study.
While lexical and nuclear stresses can be viewed as primary stresses, rhythmic,
intensification or contrast stresses are various types of secondary stresses.
The distinction between lexical and nuclear stress is made considering their
respective domain, i.e. the prosodic word or the syntactic group. The nuclear stress
is usually considered as the last stressed nucleus of an intonational phrase (IP).
While lexical stress in free stress languages is supposed to be morphologically or
lexically distinctive and thereby belongs to the lexical entries of a dictionary, we
have mentioned that this does not apply to French, which is a stress-fixed language.
In that sense, most linguists agree on the fact that the French accentuation is
post-lexical, i.e. that it is realized at a level that is above the word. Lexical stress
may then be rather considered as a ‘pre-nuclear’ stress which refers to any preceding
accent in the intonational phrase (D’Imperio et al., 2007). In that respect, it
determines the boundaries of accentual phrases (AP).
4For a typology of initial stresses and their acoustic correlates, see Astesano (1999)
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Regarding emphatic stress, Di Cristo considers contrast stress to have an
informative objective. It can span over a large (e.g. the phrase) or a small domain
(e.g. a syllable or a word). Intensification stress mainly plays an expressive (e.g.
expression of emotions and feelings) or impressive role (to arouse emotions in the
interlocutor). These two functions are also described in Séguinot (1976) and in
Léon’s phonostylistic functional model 2005. Both functions are of interest in the
framework of our study. Intensification stress has also been shown to have a diﬀerent
distribution than nuclear stress. Séguinot (1976) indicates that mostly adjectives
and adverbs are assigned an intensification stress while nuclear stress generally falls
on nouns or verbs which delimit accentual phrases.
Accentuation 
Emphatic Non-emphatic 
Lexical Nuclear Rhythmic Contrast Intensification 
Figure 5.4 - Elementary typology of accentual categories (Di Cristo, 2000).
This distinction between emphatic and non-emphatic stresses is somehow linked
to other distinctions made by other authors. Martinet (1965) distinguishes between
passive and active functions, the latter essentially referring to emphatic stresses.
Communication theorists also draw a distinction between the primary context (that
is purely linguistic) and the secondary content which is linked to expression (Léon,
2005). In the same perspective, Caelen-Haumont and Bel (2003) consider two
vectors of prosody. The first vector allows expressing the syntactic organization of
the sentence. The second "is the one to express subjectivity and aﬀectivity". In
that respect, they draw a distinction between a structural (cf. non-emphatic) axis
and an aﬀective (cf. emphatic) axis. We will stick to the non-emphatic/emphatic
terminology in the remainder of the thesis.
It should be noted that this distinction between emphatic and non emphatic
stresses (as exploited in this thesis) is based on function and not on the position of
the stresses. As mentioned by Rossi (1985) not all non-final stresses are emphatic
stresses (see Di Cristo’s rhythmic stress). He mentions notably the "melodic ictus"
which can fall on any syllable and which is due to physiological and rhythmic
constraints.
Intonation
Intonation is sometimes used as a synonym of prosody, sometimes just as a reference
to the tonal and melodic aspects of prosody (Rossi, 1999). It is adopted here in its
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restricted definition and is seen as related to pitch contours only, i.e. the rise and fall
of the fundamental frequency over time. The same prosodic phrasing with stresses on
identical syllables can still diﬀer prosodically by displaying diﬀerent tunes (Jurafsky
and Martin, 2009). French is said to be an intonational language, i.e. a language in
which pitch is used to signal syntactic and/or semantic distinctions at the phrase or
at the sentence level (Gandour, 1978). Modality (e.g. declarative or interrogative)
is one of the semantic distinctions that is brought by intonation (Grammont, 1971).
Most French models focus on intonation and are further detailed in Section 5.3.2.
Relationships between the three prosodic components
It should be noted that phrasing, intonation and accentuation are heavily intertwined
in French prosody and can hardly be studied independently:
• Intonation patterns are directly related to phrasing. In Rossi et al. (1981),
for instance, each intonational phrase is assigned a specific pitch contour. In
Mertens’ model (1987), the intonational contours are also directly related to the
hierarchical structuring of the prosodic phrases.
• As carefully explained in Bardiaux (2014), there is also a syncretism between
French intonation and accentuation (Carton, 1974; Di Cristo, 1999) that has
led some authors to postulate the absence of accentuation in French (Rossi,
1980) or at least to consider that accentuation does not play a distinctive role
in the segmentation of prosodic phrases (Vaissière, 1991; Beckman, 1992). Some
authors also state that stress alone is not suﬃcient to mark the end of a prosodic
phrase and that only the pitch contour is essential (Mertens, 1987). As shown
in Subsection 5.3.2, several prosodic models oﬀer a simultaneous annotation of
both components (e.g. Mertens (1987); Silverman et al. (1992)).
• Accentuation in French is directly linked to phrasing as primary stresses have
a demarcative function in the delimitation of prosodic phrases (Martin, 1979).
The sequence of nuclear stresses determines the structure of intonational phrases
(IPs). Prenuclear stresses can also be considered as indicators of the boundaries
of accentual phrases (APs) (D’Imperio et al., 2007).
Prosody in expressive speech
As previously mentioned, prosody plays a crucial role in the rendering of expressive
speech. This can be witnessed in the two last prosody components, i.e. accentuation
and intonation. While producing prosody from phrasing only is said to convey
a neutral, acceptable prosody of the sentence (Monaghan, 1989), the production
of expressive speech requires the integration of other prosodic events, especially
emphatic stresses and specific intonational contours.
In terms of accentuation, the discrepancy between neutral and expressive speech
is clearly indicated by Di Cristo’s theory (1999, 2000) which distinguishes between
emphatic and non-emphatic stresses. Part of the expressivity is notably borne by
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the so-called "intensification stresses". On the other hand, contrast stresses can also
be used to put the focus on a specific element, with an implicit contrast, thereby
conveying an expressive content. Fónagy (1979, 1949) shows that emphatic speech is
characterized by a higher accentual piling, adjacent syllables of a word being often
accentuated simultaneously. He also observes that emphatic speech triggers more
accentuation on enclitic words. Paeschke et al. (1999) analyzed the proportion of
stressed syllables in emotional speech and highlighted that a higher proportion of
syllables are stressed in angry speech, the lower proportion being found in neutral,
bored and sad speech. Paeschke and Sendlmeier (2000) also analyzed the accentual
realization in 6 acted emotions in German. They studied the duration of accents
(sentence accent, word accent and final accent of the sentence) and the duration and
steepness of the rising and falling parts of the accents. They found all three criteria
to significantly discriminate between the emotions. For example, accents in fearful
sentences are significantly shorter than in all other emotions. The steepness of F0 rise
clearly discriminates between two types of emotions: sad, neutral and bored (with
little steepness) and fearful, angry and happy (twice as steep as the first group). This
can be seen as a correlation between F0 steepness of accents and the arousal level.
On the whole, most results tend to indicate that accentual patterns in expressive
speech diﬀer from neutral speech in terms of accent density, distribution and
realization.
Regarding intonation, several studies have investigated the existence of pitch
contours specific to (or adapted to) expressive speech. In their corpus of spontaneous
expressive speech in French, Caelen-Haumont and Bel (2003) observe a very rich
diversity of intonational patterns with a large variability of maximal and minimal
pitch values. Paeschke and Sendlmeier (2000) also analyzed pitch movements across
emotions in German and showed, for example, that pitch contour is much flatter in
fear than in happiness or anger. Similar observations were made in Portuguese by
Rillard (2014) (based on de Moraes and Rilliard (ress)) who points out an expansion
of the amplitude of F0 contours in joyful and angry speech, and reduced contours in
sad speech.
5.3.2 Existing models of prosody
A major problem of prosody modeling lies in the search for an adequate compromise
between a certain degree of abstraction (i.e. to represent the knowledge of the
speaker) and the phonetic concrete realization (i.e. the physical manifestation).
Because of the complexity of prosodic configurations, no commonly agreed model
has been adopted, as a counterpart to the International Phonetic Alphabet (IPA)
for phonetics 5. A multitude of models have been proposed to account for one or
several of the three aforementioned components of prosody. This section does not
aim to provide an exhaustive survey of existing models but highlights those which
5It should be noted that the IPA itself proposes a set of symbols specific to the encoding of
suprasegmental phenomena (including stress, lengthening and phrase boundaries). This labelling
framework is however largely unexploited by current studies.
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have been applied to speech synthesis, with a special focus on models designed for
French. For a detailed description of existing French models, see Lacheret-Dujour
and Beaugendre (1999); Rossi (1999); Martin (2009). Our subsection is also based
on Bardiaux (2014) who provides an insightful summary of prosodic models.
Prosody can be represented at diﬀerent levels, varying in terms of degree of
abstraction. The description can be acoustic (i.e. through the measurable physical
realization), perceptive (i.e. as heard by the average listener) or linguistic. For the
latter, prosody is considered as a sequence of abstract units that have a specific
communicative function or that fulfill syntactic requirements. We will rely on this
categorization, as proposed in Dutoit (1997b) and Mertens (1987), to oﬀer a state of
the art of existing prosody models.
Acoustic models
Acoustic models consider prosody as a sequence of F0 values. They aim at pro-
viding a pure description of prosodic phenomena, without interpretation, through
an objective description of the signal. One of the most famous models of that
type, which has been extensively applied to speech synthesis, is Fujisaki’s in-
tonation model (Fujisaki and Kawai, 1982; Fujisaki, 1992) (see Figure 5.5).
It aims at providing an accurate description of the F0 contour that simulates
the human production mechanisms. Through the use of finite-impulse-response
(FIR) filters, it proposes to modify the F0 curve with two types of commands:
phrase and accent commands, which oﬀer a representation of prosodic groups and
accented syllables. It makes use of impulses to produce phrase shapes and step
functions to produce accent shapes. The parameters of the model correspond to
the amplitude and timing of the diﬀerent commands. It was specifically designed
for Japanese but has been applied to other languages, including French (Bailly, 1989).
Another model that we include in this category is Taylor’s Tilt model (Taylor,
1994, 2000), while it diﬀers in many aspects from Fujisaki’s model. Tilt was initially
developed for English and was specifically designed for engineering purposes. In that
sense, it is not based on biological features of speech and it neglects purely linguistic
concerns. It proposes to represent the F0 contour as a series of events which represent
accents and boundaries. It is similar in that sense to autosegmental and metrical (AM)
models as presented below. Unlike AM models, however, it does not specify a finite
set of discrete labels but assigns continuous values to the events. Six parameters
ought to be defined: the shape of the event, the amplitude and duration of its rise
and fall component and its alignment with the verbal component. The parameters
are trained on a hand-labelled corpus.
Perceptual models
The problem of acoustic models is that "they cannot guarantee that the details
that are smoothed out are not actually audible and that the ones that remain can
really be heard" (Dutoit, 1997b). To answer that criticism, perceptual models have
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Figure 5.5 - A functional model for the process of generating F0 contours (Fujisaki,
2004).
been developed to restrict the representation. Unlike acoustic models, which rely on
parameters such as F0, duration and energy, perceptive models focus on perceptually
relevant features only. In that sense, pitch for example, is seen in terms of semi-tones,
which are more representative of the logarithmic perception of frequency.
Mertens (1987) and d’Alessandro and Mertens (1995) propose an
automatic stylization of the pitch contour based on perception. For each syllable, the
observed F0 is stylized into one or more parts, which may be level, rising or falling,
depending on whether or not the corresponding pitch change exceeds the glissando
threshold, and hence is perceived as a changing pitch. These parts are called tonal
segments. Unlike linguistic models, the set of pitch contours is larger and is not
directly related to specific functions.
With similar objectives, the IPO6 model (’t Hart et al., 1990) 7, which falls
within the Dutch school, lies on a method of analysis by synthesis, in which
sentences are resynthesized with a stylized pitch contour to check their equiva-
lence to the original intonation. It goes one step further however by defining a
limited set of standardized patterns and a grammar for their grouping into standard-
ized pitch contours. It is in that sense closer to linguistic models described hereunder.
6Instituut voor PerceptieOnderzoek
7The IPO model has been the dominant model for 20 years until about 1990, when dominance
was taken over by autosegmental models (see below).
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Linguistic models
Finally, the last category relates to linguistic models. In fact, two diﬀerent acoustic
realizations or perceptions could be simple variants of a single function or meaning.
To model this aspect, a prosodic vocabulary (of intonational events) and a grammar
to organize them is needed. This is achieved by linguistic models. They aim at
representing an intermediate level between the quantitative, acoustic level and
linguistic functions. Di Cristo (1999) insists on the importance of such an interme-
diate phonological representation to avoid a direct mapping between acoustics and
functions. It can basically be distinguished between two types of linguistic models:
global (or holistic) and local (or tonal) models. Given the very large number of
existing models, we put a special emphasis on models specifically designed for French
and especially focus on Mertens’ model (1987) which is exploited as a basis in the
framework of our study.
Global approaches consider the intonational contour as the minimal unit. The
speech flow is segmented in a sequence of pitch contours. Most of these models
are inspired by the British school (Halliday, 1967; Crystal, 1969; O’Connor and
Arnold, 1973). The British school based its model on "rises" and "falls" to describe
intonation. The contour is made of diﬀerent parts, the pre-head (P), the head (H),
the nucleus (N) and the tail (T), according to the following configuration:
(P) (H) N (T)
where parentheses indicate optional parts. The most important part of the
contour is the nucleus, which bears the accent and which can be assigned various
contour configurations (e.g. fall, rise-fall, fall-rise). Several models of French
intonation rely on a similar description in terms of pitch contours. We focus here on
some of the most well known.
• Delattre (1966) defines a set of 10 fundamental pitch contours, on a 4-level
grid, at the rhythmic group level. These contours can be distinguished by slope,
curvature, initial and final levels. They rely on perceptive and functional criteria
(e.g. finality, question, exclamation, parenthesis).
• Martin (1979) bases his model on minimal intonational units called prosodic
words (corresponding to accentual phrases). Similarly to Delattre (1966), each
unit is assigned a basic contour. The diﬀerence lies in the fact that the contours
are defined in terms of binary phonological criteria (e.g. regarding their ampli-
tude and length), which account for 6 basic contours. Based on this, he proposes
a generative grammar of intonation. Interestingly, this model was further de-
veloped in Martin (1997, 1998) and phonological criteria were added to account
for pitch contours of specific emotions and attitudes (e.g. doubt, surprise).
• Rossi et al. (1981) propose a model of intonation based on perceptually-
relevant contours, through a stylization of intonation. The sentence is segmented
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in intonational groups and each group is assigned a specific terminal contour. A
set of 6 contours is defined (minor/major continuation, major/minor conclusion,
appellative continuation and intonational parenthesis). Compared to Delattre
(1966), intonational phenomena are more related to accentuation, the model
being based on Di Cristo (1975) who defined anchoring points of the intonational
phrases according to initial (attack) and final stresses (tonic).
Unlike global models, tonal approaches propose a discretization of the intonation
continuum in a sequence of tones, which are phonological abstractions for the target
points (Dutoit, 1997b). These target points are usually related to syllables, which
diﬀers from global approaches which are based on larger prosodic phrases. Most of
these approaches are inspired by the autosegmental and metrical (AM) theory
as named by Ladd (1996), which is based on Pierrehumbert’s study (1980) and which
was formalized in ToBI (Silverman et al., 1992; Beckman and Hirschberg, 1994;
Pitrelli et al., 1994). This theory proposes a hierarchical prosodic structuring based
on prominent syllables, which are considered as the head of prosodic components.
Unlike other prosody models which mainly focus on intonation, AM models integrate
all three prosodic components, i.e. phrasing, accentuation and intonation.
ToBI is the most famous annotation scheme for English prosody and has been
widely used in speech technologies. ToBI annotation framework is made of four sym-
bolic levels:
• the orthographic tier (with orthographic and/or phonetic transcription)
• the tone tier
• the break-index tier
• the miscellaneous tier (including comments about laughing, cough, and so on)
The two tiers directly linked to prosody are the tone tier and the break index
tier. The tone tier oﬀers a discrete representation of the intonation in terms of two
tone levels: high (H) and low (L). These labels are associated with diacritics which
indicate accentual characteristics. Regarding accentuation types, ToBI distinguishes
between "phrasal tones" (which delimit phrasing boundaries) and "pitch accents"
(inside intonational phrases). Three types of boundary tones are defined, according
to their relation to the intonational phrase: intermediate (H- and L-), final (H% and
L%) and initial (%H). They are directly related to the break-index tier (see below).
Pitch accents are defined in terms of their pitch contour. Each label is supposed
to be assigned to a specific function (see Table 5.1). Stars indicate which tone is
directly associated with the accented syllable.
The break-index tier is based on Price (1991) which assigns a level ranging from
0 to 4 to phrasing boundaries. Degree "0" corresponds to no boundary, "1" occurs
between two diﬀerent prosodic words, "3" corresponds to an intermediate phrase
boundary and "4" is assigned to boundaries of full intonational phrases. Break index
"2" is slightly more complex and corresponds to (i) a strong disjuncture with a
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Table 5.1 - Tonal labels of ToBI (Pitrelli et al., 1994).
Pitch accents
Label Intonative contour Function
H* Simple High Canonical declarative
L* Simple Low Yes-no question
L+H* Rising to high from low Contrastive focus
L*+H "Scooped" late rise accent Pragmatic uncertainty
H+!H* Fall onto stress Pragmatic inference
(virtual) pause but no tonal mark or (ii) a disjuncture that is weaker than expected
at a clear intermediate or intonational phrase boundary.
Originally designed for American English, ToBI has been extended to other
languages, including French (e.g. Jun and Fougeron (1995); Post (2000) and more
recently Delais-Roussarie et al. (2015)). Most tonal French models used in speech
technology, however, slightly diﬀer from ToBI and are based on INTSINT (Hirst and
Di Cristo, 1998) or Piet Mertens’ model (1987) which are described hereunder. In
Lacheret-Dujour and Beaugendre (1999), these two models are considered to be the
only comprehensive annotation schemes for French prosody.
INTSINT (International Transcription System for Intonation) (Hirst and
Di Cristo, 1998; Campione et al., 2000) is a multilingual prosody annotation system
in line with the autosegmental and metrical approach. It is meant to be "theory-
neutral" in providing what could be seen as an equivalent to the IPA for prosody.
In that sense, the model is considered to be more phonetic (and less phonological)
than ToBI (Taylor, 2009). The model relies on a first stage, realized by the MOMEL
algorithm (Hirst and Espesser, 1993) which provides an automatic stylization of
the pitch. Unlike aforementioned perceptive studies, this stylization is carried out
on acoustic properties only and does not integrate perceptual factors. Through a
smoothing of the F0 curve, supposed to erase most micro-prosodic variations8, the
algorithm automatically detects target points, which are considered as anchors to
the pitch contours. To each of these targets, INTSINT assigns a symbol, which
can be absolute and related to the speaker’s range (i.e. ‘mid’, ‘top’ or ‘bottom’) or
relative to the preceding symbols (i.e. ‘higher’, ‘lower’, ‘same’). Accents can also be
marked as ‘downstep’ or ‘upstep’. In addition, INTSINT also proposes a grouping of
tone sequences into intonational phrases. It should be noted that INTSINT mainly
provides an annotation of intonation and does not directly deal with accentual
phenomena (unlike Piet Mertens’ model presented hereunder).
Finally, Mertens (1987; 1990; 2001b; 2006; 2008) also proposes a model to
annotate accentuation and intonation in spontaneous French. Unlike INTSINT
which oﬀers a description of the F0 curve closer to the acoustics, Mertens’ model only
8Microprosody refers to "short-term variations that can be measured (provided very accurate
instrumentation is available), but that cannot be perceived (as such) and clearly have no function in
intonation (although they may contribute to segmental identification)" (Dutoit, 1997b)
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describes events that are considered to be relevant from a perceptive point of view.
A second diﬀerence lies in the fact that the system also describes pitch movements.
Syllables at positions in prosodic structure are assigned a tone, which specifies
the structural position (final stress, initial stress, beginning or end of unstressed
segments) and the pitch level. These labels are defined as ‘intonational morphemes’.
They diﬀer from ToBI’s labels which are only assigned to accented syllables and
phrase boundaries.
The model relies on four pitch levels (see Figure 5.2). The number of levels
is based on (i) the top and bottom of the speaker pitch range, (ii) the presence
of major and (iii) minor pitch intervals. The extra high (H+) and extra low (L-)
levels represent the maximal and minimal height in the speaker’s pitch range. In
that sense, they rarely occur in the annotation. The size of a major interval as
defined between a tone and the next is determined in a relative manner, based
on the pitch range of the sentence, and is typically of about 5 semi-tones (ST).
Beside the four basic levels, the system also allows for the raising (/) or lowering
(\) of a tone, which defines intermediate tones. The interval with the basic tone
is then usually smaller than 3 semi-tones. This direct relationship between the
tones and semi-tones, and the resulting set of 8 tones, explains why Mertens’
model is often considered as more phonetic than ToBI, which relies on two tone
levels only and can be seen as more phonological in that sense (Bardiaux, 2014).
Finally, it should be said that, similar to INTSINT, these tones are relative: they
depend both on the speaker’s pitch range and on the height of the preceding syllables.
Table 5.2 - Pitch levels in Mertens’ model of French prosody (Mertens, 1987).
Value Notation
Extra high [H+]
Raised high [/H], [/h]
High [H], [h]
Lowered high [\H], [\h]
Raised low [/L], [/l]
Low [L], [l]
Lowered low [\L], [\l]
Extra low [L-], [l-]
The information on pitch level is combined with information on the position
(of the syllable) within prosodic structure. Mertens distinguishes between two
stress types: final and initial stresses. Final stresses can be realized with a syllable
lengthening and can be either static or dynamic. For that reason, they are assigned
two pitch levels. These two levels are said to be suﬃcient as no complex movement is
usually observed on final stress in standard French. Initial stresses are static and are
therefore represented with one pitch level only. The corresponding syllable is usually
not lengthened and is often preceded by a small pause. Syllables corresponding to
final or initial stresses are assigned pitch levels in capital letters (e.g. HH for final
stress or H for initial stress), while those in unaccented position are labelled with
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lowercase letters (e.g. h). The latter being usually static, they are represented by
a single pitch level. A sequence of unaccented syllables can be modeled with just
two pitch levels, i.e. from the first and last syllable of the sequence. These two
syllables are connected with the diacritic symbol "...". It should also be noted that
the model allows for register changes which are marked * and + and give rise to a
new interpretation of L and H levels (Mertens, 1987). These changes occur between
intonational phrases (see below).
The model also proposes a grouping of the syllables in terms of intonational
phrases and a hierarchical structuring of these phrases. Mertens (2004b) distinguishes
between accentual phrases (based on the natural structuring with clitic and non-clitic
words), and intonational phrases, which are defined as a sequence of one or more
syllable with the last non-schwa syllable bearing a final stress. This is in line with
the description of intonation provided in Subsection 5.3.1 which indicates that
nuclear stresses are final and serve as boundaries to prosodic phrases. The interested
reader should however be careful with terminological issues as intonational phrases
in Mertens (1987, 1990, 2006, 2008) can be considered as counterparts of APs as
described in Subsection 5.3.1. In Mertens’ model, accentual phrases are therefore
potential phrases, which correspond to the maximal dividing of the syntactic
structure, whereas intonational phrases are the eﬀectively realized groups. Based
on a corpus-based analysis of French spontaneous speech, he defines the possible
morpheme sequences of intonational phrases (See Figure 5.6). Most elements are
optional and the single required morpheme to form an intonational phrase is the final
stress.
Figure 5.6 - Tone distribution in maximal intonational phrase (Mertens, 2006). AF
= final stress, AI = initial stress, unstr = unaccented syllable.
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The hierarchical structuring of the intonational phrases is based on the height of
the final stress which determines a boundary level. The association tone of final stress
/ degree of boundary follows the relative height (i.e. L < ...< H < /H <...) with the
exception of the L-L- level which is considered to determine the maximal boundary
(see Mertens (1987, 1990); Mertens et al. (2001b)). The respective intonational
groups are then broken away or grouped according to the boundary level between
them. The grouping is based on the following rule: if, in the contour hierarchy, the
morpheme of the accented syllable of a phrase is below that of the following phrase,
the first phrase constitutes a sub-unit of the second. Otherwise, the two intonational
phrases are said to belong to two independent prosodic units. These diﬀerent
levels of prosodic phrasing can be seen as the counterpart of ToBI’s accentual and
intonational phrases. The diﬀerence, however, lies in the accentual models of both
studied languages (i.e. French and English). While primary stress and intonational
boundary do not coincide in English (which justifies the need for a distinction
between pitch accent and boundary stresses), there is a syncretism between these
phenomena in French. This explains why primary stresses are suﬃcient in French to
describe grouping in intonational phrases.
Finally, it should be noted that besides melodic and accentual diﬀerences between
the intonational morphemes, they are also distinguished by their semantics. As
pointed out in Mertens (2012), each prosodic form is seen to fulfill a specific function.
This is further described in Mertens (2008). Morpheme L-L- indicates a final contour,
while HL, for instance, indicates focus. This correspondence between intonational
morphemes and specific functions is further described and exploited in Chapter 10.
5.3.3 Integrating prosody in text-to-speech
The integration of prosody in speech synthesis has been the topic of a wealth of
research (see Taylor (2009) and Dutoit (1997b) for a detailed description). The general
framework of prosody prediction can be seen as shown in Figure 5.7. We propose
here to distinguish between three types of generation processes based on the level
of prediction (from higher to lower level), i.e. phrasing and accentuation features,
prosodic labels or acoustic values. The advantages of the three techniques depend on
the type of synthesis (unit concatenation, unit selection or HMM) and are detailed
below.
• TYPE 1: The prediction of acoustic information from text usually in-
cludes F0 values and phoneme durations. In diphone concatenation, they
can be directly used to modify the signal. This usually results in signal degra-
dation inherent to this type of synthesis. While a similar technique can be
used for unit selection synthesis, acoustic values can also be used to select
the best unit in the database of available units. This requires however comput-
ing a target cost to define the distance between predicted and available values.
Finally, in HMM-based speech synthesis, acoustic values can also be used to
modify the signal. However, because HMM TTS relies on parametric modeling
and not on a set of pre-recorded units, this prediction of target acoustic values
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Figure 5.7 - Diﬀerent stages of prosody integration in speech synthesis, for three
generations of speech synthesizers.
does not degrade the signal, which is a clear advantage compared to diphone
concatenation.
On the whole, predicting acoustic values allows a very precise prosody predic-
tion. This requires going through 2 or 3 steps (see Figure 5.7) to transform the
text into these values, which may be rather complex. Besides, in unit-selection,
a target cost function needs to be implemented to account for the diﬀerences be-
tween the predicted F0 and duration values and the acoustic values of available
units. This is not straightforward as it should ideally take into account per-
ceptual criteria, i.e. the fact that some diﬀerences are heard more than other
but also the fact that some acoustically diﬀerent patterns may carry a similar
function.
• TYPE 2: The prediction of prosodic labels from text essentially relies on
existing linguistic models as described in Section 5.3.2. The rationale behind
this technique is that it is assumed that linguistic features are more correlated
with symbolic prosody than with the acoustic realization. Tonal models are
especially used in speech synthesis. Because of the restricted set of possible
labels, a direct mapping can be made in unit selection with units with the
expected label. For unavailable units however, a target cost still requires being
defined. This issue can be partly solved by attempting a maximal reduction
of the number of exploited labels. For HMM-based speech synthesis, the
prosodic label information can be directly integrated in decision trees which are
exploited to distinguish between the models (see Section 5.4). In that sense,
various models of a single phoneme are available and depend on contextual
criteria, be they phonetic, syntactic or prosodic. The advantage of HMM-based
techniques is that they do not require explicitly defining a target cost if no unit
with the expected prosodic context is available in the training set. As further
detailed in Section 5.4, an automatic clustering of models with similar acoustic
realizations provides a generalization to unseen events.
• TYPE 3: The prediction of accentual and phrasing information from
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text is the first step of all three types of prosody generation. Some systems, how-
ever, propose to rely on this information only without predicting prosodic labels
or acoustic values. In unit selection, a mapping can then be done between the
target linguistic context and that of existing units in the database. The main
flaw compared to techniques of TYPE 2 is that the amount of contextual in-
formation can be rather large (e.g. position according to current/previous/next
intonational phrase, position of the previous/next stress). It therefore increases
the dimensionality of the feature space and all possible configurations cannot
be stored in the database (Taylor, 2009). Target costs still need to be computed
and their computation can be rather complex. The integration of accentual and
phrasing information directly inHMM-based speech synthesis is similar to the
integration of prosodic labels. In fact, both prosody levels are usually included
in current systems. In that case, the model automatically learns, at training
stage, which information best discriminates between the various realizations of
a single phoneme.
The most popular models in speech synthesis are acoustic (Subsection 5.3.2)
and tonal models (Subsection 5.3.2). While acoustic models allow for a rather
straightforward prediction of F0 and duration values from phrasing and accentual
information (TYPE 1 with step 2.bis), tonal models can be exploited alone (TYPE
2) or can be exploited to predict acoustic values (TYPE 1 with step 2). The three
steps are detailed below. After a general summary of existing techniques, attention
is paid to studies that have integrated them in French speech synthesis.
Finally, it should be pointed out that a clear advantage of synthesizers of TYPE
2 or 3 is that they allow for a prosody prediction that goes beyond F0 and duration
prediction. It is well known that prosodic manifestations also influence other aspects
of the signal like voice quality and intensity. Predicting only stress/phrasing or
prosodic labels should allow for a correct realization of these other levels as they
should be present in the respective training segments.
Predicting phrasing and accentual information (Step 1)
While the exact interaction between syntactic and prosodic phrasing is extremely
complex (Simon et al., 2009; Delais-Roussarie et al., 2011; Avanzi, 2012), most
automatic prosody generators still need to rely on syntactic information to predict
prosodic phrasing. This can benefit from the fact that melodic phrases still often
coincide with morpho-syntactic groups (Dutoit, 1997b). Most speech synthesizers
rely in fact on this unique source of information to generate prosodic patterns. The
prediction of phrasing is indeed much easier than that of prominence that includes
the notion of focus and depends on semantical and pragmatical information which
are much harder to predict (Boite et al., 2000). One or several levels of phrasing can
be predicted.
Various approaches have been proposed. As usually in NLP, they range from
rule-based methods to statistical techniques.
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Deterministic approaches are usually based on punctuation and on the
distinction between clitics (i.e. function words) and non-clitics (i.e. content words).
They are referred to as "deterministic content function punctuation (DFCP) algo-
rithms" (Taylor, 2009). Prosodic groups are determined from a local, left-to-right,
low level analysis, which can be realized in real-time. Liberman and Church (1992)
proposed an approach based on "chinks and chunks", shown in Figure 5.8.
!
Figure 5.8 - Liberman’s "chinks and chunks" (Dutoit, 1997b).
In this technique, a minor prosodic phrase is considered to be a sequence of chinks
followed by a sequence of chunks. While chinks and chunks are roughly defined as
function and content words, respectively, Liberman and Church (1992) propose to
refine the model by slightly modifying this correspondence. While object pronouns
are classified as chunks, conjugated verbs are seen as chinks. This allows for a better
functioning of the algorithm which can be observed on the following English sentence:
Content/Function words
I asked
Them if they were going home
To Idaho
And they said yes
And anticipated
One more stop
Before getting home
Chinks and Chunks
I asked them
If they were going home
To Idaho
And they said yes
And anticipated one more stop
Before getting home
As prosodic groups are said to be composed of a non-clitic word and all clitic
elements depending on it (Mertens, 2004b), this algorithm considers that all clitics
are on the left of the non-clitic, which is often correct but does not apply to all
syntactic constructions. Beside, such approaches have been said to over-predict the
number of prosodic boundaries (Taylor and Black, 1998). More complex heuristics
have been proposed, as in Boula de Mareüil and d’Alessandro (1998) which relies
on a set of rules determining diﬀerent levels of boundaries, based on an automatic
parsing of the text in terms of noun sequences, verb sequences and transjunctives (i.e.
prepositions, conjunctions, etc). Other heuristics are based on a morpho-syntactic
analysis of the sentence and rely on augmented transition networks, definite-clause
grammars (DCGs) or unification grammars (UGs) (e.g. Allen et al. (1987); Traber
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(1993)). These grammars allowing for the processing of a syntactic tree of the
sentence, the degree of boundary between two words is then defined according to
the height of two words common ancestor. In the Elan TTS (Boula de Mareüil and
Soulage, 2001), about 150 rules are designed to predict prosodic boundaries based
on the categories of the three following words, with the use of a dependency grammar.
Data driven techniques include classification and regression trees (CART)
based on contextual criteria like neighboring parts-of-speech, punctuation and accen-
tuation (e.g. Wang and Hirschberg (1992)) or more complex syntactic information
(e.g. Koehn et al. (2000)). HMM-based approaches have also been proposed (Taylor
and Black, 1998). More recently, CART were also used to predict style-specific phrase
breaks in Parlikar and Black (2011). They make use of longer-distance contextual
features (such as the number of words before the end of the sentence) and prosodic fea-
tures based on a grammar that is learned to predict shallow prosodic parses from text.
Most French synthesizers rely on an adaptation of the "chinks and chunks"
system (e.g. Malfrère and Dutoit (1997); Colotte and Beaufort (2005)). The use
of morpho-syntactic parsing was included in Gaudinat and Wehrli (1997) and Obin
et al. (2010b) and further integrated in the Mingus synthesizer (Mertens et al., 2001b).
Prominence information can also be predicted from text. Most studies rely
on the prediction of lexical stresses only, while relying on rhythmic constraints, so
as to avoid stress clashes (Taylor, 2009). Because stress in French is often said to
be post-lexical and occurs at the end of intonational phrases, most speech French
synthesizers rely on phrasing information only, often enriched with heuristics based
on rhythmic constraints. It should however be noted that this only allows for
the prediction of lexical and nuclear stresses but neglects emphatic stresses. The
latter are not considered by most TTS because of their very complex prediction,
which should be based on semantic and pragmatic information which can hardly
be predicted from text (Boite et al., 2000). More recent studies have however tried
to predict focus and emphasis information from text in English. Hirschberg (1993)
proposes a pitch accent prediction based on how much new information a word
contains, relying on features that correlate with these sophisticated semantics. A
tree-based representation of the syntactic structure of the text to synthesize has also
proved to be useful for such events prediction in Hirschberg and Rambow (2001).
In Strom et al. (2006), emphasis is annotated based on capital letters or short
quotations within a spoken utterance or short exclamations. Hovy et al. (2013)
predict focus from a set of lexical and syntactic features, including the word POS,
length, position and the sentence length.
As previously mentioned, speech synthesizers of TYPE 1 rely on phrasing and
accentual information alone to generate prosody. This information is enriched by the
contextual features provided by the linguistic analysis made by the front-end which
include for instance the parts of speech of the neighboring words, syllable and word
boundaries. Synthesizers of that type for French include Colotte and Beaufort (2005).
In their unit-selection synthesizer, the units are selected based on linguistic features,
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phrasing and accentual information. Phrasing is computed with an improved "chinks
and chunks" algorithm and phonetic lexicons are used to infer accentual features.
That type of prosody generation is also used for HMM-based speech synthesis in Lan-
chantin et al. (2010) and Picart (2013). This is the standard technique for HMM
synthesizers if no specific attention is paid to prosody generation. Finally, Obin et al.
(2010b) propose to include higher-level syntactical features to improve prosody of
HMM-based French synthesis. Syntactic features integrated in the contextual infor-
mation result from an automatic linguistic parsing of the sentence, based on a compact
Tree Adjoining Grammar9. Perceptive tests showed a significant preference for this
model against the baseline, which integrated basic phrasing and prominence features
only.
Predicting prosodic labels (Step 2)
Tonal models as presented in Subsection 5.3.2 are usually exploited in this stage.
A wealth of research has investigated the prediction of ToBI labels to generate
prosody in English TTS, or in the synthesis of other languages to which ToBI was
adapted. A prosodic label is generally assigned to each syllable. To predict labels
from text, both deterministic and data-driven approaches have been developed.
Most of these techniques rely on the previous prediction of phrasing and accentual
information (i.e. Step 1). Rule-based approaches include Quene and Kager (1989)
which automatically assigns ToBI-like labels to Dutch texts, based on criteria such
as parts-of-speech and rhythmic constraints. This algorithm assigns however only
three labels defining sentence accents and phrase boundaries. ToBI boundary tones
are also predicted in Strom et al. (2006), with a very simple set of rules based
on punctuation, POS of the sentence-initial word, and a flag indicating wether
the sentence contains the word "or" immediately following a comma. This study
distinguishes between diﬀerent types of questions (Wh-questions, yes-no questions,
and alternative questions) which are said to bear a diﬀerent final boundary tone.
To automatically predict ToBI labels (both pitch accents and boundary tones)
for English from text, Ross and Ostendorf (1996) exploit CART and Markov
models. They rely on features such as parts-of-speech, paragraph structure but also
prosodic phrase structure as predicted in Step 1. In Syrdal et al. (2001), automatic
prediction of ToBI labels from English texts, through machine-learning algorithms
(as described in Sproat et al. (1992)) is also investigated to speed up manual
annotation. They make use of various criteria including parts-of-speech, morpholog-
ical information and mutual information scores based on a four-word window context.
For French, Véronis et al. (1998) proposed a probabilistic linguistic module to
automatically generate INTSINT labels from text, based on part-of-speech tagging
and punctuation. Piet Mertens also proposes a rule-based prediction of his labels
from text based on prosodic phrasing (with the "chinks and chunks" algorithm
as detailed in Subsection 5.3.3), the modality of the sentence (e.g. declarative or
interrogative) and rhythmic constraints (Malfrère et al., 1998). These constraints
help in avoiding too long sequences of unaccented syllables. A restriction of this
9This is computed by the Alpage Linguistic Processing Chain: http://alpage.inria.fr/alpc.en.html
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study is that it does not predict initial stresses. In Mertens et al. (2001a), it is
proposed to manually enrich the text with pragmatic intentions, by means of a set of
pre-defined functional XML tags, which are exploited to derive tones, with heuristics.
The "focus" tag, will result in a HL-accented word-final syllable while topic, for
example, will trigger the prediction of an HH or H/H intonational boundary. This
prediction is made possible by the very nature of Mertens’ model which assigns
specific functions to the tones (Mertens, 2008). In Mertens et al. (2001b), tones
are predicted from a rich analysis of the syntactic structure of the text by the
FIPS parser (Gaudinat and Wehrli, 1997), based on a set of hand-derived rules, the
Mingus algorithm. Tones are defined according to the boundary level, the sentence
modality and prosodic markers (such as focus and appendix). In the same line,
Mertens (2008) derives the tonal structure from text based on a set of rules, relying
on lexical stresses, the number of syllables, syntactic dependency relationships (based
on the dependency grammar (Tesnière, 1959) enriched by the pronominal approach
as defined by Blanche-Benveniste et al. (1984)) and syntactic constructions.
Speech synthesizers of TYPE 2 do not predict acoustic values from these prosodic
labels but directly map training and synthesis samples/models based on these labels.
Most HMM-based speech synthesizers aiming at producing natural prosody can be
put in this category, as the HTS toolkit (Zen et al., 2007a) proposes to include ToBI
labels as contextual information. In unit-selection synthesis, synthesizers of TYPE 2
include Wightman et al. (2000), which integrates a simplified version of ToBI ("ToBI
Lite") and Strom et al. (2006), which includes ToBI boundary tones.
Predicting acoustic values (Step 2 bis. and Step 3)
Finally, synthesizers of TYPE 3 rely on the prediction of acoustic values, typically
F0 and duration values.
Duration is usually predicted at the syllable or at the phone level (Taylor, 2009).
As it is dictated by both phonetic and prosodic criteria, these two sources of informa-
tion are usually exploited for the prediction. As for many other NLP tasks, methods
range from pure heuristics to data-driven techniques. The most renown is Klatt’s
rules (Klatt, 1979) which were integrated in MITalk and compute the lengthening of
the context-neutral intrinsic durations of phones based on several criteria including
the phonetic context, stress, and phrase boundaries. Van Santen (1994) proposed
a semi-trainable generalization of Klatt’s rules called the "sums-of-products model".
Data-driven methods include the use of CART (Riley, 1990) based on the segmental
context, stress, the lexical position and the phrasing position. In Campbell (1992) the
prediction of syllable durations is provided by neural networks, based on 6 contextual
features, i.e. the number of phonemes, the nature of the syllabic peak, the position
in the intonational phrase, the type of foot, stress and word class. For French, Obin
et al. (2009) also propose a statistic multi-level prosodic model for duration predic-
tion. The advantage is that it considers duration variations at diﬀerent linguistic
levels (syllable and interpausal group).
It should be noted that most duration prediction algorithms make use of stress
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and phrasing information only, which were shown to highly influence phoneme
duration. In that sense, they serve as Step 2. bis (see Figure 5.7) as they do not
require a preceding prediction of prosodic labels. Exceptions to that rule include
Malfrère et al. (1998) that include Mertens’ tone in the CART to predict phoneme
durations. Mertens et al. (2001b) also propose a three-stage model of syllable
duration prediction using a set of rules based on the syllabic position, the degree of
accentuation, the number of phonemes, and, for nuclear-accented syllables, their tone.
The prediction of F0 values can be subdivided in two main techniques, i.e. the
prediction from phrasing and accentuation (i.e. Step 2 bis) as proposed by acoustic
models of prosody presented in Subsection 5.3.2 and the prediction from prosodic
labels (i.e. Step 3), as obtained at the previous stage.
The use of acoustic models such as Fujisaki’s model or TILT facilitates the predic-
tion of acoustic values as the parameters are given from the models themselves. The
problem, however, lies in how to generate those parameters from text. Hirose et al.
(2002) propose to train a model to predict the parameter values of phrase and accent
commands for Japanese. This model (based on binary decision tree and multiple
linear regression) relies on criteria such as the accent type, the position of the accent
phrase in the sentence, and parts of speech. This gives fairly good results because of
the low variability of Japanese prosody but would be applied to English or French
with diﬃculty. Similarly, Dusterhoﬀ et al. (1999) train a regression tree on phrasing
and accentuation features to predict the TILT parameters.
Mapping from prosodic labels to acoustic values has given rise to a wealth of
studies focusing on the prediction of F0 values (as shown below), as each tone level
should be assigned a specific pitch value. F0 prediction from ToBI labels (Step 3)
has been achieved with heuristics (Anderson et al., 1984; Jilka et al., 1999). Jilka
et al. (1999), which can be seen as an extension of the APL10 algorithm (Anderson
et al., 1984) assign a time position and a position in the pitch range to each tone,
in a specific position in the phrase. It then makes use of interpolation to produce
the pitch contours between the target points. Data-driven approaches have also been
proposed, such as in Black and Hunt (1996) who use linear regression to assign 3
target F0 values to each labelled syllable. They exploit features like lexical stress,
number of syllables between the current syllable and the end of the phrase, and
identity of the previous labels. For French, INTSINT labels are mapped with F0
values in Véronis et al. (1998) based on a quadratic spline curve that goes through
the set of target points, each target point being placed at 2/3 of the duration of
the corresponding word. The frequencies FT , FM and FB , corresponding to the
INTSINT labels Top, Mid and Bottom are fixed and learned on the speaker. Finally,
Mertens’ tones have also been used to predict F0 values in Malfrère et al. (1998)
and Mertens et al. (2001b). The first relies on a dictionary of intonational patterns
learned on corpus to predict F0 values for unit-selection synthesis. Each pattern
contains a set of pitch targets and is defined according to contextual features (e.g.
position in the sentence, last final accent, number of unaccented syllables). In Mingus
(Mertens et al., 2001b), each tone is associated to pitch targets at diﬀerent times
in the syllable. The mapping between tones and frequency is defined according to
10Named after the last name of its authors, namely Anderson, Pierrehumbert and Liberman.
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the speaker’s range and computed in semi-tones and depends on the declination slope.
The prediction of acoustic values was compulsory for concatenation synthesis, as
prosodic modification of the waveform was required. It has subsequently been applied
to unit-selection and HMM-based speech synthesis but becomes nowadays less pop-
ular than the two other types, especially for HMM-based speech synthesis for which
acoustic values can be automatically learned from contextual features (phrasing/ac-
cent information or prosodic labels) as proposed in Yoshimura et al. (1999).
5.3.4 The question of global prosody features
Most of the aforementioned models, as presented in Lacheret-Dujour and Beaugendre
(1999), are based on the sentence level. This restriction is pointed out by Simon
(2004) who highlights the importance of prosody in its discourse context. Unlike read
laboratory speech, which is prosodically monotonous, spontaneous speech displays
prosodic characteristics that go beyond the sentence level. This is also pointed out
by Taylor (2009) who insists on the importance of considering prosody in a wider
context to model conversational, discourse, emotive or spontaneous communication.
An insightful review of discourse and functional aspects of prosody is given by
Hirschberg (2002).
In Obin et al. (2009), a distinction is made between 3 levels of prosodic variations:
• Local variations, associated with phonological properties, including accentua-
tion.
• Global variations, associated with a speaker or speaking style (which are mean
and variances of the prosodic parameters).
• Intermediate variations, associated with linguistic units that are longer than the
syllable, such as intonational and accentual phrases. Modality (e.g. declarative
or interrogative), for instance, can be seen as applying to this level 11.
Our belief is that intermediate variations can be described at a local level.
We have indeed shown that tonal models as presented in Section 5.3.2 propose to
annotate such phenomena at a syllable level. For interrogative sentences in French,
for instance, the prosodic marking is found in the accentual pattern of the last
syllable. We will therefore consider only two levels of prosodic variation in the
remainder of our thesis, i.e. local and global.
For French, the MOMEL algorithm as proposed by Hirst and Espesser (1993)
also relies on the assumption that two diﬀerent prosodic levels are co-existing:
microprosody (which corresponds in their framework to short-term variations that
are specific to segments) and macroprosody which is more global. This distinction
is further detailed in De Looze (2010b). The importance of a global annotation of
prosody was also highlighted in the development of the IVTS12 annotation system
11This level can be somehow compared to Morlec et al.’s global level (2001) which is related to
prosodic contours.
12Intonational Variation Transcription System.
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(Post et al., 2006), based on IViE13 (Grabe and Post, 2002) which dedicates a specific
tier to the description of global prosody phenomena. In IVTS, the "global auditory
phonetic tier" relates to phenomena that fall beyond the "Domaine d’association
tonale" (ID), the ID being roughly defined as accentual phrases with the addition of
the following syllable.
Global prosodic features include, among other, pitch range, speech rate, average
intensity, accentual density and the proportion of rising syllables. This information
can be derived from the summation of syllabic values. Such global features also
apply to voice quality, some speech segments being, for instance, realized with a
more creaky or breathy voice. This macro level can be somehow associated to what
other authors have called "speaking styles" (as used in many speech synthesis studies
like Abe (1997)), "speech styles"(Kern, 2010), "voice style" (Székely et al., 2011),
"prosodies"(Odgen and Walker, 2001), "discourse ambiances"(Goldman, 2012) or
even "phonogenres" or "phonostyles"(Goldman et al., 2009). While "phonostyle"
usually refers to a specific communication situation (e.g. interview, read speech,
political speech), the term "speaking style" is often seen as more generic, gathering
also specific emotional states and attitudes. This term will be kept for the remainder
of the thesis and is further defined in the next chapter.
Global changes play a crucial role in expressive speech (Léon, 1970). Expressive
speech has been shown to be characterized by a higher pitch and intensity level (as
shown on French emphatic speech by Fónagy (1979)). Léon (1970) also indicates that
intonation modifications in expressive speech do not only appear at stress locations
but are related to the entire utterance (e.g. register, intensity, duration). In their
qualitative study of French emphatic speech Devillers and Vasilescu (2003) noticed
that, among a large set of acoustic parameters, essentially the range of F0 and the
maximal cross variations were relevant to that kind of speech. Murray and Arnott
(1995, 2008) also proposed a global prosodic analysis of acted emotional speech and
pointed out a correlation between various emotions (i.e. anger, happiness, sadness,
fear and disgust) and global pitch, speed and intensity features. Intensity, for example,
is higher in anger and happiness than in sadness. A wider range of pitch is also
observed in these two first emotions. Fear is also shown to have a faster speech rate
than sadness. A similar study was carried out by Hirose et al. (2000) who showed
that pitch is the best discriminator of emotions in Japanese. Speech rate is also found
to be increased in anger but decreased in sadness. Similar studies include Bänziger
and Scherer (2005) who showed that F0 is mainly influenced by emotion arousal.
13Intonational Variation in English.
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5.4 HMM-based expressive speech synthesis: The
DSP
5.4.1 HMM-based speech synthesis, spectral and prosodic
modeling
Most current research on speech synthesis concentrates on HMM-based speech
synthesis which oﬀers a greater variability compared to unit-selection synthesis
while requiring less storage space. HMM-based speech synthesis relies on speech
recognition techniques as described in the first part of this thesis. We provide here
a brief illustrated summary of its global working, with a specific focus on how to
modify prosody and voice quality as this constitutes a major objective of our study.
For a more detailed description of HMM-based TTS, see Yoshimura et al. (1999);
Masuko (2002); Tokuda et al. (2002b); Zen et al. (2007b, 2009) and Tokuda et al.
(2013) for a more recent review.
The general framework of HMM-based speech synthesis is shown in Figure 5.9.
As for all data-based synthesizers, it is mainly divided in two stages: training and
synthesis.
The training stage is very similar to model training in speech recognition. The
model parameters are estimated based on a Maximum Likelihood (ML) criterion as
follows:
b  = argmax
 
{P (O|!, )} (5.2)
where   is the set of model parameters, O is the training data (speech signal)
and ! is the word sequence corresponding to observation O. This is computed by
means of the Expectation Maximization (EM) algorithm (Dempster et al., 1977), as
described in Yamagishi and Kobayashi (2007).
The features of the training data are extracted from a database of natural
speech. They consist of spectral features (usually mel-frequency cepstral coeﬃcients)
and, unlike speech recognition, excitation features (usually log F0) along with their
dynamics (delta and acceleration coeﬃcients), as shown in Figure 5.10. They are
modeled by a set of multi-stream context-dependent HMMs (Young et al., 2000). One
stream is dedicated to spectral features which are modeled by means of multivariate
Gaussian distributions. The second stream relates to excitation. Because of the
very nature of pitch contours which are not continuous (i.e. for unvoiced regions), a
similar distribution cannot be used. Excitation is therefore modeled with Multi-Space
probability Distributions (MSD) (Tokuda et al., 1999). The integration of MSD in
the HMM framework is referred to as MSD-HMM (Tokuda et al., 1999, 2002a). They
include discrete or continuous distributions for the modeling of unvoiced or voiced
regions of speech, respectively.
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!
Figure 5.9 - Block diagram of HMM-based speech synthesis system (HTS) (Zen et al.,
2007b).
!
Figure 5.10 - Feature vector (Yoshimura et al., 1999).
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Finally, each HMM is associated with a state duration distribution which is esti-
mated at the last stage of the forward-backward algorithm by using state occupancy
probabilities. They consist in multivariate Gaussian distributions, the dimensionality
corresponding to the number of states in the model. This combination of HMM with
explicit state duration models is called a Hidden Semi-Markov Model (HSMM) (Zen
et al., 2007c). Spectrum, F0 and duration are thus modeled in a unified framework.
Each model corresponds to a phoneme and is context-dependent. Unlike speech
recognition where only the phonetic context is usually considered by the models (i.e.
by means of triphones or tied-state triphones as described in Chapter 2), the context
considered is much wider in speech synthesis and includes various linguistic annotation
levels, as produced by the front-end. For example, the contexts used in the HTS
English synthesizer (Zen et al., 2007a) are:
• Phoneme:
– current phoneme
– preceding and succeeding two phonemes
– position of current phoneme within current syllable
• Syllable:
– numbers of phonemes in preceding, current and succeeding syllables
– stress and accent of preceding, current and succeeding syllables
– position of current syllable within current word and phrase
– numbers of preceding and succeeding stressed syllables within current
phrase
– numbers of preceding and succeeding accented syllables within current
phrase
– number of syllables from previous stressed syllable
– number of syllables to next stressed syllable
– number of syllables from previous accented syllable
– number of syllables to next accented syllable
– vowel identity within current syllable
• Word:
– guess at part of speech of preceding, current, and succeeding words
– numbers of syllables within preceding, current, and succeeding words
– position of current word within current phrase
– number of preceding and succeeding content words within current phrase
– number of words from previous content word
– number of words to next content word
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• Phrase:
– numbers of syllables within preceding, current, and succeeding phrases
– position of current phrase in major phrases (or utterances)
– ToBI endtone of current phrase
• Utterance:
– numbers of syllables, words, and phrases in utterance
Because of the large range of contextual features, and the resulting exponential
number of combinations, a good coverage cannot be provided from a limited training
set. To alleviate that issue, a decision tree context clustering technique is applied to
the distributions of spectrum, duration and F0 (that technique has been extended to
MSD-HMMs in Yoshimura (2002)). As the influence of the context may be diﬀerent
for those three types of features, three independent trees are built. An example of
decision tree clustering for state duration models is shown in Figure 5.11.
!
Figure 5.11 - Decision tree for state duration models (Yoshimura et al., 1998).
The synthesis stage is illustrated in Figure 5.12. Four main steps can be distin-
guished:
1. The text to be synthesized is transformed into context-dependent labels by the
front-end component
2. The respective HMMs (obtained from the training stage) are concatenated for
both spectrum and F0, and state durations are estimated to maximize the like-
lihood of state duration probability densities
3. The speech features (typically mel-cepstral coeﬃcients and log F0) are generated
by maximizing the output probabilities of the models as:
bo = argmax
o
{P (o|!, b )} (5.3)
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where bo are the generated speech features, ! is the word sequence to be syn-
thesized and b  is the set of estimated parameters, learned during the training
stage.
4. The speech signal is generated from excitation and spectral features with a
speech synthesis filter, e.g. the Mel Log Spectrum Approximation (MLSA)
filter (Imai et al., 1983). It should be noted that the generation of the signal
from such a filter results in a somehow "buzzy" synthesized voice, which is often
pointed out as a major drawback of HMM-based speech synthesis. Research has
therefore been carried out to develop high-quality vocoders to alleviate that issue
(e.g. The Mixed Excitation Linear Prediction (Yoshimura et al., 2001; Gonzalvo
et al., 2007), the glottal-flow derivative model (Cabral et al., 2007, 2008) or
the Speech Transformation and Representation Using Adaptive Interpolation
of weiGHTed spectrum (STRAIGHT) (Kawahara et al., 1999; Kawahara and
Morise, 2011))). In the framework of this thesis, we will mainly rely on the
Deterministic plus Stochastic Model (DSM) of the residual signal, as presented
in Drugman and Dutoit (2012).
!
1"
2"
3"
4"
Figure 5.12 - Synthesis part of the system (Yoshimura et al., 1999).
A major advantage of HMM-based speech synthesis lies in the possibility to easily
modify voice characteristics. Adaptation techniques were initially developed in
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speech recognition to adapt the models to a specific speaker, thereby improving the
agreement between the model and the production to recognize. Because HMM-based
speech synthesis exploits similar paradigms, these adaptation techniques can be
applied to adapt speaker-dependent models to a specific speaking style or emotion,
using only a (possibly) small amount of speech adaptation data. We summarize
here two major adaptation techniques, which will be exploited in the remainder
of this thesis: Maximum A Posteriori (MAP) estimation (Gauvain and Lee, 1994;
Tsurumi and Nakagawa, 1994; Masuko et al., 1997) and Maximum Likelihood Linear
Regression (MLLR) (Leggetter and Woodland, 1995; Tamura et al., 1998).
The MAP adaptation requires knowing what the parameters are likely to be as
the training incorporates prior information of model parameters and new incoming
training data. Let µi and ⌃i be the mean vector and covariance matrix of the i-th
state output distribution, respectively. For a given training sample O = O1, ..., ON ,
the new mean vector µi and covariance matrix ⌃i are estimated as follows:
µi =
↵µi +
PN
j=1Oj
↵+N
(5.4)
⌃i =
PN
j=1OjO
0
j   (↵+N)µiµ0i +  ↵⌃i+ ↵µiµ0i
  +N
(5.5)
where ↵ and   are constants to control the influence of prior information. The
major drawback of MAP adaptation is that every Gaussian is adapted individually,
which causes issues if the data are sparse. Solutions have been developed to alleviate
that issue, the most renown being the Vector Field Smoothing (VFS) algorithm
(Takahashi and Sagayama, 1995) which (i) interpolates new parameters and (ii)
smoothes the estimated parameters.
MLLR is known to perform better than MAP if the amount of adaptation data
is limited, as it does not require estimating individual adaptations of each Gaussian
distribution (Zen et al., 2009). A second advantage is that fewer parameters should
be controlled, the only parameter being the number of regression matrices (which can
be set to one for very small amounts of adaptation data). It relies on a set of linear
transforms which are used to map an existing model to the target model. The state-
output of the adapted model is a linear transformation of the original mean vector
and covariance matrices as:
µi = ⇣kµi + ✏k (5.6)
⌃i = Hk⌃iHk
0 (5.7)
where µi and ⌃i correspond to the linearly transformed mean vector and
covariance matrix of the i-th state output distribution and ⇣k,Hk and ✏k correspond
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to the mean linear-transformation matrix, the covariance linear-transformation
matrix, and the mean bias vector for the k-th regression class (Zen et al., 2009).
For details about the computation of the regression matrices, see Tamura et al.
(1998). The state-output distributions "are usually clustered by a regression-class
tree, and transformation matrices and bias vectors are shared among state-output
distributions clustered into the same regression class" (see Figure 5.13)(Zen et al.,
2009). In case the same transforms are trained for ⇣ and H, it is referred to as
Constrained Maximum-Likelihood Linear Regression (CMLLR).
Figure 5.13 - Constrained Maximum-Likelihood Linear Regression (CMLLR) and
its related algorithms (Yamagishi et al., 2009b), as modified in Picart (2013).
An interesting fact is that both techniques can be judiciously combined in a
hybrid algorithm, implemented in HTS (see below)14. While MLLR proposes to
apply a linear regression to the average model to target a new speaker or speaking
style, MAP can be additionally applied to the model transformed by the linear
regression to upgrade the distributions containing a suﬃcient amount of speech
samples (see Figure 5.14). This method will be used in the framework of our research.
HTS (HMM-Based Speech Synthesis System) is an open-source software toolkit
released as a patch code to HTK (Young et al., 2000), which provides a research
14The reader interested in technical details of this method is referred to Picart (2013).
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Figure 5.14 - Combined algorithm of the linear regression and MAP adaptation
(Yamagishi et al., 2009a), as modified in Picart (2013).
and development platform for the speech synthesis community (Zen et al., 2007a).
It implements all the necessary algorithms to build HMM-based synthetic voices and
includes additional methods for speech adaptation, conversion, and interpolation.
Specifically, HTS implements both CMLLR and MAP-VFS adaptation methods and
makes it possible to combine them. For feature extraction, it relies on the Speech
Signal Processing Toolkit (SPTK) (SPTK Working Group, 2009). HTS will be used
in the remainder of this thesis. It should however be noted that it only consists in
the DSP stage of the synthesis and does not provide any text analyzer (i.e. the front-
end part of the synthesizer). For that matter, Zen et al. (2007a) refer to existing
systems including the Festival Speech Synthesis System (Black et al., 2001), which is
currently available in a variety of languages including English and Spanish. Festival
was however not fully developed for French. Therefore, we explore in Section 5.5
available front-ends for French.
5.4.2 Expressive speech synthesis: State of the art
In this section, we provide an overview of proposed techniques to automatically
generate expressive synthesized speech. We first briefly present the general methods
used in formant, unit concatenation and unit selection synthesis. We then focus on
studies exploiting HMM-based synthesis and point out at the main trends, their
benefits and drawbacks.
The integration of expressiveness in speech synthesis has been a topic of research
for decades. For an overview of the history of expressive speech synthesis, the
interested reader may refer to Schröder (2001) and Burkhardt and Stegmann (2009).
Formant synthesis has the advantage of providing a high degree of flexibility
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and was therefore seen as an interesting ground for experimentation. Studies include
Montero et al. (1998) who proposed a set of rules to modify prosodic features such as
speaking rate, F0 range and spectral tilt to produce expressive Spanish synthesis (i.e.
sad, happy and angry speech). In the same line, the HAMLET synthesizer (Murray
and Arnott, 1995) was implemented for English and provided a set of dedicated rules
(modifying voice quality, pitch and duration) to model anger, sadness, happiness,
fear, disgust and grief. Similar rules, aiming at modifying pitch, timing, voice quality
and articulation were also implemented in the Aﬀect Editor (Cahn, 1990), based on
the DecTALK 3 formant-based synthesizer. The main drawback of formant synthesis
lies however in its resulting low signal quality.
Integration of expressivity in unit concatenation synthesis usually relies on
the modification of F0 and duration, sometimes through a "copy" synthesis, in
which the acoustic values of the original emotion are transposed to the synthesized
voice. To simulate emotional arousal, Emofilt (Burkhardt, 2005) proposes to define
a set of parametrized rules, describing manipulation of pitch, duration, voice quality
and articulatory features based on the MBROLA synthesis engine. It supports
35 languages. Schröder (2004) also proposed emotional prosodic rules for German
speech synthesis to adapt fundamental frequency and tempo according to a dimen-
sional approach of emotions, based on activation, evaluation and power. The main
drawback is that modifications of the signal result in a degraded quality.
This is usually solved by unit selection techniques, which can exploit the
richness of the database containing various units of a same phonetic content.
Studies include the Japanese CHATAKO system (Iida et al., 2000) which relied
on the recording of emotion-specific corpora (i.e. sad, angry and happy). They
exploited a large database containing 400-500 sentences per emotion, uttered by
non-professionals to avoid exaggerated emotions. The main issue lies here in the
large required database which is very costly (Black, 2003). In fact, databases as used
in unit-selection are usually very large (typically about 10 hours) and require much
recording and annotation time. In the same trend, the IBM expressive synthesis
system (Eide et al., 2004; Hamza et al., 2004) proposes to include recordings of
various expressive styles (e.g. conveying bad news or good news) in the unit-selection
database and to adapt the target cost to select the adequate unit at synthesis time. In
addition, data from the various styles is also used to train style-specific prosodic mod-
els. Perceptive evaluation shows that this improves the overall quality of the synthesis.
It should be mentioned that, aside the aforementioned studies, a whole body of
research has focused on voice conversion techniques to transform neutral speech into
emotional speech (Kawanami et al., 1999; Türk et al., 2005; Türk and Schröder, 2008;
Inanoglu and Young, 2007). These studies often focus on voice quality modifications
(Kawanami et al., 1999; Türk et al., 2005; Türk and Schröder, 2008). Türk et al.
(2005) propose an algorithm to automatically interpolate new databases for unit
concatenation (based on MBROLA), with intermediate levels of vocal eﬀort. For a
comparison of voice conversion techniques for emotional speech generation, see Türk
and Schröder (2008).
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HMM-based speech synthesis provides an ideal framework for the develop-
ment of expressive speech generation, being extremely flexible and of high quality. It
has therefore become the favorite playground of most experts in expressive speech
synthesis. For an insightful summary of the domain, the interested reader should
refer to Nose and Kobayashi (2011).
Beside the basic training on a corpus tailored for a specific emotion called style-
dependent model (Yamagishi et al., 2005), similarly to what has been done in unit
selection, we propose here to classify the methods into three main trends:
• the use of adaptation techniques
• the modification of the tree-based clustering, e.g. through the exploitation of
additional contextual features
• post-processing techniques directly modifying F0 and duration values
Expressive speech synthesis relying on adaptation techniques includes Yamagishi
et al. (2004); Qin et al. (2006); Tachibana et al. (2006) and Eyben et al. (2012).
A major advantage of adaptation techniques is that they only require a very small
amount of expressive speech data, used to adapt an already trained (neutral) model.
They allow for the adaptation of both voice quality (with an adaptation of the spectral
coeﬃcients) and prosody (adapting F0 and duration models).
In Yamagishi et al. (2004), MLLR techniques are exploited to produce joyful and
sad speech from a neutral reading training corpus, with an adaptation corpus varying
in size. They showed that using an emotional corpus of about 50 sentences yields
quality that is judged as similar to speech from target models.
Qin et al. (2006) focused on the synthesis of happy, sad and angry speech in
Chinese. Unlike Yamagishi et al. (2004), their seed model was trained on several
emotions and not on neutral speech only, to provide an average model. It is here
trained on sad, happy and neutral, to provide a good coverage of the emotional space
and it is subsequently adapted to angry speech. They compared this technique with
the adaptation of a neutral model and indicated that it provided more natural F0
curves.
Similarly, the use of an average model was exploited in Eyben et al. (2012) to
adapt it to diﬀerent speaking styles. This method was shown to achieve high quality
rendering of the expressivity.
Next to these standard adaptation methods, it is worth mentioning that a specific
type of adaptation was proposed in Miyanaga et al. (2004) to generate rough, joyful
and sad speech. The method consists of three steps: (i) the training of context-
dependent HMMs without context clustering for the respective styles independently,
(ii) the computation of a shared decision tree context clustering to obtain a common
tree structure for all styles and (iii) the modeling of mean vectors for each style
computed by multiple regression with the style control vector. The interest here is
that "the model retains multiple regression matrices and does not have mean vectors
as the model parameters". This provides a more explicit way to modify expressivity,
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the values of the style control vector being interpretable (here, 2 dimensions related
to valence and the degree of politeness) and modifiable by the user.
Finally, statistical interpolation methods have also been applied to expressive
HMM-based speech synthesis, to produce combined emotions in Tachibana et al.
(2005).
Another approach consists in considering emotional information as a contextual
feature in the decision tree-based clustering of the models. Yamagishi et al. (2004,
2005) referred to that technique as ‘style-mixed modeling’ and indicated that it
yielded better results than a style-dependent modeling for the synthesis of neutral,
rough, joyful and sad speech. Similar experiments were carried out by Tsuzuki et al.
(2004). This method was compared to adaptation techniques in Eyben et al. (2012).
They found no significant diﬀerence between both methods in terms of quality but
pointed out that adaptation significantly outperformed the use of speaking style as
contextual feature, in terms of expressiveness of the synthesized voice.
Finally, Hirose et al. (2004, 2005) proposed a modification of F0 and duration
values based on Fujisaki’s acoustic model (Fujisaki and Kawai, 1982; Fujisaki,
1992). With a view to produce angry, joyful and sad speech in Japanese, they
relied on a binary decision tree to predict the F0 model parameters and duration
of command phrases and accent values. They motivate this choice by the fact that
prosodic parameters are known to have a wider time span than segmental features.
Conversely, the two first methods directly modify the phoneme models, therefore
applying changes at the segmental level. They achieved good quality for anger but
rather unsatisfactory results for both other emotions. It should be noted that the
post-processing is here processed on a style-dependent model (i.e. one model trained
for each emotion), which allows for a good modeling of global voice quality features
of each emotion.
Outside these three main trends, other studies are worth mentioning such as
the integration of articulatory features instead of spectral parameters in statistical
speech synthesis (Black et al., 2012), which oﬀers a meaningful representation allow-
ing to generate stylistically varying speech. They achieved reasonable recognition
of the four basic emotions (anger, sadness and happiness) for English speech synthesis.
In this thesis, we address three main criticisms to the aforementioned existing
studies:
Criticism 1 The use of one corpus for each acted emotion poses two main problems:
• Emotions (e.g. happy, sad, angry) may be a simplistic reduction of
the expressive naturalness lacking in speech synthesizers. We rather
believe that synthesizers should include other types of expressivity
such as various speaking styles or emphatic speech.
• Considering each emotion in isolation neglects global prosodic
changes which occur in real speech, as we move from one emotion
to another, with various degrees of intensity.
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Criticism 2 Most techniques propose a global adaptation to each expressive speak-
ing style without considering more local prosodic phenomena which are
specific to expressive speech, such as emphatic stress.
Criticism 3 Most studies focus on modifications at the prosodic and voice quality
levels only and clearly neglect potential phonetic modifications.
These criticisms are further described below.
Criticism 1. The use of one corpus per emotion
A first interesting observation is that most of the aforementioned expressive
HMM-based synthesizers rely on acted emotional speech, typically one emotion
per corpus (e.g. Yamagishi et al. (2004, 2005); Tsuzuki et al. (2004); Hirose et al.
(2004); Miyanaga et al. (2004); Qin et al. (2006)). This approach was questioned by
Campbell (2006) who indicated two main drawbacks:
1. Most corpora are based on the "big six" emotions of psychological research as
illustrated by Ekman and his colleagues (Ekman, 1992). This is a clear reduction
of the notion of expressivity, which should integrate "more subtle expressions of
speaker states and relationships".
2. He insists on the lack of naturalness of the collected databases which focus on
a single acted emotion. Conversely, real conversational speech is much more
fluctuating and less stereotypic of specific emotions.
In his study, Campbell (2006) proposes to model expressivity in terms of various
dimensions of the speaking style, related to the speaker (mood and interest) and the
interlocutor (relationship and place). He implements this model in the framework of
unit-selection speech synthesis by combining a neutral synthesizer (for content-based
utterances) with the selection of longer units from a large natural conversational
corpus. For the latter, however, no keyboard entry is allowed, which means that no
text to synthesize can be explicitly defined by the user. Only functions and constraints
will determine the lexical output. This constraints the set of possible speech output
and can only provide high quality results with a very large database (here more than
5 years of one person’s daily conversational speech). No formal evaluation of the
resulting synthesis was carried out but the fact that large speech segments from the
database are concatenated makes it very naturally-sounding.
The problem of dealing with emotions in isolation was also pointed out by Eyben
et al. (2012). As a result, they relied on audiobooks, which avoids the use of corpora
tailored for one specific emotion but contain a wide range of expressivity. The
diﬀerence with human conversational speech still lies in the read acted aspect of
the corpus but, similarly to conversational speech, there is no clear segmentation
of the speech continuum into distinct stereotypical emotions. Eyben et al. propose
an automatic clustering of the corpus to determine various speaking styles and
emotions, based on a hierarchical K-means clustering. These fragments of data are
then used to train various expressive models. The main drawback of this technique,
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however, is that the human interpretation of the clusters is not always straightfor-
ward, which makes it harder to chose the right model for a new sentence to synthesize.
Interestingly, compared to emotion modeling, the synthesis of various speaking
styles (e.g. TV speech, sports commentaries, political discourse) has arisen much less
interest. As we mentioned, Eyben et al. (2012) tried to bridge that gap by identifying
diﬀerent speaking styles in audiobooks. Krstulović et al. (2007) also adapted a
German HMM-Based synthesizer to expressive football announcements. They relied
on a simple adaptation of a neutral model to synthesize neutral and expressive sports
commentary voice. Similarly, Lorenzo-Trueba et al. (2013) exploited adaptation
techniques to produce HMM-based speech synthesis of news broadcast, live sports
commentaries, interviews and parliamentary speech. An interesting aspect of their
work is that they propose a technique for speaking style transplantation, i.e. the
transfer of "the nuances of particular speaking styles speech models into a diﬀerent
neutral speaker". In French, other exceptions include Obin et al. (2011) who
generated HMM-based speech synthesis of mass, sports commentaries, political and
journal speech. They integrated prosodic contextual features indicating boundaries
and prosodic prominences. One model was trained for each speaking style. An
interesting study was also carried out by Roekhaut et al. (2010) who modeled
radio news, political and conversation speech, but in unit-selection synthesis. They
mainly relied on post-processing of the signal, modifying speech rate and F0. It
should also be noted that a whole body of research has focused on the synthesis of
spontaneous speech (e.g. Sundaram and Narayanan (2003)), which can be seen as a
specific speaking style, depending on the communicative situation (e.g. interview,
conversation between friends). This is further investigated in Chapter 11.
Criticism 2. An overall adaptation
A second major criticism addressed by Maeno et al. (2011) to the aforementioned
studies is that they only provide a global adaptation/modeling of each speaking style
or emotion. No attention is paid to more local phenomena as presented in Section
5.3.1. While we believe that adaptation techniques adequately modify spectral
characteristics, which can be seen as more global, they do not consider accentual
phenomena typical of expressive speech. Such phenomena include changes in the
stress distribution or specific realizations of emphatic stresses. An exception is found
in Hirose et al. (2004, 2005) but focuses on the modeling of Japanese accentual
patterns only, which are known to be less complex than English or French models
of accentuation15. We have pointed out that some accentual phenomena (especially
emphatic stress) play a major role in expressive speech. By globally modeling the
15Japanese can be distinguished from most Indo-European languages by its restricted prosodic
variations. Beckman and Pierrehumbert (1986) showed that this restriction can be seen both in the
realization of the emphatic stress and in its position. While the acoustic variability of this stress
conveys, in English, the expression of nuances like doubt or impatience, Japanese only knows a
falling realization. Beside, there is no total independence in Japanese between intonational phrase
boundaries and emphatic stress which systematically falls at the beginning of the phrase. Conversely,
this stress can fall on any highlighted syllable in English. A last interesting element is that duration
and intensity play a much more subtle role in Japanese prosody than in English for instance. Black
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emotion, no attention is paid to where and how these stresses should be modeled.
This has given rise to a parallel body of research centered on emphasis modeling.
Whereas many studies have tackled this issue in unit-selection synthesis (e.g. Strom
et al. (2006); Fernandez and Ramabhadran (2007)) we will focus here on HMM-based
studies only.
Badino et al. (2009) proposed to include an "emphatic" label, additionally to
ToBI labels, in the contextual features of the decision tree. They however achieved
poor results, with a preference of the testers for non-emphatic stress. The authors
explained it by the fact that emphatic stresses were produced in an exaggerated way,
perhaps due to the recording of the training corpus which was specifically tailored
for emphatic stress pronunciation. In that sense, a more natural corpus might better
fit the task. Such a corpus was exploited in Yu et al. (2010). Emphatic parts of the
corpus were manually indicated and emphasis was produced at the word level. They
compared four main techniques:
1. Simple adaptation (MLLR) on emphatic segments.
2. Integration of emphasis in context features of the decision tree.
3. Idem 2. but with a priority given to emphatic information. Here a first tree
is trained based on emphatic information only and then extended with other
features.
4. Factorized decision trees: a first decision tree is built with normal context ques-
tions only. The second is built with emphatic-related questions. Both trees are
then combined, the leaf nodes corresponding to the intersection of nodes from
the two decision trees.
They show that the third method provides the best results in terms of emphasis
rendering but that method 4 outperforms all other methods in terms of naturalness
of the synthesized voice. A similar experiment is proposed by Morizane et al. (2009)
who propose two integrations of emphasis in Japanese synthetic speech, i.e. through
the training of independent emphatic and non-emphatic models (as style-dependent
models) or by integrating emphatic contextual information in the decision tree. While
both techniques achieve a good rendering of emphatic stress, the latter synthesizes
significantly more naturally-sounding speech. In that study, emphasis is considered
at the phrase level, which seems to be eﬀective for Japanese prosody modeling.
Similar studies on Japanese include Maeno et al. (2011) who integrate emphasis as a
context feature. Experiments indicates that it yields good reproduction of emphasis
expression.
Interestingly, most of these studies focus on emphasis alone and do not integrate
it into the broader framework of expressive speech synthesis. Research is usually
done on corpora tailored for emphasis analysis (e.g. Badino et al. (2009); Morizane
et al. (2009)) or on neutral read speech (e.g. Yu et al. (2010)). It is rather surprising
and Campbell (1995) had already faced these divergences which prevented a simple transposition of
Japanese unit-selection synthesizers to English.
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that such studies were not integrated in research for speech synthesis of emotions or
expressive speaking styles, which are known to display a higher level of emphasis.
Criticism 3. Modifications at prosodic and voice quality levels only
While research is now targeting the generation of expressive, spontaneous and
media-related speech, most current synthesizers with that objective focus on mod-
ifications at prosody and voice quality levels only, discarding potential phonetic
modifications. This criticism also goes for studies focusing on the synthesis of
hypo- and hyper-articulated speech (Picart et al., 2014). Only the attempt to
generate spontaneous-like pronunciation has received attention (e.g. Prahallad et al.
(2006); Werner and Hoﬀmann (2006); Lee et al. (2010)). Exceptions are Jande
(2008) who models speaking-style specific pronunciation modifications for Swedish
speech synthesis and Roekhaut et al. (2010) who investigate the possibility to
model style-specific final schwa elision for French in unit-selection synthesis. This is
rather surprising, as it is well acknowledged that phonetic variation is aﬀected by
expressivity and speaking style. A possible explanation may be that some studies
have indicated that the integration of phonetic variants may degrade intelligibility
(see Larreur and Sorin (1990)), which has always been regarded as more important
than the naturalness of the synthesized message.
Those three criticisms are addressed in this second part of the thesis.
5.5 Available front-ends : The development of eLite-
HTS
As mentioned in the introduction to this chapter, Text-to-speech (TTS) synthesis
relies on two main modules, the NLP and the DSP. The NLP, also called "front-end",
should provide a rich automatic annotation of the text and sound at diﬀerent
linguistic levels (e.g. phonetics, syllables, parts of speech). This usually relies on
various NLP tools like part-of-speech (POS) taggers and grapheme-to-phoneme
converters to process important contextual information. Based on these annotation
layers, more complex information, like rhythmic group boundaries, can also be
extracted and can oﬀer a more complete description of suprasegmental phenomena.
For HMM-based speech synthesis, the HTS toolkit (Zen et al., 2007a) provides a
very complete implementation of the DSP. While it interfaces with existing NLPs
for English, such as the Festival Speech Synthesis System (Black et al., 2001)16, no
front-end is provided for French. To produce a full HMM-based expressive speech
synthesis for French, the integration of a French annotation component in HTS is
crucial and is explored in this section.
Few publicly available NLP tools have been proposed for French. An exception
is the open source system LIA_PHON (Béchet, 2001), which oﬀers grapheme-
16The Festival Speech Synthesis System was initially developed for unit-selection synthesis, and
includes tools to produce such a complete linguistic analysis of the text.
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to-phoneme conversion and grammatical analysis to provide a description file for
MBROLA TTS (Dutoit et al., 1996). This tool, however, does not include prosodic
and rhythmic information as required for HMM training with HTS or for the
selection of units in TTS. The IrcamAlign tool (Veaux et al., 2008) proposed the
generation of input HTS files for French, based on LIA_Phon analyzer, but this
tool was not made available. Another existing tool to which we have access is
eLite17 (Beaufort and Ruelle, 2006; Colotte and Beaufort, 2005). eLite includes
its own full NLP component, providing both basic linguistic information (e.g.
phonetics, POS) and more complex rhythmic and phrasing annotation (e.g. rhythmic
groups). In the framework of our thesis, we further extended the tool to provide an
automatic generation of HTS files18 from text and further developed it into a web ser-
vice, eLite-HTS. This tool was developed in close collaboration with Sophie Roekhaut.
5.5.1 Architecture of eLite
This subsection briefly presents the diﬀerent components of our NLP tools and details
how they help to generate HTS description files. eLite NLP includes 3 modules (see
Figure 5.15). A disambiguation module is made of preprocessing, morphological and
syntactic analysis. A grapheme-to-phoneme conversion module is then responsible for
the generation of the phonetic transcription. Finally, the prosodic module generates
linguistically-driven phrasing and rhythmic information. The communication between
the 3 modules is realized with a Multi-Layer Data Structure (MLDS) inspired by the
structure proposed by the Festival Project. The MLDS is composed of 7 annotation
layers, corresponding to diﬀerent levels of segmentation of the text. Sentences, to-
kens, units and words are detected from the input text by the disambiguation model.
Phonemes are generated by the grapheme-to-phoneme converter and, finally, syllables
and rhythmic groups are produced by the prosodic module.
Disambiguation 
Sentences 
Tokens 
Units 
Words 
Grapheme-to-phoneme 
conversion 
Phonemes 
Prosodic information 
Syllables 
Rhythmic Groups 
Figure 5.15 - Relations between the 3 modules of eLite in the MLDS.
17Enhanced LInguistically-based TExt-to-speech synthesizer.
18For a description of the structure of HTS label files, see Appendix A.
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Disambiguation
First, in the disambiguation module, a preprocessing of the text is applied, based on
a set of manually-tuned rewrite rules. It identifies sentence boundaries and detects
some special tokens : URLs, phone numbers, dates, times, currencies and units of
measurement. It produces the sentence and token units. Then, it carries out, sen-
tence by sentence, a morphological analysis and a contextual disambiguation. The
morphological analysis performs, at the word level, a lexicon look-up to determine the
set of possible grammatical categories for each word, given its token. It then creates
the unit level that groups together some words like compound nouns (e.g. "pomme
de terre"19). A contextual disambiguation at the unit level selects the most likely
grammatical category from the set of propositions, based on a statistical language
model (Beaufort et al., 2002).
Grapheme-to-phoneme conversion
The grapheme-to-phoneme conversion module, i.e. the phonetizer, first produces the
phonetic transcription of each word unit, with phoneme units, regardless its context.
The phonetization is based on an ID3 decision tree learned from a phonetic dictionary
(Pagel et al., 1998). Note that the dictionary is automatically accentuated. For non-
clitic words, a primary stress is put on the last vowel while a secondary stress is put on
the first. Previously extracted contextual information is then exploited to deal with
phonetic variations at word boundaries. The most frequent phenomena that appear
in French are the liaisons between two words and the deletion and insertion of schwa
for the lubrication of speech.
Prosodic analysis
The prosodic module, or prosody generator, provides linguistic information that
contributes in generating a more natural prosody in HMM-based or unit selection
speech synthesis. Syllables are determined with a set of rules based on the possible
grouping of phonemes, according to articulatory criteria. Each syllable is then asso-
ciated with the stress status of its corresponding nucleus. Grammatical information
is also used to detect the boundaries of rhythmic groups, which should correspond to
breath groups ending in a boundary tone. The rhythmic groups are detected with a
chinks and chunks algorithm (Liberman and Church, 1992) as described in Section
5.3.3. Figure 5.16 gives an example of sentence in TextGrid format as output by
eLite NLP.
Most components of eLite have been evaluated and further detailed in publications
(see Pagel et al. (1998) for the phonetization module, Beaufort et al. (2002) for
the syntactic analyzer and Beaufort (2008) for a detailed description of the other
components).
19Potato.
20The hummingbirds are singing on the branch.
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Words .
Phonemes l e z w a z o m) u S S a~ t s y R l a b R a~ S _
Syllables _
Units PUNCT
Rythm4groups PUNCT
Sentences DECLARATIVE
)l)a b)R)a~)Sm)u)Sl)e z)w)a z)o S)a~)t s)y)R
NOUN
RG RG RG
surchantentmouchesLes la brancheoiseaux
DET NOUN VERB PREP DET
Figure 5.16 - Example of NLP analysis for sentence in TextGrid format "Les
oiseaux-mouches chantent sur la branche20".
eLite was further developed to automatically generate output files in the HTS for-
mat and is now available as a web service at : http://cental.uclouvain.be/elitehts/v1/.
eLite-HTS generates input files for the training and synthesis stages of a French HMM-
based synthesizer using the HTS toolkit. The web service is in a REST architectural
style (Richardson and Ruby, 2008). A fundamental principle of a REST architecture
service is to keep the implementation of the server and the client independent. REST
Web services can use the HTTP protocol for the communication between the server
and the client. The client of the service can be implemented in any language that
allows for HTTP requests (e.g. php, C, perl, Matlab). In addition to the HTS file,
our web service can also produce an output in TextGrid format for the Praat appli-
cation (Boersma, 2001) dedicated to phonetic and phonological research. eLite-HTS
has already been used by several laboratories at the international scale (Cernak and
Honnet, 2015; Stan et al., 2016).
5.5.2 eLite generation of the HTS file
A global flowchart of the tool is shown in Figure 5.17. A text or TextGrid is first
provided to the tool (1). The ability of eLite to accept TextGrid files is an invaluable
advantage as it allows to directly provide the tool with a manually-checked phonetic
transcription. All other annotation tiers will be produced and synchronized with
this phonetic annotation without modifying it. It should be noted that, to our
knowledge, most other front-ends do not oﬀer that possibility. This means that,
even if a manually-checked phonetic transcription of the training corpus (or of the
new sentence to synthesize) is available, it cannot be directly exploited by original
versions of other front-ends like Festival. These latter will automatically produce a
new automatic phonetization of the text. This loss of information is very problematic
when the real phonetization diﬀers markedly from the automatic transcription,
notably in the case of spontaneous corpora (see Chapter 9). This functionality is
therefore essential for the remaining of this part of the thesis, which aims at the
synthesis of sports commentaries, based on a spontaneous corpus which has been
manually annotated.
If no phonetic transcription of the text is available, eLite will generate an
automatic phonetic transcription (2), which can then be further aligned with existing
alignment tools (3). It should be noted that eLite-HTS output files can be directly
used as input to Train&Align described in Chapter 4. The aligned TextGrid can
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then be provided as a new input to eLite which will automatically produce all other
required annotation tiers (e.g. syllables, POS, rhythmic group) without modifying
the alignment. At that stage, eLite also duplicates the syllable tier. This tier can
be manually filled by the user (5) to insert prosodic information at the syllable
level. eLite-HTS then allows for the generation of HTS files considering this new
annotation level (6).
The minimal linguistic unit used in the HTS description files is the phoneme. For
each phoneme, 53 characteristics are described, as detailed in Section 5.4. The other
linguistic levels used by HTS are (from low- to high-level) : syllables, words, phrases
and utterances. Each unit is described according to its context (left and right), its
position in relation to the other linguistic units of higher level and the number of units
of the lower level it contains. Some specific features are added to the diﬀerent levels :
stresses for syllables, POS for words and ToBI endtones for phrases (Wightman and
Ostendorf, 1992). The internal structure of eLite MLDS provides most of the data
required for the generation of HTS files (see Table 5.3).
Table 5.3 - Correspondance between eLite and HTS layers.
eLite HTS
Sentences ! Utterances
Units ! Words
Phonemes ! Phonemes
Syllables ! Syllables
Rhythmic groups ! Phrases
Only ToBI tones are not automatically generated by eLite-HTS. While this
annotation system has been widely adopted by the English-speaking community,
we have shown in Subsection 5.3.2 that several prosody annotation protocols are
commonly used for French prosody. As previously mentioned, the web service oﬀers
the possibility to introduce prosody information, manually or with external scripts.
Such an integration of prosodic information is exploited in Chapter 6 for the synthesis
of sports commentaries.
Two types of output files can be produced, corresponding to the training or syn-
thesis stages. Unlike synthesis description files, the training files output by eLite-HTS
additionally contain the time boundaries of each phoneme in the sound files.
5.5.3 Specifications of the web service
The web service accepts two types of inputs: TextGrids and texts and can produce
three types of output formats: TextGrids, HTS and DLS (eLite NLP format). Table
5.4 describes the main HTTP requests that can be addressed to the server.
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Figure 5.17 - Flowchart of eLite-HTS.
5.5.4 Future work
Future work include the complete connection of the web service with Train&Align (see
Chapter 4), for the automatic alignment of sound files before training, and with HTS
modules to fully generate French HMM-based speech synthesis. Later versions should
also allow for more personalization of the diﬀerent modules of the NLP. Administrative
requests are currently done to investigate the possibility to provide an open source
version of eLite-HTS.
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Table 5.4 - Main requests of the web service.
Request Resource Description
POST /textgrids record a new resource on the
server and it returns the lo-
cation of the resource (id)
/texts get the resource recorded on
the server
GET /textgrids:id or /texts:id
GET /textgrids:id/hts or /texts:id/its get the HTS data corre-
sponding to the resource
GET /textgrids:id/textgrid_hts or texts:id/textgrid_hts get the NLP data in
TextGrid format corre-
sponding to the resource
GET /textgrids:id/dls or /texts:id/dls get the NLP data in dls
format (eLite) correspond-
ing to the resource
5.6 A concrete application of expressive speech syn-
thesis: The Sportic project
This second part of the thesis falls within the framework of the Walloon Region project
WIST 3.0 Sportic. The objective of Sportic is the acquisition and the rendering of
sports events. Our main interest lies in the synthesis of sports commentaries, which
fits into the field of expressive speech synthesis. We provide in this section a brief
description of the project.
5.6.1 Outline of the project
Sportic considers the interpretation of sports scenes and aims at producing an
audio-visual representation of the recorded event. It focuses on basketball games
but should be generalizable to other sports. The outline of the project is shown in
Figure 5.18. From the automatic acquisition of game scenes, by a set of cameras
placed around the field, Sportic proposes an automatic framework to (i) annotate the
actions, (ii) provide a professional coverage of the game and (iii) generate personalized
audio-visual summaries. This project is innovative given that no existing alternative
is known to provide such a complete framework to generate sports commentaries,
from image to speech 21.
This application meets the needs of various publics:
• Sports clubs and coaches should be interested in the scene annotation as it
21Noteworthy previous research in this domain include the Goalgetter project (Klabbers et al.,
1996; Theune and Klabbers, 1998) which provided an automatic generation of spoken soccer reports
in Dutch from tabular data derived from the Teletext pages, and the SOCCER project (André et al.,
1988) which oﬀered a simultaneous interpretation of soccer image sequences to provide their natural
language description.
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would make it possible to automatically retrieve all actions (of a specific type)
from a specific player. This should help the coach in the analysis of the players’
behavior. Focusing on a specific player should also allow for the automatic
generation of an audiovisual business card.
• Televisual broadcasters would benefit from a low-cost coverage of sports
games. In fact, most broadcasters buy the rights for an entire season but cannot
aﬀord to cover all games because of human costs. An automatic production of
games images could extend the oﬀer of covered events.
• Journalists could take advantage of an automatic annotation of sports actions
as it would facilitate their archiving and fasten documentary research.
• The general public could enjoy the personalized summaries. In fact, many
viewers have neither the time nor the desire to watch the whole game. They
usually want to concentrate on interesting actions only, possibly with a specific
focus on a particular player or type of action.
!
Automatic  
annotation 
Automatic production Personalized 
Audio-visual summary 
Figure 5.18 - Outline of the Sportic project22.
To achieve this aim, Sportic relies on three scientific domains:
• Intelligent video analysis should allow for the image production from a large
set of cameras (i.e. automatic camera control, interpolation between images
from diﬀerent cameras, and image editing), players and ball detection and track-
ing, image selection from multiple views of a single event, and scene analysis
and interpretation (i.e. determine the type of action from a recorded scene).
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• Automatic text generation aims to generate text from non-linguistic data
(i.e. scenes description as furnished by the video analysis module). The text
generation module should produce automatic summaries based on two types of
constraints: text should be time-aligned with the scenes (to provide a result-
ing synchronized speech synthesis) and adapted to the user’s specifications (e.g.
duration, focus on specific actions or players). It should rely on the preceding
generation of language resources including lexical databases (lexical field of bas-
ketball with synonyms, antonyms, and so on), syntactic patterns (set of similar
syntactic constructions fulfilling a same function) and discursive models (e.g.
structuring of summaries, paragraphs). From a set of selected scenes, it should
produce textual descriptions, joined together with temporal connectors. These
descriptions should enrich the video content.
• Expressive speech synthesis aims at the generation of voice that is charac-
teristic of sports commentaries to propose an automatic reading of the scene
descriptions.
While the low-cost coverage of sports games and the automatic annotation of the
actions result from visual intelligence only, the automatic generation of personalized
game summaries relies on all three domains. We will focus on this specific application
in this part of the thesis and will concentrate on the speech synthesis stage (see
Figure 5.19). The recording of scene events, and their resulting analysis, is used to
generate textual descriptions which will be synthesized with a voice characteristic of
sports commentaries. This project is an interesting application of speech synthesis
that serves the needs of our research.
Figure 5.19 - Flowchart of the audiovisual game summary application.
5.6.2 Concept-to-speech synthesis
We focus here on the "speech synthesis" component of Sportic, which will be our
main topic of study. The objective of this part is to be able to reflect the intensity
of the game through the synthesized voice. As will be shown in the next chapter,
this objective poses challenges at various levels, including voice quality, prosody and
22This illustration originates from the Sportic project description files, as submitted to the Walloon
Region.
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phonetics.
Beyond traditional "text-to-speech", which receives a text to pronounce and
only partially perceive its meaning, "concept-to-speech" has been developing and
generates itself the text from structured data (e.g. (Young and Fallside, 1979),
the SOLE concept-to-speech system (Hitzeman et al., 1998, 1999), Paul Taylor’s
work (2000; 2009) and Shimei Pan’s PhD at Columbia University (2002)). CTS
has access to the meaning of the text, along with complementary information such
as the aﬀective state to imitate. In that sense, the concatenation of both language
generation and speech synthesis blocks of Sportic constitutes a specific case of CTS.
The text generating system being developed by a distinct team, it was not
available at the beginning of our study. We therefore addressed the synthesis
problem as a simple "text-to-speech" application, which could be able to synthesize
any given text. The advantage of the inclusion of this synthesis, in the long term,
in a "concept-to-speech" application can still be seen as a considerable advantage
as prosody information would be more easily predicted with the help of semantic
and/or pragmatic information provided by the speech generation system, as further
described in the next Chapter (see also Hitzeman et al. (1998); Pan (2002)). For
the reasons previously mentioned in the introduction, the synthesizer is implemented
here by means of Hidden Markov Models, which oﬀer greater flexibility than the
other synthesis techniques.
To provide a quality speech synthesizer, our study consists of two main steps :
1. An analysis of real basketball commentaries should allow us to highlight the
main characteristics of this speaking style. Special emphasis is put on segmental
features (i.e. voice quality), supra-segmental features (i.e. prosody as described
in 5.3), and pronunciation (in terms of phonetic modifications like elision or
liaisons as described in 5.2). An automatic and/or manual annotation of the
commentaries is therefore required, at least in terms of prosody and phonetic
realization.
2. These characteristics should then be integrated in HMM-based speech synthe-
sis. As will be shown in the next two chapters, most modifications are made
in the annotation of the training and synthesis sentences. Protocols of annota-
tion are developed and their integration in speech synthesis is assessed through
subjective tests.
Both the analysis and the synthesis of sports commentaries require the use of a
corpus recorded in high quality conditions. Such a corpus was recorded to meet the
needs of our study and is described in the next subsection.
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5.6.3 Corpus design
While corpora of basketball commentaries are available online23, their low acoustic
quality and the general background noise hinders their use for a precise prosodic
analysis. This is even more problematic for the training of a new synthetic voice. For
these reasons, a new corpus was recorded for the purposes of our study: the Sportic
corpus.
The Sportic corpus is made of the commentaries of two basketball matches by
Pierre Robert, a professional French commentator from the RTBF, a Belgian TV
channel. The speaker watched the game and commented on it without any prompt.
Both matches star the Spirou Belgian team with very tight final scores, which
induces a high level of excitation. The total corpus duration is of 162 minutes with
a high proportion of silences. The corpus was recorded in sound-proof conditions
with speech synthesis in view. The room was equipped with a screen displaying the
game and with an AKG C3000B microphone, as illustrated in Figure 5.2024. As
previously mentioned, the issue with sports commentaries corpora is usually the high
level of background noise which precludes their precise acoustic analysis (Trouvain,
2011). Conversely, our corpus exhibits the advantage of being spontaneous and of
high acoustic quality, being therefore suited for speech synthesis.
A whole process of corpus annotation was carried out, based on automatic tools
and manual checks by students in linguistics. The corpus was first manually ortho-
graphically transcribed and its phonetization was automatically produced by eLite-
HTS (as presented in the previous section). The phonetic transcription was manually
corrected in terms of modifications such as elisions or liaisons. It should however
be noted that glottal stops were not annotated25. We believed that their low rate
of appearance in the corpus would result in them being averaged out as noise in
the corresponding vocalic models. Their annotation would have been essential in
the framework of unit selection synthesis in which, as previously mentioned, a single
annotation error may ruin the naturalness of the resulting synthesized speech. One
should however be aware that their absence from the annotation may still have an
impact on the training of some HMMs, especially in specific prosodic positions were
glottal stops tend to be often realized like syllables with an emphatic stress.
The phonetic transcription was then automatically aligned with the sound with
the Train&Align tool presented in Chapter 4. This alignment took advantage of the
bootstrap option to reach alignment rates higher than 80 % with a 20 ms tolerance
threshold. The eLite NLP system, as described in Subsection 5.17 produced other
required annotation tiers (e.g. syllables, parts of speech, rhythmic groups). Sentence
boundaries form another important annotation level. Such a segmentation of a spon-
23Such corpora include basketball game commentaries from "Basket1" magazine, which are made
available on the RTBF website: http://www.rtbf.be/video/recherche/tag?pattern=basket+1
24Outside this room, a Motu 8pre was capturing audio from the microphone, with a sampling
rate of 44.1 kHz, using XLR connections on one side, and was sending the results to a computer
connected through Firewire. For more information about the various components, see Picart (2013)
25Glottal stops are optional phenomena in French, their realization depending on diverse factors
including speaking rate and degree of articulation. They follow rather strict distribution rules and
are inevitable in some contexts, e.g. "le un".
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Figure 5.20 - Recording conditions of the Sportic corpus.
taneous speech corpus is rather complex as we do not have access to punctuation.
The corpus was therefore manually annotated to define segments corresponding to
both a prosodic and a semantic completeness.
5.6.4 Outline of the next chapters
Part II presents our methodology and results to synthesize sports commentaries, in
the framework of the Sportic project. For that matter, it aims at answering to the
3 major criticisms we addressed to existing expressive speech synthesis studies in
Section 5.4.2. Here is a very brief description of the solution we propose:
Criticism 1 To avoid the use of acted emotional corpora (typically one corpus per ba-
sic emotion), we rely on a corpus of sports commentaries (see Subsection
5.6.3). It has the advantage of containing various types of expressivity
(e.g. excitation and frustration) and a high degree of fluctuation, which
is much more similar to everyday conversational speech. This corpus is
also spontaneous and rather natural (i.e. not "acted" as most corpora
used by other studies).
Criticism 2 In Chapter 6, we propose a two-tier prosody annotation to deal with both
local (i.e. accentual) and global (i.e. speaking style) prosody phenomena.
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Unlike most studies on emphatic speech synthesis, the advantage of our
corpus is that it displays "natural" emphasis (which was not elicited
and therefore not exaggerated as in Badino et al. (2009) but which is
still highly perceptible). This is in contrast with studies dealing with
emphasis on neutral read speech (e.g. (Yu et al., 2010)). A set of local
and global prosodic tags, specific to sports commentaries, is designed and
applied to the Sportic corpus. This chapter also assesses the quality of
the resulting synthesis when integrating these two prosodic tiers. The
prosodic annotation is further investigated in Chapters 7 and 8.
Criticism 3 Chapter 9, focuses on phonetic aspects. After a comprehensive phonetic
analysis of the corpus, it assesses the role played by phonetic variations
in synthesized speech.
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Abstract
This chapter proposes a new prosody annotation protocol specific to live
sports commentaries. Two levels of annotation are defined with HMM-
based speech synthesis in view. Local labels are assigned to all syllables
and refer to accentual phenomena. Global labels classify sequences of
words into five distinct sub-genres, or speaking styles, defined in terms of
valence and arousal. The objective of the study is to provide a set of labels
complying with two constraints: they should be (i) related to a specific
function and (ii) characterized by a distinct acoustic realization. The con-
sideration of these constraints should allow for an automatic prediction
of the labels both from the text or from the speech signal. Reasonable
inter-annotator scores are achieved for both annotation levels. A prosodic
analysis of all labels also shows that they can usually be distinguished by
specific acoustic realizations. The injection of this new annotation pro-
tocol within HMM-based is also investigated. The integration of global
labels (i.e. speaking styles) is carried out either using speaker-dependent
training or adaptation methods. Local labels are integrated as contextual
features in the decision tree clustering of the models. A comprehensive
study allows evaluating the eﬀects achieved by each prosody annotation
layer on the generated speech. The evaluation process is based on three
subjective criteria: intelligibility, expressivity and segmental quality. Our
experiments indicate that: (i) for the integration of global labels, adap-
tation techniques outperform speaking style-dependent models both in
terms of intelligibility and segmental quality; (ii) the integration of local
labels results in an enhanced expressivity, while it provides slightly higher
intelligibility and segmental quality performance; (iii) combining the two
levels of annotation (local and global) leads to the best results.
This chapter is based upon the following publications:
• Sandrine Brognaux, Benjamin Picart & Thomas Drugman, A New Prosody
Annotation Protocol for Live Sports Commentaries, Interspeech, Lyon (France),
2013.
• Benjamin Picart, Sandrine Brognaux & Thomas Drugman, HMM-based Speech
Synthesis of Live Sports Commentaries: Integration of a Two-Layer Prosody
Annotation, 8th ISCA Speech Synthesis Workshop (SSW8), Barcelona (Spain),
2013.
• Sandrine Brognaux, Benjamin Picart, & Thomas Drugman, La synthèse de
commentaires sportifs: intégration d’une annotation prosodique à deux niveaux
dans un synthétiseur HMM, Nouveaux Cahiers de la Linguistique Française,
Vol. 31, 63-76, 2014.
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6.1 Introduction
As shown in the previous chapter, expressive speech synthesis based on Hidden
Markov Models (HMMs) has been the focus of many studies in the last ten years.
Unlike unit-selection based synthesis, HMM-based synthesis oﬀers a rich playground
in terms of controllability of the generated speech. However, state-of-the-art synthe-
sizers are often criticized for their lack of naturalness. This is notably triggered by the
inability of existing systems to deal with expressivity, which is either not modeled at
all or only in a very limited way (Campbell, 2006). As previously mentioned, current
research on expressive speech synthesis presents a certain number of drawbacks. We
briefly summarize here two main flaws of existing studies which will be tackled in this
chapter.
First, expressivity is often exclusively generated via adaptation or training on cor-
pora with the targeted expressivity (e.g. Yamagishi et al. (2005); Qin et al. (2006)).
Generally, training or feature adaptation is achieved globally, with no consideration
of local phenomena specific to expressive speech, like accentuation. However, it is
widely acknowledged that the accentual structure of a sentence and the realization of
emphatic stress play a crucial role in the expressive function. Fónagy (1979) notably
emphasized the greater accentual density in emphatic speech. A few isolated studies
(e.g. Hirose et al. (2004)) have tried to integrate some expressive accentual informa-
tion in speech synthesis. However, they were applied to Japanese, a language with
more restricted accentual patterns than French or English (Beckman and Pierrehum-
bert, 1986).
Beside the omission of local phenomena, very little attention has been paid
to macro-prosodic changes as described in Subsection 5.3.4. Indeed, most current
studies rely on acted corpora of each emotion. These corpora are very constant
regarding expressivity, being stereotypical with respect to the considered emotion.
However, various expressivity types follow each other in real human speech. As
stated by Braunschweiler et al. (2010), "a coherent speech corpus includes prosodic
eﬀects that go beyond the sentence level". These global prosodic changes should be
modeled to improve the quality of the generated expressive speech (Eyben et al., 2012).
The generation of an expressive prosodic realization is of utmost importance when
synthesizing sports commentaries. Their high degree of expressivity has been shown
to fulfill various functions (e.g. expressing excitation, frustration, catching attention)
which should be reproduced in the synthetic voice (Kern, 2010; Trouvain, 2011). The
speech synthesis of sports commentaries has been little investigated. Krstulović et al.
(2007) propose to adapt a neutral German model, based on a small set of sports
commentary sentences. A similar study is proposed in Lorenzo-Trueba et al. (2013)
who further exploit the adapted models for a voice transplantation application. A
style-dependent HMM-based model is also trained by Obin et al. (2011) on a corpus
of sports commentaries. It is complemented with the training of a style-specific
prosodic model, which predicts a sequence of prosodic labels for the sentence to
synthesize. Subjective tests show that the speaking style is correctly recognized
when compared to synthesizers of mass, political and journal speech. Finally, the
Goalgetter project (Klabbers et al., 1996; Theune and Klabbers, 1998) provides a
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speech synthesizer of Dutch soccer commentaries, based on the concatenation of
pre-recorded phrases, available in a variety of intonational patterns.
Several studies have focused on the prosodic analysis of sports commentaries (i.e.
basketball, football and rugby (Audrit et al., 2012), horse races (Trouvain and Barry,
2000), soccer (Obin et al., 2010a) and football (Krstulović et al., 2007; Kern, 2010;
Trouvain, 2011)). This phonogenre has been shown to display a very specific prosodic
realization that highly diﬀers from other genres (Obin et al., 2010a). It was shown
to be importantly characterized by prosodic variations at the local but also at the
global or macro level, sports commentaries containing multiple distinctive speech
styles (Kern, 2010; Trouvain, 2011) (see Figure 6.1). These speech styles will be
referred to as ‘sub-genres’ or ‘speaking styles’ in the remainder of the thesis and
relate to what others have called ‘prosodies’ (Odgen and Walker, 2001) or ‘discourse
ambiances’ (Goldman, 2012)1.
These sub-genres can be seen as gathering macro-discursive units associated with
specific communicative actions. While the elaboration relates to a somehow neutral
speaking style, dramatic speech is characterized by a high arousal degree, which rises
during the building up suspense and reaches a climax at the presentation of a highlight .
These sub-genres were shown to display a specific function and to be characterized
by a rather stable acoustic realizations. Audrit et al. (2012) show, for example, that
highlight events like shots or confrontations are usually realized with a significantly
higher F0. The analysis of horse race commentaries (Trouvain and Barry, 2000)
indicates similar results for high emotional phases like the end of the race. Krstulović
et al. (2007) also point out a high vocal eﬀort, high pitch and level range and an
increased speech rate for excited parts of football commentaries.
The analysis of sequences happening just after a goal in football commentaries
further indicates that the prosodic realization depends whether the goal is for or
against the supported team (Trouvain, 2011). Sports commentaries being highly
‘listener-oriented’, these two distinct acoustic realizations help the listener decode
the message more quickly. Unlike the classification of Kern (2010), the distinction is
based on valence rather than on the arousal level. On the whole, most studies tend
to suggest that a prosody annotation of sports commentaries requires, beside local
accentual information, a more global annotation level assigning a specific sub-genre
to the speech segments.
Several prosodic models have been developed for speech synthesis purposes and
could be used for a local annotation of expressive speech (see Sections 5.3.2 and
5.3.3). We rely here on tonal models and propose a simplified version of Piet Mertens’
1The term ‘sub-genre’ can be here interpreted as a sub-part of a phonogenre, defined as the
model or image that people have in mind of speech typical of a specific communicative situation
(Goldman et al., 2009). In the framework of our study, we consider sports commentaries as a specific
phonogenre that we further subdivide in sub-genres. The use of the term speaking style in that
respect is also justified by its much more common use in speech synthesis. Its acceptation is however
generally wider and more generic. It has been seen to refer to emotions, like angry or sad speech
(Tachibana et al., 2005; Yamagishi et al., 2005) and communicative situations like political speeches
of sports commentaries (Obin et al., 2011). Both ‘speaking style’ and ‘sub-genre’ will be used to
refer to the subdivision of the sports commentary phonogenre in the framework of our study. The
reader interested in terminology issues should refer to Goldman et al. (2009).
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Sports''
commentaries'
Drama/c'
speech'
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suspense'
Presenta/on'of'
a'highlight'
Summarizing'
and'evalua/ng'
Figure 6.1 - Speech styles in sports commentaries (Kern, 2010).
annotation framework which is further described in Section 6.2. The global anno-
tation in sub-genres is based on the classification of Kern (2010) and Trouvain (2011).
This chapter first sets out to present a prosody annotation protocol specific to
sports commentaries (basketball in particular) with HMM-based speech synthesis in
view. Our study relies on the Sportic corpus as presented in Subsection 5.6.3. This
prosodic annotation relies on two annotation levels. A local annotation is associated
to the syllable level and aims at annotating accentual events. This is motivated by
the fact that the syllable is considered to be a central unit for the characterization
of many aspects of prosody (Mertens, 2014). A global annotation classifies groups of
words into specific sub-genres.
The use of this annotation for speech synthesis implies several constraints. The
local and global labels should be associated with a specific expressive function.
Assuming that a semantic analysis of the text is available (i.e. in the framework of
concept-to-speech synthesis), it would then be easy to predict labels from the text.
Secondly, to avoid averaging very diﬀerent acoustic realizations, each label should be
characterized by specific acoustic features.
In a second stage, the integration of this annotation protocol in speech synthesis
is investigated. To allow for their integration in the speech synthesis system, local
labels are considered as contextual information, similarly to parts of speech or
positions of the syllable in the words. This is the standard solution proposed by
HTS (Zen et al., 2009), which suggests to integrate ToBI labels at that level. Local
labels are therefore considered in the questions to build the decision tree which
computes the context-dependent clustering of the models. Regarding the integration
of the global labels in the speech synthesizer, three possibilities are investigated.
First, style-dependent models are trained on each sub-corpus corresponding to each
sub-genre. This application is rather straightforward. However, it may produce
low signal quality if the training corpora are too small. The two other investigated
possibilities make use of adaptation techniques. A generic sports model is learned
either on the most neutral sub-genre only or on all mixed sub-genres (i.e. to produce
an average model as in Qin et al. (2006) and Eyben et al. (2012)). This model is
then adapted to each sub-genre with adaptation algorithms.
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The chapter is organized as follows. Section 6.2 details the proposed annotation
protocol. An acoustic analysis of both annotation levels (global and local) is
then provided in Section 6.3. In a second stage, the integration of the proposed
annotation protocol within a HMM-based speech synthesis system is evaluated and
discussed in Section 6.4. Finally, Section 6.5 concludes the chapter and proposes
some perspectives.
6.2 Proposed prosody annotation protocol
6.2.1 Description of the two-layer prosody annotation
A two-tier prosody annotation is proposed.
A local tier, linked to the syllable level, refers to accentual phenomena. We
have shown in Subsection 5.3.3 that three types of synthesizers can be distinguished
according to their level of prosodic prediction, i.e. acoustic values (TYPE 1), phrasing
and accentuation information (TYPE 2) or prosodic labels (TYPE 3). We have
pointed out that the prediction of F0 and duration values presents a major drawback,
i.e. the fact that they cannot be easily predicted from text. Besides, HMM-based
synthesis is particularly suited for synthesis of TYPE 2 or 3 as it allows for integrating
prosodic contextual information in the decision tree features exploited to cluster the
models. Unlike unit-selection, data sparsity is not an issue in this synthesis technique,
as the clustering allows for a generalization of the models to unseen events.
Including phrasing and accentual information only (i.e. TYPE 2), as predicted
by the NLP, reduces, in our view, the quality of the prosodic annotation. A typical
example is that a major boundary could be continuative or conclusive. The pitch
of the corresponding final syllable highly diﬀers in both cases and would not be
indicated in the phrasing annotation. Another example relates to emphatic stresses,
which are very frequent in sports commentaries, but are not predicted as accentual
information provided by NLPs like eLite-HTS (presented in Section 5.5). In our case,
we could however take advantage of the inclusion of Sportic in a concept-to-speech
application to access this information. For these reasons, the generation of local
prosodic information will rely on the prediction of prosodic labels, i.e. in line with
techniques of TYPE 3.
For that matter, several linguistic prosodic models have been presented in Subsec-
tion 5.3.2. The advantage of linguistic models is that they propose an intermediate
representation, between the acoustics of the signal and linguistic functions, which
facilitates their prediction from text. HMM-based speech synthesis is more fitted to
tonal models than holistic representations. This is due to the fact that speech is
modeled at the phoneme level and that each phoneme should be assigned a specific
label. In the case of tonal models, the label of a syllable can be easily transposed to
the corresponding phonemes.
This justifies our choice to investigate existing tonal models, with a specific
attention for ToBI and Mertens’ tones in particular. Several studies have criticized
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the ToBI system (e.g. Martin (2001); Wightman (2002)). Initially developed for
English, its straightforward application to French is rather complex (Martin, 2001).
Besides, it contains a large set of labels (e.g. 5 diﬀerent labels for pitch accents)
which makes their prediction from text rather complex, especially if tones should
be predicted along with the break-index levels. It should also be noted that some
redundancy can be found in the annotation. The presence of a break index 4, for
instance, is redundant with the occurrence of a boundary tone label (Wightman,
2002). This complexity can be observed in inter-annotation experiments, which
indicate high inter-rater agreement for the prediction of the location of phrase accent
or boundary tones, but rather low agreement on the choice of the right label for each
of these events (see Pitrelli et al. (1994); Syrdal and McGorgy (2000) and Grice et al.
(1996) for G_ToBI2). Pitrelli et al. indicate that, while the disagreement rate is
rather high in that case, confusions are mainly related to relatively fine distinctions
between similar labels. For that reason, many reduced variants of the ToBI system
have been proposed (e.g. Wightman and Ostendorf (1994); Wightman and Rose
(1999); Greenberg et al. (2002); Ananthakrishnan and Narayanan (2008); Jeon and
Liu (2012)). We propose such a reduced version in the framework of our study,
inspired by Mertens’ prosodic annotation system.
Mertens’ tones are very similar to ToBI tones in many aspects, mainly in the fact
that they propose a unified framework to annotate pitch, accentuation and phrasing
at the syllable-level. The main advantage of the system is that it was originally de-
signed for French and therefore takes into consideration specificities of French prosody.
Similarly to ToBI, however, it includes a very large number of labels, which makes
their prediction from text rather complex. Two main issues can be distinguished in
that sense:
• Several labels fulfill a similar function. Mertens (2008) points out, for example,
that /LL, LL and \LL all indicate a minor continuation while HL and HL- are
two manifestations of a new information or a specific implication of the speaker.
The prediction of the right label from text is therefore made complex.
• Some labels are related to very specific functions which can hardly be predicted
from text by existing NLP systems. An example is the LH label which can be
interpreted as inviting a reaction from the interlocutor.
We propose here a reduction of the set of labels to provide a limited number
of tags which can be easily predicted from text (i.e. with the limited semantic
information provided by the concept-to-speech system). Obviously, this reduction
results in a simplification of existing acoustic realizations of the syllables. Our
hypothesis is that some of these acoustic subtleties could be automatically learned by
the models, based on linguistic contextual information exploited by model clustering.
Our annotation protocol results from a functional approach of accentuation, as
proposed by Di Cristo (1999, 2000). It assigns a label to each syllable, as in Mertens
(1987). Similarly to ToBI and Mertens, it aims at providing a unified framework to
2G_ToBI is an adaptation of the ToBI original system to German
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annotate phrasing, accentuation and intonation. The set of labels is listed in Table 6.1.
In terms of accentuation, five labels are related to non-emphatic stresses (Di Cristo,
2000) and one to emphatic stresses.
The first five labels are assigned to the end of prosodic phrases. Two levels of
phrasing are determined, similarly to boundary tones in ToBI. To facilitate the auto-
matic annotation of the labels (from the text or from the acoustics), these two levels
are distinguished according to the presence or absence of a subsequent silence. Unlike
H and L syllables, HH and LL syllables are directly followed by a silent pause. In
terms of intonation, we define two pitch levels (H and L), similarly to ToBI. This inte-
grates an acoustic dimension in the model, even if the two pitch levels are supposed
to be related to two diﬀerent functions of phrasing, i.e. continuative or conclusive
breaks. It should be noted that the model makes no distinction between rising vs.
high syllables and falling vs. low syllables. This choice was dictated by the func-
tional objective of our approach which facilitates the prediction of labels from text.
In that sense, both rising and high tones could be seen as indicating continuative
contours (vs. conclusive contours for low or falling tones). Our acoustic analysis of
the labels and the resulting speech synthesis will be evaluated to determine if such a
reduction triggers major issues. A specific tag E is assigned to the final boundary of
player names enumerations, which are very common in sports commentaries and may
display a specific acoustic realization.
A focus stress (F) relates to emphatic stresses. No specification is given regarding
its position, which means that it can be assigned to initial, middle or final syllables.
The use of a single emphatic label constitutes a clear reduction of the set of possible
acoustic realizations of that stress into a single averaged manifestation. This is further
investigated in Chapter 7. Here again, our assumption is that some of the acoustic
variations will be automatically modeled based on linguistic contextual information,
by the automatic clustering of the models.
In addition, an hesitation label (He), and a creaky label (C) allow avoiding the
degradation of the models at training time. Indeed, hesitations are realized with long
durations while creaky syllables are characterized by a very low pitch (Drugman et al.,
2012). If these syllables are not singled out, their prosodic features may influence the
synthesized prosody.
All remaining syllables are assigned a NA symbol.
Table 6.1 - List of local labels.
Stresses
Not emphatic Emphatic Unstressed Other
H Rising/high minor phrase boundary F Focus NA Unstressed He Hesitation
HH Rising/high major phrase boundary C Creaky
L Falling/low minor phrase boundary
LL Falling/low major phrase boundary
E Player name enumeration boundary
It should be noted that a parallel can be established between our annotation
framework and that proposed in Obin et al. (2011). Likewise, they distinguish
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between two prosodic boundary levels, based on the presence of a subsequent pause.
They also indicate what they call "prosodic prominences" by a single label, similarly
to our F label. It could be seen as a further reduction of our model in which syllable
height is discarded.
The global tier is inspired by Kern (2010) and Trouvain (2011) and is assigned
to groups of words, unlike the local annotation that assigns a symbol to each syllable.
It basically classifies the speech segments into sub-genres (or speaking styles), based
on a dimensional analysis of emotions (Mehrabian and Russel, 1974; Russell, 1980).
Valence and arousal levels drove us to define five sub-genres (Figure 6.2). This rep-
resentation can seen as similar to the activation-evaluation space proposed in Cowie
et al. (2001). Activation is interpreted as "the strength of the person’s disposition to
take some action rather than none", and is opposed to passivity (Cowie et al., 2001).
It can be seen to be related to the excitation level (Liscombe et al., 2003). Valence
describes the positive or negative aspect of the emotion3. It should be noted that
other studies including Schröder et al. (2001) introduce a third dimension related to
power which regards the dominant/submitted position of the speaker. This dimension
is not considered in our annotation as it can be seen as rather stable throughout the
corpus.
Noteworthy is the fact that the corpus was initially annotated with an additional
tag, MinorInfo. This tag was associated with discursive parentheses which usually
occur when nothing interesting is happening in the game. Such parentheses generally
include facts about the players’ biographies or general contextual information.
The acoustic analysis of the corresponding segments showed that this sub-genre
was not acoustically specific and could rather be relabeled Neutral, which was
done for the whole corpus. While these sub-genres are assumed to display specific
global prosodic realizations (e.g. F0 range, speaking rate) they should also be
characterized by specific voice quality realizations (e.g. more tense or relaxed voice).
The corpus was manually annotated with the two-tier annotation. Only one stress-
related label could be assigned to each syllable, possibly associated with He or C. If an
emphatic stress fell on an accentual phrase boundary, the F label overwrote the non-
emphatic stress. The annotation results from two or three listenings of each sequence
of 4-5 words and was submitted to a second check by the same annotator. This was
performed with Praat (Boersma, 2001) with acoustic cues displayed (F0, intensity
and formants). For local labels, it allowed avoiding the annotation of stresses with
no specific acoustic realization, which would degrade the quality of the synthesis.
Indeed, it has been shown in Goldman et al. (2010) that human annotators tend to
overdetect prominences in specific grammatical locations where a stress is expected,
or underdetect them on clitic words like determiners. We therefore carefully tried to
avoid such issues, the objective of our annotation protocol being to assess the acoustic
3It should be noted that the term ‘neutral’ for the sub-genre with a null valence and low excitation
level may have not been ideally chosen as it does not correspond to the definition of neutral as
proposed in the introduction of this thesis (i.e. neutral speech being seen as corresponding to
read non-emotional laboratory speech as usually used in speech synthesis). It should be mentioned
that the ‘neutral’ sub-genre as annotated here is still very specific to sports commentaries and can
therefore be considered as rather expressive in that sense.
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Figure 6.2 - The global labels on a dimensional scale.
realization and not to oﬀer a perceptive representation of the corpus. In that sense,
our model clearly diﬀers from perceptive approaches as proposed by Mertens (1987)
and d’Alessandro and Mertens (1995).
6.2.2 Inter-annotator rate
Twenty percents of the corpus was annotated by a second expert, the initial
annotation being hidden. The local tier reaches a Cohen’s kappa score (Cohen, 1960)
of 0.66, with an observed agreement of 80.22 %, for the 7 local labels (see confusion
matrix in Table 6.2). This is comparable to the inter-annotator rate achieved by
ToBI (Silverman et al., 1992; Pitrelli et al., 1994), when relying on the absence vs.
presence of phrase accents, pitch accents or phrase boundaries only. For the global
tier, a lower kappa score was achieved, i.e. 0.38, with an observed agreement of
54.33 %. As for the local annotation, this score was computed at the syllable level. It
should however be noted that the confusion matrix shows logical confusions between
the sub-genres (see Table 6.3). It is not surprising that Neutral and Excited (as well
as ExMax and Excited) tend to be interchanged, the distinction between Neutral ,
Excited , and ExMax proposing a discretization of the excitation/arousal continuum.
It should be noted that this annotation of a portion of the corpus by a second
expert was only used for evaluation purposes of the annotation protocol. That
second annotation was not further exploited in the remainder of this thesis and
disagreement cases were therefore not resolved. This results from the fact that only
part of the corpus was re-annotated and that a correction of that part (e.g. based on
discussions between the two annotators) would have led to a non-uniform annotation
of the corpus.
6.3 Acoustic analysis of the prosodic labels
As mentioned in the previous section, our annotation framework is based on a
functional approach to prosody, to allow an easy prediction of the labels from text.
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Table 6.2 - Inter-annotator confusion matrix for the local annotation of the corpus,
based on the annotation of 20 % of the corpus by a second annotator.
NA L LL E H HH F
NA 2345 29 22 4 207 5 46
L 3 117 1 1 42 2 2
LL 5 1 245 0 1 33 0
E 0 0 4 112 3 5 0
H 30 53 0 1 197 0 7
HH 6 1 37 0 0 111 1
F 60 4 15 2 20 20 114
Table 6.3 - Inter-annotator confusion matrix for the global annotation of the corpus
in sub-genres, based on the annotation of 20 % of the corpus by a second annotator.
Agreement is computed at the syllable level.
Neutral Excited ExMax NegTension ExRise
Neutral 1047 147 0 77 17
Excited 869 499 144 53 28
ExMax 14 20 152 24 0
NegTension 122 68 17 247 3
ExRise 97 124 58 9 305
In this section, we investigate to what extent our labels are also characterized by
distinct acoustic realizations. A good acoustic discrimination between the prosodic
labels should improve their generation at synthesis. In fact, if syllables with an
identical prosodic label highly diﬀer in terms of acoustics, the HMM might produce
an averaged realization which would not fit the intended function. This would occur
only if other linguistic contextual information (e.g. parts of speech, position of the
syllable in the word) do not discriminate between the diﬀerent acoustic realizations
of a same label.
6.3.1 Analysis of the local annotation
Table 6.4 displays the average acoustic values for four discriminant prosodic fea-
tures. Duration measures are extracted with Prosogram(Mertens, 2004a). The
total perceptual loudness (Peeters, 2004) and the fundamental frequency (using
the SRH (Drugman and Alwan, 2011) algorithm) are also analyzed. The fun-
damental frequency is further transformed in semi-tones (ST) which provide a
more accurate representation of perceived pitch. Dynamic values are computed
as the diﬀerence between the value of the last and first frames of 10 ms of the syllable.
It should first be noted that the vocalic nucleus duration (i.e. the duration of the
vowel) helps distinguishing between intonational boundaries followed (LL and HH)
and not followed (L and H) by a silence. The duration of focused nuclei (F) remains
150
6.3 Acoustic analysis of the prosodic labels
Table 6.4 - Average acoustic values of the local labels in the corpus.
Vocalic nucleus duration Mean F0 Dyn F0 Dyn loudness
(sec) (ST) (ST) (dB)
H 0.07 56.90 1.03 -2.2
HH 0.14 56.87 0.16 -26.2
E 0.11 53.45 2.02 -16.5
L 0.10 56.85 -1.33 -2.7
LL 0.12 55.08 -2.49 -26.0
F 0.07 58.18 4.75 5.8
He 0.18 53.70 -1.23 -3.3
C 0.03 51.74 -0.58 13.6
NA 0.05 55.76 0.81 9.2
fairly low. On the other hand, the mean pitch for F is higher than that of all other
syllables. This confirms the widespread assumption stating that emphatic stresses in
French are more realized in terms of pitch than lengthening, unlike boundary stresses
(Lacheret-Dujour and Beaugendre, 1999). The dynamic pitch distinguishes between
H and L pitch levels, but it should be noted that the average amplitude of the slope
is rather low which indicates that most corresponding syllables are not characterized
by large intrasyllabic pitch variations.
Emphatic stresses in our corpus show a markedly rising pitch. Finally, the loud-
ness dynamics draw the distinction between emphatic and non-emphatic stresses,
the latter displaying a falling loudness pattern because of their location at the end
of an accentual or an intonational phrase. Like HH, E is characterized by a rising
pitch, vocalic nucleus lengthening and falling loudness. It is, however, realized with
a clearly lower pitch.
A detailed study of the emphatic stresses in our corpus highlighted several
interesting points. Unlike non-emphatic stresses, emphatic stresses tend to fall on
numbers (in 27 % of the cases against 9 % for non-emphatic stresses). This finding
is clearly specific to sports commentaries. Numbers often refer to scores and play a
significant role in the expressive function. It was also found that emphatic stresses
tend to fall on the first syllable of the word (as stated by Séguinot (1976)) unlike
non-emphatic stresses. They are also often preceded by a silence.
A final aspect of our study focused on the comparison between the local labels and
annotations provided by automatic prominence detection tools. Prosoprom (Goldman
et al., 2007) automatically annotates each syllable as prominent or not. The anno-
tation relies on rules learned on a French annotated corpus and considers various
prosodic features (e.g. F0, duration, silences). 42.1 % of our stressed syllables (i.e.
H, HH, L, LL, E and F) are regarded as prominent by Prosoprom, against 10.9 % for
the unstressed syllables. F-labelled syllables achieve the highest percentage (60.6 %).
Prosoprom was recently developed into a gradual prominence annotation tool, Prom-
Grad (Goldman et al., 2012), which defines five prominence levels, ranging from 0 to
4. Table 6.5 shows the average prominence value (and its standard deviation) assigned
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to each label of our corpus. The two boundary levels related to non-emphatic stresses
are clearly reflected by the automatic annotation.
It should be noted that PromGrad defines the prominence level of a syllable based
on a complex value combining various prosodic parameters (i.e. mean pitch, duration,
pitch movement and duration of the following pause). This means that, if a stress is
realized by few distinct features, it is less likely to be assigned a high prominence level.
It is here clearly the case for emphatic stresses that are less characterized by syllable
lengthening and are usually not followed by a pause. An algorithm considering the
presence of a preceding pause might alleviate this issue.
While large variability is found in the predicted levels, it should be noted that
some labels are clearly distinguished; HH, for instance, is assigned a prominence
of level 4 in 69 % of the cases and NA receives a 0 prominence level for 85 % of
its occurrences. This relation between our annotation and PromGrad (Goldman
et al., 2012) implies that it could be possible, to a certain extent, to automatically
predict the local labels from their acoustic realization. This is further investigated in
Chapter 8.
Table 6.5 - Average prominence levels (and their standard deviation) assigned by
Promgrad (Goldman et al., 2012) to our labels in the corpus.
H HH E L LL F He C NA
0.9 ±1.1 3.2 ±1.4 2.7±1.7 0.7±1.0 2.8±1.6 1.5±1.5 1.4±1.5 0.3±1.5 0.2±0.8
6.3.2 Analysis of the global annotation
An analysis of the prosodic realization of each sub-genre is shown in Table 6.6.
The ratio of rises corresponds to the percentage of rising syllables, as detected by
Prosogram (Mertens, 2004a). The articulation rate is computed as the number
of syllables divided by the articulation duration. Finally, the ratio of silences is
computed as the total duration of silences in each sub-genre divided by the total
duration of this sub-genre. It should be noted that initial and final silences are not
considered as they could be arbitrarily assigned to the previous or following sub-genre.
Table 6.6 - Average acoustic values of the global labels in the corpus.
Mean F0 Mean Ratio Articulation Ratio
(ST) loudness (dB) rise (%) rate (syll/sec) sil (%)
Neutral 55.93 29.7 2.6 5.6 46
Excited 56.93 33.4 2.3 6 32.8
ExMax 58.83 41.1 1.5 5.2 18
NegTension 56.11 32.6 2.7 5.6 32.7
ExRise 56.11 29.4 15.5 5.5 29.5
A first insightful observation concerns the higher pitch value of the ExMax
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sub-genre. This finding is in line with other studies pointing out higher F0 values
during and after shots (Trouvain, 2011; Audrit et al., 2012), which are, in our
corpus, often assigned an ExMax label. As expected, Excited is realized with a pitch
frequency lying between Neutral and ExMax . Similar observations can be made for
the loudness, with higher values for ExMax and intermediate values for Excited .
Noteworthy, however, is that NegTension is characterized by a relatively low pitch,
despite its high arousal level on the dimensional scale. This confirms the assumption
of Trouvain (2011) who states that disappointment should lead to a depressed pitch
value. The ratio rise clearly draws a distinction between ExRise and the other
sub-genres, ExRise displaying a continuous rising of the pitch. Unlike what might
be expected, the articulation rate is rather stable across all styles. This phenomenon
has already been noticed in other studies on sports commentaries (Trouvain and
Barry, 2000; Kern, 2010). However, we observe a clear reduction of the ratio of
silences, according to the arousal level, which indicates a rise in the speaking rate,
when including silences.
We also analyzed the probability of transition from one sub-genre to another
(see Table 6.7). As expected, ExRise usually leads to ExMax (0.38) or NegTension
(0.38), depending on the success or failure of the action and on the involved team.
The end of ExMax and NegTension usually indicates the end of the action and is
followed by a Neutral tag. This transition matrix, along with the average duration of
each sub-genre segment (Table 6.8), may be considered when automatically selecting
global tags at synthesis time (see Chapter 8).
Table 6.7 - Transition probability matrix for global prosody annotation computed on
the corpus.
To
Neutral Excited ExMax NegTension ExRise
From
Neutral 0 0.35 0.06 0.16 0.43
Excited 0.46 0 0.15 0.14 0.25
ExMax 0.43 0.32 0 0.16 0.09
NegTension 0.66 0.22 0.03 0 0.10
ExRise 0.12 0.12 0.38 0.38 0
Table 6.8 - Average duration of each sub-genre in the corpus.
Neutral Excited ExMax NegTension ExRise
Average duration (sec) 13.4 4.1 7.1 5.1 3.9
Finally, the evolution of the acoustic features was studied. The objective was
to investigate whether a clear change was noticed at the intersection between two
sub-genres, as this would facilitate an automatic annotation of new corpora based
on the acoustics only. ProsoDyn (Goldman, 2012) produces such a representation
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of the prosodic dynamism of a speech segment. The average value of the prosodic
features is computed on a default sliding window of 19 syllables. Its application on a
representative speech file of the corpus is shown in Figure 6.3, with the segmentation
in sub-genres at the bottom. The evolution of the pitch, in semi-tones, is shown to
clearly follow the arousal level.
24 26 28 30 32 34 36 38 40 42 44 46 48 50 52 54
time
- ws=1.0 +
Neutral ExRise NegTension Excited Neutral ExRise ExMax Excited
87.59
90.28
92.97
95.67
98.36
Neutral( ExRise(
Neg/(
Tension( Excited( Neutral( ExRise( ExMax( Excited(
Figure 6.3 - Dynamic representation of the pitch on a small part of the corpus with
ProsoDyn (Goldman, 2012) and its relationship with sub-genre labels.
Further studies should investigate the interconnections between both levels of an-
notation. It is indeed De Looze’s assumption that local events depend on the macro
prosodic level (De Looze, 2010b). Subsection 6.3.1 showed that F syllables display a
higher pitch. However, this might be due to the fact that F syllables are more fre-
quent in ExMax, in which the average F0 is higher. The diﬀerent realizations of the
stresses should therefore be studied within the distinct sub-genres. For more generic
values of the local labels, the acoustic values could, for instance, be normalized by the
average values of the sub-genre. If there is an interconnection between both levels,
this would make up for this two-level annotation, as it would show that each tier is
dependent on the other. Beside their realization, the location and frequency of the
local labels in each sub-genre should also be further investigated. This would help in
predicting the local tags directly from text only, when the global tag of the sentence
is known.
6.4 Application to speech synthesis
In this section, we aim at integrating eﬃciently the local and global annotations into
an HMM-based speech synthesizer.
The goal of this study is two-fold:
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• Quantifying the possible improvements brought by each annotation layer on
various aspects of speech synthesis;
• Comparing diﬀerent training methods regarding the integration of the global
labels.
To that end, our study relies on the Sportic corpus, presented in Section 5.6.3,
manually-annotated in terms of local and global prosody according to the aforemen-
tioned protocol.
6.4.1 Methodology
In order to assess the validity of our local and global labels definition, several
HMM-based speech synthesizers were built, relying on the implementation of the
HTS toolkit (version 2.1) (Zen et al., 2007a). The speech waveforms were sampled
at 16 kHz and windowed by a 25 ms Hamming window with a 5 ms shift. The
observation vector consisted in the static, delta and delta-delta of the log frequency
and of Mel Generalized Cepstral (MGC) coeﬃcients (with ↵ = 0.42,   = 0 and order
of MGC analysis = 24), traditionally used in parametric synthesis. We used 5-state
left-to-right HMMs. The context features of the models were determined based
on eLite-HTS as presented in Subsection 5.5. As excitation modeling, we applied
the Deterministic plus Stochastic Model (DSM) of the residual signal proposed in
Drugman and Dutoit (2012), as it was shown to significantly improve the naturalness
of the delivered speech.
For each synthesizer, 90 % of the corresponding database was used for the training
(called the training set), leaving around 10 % for the synthesis (called the synthesis
set). The training and synthesis label files corresponded to the manually-checked
annotation of the corpus.
The influence of the integration of the local and global labels is first analyzed
and quantified independently in Subsections 6.4.2 and 6.4.3, respectively. Using the
conclusions drawn from these latter evaluations, the combination of both local and
global labels is investigated in Subsection 6.4.4.
6.4.2 Integration of the local labels
This section is devoted to the integration of the single local annotation layer into
HMM-based speech synthesis.
Method
As pointed out in the previous chapter, HMM-based speech synthesis allows for a
straightforward integration of prosodic information directly in the contextual infor-
mation exploited by the decision trees to cluster the acoustic models. This technique
was shown to yield high quality prosody when integrating ToBI labels in Tokuda et al.
(2002b) and is investigated in this section with our reduced set of local prosodic labels.
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A first synthesizer is trained on the entire training set of the Sportic database,
regardless of the speaking styles. This is our baseline system, called Base. The
only contextual information provided during the training and synthesis stages is that
automatically generated by eLite-HTS. It should be noted that this information is
based on the manually-checked phonetic transcription of the corpus, which is made
possible by the structure of eLite-HTS (see Section 5.5). The same training procedure
is applied to the second synthesizer, called Loc. It makes use of the same contextual
information, but complemented in this case with the specific information from the
local prosody annotation level (Table 6.1).
Evaluation protocol
A first Mean Opinion Score (MOS) test (Grancharov and Kleijn, 2008) is conducted
in order to quantify the impact of the local annotation layer in comparison with the
baseline system. For this evaluation, testers were asked to listen to two versions
of the same sentence synthesized by (i) the baseline system (Base) and (ii) the
system integrating local labels (Loc). The two versions were randomly shuﬄed. Each
sentence was scored according to three criteria: intelligibility 4, expressivity and
segmental quality. Listeners were given three continuous MOS scales for each version
(one for each criterion) ranging from 1 (meaning “poor”) to 5 (meaning “excellent”).
These scales were extended one point further on both sides (ranging therefore from
0 to 6) in order to prevent border eﬀects.
It should be noted that assessing intelligibility in such an evaluation framework
is rather unusual. Most intelligibility assessments commonly rely on dedicated tests,
based on Semantically-Unpredictable Sentences (SUS), in which the listener is asked
to transcribe the synthesized sentences. In our case, seeing the high number of
subjective tests in our study, this would have made the evaluation more complex.
Another criticism might be that HMM-based synthesis has reached a fairly high
quality level in which intelligibility is not an issue anymore. However, sports
commentaries are an exception in that sense because of the high density of player and
team names. This clearly hinders the understanding of the message, especially when
prosodic boundaries are erroneous. In that case, it is sometimes hard to identify
names in the speech flow. This explains why we included intelligibility in our criteria.
One should be careful when interpreting those results as they may have been biased
by the unusual evaluation framework.
The test consists of 10 randomized pairwise comparisons. Sentences were randomly
chosen amongst the synthesis set of the database. These sentences were not divided
into speaking styles, which means that a sentence may correspond to a sequence of
various speaking styles. 10 native French speakers, mainly naive listeners, participated
in this evaluation. They were carefully explained what was meant by the criteria of
‘intelligibility’, ‘expressivity’ and ‘segmental quality’.
4Testers were given no prior information about player names and teams to imitate real listening
conditions.
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Results
MOS scores are computed for all evaluations in this chapter to provide comparable
results in a coherent evaluation framework. The actual MOS scores are, however, less
informative in this first evaluation. Besides, averaging MOS values results in losing
individual preferences. Therefore, our analysis relies on the preference percentages
which are computed as the listener’s relative preference for a synthesis method
compared to another. Figure 6.4 shows the preference scores for the three criteria.
The light grey segment corresponds to the proportion of cases in which both methods
are assigned the same MOS score. It can be observed that Loc is preferred for the
rendering of the expressivity. This means that local labels were properly learned
during the training of Loc and that specific accentual Probability Density Functions
(PDFs) were properly estimated. At synthesis time, the model was thus able to
predict more precise accentual realizations. Interestingly, it is also shown to improve
the segmental quality, while achieving an intelligibility level that is similar to the
baseline (i.e. Base).
An example of synthesized sentences is shown in Figure 6.5. It shows that the
integration of local prosodic information allows producing, for a focused syllable, a
higher and more dynamic pitch contour, along with a lengthening of the syllable. Con-
versely, since no prosodic annotation was provided for the Base training, all acoustic
realizations that should have corresponded to distinct local labels were merged into
more global PDFs.
0% 20% 40% 60% 80% 100% 
Inteligibility 
Expressivity 
Quality 
Base                  Loc 
27  % 44  % 29  % 
44  % 23  % 
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33  % 
35  % 36  % 
Figure 6.4 - Preference scores for each criterion and each synthesis method, i.e.
with (Loc) and without (Base) the integration of the local labels.
6.4.3 Integration of the global labels
This section studies the integration of the single global annotation layer into
HMM-based speech synthesis. It should be noted that the speaking styles defined
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!Loc$
Base$
Figure 6.5 - Synthesis (Syn1 and Syn2) of a sentence with focus.
by the global annotation layer are not uniformly distributed throughout the corpus.
The total duration of each speaking style composing the database is shown in Table
6.9.
As shown in Subsection 5.4.2, one way to perform expressive HMM-based speech
synthesis is to train a model, called a style-dependent model (Yamagishi et al., 2005),
using a database containing specific data (e.g. data corresponding to a particular
speaker or emotion). Another way to build the models is to make use of adaptation
techniques, which allow changing the voice characteristics and prosodic features of a
source speaker into those of a target speaker (Yamagishi et al., 2009b). These latter
adapt the source HMM-based model with a limited amount of target speech data.
The resulting model is called adapted model. The same concept holds for speaking
style adaptation (Yamagishi et al., 2004). This technique allows providing high
quality speech synthesis using a limited amount of adaptation data (Yamagishi, 2006).
Another common technique lies in the integration of the speaking styles as con-
textual information exploited by the decision trees (Tsuzuki et al., 2004; Yamagishi
et al., 2005; Eyben et al., 2012). This would imply a similar processing of both local
and global labels in our case. In this study, we rely only on the two first approaches
(i.e. style-dependent modeling and adaptation) as this third method was shown to
achieve poorer results in terms of expressivity in Eyben et al. (2012). We believe
that adaptation techniques are particularly suited in the framework of the synthesis
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of global sub-genres or speaking style, thereby modeling the global prosody and voice
quality feature of that specific style.
Table 6.9 - Total duration (in sec.) of the various sub-genres in our database, long
silences (>1 sec.) being excluded.
Excited ExMax ExRise NegTension Neutral
1032 475 485 582 2955
Method
Three distinct methods are investigated regarding the integration of the global labels
in speech synthesis. The first method consists in training speaking style-dependent
models on exclusive subsets of the whole corpus, specific to the global label they
correspond to (see Table 6.9). They will be referred to as style-dependent models
in the remainder of the thesis. At the end of this step, 5 diﬀerent style-dependent
models, called Glob1, are obtained (i.e. Excited, ExMax, ExRise, NegTension and
Neutral).
The two other methods exploit adaptation techniques. The second method relies
on the fact that the Neutral style has the highest amount of speech data amongst
the diﬀerent speaking styles. It can also be considered as a central point in the
space of emotions (Mehrabian and Russel, 1974). Assuming that this amount of
speech data is suﬃcient to obtain a strong Neutral style-dependent model, voice
adaptation techniques (Yamagishi et al., 2009b) can be applied to train more reliably
the remaining models, for which less speech data are available. The Glob1 Neutral
style-dependent model was then adapted using the Constrained Maximum Likelihood
Linear Regression (CMLLR) transform (Digalakis et al., 1995; Gales, 1998) in the
framework of Hidden Semi Markov Model (HSMM) (Ferguson, 1980) with the adap-
tation sets of the four remaining speaking styles. It produces respectively Excited,
ExMax, ExRise and NegTension HMM-based synthesizers. The linearly-transformed
models were further optimized using MAP adaptation (Yamagishi et al., 2009b),
providing the 4 adapted models called Glob2.
A potential drawback of the second method is that the speech data used to train
the Neutral style-dependent model may not be large enough. To alleviate this issue,
Yamagishi and Kobayashi (2007) proposed to adapt a so-called average-voice model
to a particular target speaker. The average-voice model is computed once and for
all over a database containing many diﬀerent speakers. This technique proved to be
eﬃcient when little speech data is available. Such average voice models were also
proposed in the framework of emotion or speaking style synthesis in Qin et al. (2006)
and Eyben et al. (2012) and yielded high quality results. In this section, we propose
to train an average-voice model on the entire database, regardless of the speaking
styles. This model is then adapted following the same procedure as for Glob2. We
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finally obtain 5 diﬀerent adapted sub-synthesizers called Glob3 (i.e. Excited, ExMax,
ExRise, NegTension and Neutral).
Evaluation protocol
A second MOS test is conducted in order to determine which of the three methods
is the most suited for the integration of global labels representing the speaking
styles. For this evaluation, participants were asked to listen to three versions of the
same sentence, synthesized by the models corresponding to the three aforementioned
methods. Each sentence was scored according to two criteria: its intelligibility,
and its segmental quality. The same experimental protocol as in Section 6.4.2 was
applied. However, unlike Section 6.4.2, the expressivity was not assessed here. Indeed
our first informal experiments showed that Glob models exhibit some intelligibility
and segmental quality issues. These had to be addressed before focusing on a good
rendering of the expressivity.
The test consists of 15 randomized triplets. Sentences were randomly chosen
amongst the synthesis set of the database. Unlike Section 6.4.2, each sentence only
contains one speaking style.
12 native French-speaking testers, mainly naive listeners, participated in this eval-
uation. During the test, they could listen to the triplet of sentences as many times as
wanted in the order they preferred. They were nonetheless advised to first listen to
the three sentences in a row so as to estimate approximately their relative position.
However, they were not allowed to come back to previous sentences after validating
their decisions.
Results
For each synthesis technique and each speaking style, Figures 6.6 and 6.7 display
respectively the averaged intelligibility and segmental quality MOS scores, together
with their 95 % confidence intervals (CI). It clearly turns out that Glob3, i.e. the
adapted average models, provides the highest results, both in terms of intelligibility
and segmental quality of the generated speech. The style-dependent models, con-
versely, achieve the lowest scores in most speaking styles. As a reminder, a score of
3 or 4 on the MOS scale means respectively “Fair” or “Good”.
This preference for the adapted average models can be explained by the fact that
they are computed using all the training sets for each speaking style, thus providing a
robust model which is then adapted to each speaking style. It can however be noted
that Neutral, Excited and NegTension voices are better rendered than ExMax and
ExRise ones. This is probably due to the fact that Neutral, Excited and NegTension
have more speech data, leading to a better average-voice model adaptation compared
to ExMax and ExRise.
It should also be noted that all the synthesizers achieved the same performance for
the Neutral speaking style. This can be understood by the fact that this latter style
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is the only one having a comfortable amount of speech data for a reliable estimation
of the model, independently of the training method.
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Figure 6.6 - Averaged intelligibility MOS scores for each synthesis method and
each speaking style, with their 95 % confidence interval.
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Figure 6.7 - Averaged segmental quality MOS scores for each synthesis method
and each speaking style, with their 95 % confidence interval.
Preference scores corroborate these findings. Regarding intelligibility, Glob3 is
preferred in 83.9 % and 66.7 % of the cases compared to Glob1 and Glob2, respec-
tively. It is respectively chosen 83.1 % and 73.9 % of the time for its segmental quality.
This shows that, as the amount of speech data is unevenly distributed amongst
the diﬀerent speaking styles, adapting a robustly trained average-voice model with an
eﬃcient technique such as CMLLR+MAP allows generating various speaking styles
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of reasonable intelligibility and segmental quality.
Comparison with the baseline
Similarly to the integration of local labels (Section 6.4.2), the integration of global
labels was compared to the baseline through a MOS test. For this comparison, the
best integration technique, i.e. the adaptation of the average model, was used. The
baseline is the same as in Section 6.4.2, which means that it disregards both prosody
annotation layers. 20 native French speakers, mainly naive listeners, participated in
this evaluation. The averaged MOS scores obtained for each of the three criteria are
shown in Figure 6.8. No statistically significant diﬀerences were observed between
both methods. This integration achieves indeed comparable or even slightly lower
scores in terms of intelligibility, expressivity and segmental quality.
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Figure 6.8 - Averaged quality MOS scores for each criterion and each synthesis
method, i.e. with (Glob3) and without (Base) the integration of the global labels,
together with their 95 % confidence interval.
6.4.4 Integration of both local and global labels
This section is devoted to the integration of the two-layer annotation (both local and
global labels) into HMM-based synthesis.
Method
We showed in Section 6.4.2 that the integration of local labels results in an enhanced
expressivity, while it provides slightly higher intelligibility and segmental quality
performance. Regarding the integration of global labels, the use of adaptation
techniques, from an average model, was shown to provide the best results (see
Section 6.4.3). However, the integration of this annotation level seemed to achieve
no improvement regarding expressivity in comparison with a baseline model.
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We investigate, in this last section, whether the integration of both local and global
labels achieves higher scores. These combined models are referred to as Loc+Glob3.
Evaluation protocol
A third MOS test is conducted. For this evaluation, listeners were asked to listen
to four versions of the same sentence synthesized by the following models (randomly
shuﬄed): (i) the baseline model (Base); (ii) the model integrating local labels
(Loc); (iii) the model adapted from the average-voice model (Glob3 ); (iv) the model
adapted from the average-voice model integrating local labels (Loc+Glob3 ). Here
again, intelligibility, expressivity and segmental quality are evaluated. The same
experimental protocol as in Section 6.4.2 was applied.
The test consists of 10 randomized quadruplets. Sentences were randomly chosen
amongst the synthesis sets of each speaking style of the database. Similarly to Section
6.4.3, each sentence only contains one speaking style. 20 native French-speaking
people, mainly naive listeners, participated in this evaluation.
Results
Here again, the results are presented in terms of preferences. Table 6.10 shows the
preference scores for the four methods. It should be noted that the scores obtained
by two reverse pairs are not summing to 100 %. This is due to the fact that cases
when both methods composing the considered pair are found to be equivalent are
not mentioned in the table. Regarding intelligibility, Table 6.10 shows for example
that Base is preferred to Loc in 31 % of the cases, while Loc is preferred to Base in
35.5 % of the cases. The remaining percentage, i.e. 33.5 %, corresponds then to the
cases where both Base and Loc are equivalently preferred.
As in Section 6.4.2, it is observed that the integration of the local labels carries
out an improvement in the rendering of the expressivity and provides comparable
or slightly better intelligibility and segmental quality of the generated speech. On
the other hand, the integration of the global labels alone (using the adapted average
models) does not improve any of the analyzed criteria compared to the baseline,
which corroborates the results obtained in Section 6.4.3. Regarding the integration
of both prosody annotation levels, an insightful observation is that Loc+Glob3
is preferred in 40 % of the cases in terms of expressivity against Loc, which is
assigned 35 % of the preferences. The segmental quality degrades, however, from
Loc to Loc+Glob3 as they are respectively preferred 39.5 % and 31.5 % of the time.
Nonetheless, both methods achieve similar intelligibility performance.
6.4.5 Discussion of the evaluation framework
It should be noted that the evaluation carried out in the framework of our study
diﬀers greatly from most other evaluations of expressive speech synthesizers. In fact,
listeners are usually asked to make a forced choice between various emotions. While
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such evaluations assess the degree of discrimination of the models across the diﬀerent
emotions, it provides "no information about the quality of the stimulus in terms of
naturalness of believability" (Schröder, 2001). The evaluation protocol developed
here also better fitted our purpose as it allowed for the comparison between the
integration of the two annotation levels. Indeed, the integration of local prosody
information only does not allow for a discrimination between the diﬀerent speaking
styles or sub-genres. It should however be noted that an evaluation based on the
identification of the various speaking styles is proposed in Chapter 8, focusing on the
integration of both local and global annotation tiers.
A second element that is worth pointing out is that, unlike many other studies,
test sentences used in our evaluation are extracted from the Sportic test corpus and
are not, in that sense, semantically neutral carrier sentences. The unnaturalness of
the use of neutral sentences to evaluate expressive speech synthesis has been pointed
out by Schröder (2004). While such sentences are usually required to avoid an in-
fluence of the content in the framework of forced-choice tests, our specific evaluation
protocol relaxes this constraint. We believe that this provides a much more believable
testing framework (assessing the quality of a sports commentary voice by synthesizing
semantically-neutral sentences would, in our opinion, make no sense).
Table 6.10 - Integration of both Global and Local Labels - Preference scores (in [%])
for each method and each criterion.
Base Loc Glob3 Loc+Glob3
Base 0 31 33 29.5
Intelligi- Loc 35.5 0 37.5 29.5
bility Glob3 29 29 0 26.5
Loc+Glob3 40 27.5 38 0
Base 0 37.5 40 32.5
Expres- Loc 45.5 0 46 35
sivity Glob3 35.5 35 0 29.5
Loc+Glob3 51 41 47.5 0
Quality
Base 0 39.5 40 44
Loc 38.5 0 46.5 39.5
Glob3 27.5 33.5 0 35
Loc+Glob3 36 31.5 45.5 0
6.5 Conclusion and perspectives
This chapter proposed a two-layer prosody annotation specific to live sports com-
mentaries with HMM-based speech synthesis in view. The local annotation relates to
accentual phenomena while the global layer classifies the speech segments into distinct
speaking styles. The interest was to propose labels which were characterized by both
a distinct expressive function and a rather stable acoustic realization. This double
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constraint should facilitate the automatic prediction of the labels both from the text
or from the speech signal (see Chapter 8). The manual annotation of a 2 hour-long
corpus of basketball commentaries showed that our diﬀerent labels are, as expected,
related to specific acoustic realizations. Good inter-annotator rates were also reached.
The integration of this prosodic annotation in HMM-based speech synthesis was
further investigated. This study was divided into three parts.
First, the improvement carried out by local labels was quantified by comparing:
• a baseline model including no explicit prosodic contextual information
• a model integrating local labels as contextual information, similarly to ToBI
tones
Subjective tests revealed that, compared to the baseline, the integration of local
labels results in an enhanced expressivity, while providing slightly higher intelligibility
and segmental quality scores.
Secondly, the integration of global labels (i.e. speaking styles) was evaluated.
Three methods were investigated: (i) a speaking style-dependent training and
the adaptation of (ii) the neutral model or (iii) the average-voice model to each
speaking style. It was shown that adaptation techniques, and the adaptation from an
average-voice model in particular, outperform style-dependent models both in terms
of intelligibility and segmental quality. However, the comparison with the baseline,
i.e. the models disregarding global labels, showed that, unlike what was expected,
the integration of global labels did not enhance expressivity and slightly degraded
the segmental quality.
A last experiment allowed evaluating the eﬀects achieved by the combination of
both prosody annotation layers on the generated speech. Interestingly, the complete
integration of the two-layer annotation, compared to the model integrating local
labels only, led to an even better rendering of expressivity, while achieving similar
intelligibility scores. However, it slightly degrades the segmental quality. Future
work should thus focus on the improvement of speaking style adaptation techniques
in order to increase the segmental quality of the generated speech. An additional
comment is that ExRise is a very specific label which is more dynamic than the other
labels. It might therefore benefit from a specific processing. It would, for example,
be interesting to determine whether its replacement by an interpolation between a
Neutral and an ExMax model achieves a good representation of the expressivity (see
Tachibana et al. (2005)).
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EMPHATIC STRESSES ?
Abstract
Emphatic stress is known to fulfill essential functions in expressive speech.
Its integration in speech synthesis usually relies on a prosodic annotation of
the training corpus. In the previous chapter, we have proposed to assign a
single "F" label to all emphatic stresses. A possible alternative consists in
the definition of several labels according to the acoustic realization of the
respective syllables. While it would be more complex to predict those vari-
ous labels for a new text to synthesize, it might allow for a better rendering
of the stress in the synthesized speech. This chapter examines whether the
use of more than one emphatic label improves the perceived expressivity
of the synthesized speech. It relies on our manually-annotated expressive
corpus of sports commentaries. Statistical acoustic analyses show that four
distinct realizations of emphatic stresses can be distinguished. However,
subjective evaluation of the resulting synthesis indicate that the integra-
tion of this distinction in HMM-based speech synthesis does not lead to
significant improvement of the expressivity. This implies that the diﬀer-
ent acoustic realizations of the stress may not be required to be explicitly
annotated in the training corpus.
This chapter is based upon the following publication:
• Sandrine Brognaux, Thomas Drugman & Marco Saerens, Synthesizing sports
commentaries: One or several emphatic stresses ?, Speech Prosody, Dublin (Ire-
land), 2014, 270-274.
Many thanks to Dr. B. Picart with whom we collaborated for the training of the
synthetic voices.
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7.1 Introduction
Albeit rather infrequent in neutral speech, emphasis plays a crucial role in the
prosody of expressive speech (Fernandez and Ramabhadran, 2007; Strom et al.,
2006). This phenomenon relates to highly prominent syllables which are sometimes
seen as (particularly prominent) ‘pitch accents’ (Hirschberg, 1990; Badino et al.,
2009). Emphatic stresses are known to fulfill various functions like contrasting or
highlighting elements and contribute to the liveliness of the message (Fernandez and
Ramabhadran, 2007). Their generation in expressive speech is therefore essential. It
is even more the case when synthesizing sports commentaries which have been shown
to display a high rate of emphatic stresses, falling on specific positions like numbers
in scores, as indicated in the previous chapter.
As described in Section 5.4.2, several attempts to integrate emphasis have been
proposed, both in unit-selection (Raux and Black, 2003; Fernandez and Ramabhad-
ran, 2007; Strom et al., 2006, 2007) and HMM-based speech synthesis (Badino et al.,
2009; Yu et al., 2010). They usually rely on a prosodic annotation of the corpus in
terms of emphatic stresses. The acoustic characteristics of the corresponding syllables
are then learned to be reproduced at synthesis stage. While some annotations present
various labels associated with diﬀerent acoustic realizations of the emphatic stress
(as in ToBI), most studies only use a single label for emphasis (Yu et al., 2010; Hovy
et al., 2013). As previously mentioned, ToBI achieves high inter-annotator rates in
terms of presence vs. absence of phrase and pitch accents but much poorer results
regarding the choice of the right pitch accent (Wightman, 2002; Taylor, 2009). For
that reason, some studies have annotated their corpus with a simplified version of
ToBI, dropping many of the pitch-accent distinctions (e.g. Wightman and Ostendorf
(1994); Wightman and Rose (1999)).
The obvious advantage of using a single label for emphatic stresses is that
it makes it easier to predict it for a new sentence to synthesize. Most studies
investigating the automatic prediction of emphasis from text have, for that matter,
considered only one emphatic label (Strom et al., 2006; Hirschberg, 1990; Hovy et al.,
2013). Conversely, predicting several emphatic labels from text requires a correlation
between the labels and specific distinct functions, which is rarely the case.
However, emphatic stress is often regarded as a gathering of diﬀerent kinds
of stresses with various functions, positions, and, importantly, diﬀerent acoustic
realizations (as proposed in ToBI). Badino et al. (2009), for example, distinguish
between contrastive focus and other emphatic stresses by defining it as a particularly
strong pitch accent. While some studies have mentioned the potential existence of
diﬀerent levels of emphasis (Fernandez and Ramabhadran, 2007; Goldman et al.,
2012), we rather believe that diﬀerent kinds of emphasis may co-exist, with no
specific order relation between them. If one label is associated with each type of
acoustic realization, it facilitates the training of more acoustically-consistent models,
more inclined to generate suitable emphatic stresses in speech synthesis.
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The question that remains is whether the use of a single emphatic label in HMM-
based speech synthesis still allows for an appropriate rendering of the various acoustic
realizations. In other words, it should be assessed whether the acoustically-diﬀerent
emphatic stresses are learned by the models, based on the linguistic context, or if the
distinction requires being made explicit by annotating with distinct emphatic labels.
This chapter investigates the benefit of annotating emphatic stresses for expressive
HMM-based speech synthesis with several labels instead of one. For that matter, it
relies on the Sportic corpus presented in Section 5.6.3. The corpus is spontaneous
while containing a natural variety of prosody, unlike studies relying on artificially-
produced emphatic stresses by actors (see Strom et al. (2006)). Besides, we have
shown in the previous chapter that sports commentaries are characterized by a high
density of emphatic stresses with strong acoustic correlates, which makes them much
more suitable for the study of emphasis than rather neutral read speech as used in
Yu et al. (2010). Emphatic stresses were manually annotated in the corpus and were
statistically analyzed in order to define several sets of labels, corresponding to stresses
with distinct acoustic realizations. The manual annotation having been realized on a
functional basis, our study partly answers the criticisms formulated in Hirst (2005),
i.e. the fact that prosodic function and form tend to be merged in prosody annotation.
The objective is here to distinguish between various forms of a single emphatic
function and to assess the resulting improvement reached in the expressivity of the
synthesized speech.
Our study first sets out to statistically analyze the acoustic realization of the
emphatic stresses in the corpus in Section 7.2. The integration of diﬀerent sets of
emphatic labels in HMM-based synthesis is then investigated in Section 7.3 through
a subjective evaluation. Finally, Section 7.4 concludes the chapter.
7.2 Statistical analysis of emphatic stresses
The statistical acoustic analysis of the emphatic stresses in the corpus consists of
four steps. First, a set of acoustic features is extracted for each emphasized syllable
(Subsection 7.2.1). Dimensionality reduction techniques are then used to reduce the
set of features and delete potential redundancy (Subsection 7.2.2). The reduced fea-
ture set is then used to cluster the emphasized syllables, as an attempt to find the
more suitable number of distinct emphatic stresses (Subsection 7.2.3). These new
sets of stresses are then investigated for potential correlations with specific linguistic
contexts (Subsection 7.2.4). For further information about the exploited statistical
methods, see Johnson and Wichern (2002) and Izenman (2008).
7.2.1 Extraction of acoustic features
For each emphasized syllable, 65 acoustic values are extracted. The features consist
of prosodic measurements: F0 extracted with SRH (Drugman and Alwan, 2011) (e.g.
mean, max, standard deviation), energy (e.g. mean, max, standard deviation) and
duration (both of syllable and nucleus). A prominence value is added by PromGrad
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(Goldman et al., 2012) which assigns a prominence score from 0 to 4 to each syllable,
on an acoustic basis. Two additional features indicate the presence of a preceding or
following silence and its duration. Finally, contextual information, i.e. comparisons
with the acoustic values of the two previous and the next syllable, are also computed
as they were shown to be eﬃcient for prominence detection in French (Goldman
et al., 2007, 2012; Mertens and Simon, 2013). These latter measurements are only
extracted if both syllables are not separated by a silence, as it is known that silences
tend to be associated with a resetting of the prosodic parameters, especially regarding
F0 (Vaissière, 1983).
It should be noted that duration values are normalized with respect to the average
and standard deviation of the duration of the corresponding phonemes in the corpus.
This choice relies on the fact that the nature of the phoneme clearly aﬀects its duration
(Rositzke, 1939; Di Cristo, 1985). Missing values (for contextual information) are
replaced by the average value of the feature. Finally, all variables are normalized into
standard scores.
7.2.2 Dimensionality reduction
The second stage of our analysis aims at reducing the number of features. For that
matter, a principal component analysis (PCA) is carried out on the data. The scree
plot (see Figure 7.1) shows the contribution of the components to the global variance.
Since there is no universal technique for selecting the natural number of dimensions,
we relied on two popular rules of thumb: (i) keeping the dimensionality accounting
for 70 % of total variance and (ii) removing the dimensions for which the contribution
to the global variance remains "stationary". Based on these considerations, we chose
to keep ten and four dimensions.
Figure 7.1 - Scree plot displaying the proportions of global variance (in %) carried
out by the ten first components of the PCA.
It is interesting to examine the weights assigned to the diﬀerent variables for each
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component. Interestingly, the first component is clearly related to energy, all 20 higher
weights being assigned to energy values. The second component is linked to F0 with
the 18 highest weights corresponding to F0-based features. Finally, duration-based
measurements have most of the heaviest weights in the third PCA component. The
fourth dimension is a mix of diﬀerent types of variables (F0 and energy in particular).
The three higher weights for the first three components are assigned respectively to
mean energy, mean F0 and syllable duration.
7.2.3 Clustering
A clustering is now carried out on the reduced data obtained from the PCA. The
main objective is to define diﬀerent sets of emphatic stresses characterized by distinct
acoustic values.
We first apply a Ward hierarchical clustering (Ward, 1963). The advantage of this
clustering technique it that it visually shows the gathering of the various clusters,
which helps in determining the "natural" number of clusters. Figure 7.2 shows the
dendrogram obtained on the first four PCA components of our data. The algorithm
assigns a unique color to each group of nodes where the linkage is less than a
specific fixed threshold. This dendrogram clearly shows 4 distinct groups of syllables.
Interestingly, when applied to the first 10 PCA components, the dendrogram also
points at four distinct clusters.
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Figure 7.2 - Dendrogram computed from Ward hierarchical clustering applied to the
first four PCA components of our data (the leaves in the plot correspond to more than
one data point).
A second advantage of first applying a dendrogram algorithm is that the centroïds
of the generated clusters can then be exploited for the initialization of a K-means
clustering, for further optimizing the within-cluster variance (Lebart et al., 1995).
This is done in this second stage of our analysis. To assess the quality of the clus-
tering obtained when using various numbers of clusters, we also compute K-means
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clusterings with 2 to 10 clusters. For that matter, initialization points are selected
randomly and the algorithm is run 50 times, the best clustering being kept for analysis.
The silhouette value provides an evaluation of the clustering quality, the higher
the value, the better the distinction between the various clusters (Rousseeuw, 1987).
Figure 7.3 interestingly shows that, even when launching a K-means with random
initialization on the 4 PCA components of our data, the algorithm achieves the
best clustering quality with four clusters, which confirms what was shown by the
dendrogram. It should be noted that a similar curve, with a peak for 4 clusters, is
also observed when launching the K-means on 10 PCA components instead of four.
Another interesting finding is that the silhouette value reached with 4 clusters and
random initialization is identical to that obtained when initializing the K-means
on the centroids from the dendrogram, which indicates a similarity between both
clusterings. It should be highlighted, however, that the obtained silhouette values
are rather low, indicating a rather uncertain distinction between the clusters.
Figure 7.3 - Value of the silhouette of the K-means on four PCA components ac-
cording to the number of clusters, with random initialization.
The rand-index (Rand, 1971) allows us to compare two clusterings. Its value ranges
between 0 and 1, 1 corresponding to two identical clusterings. Paired comparisons
were performed for four K-means clusterings in 4 clusters:
• with initializations on centroids from dendrogram on 4 PCA components
• with initializations on centroids from dendrogram on 10 PCA components
• with random initialization on 4 PCA components
• with random initialization on 10 PCA components
All rand-index values reach a level above 0.93 which indicates a certain stability, all
clusterings converging towards similar solutions.
The first of the four clusterings is used in the remainder of this study (see Figure
7.4). A prosodic analysis of the syllables contained in the four clusters indicates
that each cluster can be associated to a specific realization in terms of the three
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main prosodic features (i.e. energy, F0 and duration), as shown in Table 7.1. To
investigate whether the increase in the number of clusters is in line with an increase
in the naturalness of the expressivity, the version with 10 clusters, as obtained with
random initialization on the 4 PCA components, is also assessed in the perceptual
evaluation. This clustering provides a vectorial quantification of the acoustic space,
each region being assigned to a diﬀerent cluster. It should be noted, however, that
it is obviously more complex to predict such a high number of tags from a text to
synthesize.
Table 7.1 - Acoustic characteristics of the clusters, compared to average acoustic
values of emphatic stresses.
Cluster Energy F0 Duration
Cluster 1 - + -
Cluster 2 - - -
Cluster 3 + + -
Cluster 4 + + +
Figure 7.4 - K-Means clustering on our data projected on the two first components
of the PCA and initialized by the centroids of the dendrogram.
7.2.4 Correlation between clusters and linguistic contexts
Potential correlations between the four defined clusters and linguistic information
(such as syllable position or structure) are investigated. Provided that HMM-based
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speech synthesizers rely on such contextual criteria to cluster the models (as detailed
in Section 5.4), correlations would indicate a possible automatic distinction between
the various acoustic realizations. This would imply that the stresses belonging to
diﬀerent clusters would not need to be explicitly distinguished in the annotation.
To investigate that question, we analyzed 13 linguistic variables used as contextual
information for synthesis: position of the syllable or word in the word or rhythmic
group (RG)1, amount of syllables in word and RG, amount of (content) words
in RG, structure of the syllable, nature of the nucleus and part of speech of the
word. Seeing the high amount of samples, Chi-square tests tend to be significant for
most variables. Cramer’s V (Cramér, 1946) allows interpreting chi-squares for high
eﬀectives. Table 7.2 shows that only weak associations (i.e. V < 0.2 (Rea and Parker,
1992)) can be seen between the acoustic clusters and contextual linguistic information.
Table 7.2 - Correlation, computed with Cramer’s V, between the four clusters and
linguistic contextual information (first five variables).
Variable Cramer’s V
Syllable position in word 0.1379
Nature of the vowel 0.1165
Word position in rhythmic group (forward) 0.1164
Syllable position in word (forward) 0.1141
Syllable position in word (backward) 0.1137
Interestingly, the highest value (i.e. 0.14) is assigned to ‘syllable position in word’,
mainly informative about whether a syllable is initial or final. The omnipresence
of both syllable and word position in the ranking drove us to investigate whether
some acoustic diﬀerences may be due to final syllables at the end of the RG. In
that case, they might coincide with what is commonly referred to as boundary tone
(Silverman et al., 1992), which could influence their realization. Table 7.3 shows that
the acoustic values of those syllables are significantly higher compared to the other
emphatic stresses (for the three acoustic features, p<0.001 for a bilateral ranksum
test performed on 82 final emphatic syllables and 721 other emphatic syllables). This
indicates that the distinction between the clusters can partly be explained by linguistic
contextual information. Associations are however rather weak, suggesting that other
factors probably play a role in the acoustic realization of emphatic stresses2.
1Positions are computed both from the beginning and from the end of the corresponding unit.
2As previously mentioned, glottal stops were not annotated in the manual phonetization of the
corpus. They could however play a role in distinguishing between diﬀerent acoustic realizations of
emphasized syllables. Further analyses in that direction should be carried out to potentially confirm
that hypothesis.
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Table 7.3 - Acoustic realization of final emphatic stresses (end of word at the end
of RG) and other emphatic stresses, together with their 95 % confidence intervals.
Emphatic stress Mean F0 Syllable Dur Mean Energy
(Hz) (z-score) (dB)
Final 262.9 ± 7.4 1.9 ± 0.6 49.4 ± 1.8
Other 242.9 ± 3 0.84 ± 0.1 44.2 ± 0.4
7.3 Speech synthesis: A perceptual study
7.3.1 Evaluation protocol
In order to assess the quality of the expressivity produced when integrating various
types of emphatic stresses, several HMM-based speech synthesizers (Zen et al., 2009)
were built, relying on the implementation of the HTS toolkit (version 2.1) (Zen
et al., 2007a). For each synthesizer, 90 % of the corresponding database was used
for the training (called the training set), leaving around 10 % for the synthesis
(called the synthesis set). Model configuration, filter parametrization and excitation
modeling were identical to those exploited in the evaluation protocol of Chapter
6. Emphatic annotation was used as contextual information, in the same way as
linguistic information.
Three models are compared: the baseline model (Baseline), using only one
emphatic stress, and the models with 4 (4 Stresses) and 10 (10 Stresses) emphatic
stresses, as obtained by annotating the emphatic syllables with the 4 and 10 clusters
defined in the previous section. Test sentences were automatically selected from the
synthesis set, as being shorter than 5 seconds and displaying at least two emphatic
stresses in their annotation. It is indeed much easier to compare short sentences in
which more than one diﬀerence appears. The test consisted in 18 pairs of sentences,
6 from each comparison, randomly selected from 63 pairs (21 for each comparison).
30 native French-speaking testers, mainly naive listeners, participated in the eval-
uation. During the test, they could listen to the pair of sentences as many times as
wanted. For each comparison, they were first asked whether they heard any diﬀerence
between both versions of the sentence. If so, they were asked to compare them in
terms of naturalness of the expressivity3. The scale ranged from -3 (much less natu-
ral) to +3 (much more natural). A score of 0 was given if both versions were found
to be diﬀerent but with equivalent naturalness of the expressivity.
7.3.2 Results
A first interesting finding is that the testers did not hear any diﬀerence between both
versions for around 20 % of the pairs. This percentage is even higher (i.e. 28 %)
3Compared to the previous chapter, MOS tests are replaced by preference tests, to better evaluate
whether a model tends to be preferred to the other. The overall quality of the synthesis may however
be still interpreted as MOS evaluations of the baseline were provided in Chapter 6.
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for models with 4 and 10 clusters which tend to display rather similar intonational
patterns. Figure 7.5 shows the preference percentages for the remaining pairs.
Middle sections correspond to pairs which were considered as similarly natural in
terms of expressivity, but with a perceived diﬀerence between both syntheses. We
can observe that the model with 4 emphatic stresses slightly outperforms both other
models. This might be explained by the fact that it more accurately synthesizes
the various acoustic realizations of the stress. In the 10-cluster model, we notice a
degradation which may be due to the reduced number of occurrences for each stress,
which is partly alleviated with the 4-cluster model. However, the preference for 4
clusters rather than one single stress (i.e. the baseline) is quite weak and is not
statistically significant (p = 0.21 with a unilateral signed rank test comparing the
average percentage of preferences on the 30 testers).
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Figure 7.5 - Percentage of preferences for each model (Baseline with 1 emphatic
label, and proposed models with 4 and 10 emphatic labels) in the three comparison
pairs.
Figure 7.5 also shows, in parenthesis, the mean score obtained by the three models
when preferred in the comparison. These scores are barely higher than 1 because
testers mostly assigned a score of ‘1’, reflecting only a ‘slight’ preference.
7.4 Conclusion
This chapter focused on the modeling of emphatic stresses. Emphatic stresses
can be assigned a single label or be divided into distinct labels according to their
acoustic realization. While the prediction of a single label from text is easier, the
use of diﬀerent tags might allow for the generation of more suitable stresses. The
question was then whether the use of several emphatic labels eﬀectively improved
the naturalness of the expressivity.
We addressed this latter question by investigating HMM-based speech synthesis
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using one or several emphatic labels. Statistical acoustic analyses allowed determining
4 and 10 distinct emphatic labels based on a set of extracted acoustic features at the
syllable level. The definition of 4 clusters was shown to achieve the best clustering
quality. The model with 10 labels was computed to propose a more accurate vectorial
quantification of the acoustic space. Both models were compared to a baseline model
using a single emphatic label.
Perceptual tests showed that the model with four emphatic stresses was slightly
preferred over both other models. However, the diﬀerences are not significant. While
participants did not perceive any diﬀerence in 20 % of cases, more than 20 % of the
remaining pairs were scored as ‘similar’ regarding the naturalness of expressivity. For
pairs for which a preference was given, the score was usually low, denoting a weak
degree of preference. These results tend to indicate that it might not be required to
explicitly annotate diﬀerent kinds of emphatic stresses in the training corpus, when
using HMM-based speech synthesis. This is a clear advantage for the annotation of
the text to synthesize and justifies the use a single "F" label in our local prosodic
annotation. Further studies should investigate whether this finding is generalizable
to other languages or speaking styles.
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Abstract
In the previous chapters, we have proposed a prosody annotation protocol
for live sports commentaries. Experiments have indicated that its inte-
gration in a HMM-based speech synthesis system yielded improvement in
the expressivity of the synthesized voice. However, manually annotating
large amounts of data as regards this protocol, as required for the train-
ing corpus, is costly and therefore prohibitive. The labels should also be
predicted for any new sentence to synthesize. This chapter investigates
the possibility to automatically predict the prosodic labels from textual
and/or acoustics characteristics. Both local and global levels of prosodic
annotation have been developed from a functional perspective, which facil-
itates their prediction from text, especially in the framework of a concept-
to-speech application. In terms of prediction from acoustics (and text),
i.e. for the annotation of the training corpus, we first show that a SVM
approach exploiting acoustic features of the syllables yields reasonable ac-
curacy for the local prosody annotation. In a second stage, the chapter
mainly focuses on the prediction of global prosodic labels from acoustics
with two objectives in mind: (i) a possible extension of the training corpus
to achieve higher coverage of the various sub-genres and (ii) a potential
exploitation of the automatic labeling to correct outliers in the manual
annotation. Our study focuses on the three excitation levels: Neutral,
Excited and ExMax. We propose two models based on Gaussian mixtures
and logistic regression to automatically annotate the corpus and correct
manual annotation errors. We point out, through subjective tests, that
the synthesis trained on the corrected annotation allows for a better dis-
crimination between the three arousal levels, the first approach achieving
the highest results. This indicates that automatic labeling predictors may
be exploited to refine the manual annotation and thereby contribute to
the modeling of expressivity by the synthesizer.
We would like to thank Prof. M. Saerens for his insightful advice and Dr. T.
François for his collaboration in the statistical processing of the data.
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8.1 Introduction
In Chapter 6, we proposed a two-tier annotation protocol for sports commentaries.
The integration of that annotation into a HMM-based speech synthesis system further
indicated that such annotation yielded good quality results and that it significantly
improved the expressivity of the synthesized message. The annotation needs to be
provided to the synthesizer both for the training and for the synthesis. The need for
an automatic prosody annotator is twofold:
• Manually annotating prosody, from text and audio or text only, is a time-
consuming task which can be tedious and costly (Campione and Véronis, 2001).
This is stressed by Syrdal et al. (2001) who indicated that manually labeling
speech with ToBI labels, even when performed by experienced labelers, typically
takes from 100 to 200 more time than the real time of the signal.
• Another problematic aspect of manual annotation lies in its rather low level of
consistency, especially if several annotators collaborate on the same corpus (see
Pickering et al. (1996)). Interestingly, Goldman et al. (2010) pointed out that
human annotation is highly influenced by linguistic information. They show, for
example, that annotators tend to over-detect final prominence on lexical words,
and that the opposite tendency occurs for grammatical words. This indicates
that human annotation relies on other factors than just acoustics ones and is
dictated by an "auditory illusion" based on linguistic factors (Goldman et al.,
2010). While such an annotation may be of interest for studies on prominence
perception, such discrepancies between acoustics and annotation should clearly
be avoided in the annotation of speech synthesis corpora, as it may bring noise
in the acoustic realization of the various labels. In that sense, an automatic
annotator based on acoustics features alone should provide a more consistent
annotation.
As all other aspects of modern data-driven speech synthesizers can be derived
automatically (e.g. by the front-end component), the interest for automatic prosodic
labeling of speech corpora is high and has given rise to a wealth of research. Studies
include Wang and Hirschberg (1992); Wightman and Ostendorf (1994); Syrdal
et al. (2001); Chen et al. (2004a); Braunschweiler (2006); Sridhar et al. (2008);
Ananthakrishnan and Narayanan (2008); Wagner (2009); Rosenberg (2010) and Jeon
and Liu (2012) for (reduced versions of) ToBI, Campione et al. (2000) for INTSINT
and Bartkova et al. (2012); Mertens (2013a, 2014) for pitch levels and movements in
French.
As pointed out in Chapter 6, the annotation protocol we proposed is based on a
functional approach. Each label is supposed to correspond to a very specific function
in the communication process. In that sense, prediction from text at synthesis should
be rather straightforward, provided that enough semantic information is available.
This should not be problematic in the framework of our project, as the speech
synthesizer is supposed to be included in a wider concept-to-speech application. In
this chapter, we briefly outline a few basic steps which could be taken to produce
an automatic prosodic annotation from text, and which are based on automatic
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phrasing and accentuation labeling, as presented in Section 5.3.3.
The major focus of this chapter consists, however, in the prediction of the anno-
tation framework from sound and text, i.e. the automatic annotation of the training
corpus. In Chapter 6, an acoustic analysis of the labels highlighted the fact that the
diﬀerent prosodic tags were characterized by distinct acoustic realizations. While
this allows for specific acoustic generation at synthesis, this should also facilitate the
automatic prosodic annotation of the training corpus, based on its acoustic realization.
This meets two specific objectives:
1. As previously mentioned, manually annotating a large database, required for
speech synthesis purposes, is costly. Automatic labeling could take advantage
of the existing manual annotation to train a model with a view to enrich the
database with more speech data. As shown in Chapter 6, some sub-genres
achieve lower results when integrated in speech synthesis because of their smaller
relative size in the corpus. That issue could be alleviated by integrating more
annotated data.
2. We have noticed in Chapter 6 that the sub-genre or macro-prosodic annota-
tion only improves to a small extent the resulting speech synthesis, and only in
combination with local prosodic features. This was a surprising finding as adap-
tation to each sub-genre should enhance their synthesis. Our belief is that the
manual annotation is highly subjective and strongly influenced by the semantic
content of the corresponding speech segments. A successful basket may have
been considered as highly excited while a section describing a player biogra-
phy was classified as Neutral, even if the segment did not display characteristic
acoustic features of the corresponding sub-genre. In that sense, an automatic
annotation of the corpus, based on acoustic features, could lead to an improve-
ment of the annotation. It could take advantage of the existing annotation to
generalize global tendencies and automatically correct outliers. This approach is
in line with our previous study (Brognaux et al., 2012a) in which we proposed
a post-processing technique to reduce the amount of prosody labeling errors.
It was shown that a predictor trained on (partially erroneous) manual anno-
tation could be exploited to check existing labels and suggest modifications.
Evaluations indicated that the proposed technique significantly improved the
annotation quality.
With that second objective in mind, this chapter especially focuses on the
automatic prediction of the global labels from text and acoustics.
The chapter is organized as follows. We first investigate the possibility to
automatically predict the prosodic annotation at training time, i.e. making use of
both textual and acoustic characteristics. In Section 8.2, local labels are predicted
by training support vector machines (SVM). The automatic annotation is evaluated
in comparison with the manual annotation, which was shown to achieve high
inter-annotator rates in Chapter 6. Then, the automatic prediction of global prosodic
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labels is investigated in Section 8.3. The main focus is put on the prediction of
three levels of excitation. The automatic annotation is then exploited as a correction
of the manual labeling and integrated in speech synthesis. It is evaluated through
subjective tests of the resulting speech synthesis. Finally, Section 8.4 briefly outlines
possible avenues to automatically predict the labels from text only, at synthesis
stage. Section 8.5 concludes the chapter and discusses further perspectives.
8.2 Automatic prediction of local labels from text
and sound
We have observed, in Chapter 6, that the local prosodic labels are characterized by
rather specific acoustic features. Besides, the definition of these tags also implies
specific positions. For example, in French, boundary stresses (i.e. H, HH, L, LL and
E ) usually fall on the last syllable of the word while emphatic stresses (F ) tend to
be assigned to initial syllables (Lacheret-Dujour and Beaugendre, 1999). We propose
in this section a preliminary modeling of the local prosody annotation to indicate
whether its prediction from text and acoustic achieves reasonable annotation quality.
In order to automatically predict those tags, two types of approaches could be
investigated:
• Fully-automatic approaches, e.g. decision trees, neural networks, support vec-
tor machines or conditional random fields (CRF). The models should be trained
with insightful acoustic and linguistic features for each syllable. The set of pa-
rameters could be enriched by more complex features like phrasing information
(e.g. based on Chinks & Chunks Liberman and Church (1992) or improved
Chinks & Chunks Beaufort (2008)).
• Existing prominence detection algorithms like Prosoprom (Goldman et al.,
2007), Promgrad (Goldman et al., 2012) or Promise (Christodoulides and
Avanzi, 2014). These algorithms were shown, in Section 6.3, to help distin-
guishing between our local tags. The prominence value provided by Promgrad
could then be converted into a specific tag according to other linguistic con-
straints like the position of the syllable in the word. These conversions could
be heuristically defined. It should be noted that these two approaches can be
combined as the predictor of Christodoulides and Avanzi (2014), for example, is
based on CRF. Conversely, Prosoprom and Promgrad are rule-based methods
(with parameters trained on corpora).
This section briefly investigates the first solution, i.e. the use of classification
methods. For that matter, acoustic and linguistic information is extracted at the
syllable level. Acoustic features are identical to those extracted for the analysis of
emphatic stresses in Chapter 7 and include raw prosodic features (pitch, duration,
pauses and energy), along with more complex prominence values. Contextual
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information is also exploited and includes the two previous syllables and the next
one, provided they are not separated from the current syllable by a silence. Duration
values are normalized with respect to the average and mean deviation of the duration
of the respective phonemes. Missing values are replaced by average values and
all variables are normalized into standard scores. Most acoustic features were
automatically extracted with Prosogram (Mertens, 2004a).
Additional linguistic information (at the syllable level) is extracted with eLite-HTS
(presented in Chapter 5) and includes:
• structure of the syllable
• position of current syllable/word/phrase in current word/phrase/utterance (for-
ward and backward)
• vowel of the current syllable
• part of speech of the previous/current/next word
• lemma
• primary or secondary stress as predicted by eLite
• number of phonemes in the previous/current/next syllable
• number of syllables in the previous/current/next word/phrase/utterance
• number of words in the previous/current/next phrase
• number of phrases in current utterance
• number of content words before/after current word in current phrase
• number of words from previous content word to current word
• number of words from current word to next content word
In terms of classification algorithms, we opted for SVMs as they were shown to
achieve reasonable classification results for classification of ToBI pitch accents and
phrase ending tones in AuToBI (Rosenberg, 2010). To avoid bias due to the higher
frequency of certain labels (especially NA, i.e. unstressed syllables, which make up
for 63 % of the syllables), the SVMs were trained on a balanced subset of the corpus,
which contained about 500 occurrences of each local prosodic label (7 tags). This
balanced dataset was obtained with a stratified random sampling of the whole data.
Creaky and hesitation syllables were not considered in this prediction task as they
should be excluded from the corpus in a preliminary stage, based on other dedicated
criteria (see Martin (2012) and Kane et al. (2013) for creak detection). All acoustic
and linguistic features were exploited except for the parts of speech, the structure of
the syllable, its stress status and the vowel of the current syllable, which should be
parametrized in further research. The experiment relied on a 5-fold cross-validation.
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Table 8.1 shows the average prediction rates and their standard deviations in
relation with diﬀerent values for the c-parameter of the SVM model1. The value of
the c-parameter in SVM allows defining the trade-oﬀ between the flexibility of the
model and the number of accepted wrongly-classified cases on the training data. Lower
costs define a large margin, allowing constraints to be easily ignored. Our experiments
show that a cost of 1 provides the best results, with a correct classification reaching
more than 70 %. This is largely above chance, as 7 labels are predicted on a balanced
test corpus (expected random score is therefore 14 %). It should however be noted
that this percentage is only indicative and does not reflect the real performance of
the classifier. 70 % may indeed be considered as the most optimistic results that
we could achieve with an "optimal" value for the c-parameter. Ideally, an in-depth
study should rely on a nested cross-validation, considering the fact that the optimal
c-parameter will not be known for a new sub-corpus to annotate. It should however
be noted that the performances are seen to be rather stable across the various values
of the parameter and that performance above 65 % may be excepted.
This result is rather similar to the results obtained by AuToBI for the classifi-
cation of pitch accents (71.6 % for only 6 labels) and exceeds results for AuToBI
classification of phrase endings (54.95 % for the 5 phrase final tones). Further
studies should investigate which types of features are the best predictor for local
labels. For that matter, features could be grouped in broader categories, such as
duration, energy, pitch, pause, prominence and linguistic. To include additional
categorical features, part of speech values could be transformed into binary val-
ues, based on their lexical or grammatical nature. This could also be done for the
vowel of the current syllable, which could be reduced to a schwa/non schwa opposition.
Table 8.1 - Correct prediction rate in % (average and standard deviation) using
diﬀerent values of c-parameter with support vector machines.
Cost Average correct Standard deviation of the
prediction rate (%) correct prediction rate (%)
100 58.22 2.07
10 63.78 0.98
5 67.96 1.44
1 70.39 1.95
0.5 70.34 1.99
0.1 69.93 1.73
0.01 69.72 1.81
0.001 68.26 2.30
Further research could also investigate sub-genre specific local prosody prediction,
as the position and density of stresses may change according to the sub-genre (e.g.
more F stresses may be found in ExMax than in Neutral speech). Other strategies
for automatic local prosody annotation of the training corpus are further explored in
1The SVM uses a linear kernel, and the parameters were L2-normalized. To compute multi-class
classification, we used a one-against-all strategy.
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Chapter 10 and are applied to other types of corpora.
8.3 Automatic prediction of global labels from text
and sound
This section investigates how acoustic features may be exploited to automatically
predict macro-prosodic tags, i.e. the set of sub-genre labels defined in Chapter 6.
We aim here at determining whether the homogeneity of human annotations can be
improved through an automatic reclassification system.
As previously mentioned, this study focuses on the prediction of arousal/activa-
tion, i.e. the level of excitation. Our automatic annotator is therefore dedicated to
the annotation of the Neutral, Excited and ExMax labels. This choice is motivated
by the fact that those three labels were shown in Chapter 6 to display specific
acoustic characteristics. The discriminative power of acoustics on NegTension was
pointed out as being lower. Finally, ExRise is also a very specific sub-genre, due
to its dynamic nature, which should be treated separately. Research on emotion
recognition has indicated that acoustic features such as pitch, timing, energy and
voice quality of the speech signal are highly correlated with the activation level,
which allows for high accuracies of automatic classification between high-activation
and low-activation emotions (Tato et al., 2002; Liscombe et al., 2003), see El Ayadi
et al. (2011) for a review. Schröder et al. (2001) indicate that activation is the
emotional dimension that is most correlated with specific acoustic realizations.
They show, for example, that activated speech displays higher F0 mean and range,
longer and faster F0 rises and falls and increased intensity. By capturing long-term
dependencies between the acoustic observations derived from hierarchical functionals
of prosodic, spectral and voice quality features, Wöllmer et al. (2008) highlight that it
is possible to predict the arousal level with an accuracy similar to human performance.
In the case of this preliminary study, we therefore relied on arousal prediction
only to determine whether the homogeneity of human annotations can be improved
through an automatic reclassification system. This can be compared to Eyben et al.
(2012) and Székely et al. (2011) who propose to automatically cluster various speaking
styles within audiobooks. The main diﬀerence lies in the fact that their clustering
is not based on a manual annotation and that the interpretation of the resulting
speaking style remains rather opaque.
8.3.1 Which minimal unit should be chosen ?
Unlike local labels, global prosody annotation should not be predicted at the syllable
level. A sub-genre, or macro-prosodic unit, is rather assigned to a sequence of words.
The main challenge is therefore to determine where a relevant sub-genre begins
and where it ends. Interestingly, the question of determining the boundaries of
emotional segments has aroused very little interest, mainly because many studies
on emotion recognition are based on acted speech. As pointed out in Batliner
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et al. (2010), the beginning and the end are defined trivially for such data, as
usually one sentence is pronounced with a prompted emotion (e.g. Amir et al.
(2001)). Even in more realistic data, such as Schuller et al. (2003), classification
is often related to pre-segmented chunks, based on the manual annotation of emotions.
The question of the unit of analysis has been investigated in Schuller et al. (2011),
who propose a state of the art of emotion recognition in speech. They point out
that the speaking turn is often considered in conversational speech, but highlight the
fact that turns can sometimes be rather long and contain several shorter emotional
episodes. They describe two strategies to cope with this problem, i.e. the use of
‘technical units’ which are time slices or simple proportions of longer units and the
use of ‘meaningful units’ which are linguistically and semantically well-defined. This
second approach relies on units like syllables, words or phrases. In Batliner et al.
(2010), they propose to rely on the word level, considered as the smallest meaningful
emotional unit, or eneme. They also investigate the use of larger units like syntactic
chunks (based on high syntactic boundaries or lower syntactic boundaries followed by
a long pause) and eneme chunks, obtained by clustering adjacent enemes belonging to
the same class. The latter type of units relies on a manual annotation of the corpus
and is hardly automatizable. However, performance with eneme chunks is shown to
outperform the use of syntactic chunks. They indicate that the best compromise
between automation and performance seems to rely on the use of word units.
Automatic clustering of various speaking styles in audiobooks has also pointed
out the need for defining minimal units. In Eyben et al. (2012), no preliminary
experiments are carried out to define minimal units and they propose to work at the
sentence level, which they consider to be the longest possible chunk in that respect.
It should however be noted that sentence segmentation is more straightforward in
the case of audiobooks as it can rely on the punctuation of the text, while we have
no punctuation information in spontaneous speech. In a similar study, Székely et al.
(2011) point out that significant reading style changes may occur within a single
sentence. This dictates their choice for interpausal units, which avoided abrupt
changes of voice style within a speech segment.
A preliminary study was carried out to address that question, based on the
manual prosodic annotation of the Sportic corpus.
We discuss here the possibility to choose either interpausal units (IPU) or
rhythmic groups (RG). Such middle-sized chunks should provide a good compromise
being short enough to ensure emotion stability, but of suﬃcient duration to compute
global prosodic measures, such as articulation rate or accentual density, which have
been shown to be correlated with the activation level (Murray and Arnott, 1993;
Schröder et al., 2001). The first relies on the (manually checked) phonetization of
the corpus in which silences are indicated. The segmentation in RG is provided
by eLite-HTS which proposes a phrasing algorithm based on an improved version
of Liberman’s chinks & chunks (Liberman and Church, 1992; Beaufort, 2008). We
observe the percentage of sub-genre boundaries which correspond to the boundaries
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of one or the other type of groups in our corpus. We also investigate the possibility
of choosing other segmentation levels, i.e. words, accentual phrases and sentences.
Accentual phrases are here considered as sequences of words ending in a boundary
tone (i.e. H, L, LL, HH or E). We also define a specific level of accentual phrase
(which could be considered as closer to intonational phrases) which only considers
groups of words ending in higher level boundaries, i.e. LL and HH tones. It should
be remembered that sentence boundaries were manually determined. Results are
shown in Figure 8.1. Bars in red (i.e. accentual phrases and sentences) correspond
to information which can only be obtained with the help of a manual annotation.
Ideally, our study should be based on automatically provided units such as RGs or
IPUs.
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Figure 8.1 - Correlation between linguistic segmentations and prosodic macro
changes.
This study shows that 91.45 % of the boundaries of sub-genre segments in our
corpus also correspond to a RG boundary while they only correspond, in 82.81 % of
the cases, to IPU boundaries. On average, a sub-genre segment contains 2 IPUs and
6.22 RGs. It should be noted here that silences are excluded from the ‘chinks and
chunks’ algorithm and constitute a rhythmic group on their own, which explains this
high amount of rhythmic groups (the same goes for sentences and accentual phrases).
To provide further insight into the length of macro-prosodic units in our corpus,
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we also extended this study to words and sentences. 99.43 % of the boundaries
correspond to word boundaries. Macro-prosodic groups are, on average, made of
11.58 words and 17.86 syllables. On the whole, this study tends to imply that RG
constitute the best automatic unit to predict macro prosodic changes.
It should be noted, however, that other types of units could be considered, us-
ing available tools. This segmentation of the corpus could rely on automatic tools
like ADoReVA and ADoTeVA (De Looze, 2010b,a), two PRAAT plugins that auto-
matically detect changes in speech rate or pitch. ProsoDyn (Goldman, 2012) could
also be exploited as it computes global acoustic values on a sliding window of about
20 syllables. Significant changes in these values could assess a change in sub-genre
and therefore delimit minimal macro-prosodic units. This could constitute a starting
point for further studies.
8.3.2 Extraction of acoustic features
In a first stage, a set of global acoustic features is extracted at the rhythmic group
level. In total, 3999 RG are considered.
Acoustic features include2:
• Pitch : mean, median, mode, min, max, inter-quartile range, variance
• Energy : mean, median, mode, min, max, inter-quartile range, variance
• Duration : mean phone duration, mean syllable duration, mean vocalic nucleus
duration, mean normalized syllable duration and their variance
• Pauses : length of the preceding and following silence. If the RG is not preceded
and/or followed by a silence, this parameter is set to 0
• Complex values : percentage of prominent syllables (as detected by Proso-
prom (Goldman et al., 2007)), average diﬀerence of pitch between a syllable
and the preceding syllable (delta pitch), in absolute value (as a measure of pitch
dynamism)
• Speaking rate : number of syllables per second (silences do not need to be
considered/excluded here as RG never include silences)
Duration values are normalized by the average duration of the corresponding
phoneme in the corpus and its standard deviation (for mean phone and nucleus
duration). The mean syllable duration is the sum of the normalized durations of its
corresponding phonemes. The normalized version of the mean syllable duration is
equal to the mean syllable duration divided by the number of phonemes in the syllable.
This accounts for a total of 27 features. All values are continuous. Duration
values tend to be log-normal and the pause parameters have a particular distribution
2Further studies could explore the integration of voice quality features, as proposed by Székely
et al. (2011) and Eyben et al. (2012).
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as they are either equal to 0, when there is no silence, or to a value greater than
0 that corresponds to the silence duration. It should be noted that only the delta
pitch parameter can have an undefined value if the RG is made of only one syllable.
Our feature vector additionally includes the macro-prosodic label (which should be
predicted), the name of the file and the beginning and the end of the RG. This
should facilitate the relabeling of the corpus after prediction.
No linguistic feature was integrated in our classifier. The motivation behind this
choice comes from the fact that the objective is to automatically distinguish between
segments of speech that are acoustically diﬀerent to better train the synthesizer.
Linguistic contexts which may have (erroneously) influenced the manual annotators
should therefore be discarded.
Preprocessing of the data included:
1. Missing values: All missing values (delta pitch parameters) were replaced by
the mean of the variable.
2. Standardization: All values were normalized.
3. Dimensionality reduction: The features were reduced with a principal com-
ponent analysis (PCA), in order to reduce redundancy. As shown in Figure
8.2, results indicate that more than 70 % of the variance is explained by the
6 first components. The analysis of the scree plot further highlights that the
contribution of the next dimensions to the variance remained almost stationary.
Based on these considerations, we chose to keep those 6 first components only.
8.3.3 Automatic prediction of macro-prosodic labels: Method
Based on the reduced set of aforementioned acoustic features, a prediction model is
trained.
In that framework, two approaches are considered:
1. A Bayesian approach based on a simple Gaussian mixture
2. A logistic regression
In the Bayesian approach, a priori probabilities for each level of excitation e of
the initial data are computed as:
P (e) =
nb(e)P
8e2E nb(e)
(8.1)
where e 2 E = {Neutral, Excited, and ExMax} and nb(e) is the number of
occurrences of level e in the corpus
Then, for each feature vector v, the marginal probability is computed as:
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Figure 8.2 - Scree plot displaying the proportions of global variance carried out by
the ten first components of the PCA.
P (v) =
X
8e2E
P (v | e) · P (e) (8.2)
where P (v | e) = f(v, µe,⌃e) = 1p|⌃e|(2⇡)d e
  12 (v µe)⌃ 1e (v µe)
where d is the dimensionality of v (here 6), µe is 1-by-6 vector, containing average
values of the 6 components for level of excitation e. ⌃e is the corresponding
6-by-6 covariance matrix. This allows considering the mean and variance of
each class. It should however be noted that the variance-covariance matrices of all
three classes are rather similar and should not greatly influence the classification task.
In the prediction stage, an excitation level is re-assigned to each rhythmic group
according to its maximal a posteriori probability:
enew(v) = argmax
e
P (e | v) = P (v | e) · P (e)
P (v)
(8.3)
Because we are interested in the argmax, P (v) may be neglected.
A reclassification of all segments, based on the automatic prediction, indicated
that 64.35 % of the initial tags were kept (see Table 8.2).
191
AUTOMATIC PREDICTION OF THE EXPRESSIVE PROSODY ANNOTATION
Table 8.2 - Confusion matrix between manual annotation and automatic reclassifi-
cation, with Gaussian mixture models.
Automatic annotation
Neutral Excited ExMax
Manual annotation Neutral 2018 338 101Excited 627 315 118
ExMax 129 112 239
The confusion matrix shows a large reclassification of Excited and ExMax labels
to Neutral (and Excited), which may be due to an erroneous manual labeling of these
segments based on misleading semantic information.
For the logistic regression approach, we trained ordinal logistic regression
models (cf. Agresti (2002)) to highlight the natural ordering across the response cat-
egories. This considers the linear ranking between all three categories, which relate to
levels of arousal. Based on that model, a level of excitation is predicted for each vector.
Results of the prediction are shown in Table 8.3. Interestingly, the proportion of
original tags kept by the predictor is very close to that of the first method (64.50 %).
Table 8.3 - Confusion matrix between manual annotation and automatic reclassifi-
cation, with logistic regression.
Automatic annotation
Neutral Excited ExMax
Manual annotation Neutral 2253 191 13Excited 813 229 18
ExMax 184 200 96
Noteworthy is that both algorithms tend to favor the Neutral style and signif-
icantly reduce the number of ExMax labels. This is even more the case for the
regression-based classifier (see Table 8.4).
Table 8.4 - Number of labels for each annotation.
Neutral Excited ExMax
Manual annotation 2457 1060 480
Automatic annotation 1 : Bayes 2774 765 458
Automatic annotation 2 : Regression 3250 620 127
A Krippendorf alpha (Hayes and Krippendorﬀ, 2007) was applied to the data.
It computes an inter-rater agreement specific to ordinal data, in the sense that it
penalizes less divergences between contiguous classes than a nominal approach. We
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obtained an alpha of 0.4016 between the manual labels and those predicted by the
model based on Bayes and an alpha of 0.3030 between the manual labels and those
yielded by the logistic regression. This seems to indicate that the Bayes model makes
finer changes.
As the results provided by both methods tend to go in the same direction, we also
compared the classes they predict for each rhythmic group (RG). The comparison
indicated that both predictors assign an identical label in 70.48 % of the cases. We
also computed the percentage of large diﬀerences between both classifications, i.e.
Neutral classified as ExMax or the opposite3. This only accounts for 0.98% of the
cases.
8.3.4 Integrating the automatic annotation in speech synthe-
sis: A subjective evaluation
Method
In order to assess the quality of the automatic re-annotation of the corpus in
sub-genres, several HMM-based speech synthesizers were built, relying on the
implementation of the HTS toolkit (version 2.1) (Zen et al., 2007a). For each
synthesizer, 90 % of the corresponding database was used for the training (called the
training set), leaving around 10 % for the synthesis (called the synthesis set). Model
configuration, filter parametrization and excitation modeling were identical to those
exploited in the evaluation protocol of Chapter 6. The training and synthesis label
files corresponded to the manually-checked annotation of the corpus. As we observed
in Chapter 6 that the integration of local labels contributed to the expressivity of the
synthesized voice, they were included in our HMM-models. The building of speaking
style-dependent HMMs (i.e. one for each excitation level) relied on adaptation
(MLLR + MAP) of an average-voice model trained on the whole corpus, as this
technique was shown to yield the best results in Section 6.4. Three synthesizers
were built, respectively based on the manual annotation (Baseline), the automatic
annotation with Bayes (Auto1 ) and the automatic annotation with logistic regression
(Auto2 ).
The synthesis set is made of rhythmic groups (RG) or sequences of rhythmic
groups which are assigned a similar label in the manual annotation and are not
divided by a silence. They are referred to as "sentences" in the remainder of this
section. Only sentences of a few seconds, containing more than one word or player
name were selected for the test.
Two perceptive test were designed to answer to the following research questions:
1. Does one of the three models better synthesize the naturalness of expressivity ?
2. Are the diﬀerent levels of excitation better discriminated by one of the three
models ?
3This can be seen as a counterpart of the adjacent accuracy (Heilman et al., 2008), defined as the
proportion of prediction with maximum one level of error.
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The first test consisted in 18 pairwise comparisons, i.e. 6 for each level of
excitation. Sentences (i.e. sequences of RG) were randomly chosen amongst the
synthesis set of the database. The listeners were asked to indicate, for each pair,
which version seemed more natural in the framework of sports commentaries. The
aim was to compare the natural of the expressivity for both syntheses, and indicate
which one sounded more like the way a real sports commentator would speak.
The scale ranged from -3 (Synthesis A is much less natural than synthesis B) to 3
(synthesis A is much more natural than synthesis B). If both versions sounded equally
natural (or if they both sounded mediocre) they could rate them as "equivalent".
For this first test, sentences were synthesized with their original level of excitation,
i.e. that of the manual annotation.
The second test also consisted in 18 pairwise comparisons, including 6 compar-
isons for each model, i.e. 2 for each combination of sub-genres: Neutral/Excited,
Excited/ExMax and Neutral/ExMax. The two synthesized sentences, in each pair,
were synthesized with the same synthesizer but a diﬀerent level of excitation.
Sentences were randomly chosen amongst the synthesis set of the database. For each
pair, the listener was asked in which version the commentator sounded more excited.
The scale ranged from -3 (Synthesis A sounds much less excited than synthesis B) to
3 (synthesis A is sounds much more excited than synthesis B). For similar level of
excitation, the "equivalent" label could be chosen.
20 native French speakers, mainly naive listeners, participated in the evaluation.
To avoid intelligibility issues (namely due to player and teams names, as pointed out
in Section 6.4), the transcription of the speech files was displayed under the audio
players.
Results
Preferences for the first test are shown in Figure 8.3. All preferences shown are very
slight. Significance measures were computed, with a unilateral signed rank sum test
comparing the average percentage of preferences on the 20 testers. No preference
was shown to be significant (p = 0.10, p = 0.06 and p = 0.36 for pairs Auto1/Base,
Auto2/Base and Auto1/Auto2 respectively). This indicates that using the corrected
annotation does not enhance the naturalness of the synthesized speech.
The second perceptive test oﬀered insightful complementary results. Figure 8.4
indicates the percentage of cases in which each sub-genre synthesis (i.e. Neutral,
Excited and ExMax) is considered as the most excited, in the pairwise comparison.
In an ideal setting, Neutral should be assigned 0, Excited 50 % (i.e. more excited
than neutral but less excited than ExMax) and ExMax 100 %. The results clearly
indicate that the Auto1 model oﬀers the best discrimination between the three
levels of excitation. The baseline suﬀers from a lack of discrimination between
neutral and excited syntheses (p = 0.09 with a unilateral signed rank sum test
comparing the average percentage of cases in which Neutral and Excited were
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Auto 2 
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30.83 % 29.17 % 40.00 % 
42.50 % 26.67 % 30.83 % 
35.83 % 26.67 % 37.50 % 
Figure 8.3 - Subjective preferences for each pair of models (Baseline with manual
annotation, Auto 1 with the automatically-corrected annotation based on the Gaussian
mixture model and Auto 2 with the automatically-corrected annotation based on logistic
regression), in terms of naturalness of the synthesized voice.
considered as the most excited, in the comparison of that pair). Conversely, this
discrimination is shown to be significant both in Auto1 and Auto2 (with p < 0.0001
for both models). This can also be observed from the average degree of excitation
assigned to Excited samples compared to Neutral samples, which achieves 0.2
for the Baseline, against 0.98 and 1.56 for Auto1 and Auto2, respectively. This
indicates that excited samples, in the two latter models, are seen as slightly more
excited to more excited, compared to neutral samples. While the discrimination
between Excited and ExMax sentences is significant in all three models (p < 0.01),
the average relative excitation degree between the two arousal degrees indicates
a better distinction in the baseline (0.93) and Auto1 (1.03) compared to Auto2 (0.55).
These observations indicate that, while Auto1 synthesis is similar to both other
models in terms of naturalness, it clearly allows for a better discrimination between
the three excitation levels. This indicates that the automatic correction of the global
annotation helps in synthesizing more adequately the various levels of arousal.
Further studies could investigate the integration of contextual information in the
models, i.e. by considering the sequential aspect of the units to better predict the
excitation level. As shown in Chapter 6, Neutral segments tend to be more followed
by Excited speech than ExMax speech. Beside, the probability of assigning a same
label to subsequent segments is higher than excitation changes between each rhyth-
mic group. For that matter, the Bayesian approach could be integrated in a HMM
framework, in which the emission probabilities would be extracted from the model.
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Figure 8.4 - Percentage of cases in which each sub-genre is perceived as the most
excited, for the three models (Baseline with manual annotation, Auto 1 with the
automatically-corrected annotation based on the Gaussian mixture model and Auto
2 with the automatically-corrected annotation based on logistic regression).
However, while we admit that this may allow for a better agreement with the manual
annotation (which unconsciously relies on these constraints), we believe that integrat-
ing non-acoustic predictors would, on the contrary, likely degrade the quality of the
resulting synthesizers.
8.4 Automatic prediction of prosodic labels from
text only: Perspectives
This section oﬀers perspectives on how to automatically predict local or global
prosodic labels from text only, when synthesizing a new sentence. It takes advantage
of the major characteristic of our annotation protocol, i.e. the fact that each label
corresponds to a specific function. In the Sportic project, we can also rely on
semantic information which is provided by the Natural Language Generation (NLG)
component, responsible for the automatic generation of commentary sentences from
specific events detected by the camcorders located around the sports ground (baskets,
faults, and so on).
As previously mentioned, algorithms providing an automatic segmentation of
the text in prosodic phrases, like the ‘chinks and chunks’ algorithm (Liberman and
Church, 1992), could be further exploited to predict boundary labels. The main chal-
lenge is then to automatically assign F labels as they highly depend on semantics. For
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that matter, the text patterns used by Sportic NLG component could be manually
enriched with focus information. A sentence about a score, and happening just after a
basket, could, for instance, be assigned a F label to the initial syllable of the number
corresponding to the scoring team. An example of pattern provided by the NLG is:
"Boom! Le sniper <PLAYER> est de sortie, 3 points pour <TEAM>.4
which could be enriched by local tags as follows:
"Boom! Le sniper <PLAYER> est de sortie, 3 points pour <TEAM>"
F H HH F LL
The prediction of global tags should also benefit from the NLG component. In
order to rightly associate the various sub-genres with specific events (e.g. scoring
shot, missed shot, fault, time out), it might be useful to further annotate our corpus
with the various types of events (the comprehensive list being provided by the
Tele-communication team of the project).
Several strategies should then be investigated:
• A heuristic assignation of the most probable sub-genre to each event. This could
be considered as a baseline model.
• An additional consideration of the context to account for sub-genre transition
probabilities presented in Subsection 6.3.1. This could be integrated in the
framework of HMM-models.
• Finally, while the two first strategies hypothesize that the sequence of words
related to one event (e.g. scoring shot, missed shot, fault) is assigned only one
tag, it could be assumed that two tags could follow each other in a same event.
For example, a winning shot could begin with an Excited sub-genre and end with
ExMax, potentially connected with an ExRise. In order to find the position of
the boundaries between the sub-genres, we might consider other information
sources like rhythmic groups, as proposed in the previous section.
Here again, the evaluation should be performed on the resulting speech synthesis.
8.5 Conclusion
In the previous chapters, we have presented a new prosody annotation protocol for
sports commentaries. Perceptive evaluations have shown that it yields improvement
of the naturalness and expressivity of the synthesized message. Such results relied
on the use of a manual prosodic annotation, both of the training corpus and of the
4"Boom! Sniper <PLAYER> is there, 3 points for <TEAM>" (our translation)
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test sentences. Such a manual annotation constituting a tedious and costly task,
we presented in this chapter avenues on how global and local prosodic tags may be
automatically predicted from acoustics and/or text.
At synthesis stage, prosodic labels should be predicted from text only. In that
respect, we can take advantage of two aspects of our study: (i) prosodic labels were
defined on a functional approach which facilitates their mapping with text and (ii)
our study is included in a broader concept-to-speech synthesis which grants access to
semantic information on the sentences to synthesize.
For the training corpus, prosodic labels should be predicted from text and
acoustics. Preliminary results indicated that a reasonable prediction rate can be
achieved for the prediction of local labels, exploiting SVMs. This chapter then
mainly focused on the prediction of global tags (here, the levels of excitation only,
i.e. Neutral, Excited and ExMax) from acoustics, with two objectives in mind. First,
an automatic prediction of the prosodic sub-genre would facilitate an extension of
the corpus and allow for a better coverage of the various sub-genres. Secondly,
automatically predicted labels could serve for the correction of manual annotation
errors, which may have been caused by an influence of the semantic content. In
that framework, two predictors were developed, based on a Gaussian mixture model
and logistic regression. Synthesis with the manual and the automatic annotations
were then assessed through perceptive tests. The evaluation pointed at two main
findings: (i) no significant diﬀerence was found across the 3 models in terms of
naturalness of the synthesized message but (ii) models exploiting the automatic
annotation achieved a much better discrimination between the various levels of
excitation. The annotation based on the Gaussian mixture model, in particular,
yielded the best results in terms of excitation rendering. This indicates that
the automatic annotation allows for an automatic detection of annotation outliers
and thereby improves the quality of the annotation and that of the resulting synthesis.
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Abstract
While speech synthesis research is now focusing on the generation of var-
ious speaking styles or emotions, very few studies have considered the
possibility of including phonetic variations according to the communica-
tive situation of the targeted speech (e.g. sports commentaries, TV news).
This chapter proposes a phonetic analysis of large French corpora to as-
sess the influence exerted by three situational ‘traits’: read/spontaneous,
media/non-media and expressive/non-expressive. It shows that some vari-
ations, like elisions, tend to be more frequent in spontaneous and non-
media speech, unlike liaisons which appear more often in read and me-
dia speech. Interestingly, no phonetic variation draws a clearcut distinc-
tion between expressive and non-expressive speech. In a second stage, a
prosodic analysis indicates that the phonetic variations are not directly
correlated with the rhythmic features of their corresponding situational
‘trait’. Finally, we also set out to analyze whether these alternative pro-
nunciations contribute to the plausibility of the message and should there-
fore be considered in synthesis. To this end, subjective tests are per-
formed on synthesized French sports commentaries. They aim at com-
paring HMM-based speech synthesis with genuine pronunciation and with
neutral NLP-produced phonetization. Results show that the integration
of the phonetic variation significantly improves the perceived naturalness
of the generated speech. They also highlight the relative importance of
the various types of variations and show that schwa elisions, in particular,
play a crucial role in that respect.
This chapter is based upon the following publications:
• Brognaux Sandrine & Thomas Drugman, Phonetic variations: Impact of the
communicative situation, Speech Prosody, Dublin (Ireland), 2014, 428-432.
• Brognaux Sandrine, Benjamin Picart & Thomas Drugman, Speech synthesis in
various communicative situations: Impact of pronunciation variations, Inter-
speech, Singapour, 2014. [ISCA Best Student Paper Award]
• Brognaux Sandrine & Thomas Drugman, Variations phonétiques: Impact de
la situation de communication, Nouveaux Cahiers de la Linguistique Française,
Vol. 31, pp. 223-236, 2014.
Authors are grateful to J.-P. Goldman for his insightful advice. Many thanks to
Dr. B. Picart with whom we collaborated for the training of the synthetic voices.
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9.1 Introduction and state of the art
As mentioned in the previous chapters, Text-To-Speech (TTS) synthesis has reached
in the last few decades a fairly good level of quality and intelligibility. However,
the neutral carefully read speech it produces is often criticized, as it usually diﬀers
from natural human conversations (Prahallad et al., 2006; Lee et al., 2010; Werner
and Hoﬀmann, 2006). The need for speech synthesis to better adapt to the context
of communication has been recently underlined (e.g. the LISTA project (Cooke
et al., 2014)) and the interest has now shifted to the production of speech that
suits diﬀerent speaking styles and emotions. In that respect, the three previous
chapters focused on prosodic and voice quality modifications of synthetic speech to
produce naturally-sounding sports commentaries. Interestingly, most research on the
synthesis of various speaking styles and emotions have considered modifications at
these two levels only (Miyanaga et al., 2004; Yamagishi et al., 2005; Tsuzuki et al.,
2004; Obin et al., 2011). Surprisingly little attention has been paid by current studies
to potential phonetic modifications of the sentence to synthesize.
This concern is particularly important in French, where words are characterized
by a high amount of phonetic variation. As described in Section 5.2, schwa ([@])
elisions and liaisons are the most frequent phonetic modifications. The first consists
in the optional pronunciation of a schwa vowel in the middle or at the end of a word
(e.g. petite pronounced [ptit]). The second relates to latent consonant at the end
of a word which can be pronounced when followed by a vowel or a mute h (e.g. ils
vont au cinéma pronounced [ilvo˜tosinema]). Many linguistic studies have analyzed
the modalities of appearance of these phenomena (see Fougeron and Frauenfelder
(2001) and Fougeron et al. (2001) for liaisons, Hansen (1991) and Candea (2002) for
final schwa pronunciation, Bürki et al. (2011) and Hambye (2005) for elisions). They
show that the realization of the diﬀerent variants can be explained by many factors:
morpho-syntax (Boula de Mareüil et al., 2003), speech rate (Lacheret-Dujour, 1991;
Bürki et al., 2011; Fougeron et al., 2001), word frequency (Adda-Decker and Lamel,
1999; Fougeron and Frauenfelder, 2001; Fougeron et al., 2001), word probability
(Jurafsky et al., 2001b), degree of articulation (Picart et al., 2010), origin of the
speaker (Hambye, 2005; Martinet, 1971), age of the speaker (Hambye, 2005), and so
on.
As mentioned in Section 5.2, surprisingly few linguistic analyses however, have
investigated the influence exerted on phonetic variations by the communicative
situation (CS) (e.g TV news, political speech, text reading, sports commentaries),
also sometimes referred to as the "phonogenre" (Goldman et al., 2009; Pršir et al.,
2013) 1. Yet, the potential interaction between both linguistic levels is commonly ac-
1Interestingly, a workshop on phonetics and phonology of speaking styles was organized by ESCA
in 1991. Most published papers, however, focused on accentual patterns, speech rate, segmental
duration, and articulation features and few studies provided an analysis of phonetic changes (i.e.
phoneme insertion, deletion or substitution) according to the communicative situation. An exception
is Hansen (1991) who analysed the pronunciation of schwas in French read speech, interviews and free
conversations. In that work, she mainly focused on the distinction between read and spontaneous
speech.
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knowledged (Simon et al., 2009; Bürki et al., 2011) and is known to be very influential
for prosody (Simon et al., 2009; Goldman et al., 2009; Roekhaut et al., 2010; Pršir
et al., 2013). Only the phonetic diﬀerences between read and spontaneous speech
have aroused some interest (Hansen, 1991; Adda-Decker et al., 1999; Fougeron and
Frauenfelder, 2001; Lucci, 1983). Regarding the impact of speaking style, Van Bael
et al. (2004) analyzed the phonetic realization in read speech, public lectures and
telephone dialogues in Dutch. However, their study mainly draws conclusions on the
diﬀerences between spontaneous and read speech. Jande (2008) also proposed to
include style specific criteria (e.g. the degree of spontaneity or the degree of formality)
to automatically predict phonetic variations in Swedish, based on speech from radio
news, radio interviews and elicited monologues. An exception for French in Adda-
Decker and Snoeren (2011) who analyzes temporal speech reductions in broadcast
news, telephone and face-to-face conversations in the framework of speech recognition.
While modeling phonetic variation has attracted interest in speech recognition
(Ostendorf et al., 1996; Strik and Cucchiarini, 1999; Riley et al., 1999; Wester, 2003),
it is also noticeable that few studies have addressed the integration of these variants
in speech synthesis. Most speech synthesizers integrate basic phonetic variations.
However, they are trained to produce a phonetic transcription corresponding to
standard read speech. For optional variations, the most likely variant is generally
produced, independently of the communicative situation. While research is now
targeting the generation of expressive (Yamagishi et al., 2005; Tsuzuki et al., 2004)
and media-related speech (e.g. sports commentaries in Krstulović et al. (2007)),
the need for a broad study of the influence of these situational ‘traits’ (as further
defined) on phonetics is striking.
Among existing studies, only the attempt to generate spontaneous-like speech has
received attention (Prahallad et al., 2006; Lee et al., 2010; Werner and Hoﬀmann,
2006; Bennett and Black, 2005). Phonetic modeling of some spontaneous speech
variation has been proposed in Bennett and Black (2005) and Prahallad et al.
(2006) but its impact on speech synthesis has not been evaluated. In Lee et al.
(2010), a state-based transformation of speech synthesis with Hidden Markov Models
(HMM) is presented to conver neutral synthesized speech signal into spontaneous
speech with no modification at the language processing level. Finally, Werner and
Hoﬀmann (2006) integrate phonetic variation in the synthesis of German travel
information, albeit with a corpus not well suited to spontaneous speech synthesis.
They reported, from subjective evaluations, an improvement of the naturalness;
however, no consideration was made of the relative importance of the diﬀerent
types of phonetic variation (be they elisions, insertions, or others). Jande (2003a,b)
also investigated the integration of knowledge-based rules in diphone concatenation
synthesis to integrate reduction phonetic phenomena according to the speaking
rate in Swedish. Perceptive tests indicated that the reduced version is perceived
as significantly more natural in fast synthesized speech. As mentioned in Section
5.2, the modeling of speaker specific variants has also aroused some interest (Miller
et al., 1997; Miller, 1998b,a; Kim et al., 2004; Bennett and Black, 2005). Phonetic
changes in synthesis according to regional varieties have also been proposed in
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Fitt (1997) and Briony and Isard (1997). With the exception of the distinction
between read and spontaneous speech, phonetic variations have rarely been ap-
plied to the synthesis of expressive speech in diﬀerent CS, with the exception of
Roekhaut et al. (2010) who propose to modify the pronunciation of final schwas only,
in unit-selection synthesis of radio news, political addresses and conversational speech.
Our study first proposes an analysis of the influence exerted by the communicative
situation on the phonetic realization. Because they cannot be easily ranked on a
single scale, the various communicative situations are defined according to three
binary ‘traits’, defined in the next section: media/non-media, expressive/non-
expressive and read/spontaneous. The main objective of the study is to oﬀer an
insightful description of the phonetic features of each ‘trait’ to outline what should
be considered when synthesizing a certain communicative situation. One of the
questions raised by this first part of our study is whether these phonetic variations
contribute to the plausibility of the message and should therefore be considered
when synthesizing speech with a specific communicative purpose. That question is
addressed in the second part of the chapter.
Our analysis has the advantage of relying on a very large corpus in French of
about 300 minutes from 32 speakers and 10 communicative situations (e.g. sports
commentaries, TV news, political speech). The study of the phonetic realization is
based on a strategy making use of natural language processing (NLP) techniques.
Rhythmic features are also considered as it has been shown to be one of the prosodic
correlates of phonetic variations (Lacheret-Dujour, 1991; Fougeron et al., 2001). The
potential correlation between phonetic and rhythmic features is evaluated. In a
second stage, specific attention is paid to live sports commentaries which are further
used for synthesis experiments. A subjective evaluation aims at comparing speech
synthesized with a neutral read pronunciation and with the real pronunciation of the
speaker. The relative importance of the diﬀerent types of phonetic modifications is
also evaluated.
The chapter is organized as follows. Section 9.2 presents the corpus and its
annotation. The methodology exploited to carry out our phonetic analysis is detailed
in Section 9.3. The main phonetic analysis of the corpus is described and discussed in
Section 9.4. Possible correlations between phonetic variation and rhythmic features
is further investigated in Section 9.6. The perceptive role of these variations in
speech synthesis is evaluated through perceptive tests in Section 9.7, which presents
a discussion of the results. Finally, Section 9.8 concludes the chapter and discusses
further works.
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9.2 Corpus design
Our corpus is an extended version of C-PROM (Avanzi et al., 2010) including addi-
tional sub-corpora (sports commentaries and corpora designed for TTS purposes)2.
Special attention is paid to sports commentaries (i.e. a sub-portion of the Sportic
corpus, presented in Subsection 5.6.3, and other sports commentaries from Audrit
et al. (2012)) which have also been added to the corpus. The corpus consists of
315 minutes from 32 French-speaking speakers (French, Belgian and Swiss) and ten
sub-corpora covering various CS (interview, political speech, and others).
Because they cannot be easily ranked on a single scale, the various CS are
described in this study according to three binary ‘traits’ which characterize the
situation of communication: media/non-media, expressive/non-expressive and
read/non-read. This classification of the sub-corpora according to situational traits is
inspired by Goldman et al. (2009). Non-read speech is here considered as spontaneous
speech. These ‘traits’ are referred to as ‘situational traits’ in the remainder of this
chapter3. These are obviously simplistic reductions of the situational complexity of
the sub-corpora which inevitably influences the speech features. It however oﬀers
a basic general framework to study the influence of these traits which have been
extensively used in speech synthesis (especially for the distinctions read/spontaneous
and expressive/non expressive). It should be noted that these traits may be
indirectly related to the notion of proximity vs. distance, defined by Koch and
Oesterreicher (2001), which is regarded as a crucial criterion influencing the speaker’s
communicative behavior. Media, non expressive and read speech can be seen, in
that framework, as characteristics of a more distant speech. Making the distinction
between those three dimensions however allows for studying independently the
respective role played by each dimension.
Each situation contains 2 to 7 speakers. The number of speakers per trait
ranges from 13 to 17 with an average duration of about 2 hours of speech per
trait. Expressive is here defined as an audible emotional/expressive implication
of the speaker (e.g. excitation, anger, happiness), be it acted or not. Conversely,
non-expressive is seen as equivalent to neutral, in accordance with the definition we
provided in the introduction. Expressive speech therefore includes a wide range of
types of expressivity. Emotion valence, for example, can be positive (e.g. happy)
or negative (e.g. sad). This could lead to averaged eﬀects in our analysis, and
hinder the interpretation of the role played by the various aspects of expressivity. A
summary of the diﬀerent sub-corpora is shown in Table 9.1.
2The reader interested in more details about the corpus is referred to Avanzi et al. (2010)
3These situational traits are partly inspired from the situational characteristics which are pointed
out as useful in Biber and Conrad (2009) to study situational variation. Media is both related to
the place of communication, which is not shared, and the public setting. Expressive can be seen
as related to the communication purpose which goes further than a simple information transfer
by expressing emotions, emphasis or attitudes. Finally, spontaneous, or non-read relates to the
production circumstances, indicating whether the message was prepared, planned in advance, or
whether "[t]he speaker is producing language at the same time that he is thinking about what he
wants to say".
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Table 9.1 - Distribution of the sub-corpora according to the three studied situational
traits (TTS corpora were recorded for speech synthesis purposes). NC = not classified
because ambiguous regarding that trait. For Read, "+" is read, "-" is spontaneous.
For Media, "+" is media, "-" is non-media. For Expressive, "+" is expressive, "-"
is non-expressive, i.e. neutral.
Communicative Read Media Expressive
situation
Sports commentaries - + +
Conference NC NC -
Political discourse + + NC
Interview - + +
Itinerary explanations - - -
TV news + + NC
Expressive speech TTS + NC +
Neutral speech TTS + NC -
Neutral reading + - -
Narration - - +
As these traits are continuums, some corpora were not classified; if their nature
regarding a dimension was ambiguous, they were not included in the corresponding
subset of the corpus. In fact only corpora belonging to extremes of the scales (e.g.
completely read or spontaneous) were classified as the three dimensions are trans-
formed into binary criteria.
The continuum between read and spontaneous speech, as we define it, goes for
instance through ‘prepared’, which could be assigned to conferences. Conferences
were therefore not classified in that trait. Another example relates to text-to-speech
corpora which are not broadcast as such, but could be used for public announcements.
The were consequently not classified for the media trait. Conferences being public
and possibly recorded depending on the type of conference, they were not classified
for the media dimension either. Regarding the expressive trait, political discourse and
TV news were excluded as they might contain some emphatic speech for important
facts, while being rather unexpressive for other. Finally, for interviews, only the
parts of the interviewee were kept.
In Section 9.5, special attention is paid to two subparts of the corpus : neutral
read speech recorded for speech synthesis purposes (READ) and sports commentaries
(SPORTS). READ is made of three sub-corpora from diﬀerent speakers for a total
duration of 124 minutes. SPORTS consists of 5 sub-corpora with a total duration of
54 minutes, each corresponding to a diﬀerent speaker commenting on a basketball,
football or rugby match.
For the subjective evaluation (Section 9.7), an extended version of a basketball
commentary from SPORTS (i.e. ‘Sportic’, as described in Section 5.6.3) was used to
train an HMM-based speech synthesizer. This corpus is 162 minutes long, silences
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included. It has the advantage of being spontaneous and of high acoustic quality,
and therefore is suited to speech synthesis.
The phonetization of all speech files was done automatically and further corrected
manually. The automatic phonetization is performed by eLite-HTS which proposes a
two-pass approach (The phoneme set used by eLite-HTS is shown in Appendix B). The
first stage is based on an ID3 decision tree (Pagel et al., 1998) learned from the Brulex
dictionary (Content et al., 1990). It should be noted that Brulex is a French phonetic
dictionary which integrates phonetic modifications like elisions and (de)voicing. It
provides, in that sense, a transcription closer to phonetics than phonology. Regarding
phonological variants, Brulex adopted a specific strategy which consists in selecting
the form which is considered as the most frequent in isolated presentation. For the
schwa variation, the adopted representation always includes the schwa. In a second
stage, contextual linguistic information is exploited to deal with phonetic variations at
word boundaries (mainly liaisons and deletion/insertion of schwa for speech fluency).
Liaisons are generated based on a set of rules considering POS, phonetic criteria and
rhythmic group boundaries.
It should be noted that the manual correction was mainly based on phone elisions
and insertions. This reasons behind this choice are twofold:
• The phonetic annotation of the corpus was carried out by a large number of
experts and, while the annotation of phone elisions and insertions should be
rather straightforward, the annotation of phone substitution (e.g. depending on
the voicing state of the consonants) relies on a continuum of phonetic realizations
and may be more subjective when several annotators are collaborating.
• The phonetic annotation of the CPROM part of our database was realized
outside the framework of our thesis. The objective was first and foremost to
improve the automatic alignment and, in that sense, indicating phone insertions
and deletions was crucial. For that reason, most minor substitution phenomena
were not annotated and manually checking the entire corpus would have been
a very tedious and costly task.
Regarding phone substitutions, only large diﬀerences were annotated, in a more
phonological perspective. The entire corpus was then automatically phonetically
aligned with EasyAlign (Goldman, 2011) and Train&Align (presented in Chapter 4).
9.3 Methodology for the phonetic analysis of the cor-
pus
For the phonetic analysis, we developed a specific methodology based on NLP
techniques, similar in some aspects to what was proposed in Van Bael et al.
(2004). For each sub-corpus, the orthographic transcription was used to produce its
automatic phonetization with eLite-HTS, as described in Section 5.5. This produced
a ‘standard’ phonetization of the text, corresponding to neutral read speech. This
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transcription was then automatically aligned with the genuine phonetic transcription
as pronounced by the speaker (which was manually checked).
This alignment relies on a slightly modified version of Levenshtein’s edit distance
(Levenshtein, 1966). Several adaptations were made:
• Each phoneme is represented by only one character,
• Some phonemes substitutions are not penalized (e.g. ø!œ, e ! E) as they
might result from a subjective perception of the annotator,
• Insertions and deletions of silences are not penalized.
To retrieve the alignment, the matrix obtained by the algorithm is backtracked.
Finally, all modifications are stored according to their type (insertion, deletion or
substitution). Here is an example of alignment of the sentence “Parce que ça, je
pense pas que c’était prévu” with schwa and liquid deletions :
To avoid potential phonetization errors of the NLP, all sound files containing
numbers (written as ciphers) were deleted. This solves issues due to the pronunciation
variants for numbers from ‘70’ to ‘90’ in French French, Belgian French and Swiss
French. Proper names being very frequent in sports commentaries, their deletion
would have resulted in a highly reduced sub-corpus. For that reason, we decided
to consider only modifications of phonemes not belonging to proper names or to
syllables just before and after a proper name.
A first analysis of the alignment highlighted recurrent errors made by the algorithm
when two modifications occurred within a small phonetic context. This led to some
refinements:
• The deletion and insertion of schwas being more frequent, they were favored
and assigned a reduced cost.
• The cost was also reduced for substitution of [i] by [j], which is rather frequent.
This avoided alignments such as:
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The main advantage of using NLP-produced phonetization is that it allows for
an easy comparison of the pronunciation of the corpus with a so-called ‘standard’
pronunciation. The latter already considers most mandatory phonetic variations
such as liaisons or elisions dictated by the linguistic context. It provides a more
precise analysis than a comparison with a phonetized dictionary (as proposed in
Van Bael et al. (2004)) while being fully automatic. The alignment of our corpus
with NLP-produced phonetization revealed 4 main types of phonetic modifications
(as described in Section 5.2) which will be further discussed in the next sections:
schwa elision, final schwa pronunciation, final liquid elision and liaison.
Throughout this study, the statistical significance of the results is calculated via
unilateral t-tests or Wilcoxon tests depending on the normality of the variable distri-
bution. Correlations are evaluated using Spearman’s coeﬃcient.
9.4 Global phonetic analysis of the corpus
In this section, we first consider the overall proportion of phonetic variations for each
situational trait (9.4.1). We then focus on the analysis of four phonetic variations that
were qualitatively assessed to be the most frequent in our corpus: schwa elision (9.4.2),
final schwa pronunciation (9.4.3), final liquid elision (9.4.4) and liaison (9.4.5)4.
9.4.1 Overall proportion of phonetic changes
Phonetic variations are analyzed by comparing the NLP-produced standard phoneti-
zation with the real pronunciation by the speaker. The overall proportion of phonetic
changes is computed as the total amount of modifications (deletions, insertions or
substitutions) divided by the maximal number of characters, i.e. the number of
characters of the longest of both strings.
Table 9.2 shows significant diﬀerences in the amount of phonetic changes for the
read dimension (p = 3.7e  06). This indicates that spontaneous speech diﬀers rather
strongly from what produces a generic NLP. Conversely, read speech corpora exploited
for speech synthesis display, on average, only 1.33 % of phonetic changes5. This
finding indicates that, while NLP phonetizers are suited for read speech, they may
require some modifications when synthesizing spontaneous messages. Non-media and
4It should be noted that all these phonetic modification phenomena relate to the insertion or
deletion of one or several phonemes. As previously mentioned in Section 5.2, phone substitution
phenomena, such as the modification of the voicing state of consonants, are also known to be frequent
in French and are often associated with elision and insertion phenomena. We may, for instance,
observe consonant devoicing resulting from schwa elision, such as in je pense pronounced [Spa˜s] and
not [Zpa˜s] following the schwa elision in the pronoun "je". These phone substitution phenomena
were however not analyzed in the framework of our study because the phonetic annotation protocol
did not allow for it (for reasons detailed above). Further studies should however been carried out in
that direction.
5One should however be aware that this very low percentage of phonetic diﬀerences between
manual and automatic phonetization is partly due to the nature of the dictionary exploited by our
NLP. As already mentioned, that dictionary provides a rather precise phonetic transcription which
already includes some phonetic variations.
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expressive speech are also shown to display a higher rate of phonetic variation but the
diﬀerences are not significant (with p = 0.086 and p = 0.10, respectively). It should
be noted that expressive corpora may be characterized by many other factors like the
emotion valence (i.e. happy or sad) which could influence their realization. The next
sections investigate typical phonetic phenomena for each trait.
Table 9.2 - Summary of the phonetic changes (in %), computed as the average
percentage of diﬀerences between the manual and automatic phonetization, for the
three situational trait dimensions. For Read, "+" is read, "-" is spontaneous. For
Media, "+" is media, "-" is non-media. For Expressive, "+" is expressive, "-" is
non-expressive, i.e. neutral. The corresponding sub-corpora are shown in Table 9.1.
All changes Elision of [l] in ‘il’ Elision of liquid Liaisons
in obstruent+liquid
Situational + - + - + - + -
trait
Read 1.79 4.54 8.33 76.56 3.65 50.34 59.33 42.15
Media 3.25 4.20 51.87 96.67 18.53 49.99 54.52 44.77
Expressive 3.85 2.98 52.53 34.72 33.54 21.74 44.53 50.27
9.4.2 Schwa elision
Schwa elision is one of the most intricate phonetic variations in French. It relates
to schwas which can be pronounced or not at the middle or the end of a word. Our
analysis excludes final schwas which may rather be related to liaisons and are further
investigated in the next subsection. The percentage of elided schwa is here computed
as the number of schwa deletions, inside words, divided by the total amount of schwas
inside words. Figure 9.1 shows the significant role played by the distinctions sponta-
neous/read and media/non-media (with respectively p = 0.005 and p = 1.7e  04). It
shows that more schwas are elided in spontaneous speech, corroborating the results of
earlier studies (Hansen, 1991; Adda-Decker et al., 1999; Fougeron and Frauenfelder,
2001; Van Bael et al., 2004; Hambye, 2005). An interesting finding is that more
schwas are also elided in non-media speech. This may be explained by the fact that
media speech tends to belong to a higher level of language which has been said to
be correlated with lower elision rates (Warnant, 1996). As in Bürki et al. (2011), we
observe rather high inter-speaker variability.
9.4.3 Final schwa pronunciation
Final schwa pronunciation also called ‘supporting schwa’, refers to the insertion of a
final schwa in a word ending or not in -e (e.g. match pronounced [matS@]) (Hansen,
1991, 1994; Carton, 1999; Hansen and Hansen, 2003). To describe that phenomenon,
Hansen (1991) talks of a "schwa-like echo that can be observed in a oratorial style,
where final consonants are particularly clearly articulated". Candea (2002) shows that
its frequency has increased in the last decades and that it can occur independently of
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Figure 9.1 - Percentage of elided schwas in middle-word position, together with their
95 % confidence intervals. For Read, "+" is read, "-" is spontaneous. For Media, "+"
is media, "-" is non-media. For Expressive, "+" is expressive, "-" is non-expressive,
i.e. neutral. The corresponding sub-corpora are shown in Table 9.1.
the phonetic or rhythmic context. While it was previously seen as a sign of informality,
the sociolinguistic aspect is now fading out.
Our analysis focused only final schwa pronunciation in words not ending in final
-e which will be called "epenthetic schwas" in the remainder of this chapter. This
phenomenon has sometimes also been referred to as "parasitic schwas" (Hansen and
Hansen, 2003)6. Interestingly, while this phenomenon is commonly considered as
typical of Parisian French (Candea, 2002; Hansen and Hansen, 2003), we found no
significant influence of the speaker’s origin on the realization of epenthetic schwa.
While global phonetic changes and elisions are shown to display similar behaviors
in read and media speech, the study of epenthetic schwas highlights characteristics
of media speech. Interestingly, this variation is significantly more frequent in media
compared to non-media speech, as shown in Figure 9.2 (p = 0.013). This goes in
line with Roekhaut et al. (2010) who pointed out a higher rate of ending schwa
pronunciations (all words considered) in radio news and political speech compared
to conversational speech. This rate is also significantly higher in spontaneous and
expressive speech (p = 0.019 and p = 0.008), most likely due to their high frequency
in sports commentaries. High inter-speaker variability is however observed. While
they are often studied on Parisian French, no diﬀerence was witnessed in our corpus
between French, Belgian and Swiss speakers.
6It should be noted that the transcription of such epenthetic schwas is rather complex as they
can be easily confused with hesitation marks "euh" (Candea, 2002). Carton (1999) highlights that
issue and indicates that both phenomena can be considered as belonging to a same continuum of
events. Our annotation is mainly based on Candea (2002) who considers epenthetic schwas as less
"intense" and shorter than hesitation schwas. Duration was shown to be an insightful criterion to
distinguish between both phenomena.
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Figure 9.2 - Percentage of words, not ending in -e, pronounced with a final schwa,
together with their 95 % confidence intervals. For Read, "+" is read, "-" is sponta-
neous. For Media, "+" is media, "-" is non-media. For Expressive, "+" is expressive,
"-" is non-expressive, i.e. neutral. The corresponding sub-corpora are shown in Table
9.1.
In a second stage, a statistical analysis of final schwas was carried out on all words
(ending or not in -e) except for monosyllabic function words (e.g. le, que, se), for
which the non-pronunciation of the final schwa could be studied in terms of elision.
Here again, final schwa insertion is significantly more frequent (p=0.0028) in media
compared to non-media speech. Such significant results diﬀer from Hansen (1991)
who found no straightforward influence of the speaking style on this phonotactic
variable. This may be due to their use of a reduced corpus, containing read speech,
conversations and interviews only and their focus on the spontaneous/read speech
dimension alone. Besides no significant diﬀerences are observed for the other two
situational traits. Figure 9.3 shows the percentage of final schwa pronunciation across
the various CS. It shows that higher rates are observed in media corpora (i.e. sports
commentaries, TV news, political speech and interviews).
9.4.4 Final liquid elision
When analyzing the alignment of both predicted and real phonetizations, we observed
that the ‘il’ pronoun (meaning ‘he’ or ’it’) is often pronounced [i], with elision of
the final ‘l’. This phenomenon occurring quasi-exclusively before consonants, we
analyzed its appearance in that specific context (see Table 9.2). Only sub-corpora
containing at least 3 occurrences of the pronoun in that context were kept. Both
media and read traits are significant, with higher elision rates in spontaneous and
non-media speech (respectively p = 6.1529e   05 and p = 0.002) which goes in line
with results obtained for the elision of schwa in Section 9.4.2.
211
IMPACT OF PHONETIC VARIATIONS ON THE SYNTHESIS OF SPORTS
COMMENTARIES
0%#
2%#
4%#
6%#
8%#
10%#
Sp
ort
s#c
om
me
nta
rie
s#
TV
#Ne
ws
#
Po
li;
ca
l#sp
ee
ch
#
Int
erv
iew
#
Te
xt#
rea
din
g#
I;n
era
ry#
ex
pla
na
;o
n#
Na
rra
;o
n#
Figure 9.3 - Percentage of words (excluding monosyllabic function words) pro-
nounced with final schwa, for each CS, with their 95 % confidence intervals.
Another type of consonant elision regards the elision of the word-final liquid when
preceded by an obstruent (e.g. ‘peut-être’ pronounced [pøtEt]) (de Reuse, 1987). A
first qualitative analysis shows that this phonetic variation highly depends on the
phonetic context. The liquid is nearly always pronounced when followed by a vowel.
Conversely, it may be dropped when followed by a consonant. Our analysis was carried
out in this latter phonetic context only, on corpora containing at least 4 occurrences of
such phonetic context. Table 9.2 shows that, here again, spontaneous and non-media
corpora display significantly more elisions of the liquid than read and media speech
(with respectively p = 1.1e  05 and p = 0.04).
9.4.5 Liaison
We defined potential liaison contexts as words ending in a French liaison consonant
/t, n, z, R, p/ and followed by a vowel, as in Fougeron and Frauenfelder (2001);
Fougeron et al. (2001); and Boula de Mareüil et al. (2003). It should be noted that
these potential liaisons do not only refer to the so-called ‘optional liaisons’, all liaisons
being considered, be they mandatory, facultative or prohibited. Table 9.2 shows that
read speech displays a significantly higher rate of liaisons (p = 4.6396e   05) which
confirms findings in Fougeron and Frauenfelder (2001); Fougeron et al. (2001); Lucci
(1983). Interestingly, media speech also shows more liaisons, even if the diﬀerence is
not significant. This might be due to the fact that media and read speech tend to
be more formal, ‘sustained’ speech being more inclined to high liaison rates (Argod-
Dutard, 1996; Warnant, 1996).
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9.4.6 Summary
In summary, the statistical analysis out the corpus point out that:
• Read speech is characterized by significantly:
– Less phonetic variations in general
– Less schwa elisions
– Less epenthetic schwas
– Less final liquid elision
– More liaisons
compared to spontaneous speech.
• Media speech is characterized by significantly:
– Less phonetic variations in general
– Less schwa elisions
– More epenthetic schwas, and final schwa pronunciation in general
– Less final liquid elision
compared to non-media speech.
• No significant phonetic diﬀerence is found between expressive and non-
expressive speech.
9.5 Phonetic variations : Focus on sports commen-
taries
This second stage of our analysis focuses on diﬀerences between sports commentaries
and neutral read speech recorded for TTS purposes. The motivation behind this
comparison is that our ultimate objective is to produce naturally-sounding sports
commentaries while generic synthesizers tend to produce neutral read speech. We
should therefore provide greater insight into the major discrepancies between those
two speech styles.
We expect sports commentaries to display phonetic variation related to spon-
taneous, media (expressive) speech. Neutral read speech should be, on the other
hand, more similar to what is produced by a standard NLP phonetizer. The aim
of our analysis is to highlight the most significant variations observed in sports
commentaries to evaluate their impact on speech synthesis in Section 9.7. The
significance of the diﬀerences between both corpora is computed on all samples with
the tests for equality of two proportions.
Table 9.3 shows that the percentage of phone variations in sports commentaries
is significantly higher than in neutral read speech (p < 0.0001). Regarding schwa
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elision, our analysis only focuses on non-final schwa (except for monosyllabic words)
as final schwa may instead be linked to liaisons and is studied separately. As displayed
in Table 9.3, significantly more schwa elisions are found in sports commentaries
(p < 1e   08). The analysis of the corresponding occurrences shows that they
primarily appear in monosyllabic words; more than 20 % of the monosyllabic words
ending in -e are shortened (see Figure 9.4). We observe large inter-speaker variations
in the elision of schwa in the middle of a word. Our analysis also showed that
mainly function words tend to undergo elision (about 21 % against 9 % for content
words). These two observations are probably correlated as most function words are
monosyllabic in French.
Sports commentaries, as expected, also exhibit a significantly higher rate of final
schwa pronunciation for all words and of epenthetic schwas, i.e. schwa insertions at
the end of words not ending in -e (p < 1e 08 and p < 1e 08, respectively). Further
investigations indicated that the insertion of a final schwa usually occurs before a
silence, as studied in Hansen (1991). Epenthetic schwas were observed to appear usu-
ally after a consonant, most probably for articulation purposes. The elision of liquids,
both in the ‘il’ pronoun and after an obstruent are also significantly more frequent
in sports commentaries (p = 1e   08 and p = 1.288e   07, respectively), compared
to our READ corpus in which they are almost never elided. Finally, as expected
in spontaneous speech, sports commentaries display significantly fewer liaisons than
TTS neutral read speech (p = 5.119e  06). High inter-speaker variability is however
observed for that measure.
Table 9.3 - Phonetic changes, computed as the average percentage of diﬀerences
between the manual and automatic phonetization, for sports commentaries (SPORTS)
and neutral read speech for TTS (READ).
All [@] Final [@] Epenthetic [l] Elision of Liaison
changes elision pronunciation [@] elision liquid after
in ‘il’ obstruent
READ 1.33 % 5.92 % 2.20 % 0.13 % 0 % 5.68 % 55.90 %
SPORTS 3.69 % 17.33 % 5.43 % 2.98 % 41.48 % 12.34 % 47.21 %
9.6 Correlations between phonetic and rhythmic fea-
tures
Rhythm, and speaking rate in particular, has been shown to be correlated with schwa
elisions, more elisions appearing in fast speech (Lacheret-Dujour, 1991). Similarly,
Jande (2003a) indicates that phonetic reductions are also more frequent in fast
speech in Swedish. Jande (2008) also pointed out that the realization of Swedish
phonetic variants was influenced by multiple prosodic factors including prominence
and mean vowel duration. This section analyzes various rhythmic features to assess
their correspondence with the situational traits and evaluate their correlation with
the aforementioned phonetic variations. It focuses on three rhythmic measures: the
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Figure 9.4 - Percentage of elided schwas (monosyllabic, initial, or in middle-word po-
sition) in sports commentaries (SPORTS) and neutral read speech for TTS (READ),
with their 95 % confidence intervals.
articulation rate, the mean duration of interpausal units (IPU) and the proportion
of prominent syllables.
The analysis of the articulation rate7 highlights significant diﬀerences for the read
trait only, with lower rates in spontaneous speech (p = 0.019). This can be explained
by the presence of lengthened syllables, due to hesitations. As in Simon et al. (2009),
we also observe a significantly lower percentage of articulation for spontaneous speech
(p = 0.049). Unlike existing studies (e.g. Lacheret-Dujour (1991)), however, no
significant correlation is found between speaking rate, or articulation rate and schwa
elision (|Rho| < 0.10 and |Rho| < 0.05, respectively), or any other phonetic variation.
We have shown, on the contrary, that elisions are more frequent in spontaneous
speech which displays a lower articulation rate. This diﬀerence might be due to the
fact that most existing studies focus on one specific task (e.g. text reading) in which
only speaking rate is modified to observe the frequency of elisions. In our corpus,
too many factors are influencing the speaking rate, e.g. hesitations, communicative
situation and speaker idiosyncrasies.
The mean duration of IPU turns out to be significantly longer in spontaneous
speech compared to read speech (p = 0.04). This seems to indicate that spontaneous
speech displays less but longer silences. A possible explanation is that short pauses
may be rarely silent in spontaneous speech and rather tend to be filled by disfluency
markers like hesitations. Finally, the percentage of prominent syllables is assessed
with Prosoprom (Goldman et al., 2007), an automatic algorithm for detecting
prominent syllables on an acoustic basis. Only the media dimension seems to be
influential for that measure, media speech containing more prominent syllables (see
Figure 9.5). This distinction also stands out when looking at initial stresses only,
7We focus here on the articulation rate, i.e. the speaking rate (number of syllables per second)
with silences excluded, the sub-corpora displaying diﬀerent silence densities.
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media displaying 19.1 % of prominent initial syllables against 16.4 % in non-media
speech. This confirms findings in Goldman et al. (2009). However, the inter-speaker
variability is rather high which makes this diﬀerence not significant (p = 0.07).
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Figure 9.5 - Percentage of prominent syllables, together with their 95% confidence
intervals. For Read, "+" is read, "-" is spontaneous. For Media, "+" is media, "-"
is non-media. For Expressive, "+" is expressive, "-" is non-expressive, i.e. neutral.
The corresponding sub-corpora are shown in Table 9.1.
IPU duration is moderately correlated with schwa elisions and ‘l’ elisions of
the ‘il’ pronoun (respectively Rho = 0.59 and Rho = 0.43). This may imply that
more elisions are realized when longer sections of speech are uttered without pauses.
This, however, does not hold for liquid elisions after obstruents. Interestingly, no
correlation can be found between the percentage of prominent syllables and phonetic
variations.
On the whole, correlations between rhythmic and phonetic variations are rather
weak. This seems to indicate that phonetic variation is more directly dependent on
the situational trait itself than on the rhythmic features of the trait. It should be
noted that, as for phonetic variation, the expressive trait is not characterized by any
specific rhythmic feature.
Further studies could investigate the link between phonetic changes and specific
labels in the local or global prosody annotation proposed in Chapter 6. We might
expect, for example, that some phenomena often occur in a sub-genre with high
arousal level or on a stressed syllable. This could indicate whether these three levels
are closely intertwined.
216
9.7 Impact of phonetic variation on synthesized speech
9.7 Impact of phonetic variation on synthesized
speech
9.7.1 Experimental protocol
To evaluate the naturalness of the generated speech with and without specific
phonetic variation, an HMM-based speech synthesizer was built, relying on the
implementation of the HTS toolkit (version 2.1) (Zen et al., 2007a). For training,
90% of the Sportic corpus (presented in Section 5.6.3) was used, leaving 10% for
synthesis. The training process relies on manually-corrected phonetic transcriptions,
which is an advantage of eLite-HTS (see Section 5.5). Model configuration, filter
parametrization and excitation modeling were identical to those exploited in the
evaluation protocol of Chapter 6. Local prosody annotation was used as contextual
information in the same way as linguistic information (For more details about our
prosody annotation protocol and its integration in TTS, see Chapter 6).
Two methods of phonetization were compared: use of a canonical NLP-produced
phonetization (NLP), or use of the actually realized pronunciation of the sentence in
the corpus (Real). This comparison was analyzed through two subjective tests. For
the first test, 30 sentences were manually selected from the synthesis set as displaying
three or four modifications compared to the NLP-produced phonetization. Around
20% of the sentences of the corpus contain 3 or more modifications. Occasional errors
made by the NLP phonetizer were manually corrected in order not to influence the
listener. 22 native French-speaking participants, mainly naive, took the test. For
15 randomly selected sentences, two versions were compared, with the real and the
NLP phonetization. Listeners were asked to score the naturalness of the message as
corresponding to sports commentaries. The scale ranged from -3 (much less natural)
to +3 (much more natural). A score of 0 was to be chosen if both versions were seen
as equivalent.
The purpose of the second test was to assess the relative role played by 4 types
of phonetic variation: schwa elision, final schwa insertion, liquid elision and liaison.
60 sentences (or chunks of sentences) were manually selected from the synthesis test,
i.e., 15 for each type of phonetic variation. Each sentence originally contained only
one phonetic modification of the corresponding type. Another 21 native French par-
ticipants, mainly naive, took the test. They were asked to compare 16 randomly
selected pairs of sentences, 4 for each type of phonetic variation. The other evalua-
tion conditions were the same as in the first test. For the interpretation of the results,
statistical significance is computed with Wilcoxon signed rank tests comparing the
average percentage of preferences of the 22 (or 21) testers.
9.7.2 Evaluation and discussion
Results of the first test are displayed in Figure 9.6, which shows a significant degree
of preference for the genuine/real phonetization, as produced by the human speaker
and containing phonetic variation (p = 0.012). Synthesis with real phonetization is
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preferred in 45.15% of the cases against 31.21% for the NLP-produced phonetization,
while the two were found to be equivalent in 23.64% of cases. Figure 9.7 highlights the
significantly higher percentage of preference for the real pronunciation in sentences
in which at least two schwa elisions appear (p = 1.86e   04). In this case, real
phonetization is preferred in 66.67% of the cases against 19.44% for NLP-produced
phonetization (average preference score of 1.6 when the real phonetization is
preferred). Conversely, sentences with more than two final schwa insertions were
assigned lower scores. This indicates that schwa elisions may be required, as opposed
to final schwa insertion. This is further investigated in our second subjective test.
0%# 10%# 20%# 30%# 40%# 50%# 60%# 70%# 80%# 90%# 100%#
NLP#++# NLP#+# NLP# No#Preference# Real# Real#+# Real#++#
12.42 % 18.48 % 23.64 % 25.15 % 14.85 % 
Figure 9.6 - Preferences (%) for NLP-produced and real phonetization for the first
test. "+" refers to stronger preference scores.
0%# 10%# 20%# 30%# 40%# 50%# 60%# 70%# 80%# 90%# 100%#
NLP#++# NLP#+# NLP# No#Preference# Real# Real#+# Real#++#
8.33 % 11.11 % 13.89 % 34.26 % 23.15 % 9.26 % 
Figure 9.7 - Preferences (%) for NLP-produced and real phonetization for the first
test in sentences with at least two [@] elisions. "+" refers to stronger preference scores.
Overall results of the second test show substantial diﬀerences in ratings according
to the type of phonetic variation (cf. Figure 9.8). It should first be pointed out
that the overall preference for the real phonetization is slightly lower than in the
first experiment, which may be explained by the fact that both versions of the test
sentences only diﬀer by a single variation. This may imply that the use of such
short chunks of speech, out of context and independent of other variations, somehow
influences the results and thus may not be representative of real spontaneous speech.
This should prevent us from drawing hasty conclusions.
For liaisons and final schwa, the NLP-produced phonetization tends to be
preferred, i.e. a realized liaison and no insertion of final schwa. For final schwa
insertion, the real phonetization is however slightly preferred in the case of epenthetic
schwa, i.e. insertion of final schwa in words not ending in -e. This phenomenon
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was indeed shown to be highly specific to sports commentaries in the previous
section. A more detailed analysis of the prosody patterns of such insertions might
allow for a better realization of that type of variation (see the description of the
complex contours accompanying epenthetic schwas in Hansen and Hansen (2003)).
Such research could rely on Hansen (1991) which points out that the speaking
style influences the pitch contour realization of this phenomenon. For the elision of
liquids, the real phonetization tends to be preferred, i.e. with elision of the final
liquid after an obstruent or in the ‘il’ pronoun. Further investigation shows that
this preference rate is higher (46.67% vs. 33.33% for NLP-produced phonetization)
when considering only final sequences with obstruent and liquid; the variation in
the ‘il’ pronoun usually results in a ‘no preference’ rate. This diﬀerence, however,
is not statically significant (p = 0.06). Finally, as noticed in the first experiments,
the real phonetization is rated significantly more natural than the NLP-produced
pronunciation for the elision of schwa (p = 0.006).
It should be noted that the perceptive tests focused on the evaluation of the nat-
uralness of the expressivity only, thereby neglecting other aspects like intelligibility.
This resulted from a common assumption that "a synthesis perceived as more natural
is also easier to understand and less demanding to listen to" (Jande, 2003a). This
indicates the interconnection between both evaluation criteria and implies that the
lower rates, obtained for example for epenthetic schwas pronunciations, may be due
to a degradation of the intelligibility8. This should be confirmed by further studies.
9.8 Conclusion and perspectives
While speech synthesis of various speaking styles and emotions is now the focus
of much research, very few studies consider potential phonetic variations according
to the communicative situation (e.g. expressive or spontaneous speech). This
chapter oﬀered a phonetic analysis of a large corpus in French to assess the influ-
ence played by three situational traits: read/spontaneous, media/non-media and
expressive/non-expressive. It first showed that spontaneous speech exhibits a signifi-
cantly higher percentage of phonetic variations compared to standard read speech
as produced by a conventional NLP for TTS. Regarding the various phenomena,
we showed that spontaneous speech is characterized by a higher elision rate and
less liaisons, which confirms results of earlier studies. Our study also indicates
that media speech usually follows the same phonetic tendencies as read speech,
which may be due to the overall higher level of language compared to spontaneous
and non-media speech. However, it displays much more epenthetic schwas, which
seems to be particularly characteristic of sports commentaries. Interestingly, the
expressive trait is not associated with any specific phonetic feature. The diver-
sity of the corpora in that trait (e.g. emotions with diﬀerent valences) should be
further investigated to evaluate the role played by the diﬀerent aspects of expressivity.
8Such deterioration of intelligibility due to phonetic changes was found in Larreur and Sorin
(1990) with schwa elision.
219
IMPACT OF PHONETIC VARIATIONS ON THE SYNTHESIS OF SPORTS
COMMENTARIES
0%# 10%# 20%# 30%# 40%# 50%# 60%# 70%# 80%# 90%# 100%#
ELISION#
LIQUID#
FINAL#SCHWA#
LIAISONS#
NLP#++# NLP#+# NLP# No#Preference# Real# Real#+# Real#++#
19.05 % 
19.05 % 
7.14 % 
7.14 % 
27.38 % 
28.57 % 
17.86 % 
13.10 % 25.00 % 
36.90 % 
19.05 % 
23.81 % 14.29 % 
22.62 % 
19.05 % 
20.24 % 
11.90 % 
8.33 % 
11.90 % 
25.00 % 7.14 % 
Figure 9.8 - Preferences (%) for NLP-produced and real phonetization for the second
test, according to the type of variation (liaison, final schwa pronunciation, liquid
elision and schwa elision). "+" refers to stronger preference scores.
Rhythm was analyzed in a second stage and showed higher speaking rates and
shorter interpausal units for read speech. Higher proportions of prominences were
observed for media speech. Here again, no specific rhythmic feature was associated
with the expressive trait. Finally, low levels of correlation were found between the
rhythmic parameters and the phonetic variations, except for a moderate correlation
between the duration of the interpausal unit and some types of elisions. This
implies that phonetic variations may depend primarily on the situational trait
(read/spontaneous and media/non-media) and not on the rhythmic features of that
trait.
The third stage of our analysis aimed at assessing whether the phonetic variation
that appears in various communicative situations (CS) contributes to the plausibility
of the message and should, in that respect, be integrated in speech synthesis. It
focused on sports commentaries, which were shown to be characterized by higher
rates of schwa and liquid elisions, more final schwa pronunciations and fewer liaisons.
Subjective evaluations with HMM-based synthesized extracts of sports commentaries
indicate that, on the whole, integrating phonetic variants significantly improves the
naturalness of the synthesized message. While the insertion of final schwa or the
reduction of the number of liaisons does not enhance the naturalness, integrating
schwa elision and, to a lesser extent, final liquid elision after obstruents turns out to
improve the overall naturalness. This indicates that the synthesis of French sports
commentaries should benefit from such phonetic modifications. One should however
be aware that, ideally, not only these phone elision phenomena should be predicted
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but also the phonetic contextual changes resulting from it, such as the devoicing of
surrounding consonants.
Further studies should be carried out to explore whether or not these conclusions
also hold for other speaking styles and languages. This is investigated in Chapter 11.
Perspectives obviously include the subsequent integration of phonetic modification
rules to transform the phonetic transcription of the sentences to synthesize according
to the speaking style. In that sense, the use of a more phonological transcription
as input (as opposed to the more phonetic transcription proposed by Brulex, and
subsequently by eLite-HTS) would constitute a better basis for the design of pronun-
ciation modification rules. This constitutes the major perspective of our research and
is further detailed in Chapter 12.
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Part III
Prosodic and phonetic
improvements of HMM-based
speech synthesis:
Further developments
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This third part of the thesis aims at investigating the possible generalization of
the techniques and observations made in Part II. Regarding prosodic modifications,
experiments on the speech synthesis of sports commentaries have indicated that the
integration of a local prosody annotation, in particular, achieved high improvement
in the naturalness and expressivity of the synthesized voice. In terms of phonetic real-
ization, we have pointed out that a wide range of phonetic variations may be assigned
to spontaneous and media speech. We have further highlighted that the integration
of these phonetic changes in the speech synthesis of sports commentaries significantly
improved the naturalness of the resulting speech. Through perceptive tests, we have
shown that schwa elision and liquid deletion, in particular, played a crucial role
in that respect. Such observations are further investigated in this last part of the
thesis with the use of other corpora containing diﬀerent speaking styles and languages.
Chapter 10 focuses on prosodic modifications. It sets out to investigate the
integration of a local prosody annotation in the speech synthesis of audiobooks
in French. In a first stage, we present a method to automatically predict an
autosegmental annotation of a French corpus, requiring no manually-annotated data.
In a second stage, we explore the integration of such annotation in HMM-based
expressive speech synthesis. To that end, our automatic annotation tool is applied
to a corpus of audiobooks on which a synthesizer is trained. The granularity of the
annotation (i.e. the number of prosodic labels) is also questioned and evaluated
through preceptive tests of the resulting synthesis.
In Chapter 11, we focus on the integration of phonetic variation in the frame-
work of spontaneous speech synthesis, as this speaking style was shown to induce
high phonetic variability in the second part of the thesis. The chapter builds upon
the observations made in Chapter 9 to provide further insight on how phonetic mod-
ifications should be dealt with when generating spontaneous speech. The chapter
provides preliminary results of two extended studies we carried out on that topic and
which are still currently in progress.
First, an in-depth study of the impact of spontaneous speech on phonetic changes
is carried out, through the statistical analysis of a large corpus in French. This study
presents the advantage of relying on a corpus of more than 13 hours containing various
speakers and a wide range of linguistic contexts. Each speaker is recorded in both
spontaneous and read speech which facilitates the comparison between both speaking
styles. This analysis also relies on a rich annotation of the corpus which was manually
checked. It gives insight into the way phonotactic, lexical, prosodic, sociolinguistic and
stylistic variables interact when modeling the behavior of optional phonetic facility
phenomena in French. This constitutes, in our view, a crucial preliminary step to
the definition of phonetic modification rules in French, which should consider the role
played by a wide range of contextual factors and the way in which they interact.
The second study presented in this chapter focuses on the synthesis of spon-
taneous speech in English. It sets out to question the widespread consistency
assumption according to which errors made in the phonetization of the training
corpus should not aﬀect the resulting synthesized voice if the same errors are
also produced at synthesis. Our study investigates the validity of that hypothesis
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in the case of synthesis training on spontaneous speech, which was shown in
Chapter 9 to display a high amount of phonetic variation. To that aim, it relies
on a parallel corpus of sentences read and pronounced spontaneously by the same
speaker. This allows for a precise analysis of phonetic changes due to the speaking
style only, by neutralizing all other factors potentially impacting the pronunciation.
The evaluation relies on perceptive tests of the resulting HMM-based speech synthesis.
It should be noted that this third part of the thesis benefits from collaborations
with researchers from other universities that we have met during the PhD, namely
Prof. Piet Mertens (KULeuven, Belgium), Dr. Mathieu Avanzi (Cambridge Univer-
sity, UK) and Rasmus Dall and his colleagues (Center of Speech Techonolgy Research
(CSTR), Edinburgh, UK). Beside the obvious added value of knowledge and compe-
tence transfer arising from interactions with other experts of connected domains, it
also granted us access to other valuable resources. In the framework of prosodic mod-
eling, our research benefited from Polytonia (Mertens, 2013a,c, 2014), an automatic
tonal annotator for French speech corpora. Regarding French phonetic analysis, the
CPROM-PFC corpus (Avanzi, 2014) was also put at our disposal. It contains both
spontaneous and read speech and has been manually checked in terms of phonetic
realization. Finally, our research on spontaneous speech synthesis could rely on an
English parallel corpus (read-spontaneous) recorded at CSTR (Dall et al., 2014).
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Abstract
This chapter builds upon the results of Chapter 6 which indicated that
the integration of a local prosody annotation significantly improved the
naturalness and expressivity of the synthesis of live sports commentaries.
In that framework, we present a method to automatically provide an au-
tosegmental annotation of French prosody from any speech corpus and its
orthographic transcription, in view of speech synthesis. To our knowl-
edge, no such generic automatic annotator has been proposed in French,
despite the wide range of research dealing with that topic in English. To
that aim, we investigate the possibility to combine three sources of infor-
mation as provided by prominence detectors, tonal annotators and NLPs
(providing phonetization, syllabification and rhythmic group segmentation
of speech). Based on phonological intonation models for French, we set
out to implement a set of rules to merge these annotation layers into a
unified annotation protocol, called ToPPos-Fr. A major advantage of that
method is that it does not require the use of a manually-annotated corpus
in terms of prosody specifications. Qualitative analyses of the resulting
annotation on a development corpus show that it provides a good-quality
description of the accentual patterns. In a second stage, the integration of
this annotation in HMM-based speech synthesis of audiobooks is assessed,
through a set of preliminary perception tests. The results indicate that
it leads to significant improvement of the naturalness of the synthesized
voice, which is shown to display prosodic contours that resemble those
of the original speech segments. Finally, we investigate the possibility to
reduce the set of labels with the intention to facilitate their prediction
from text. The resulting speech synthesis is however not shown to provide
significant improvement over the baseline.
A note on collaborative work:
This study was carried out in strong collaboration with Prof. Piet Mertens.
Through fruitful discussions on the topic, we designed together a set of rules to provide
an automatic annotation of local prosodic phenomena in French. He then designed
a Praat script to automate the process. In a second stage, I tested diﬀerent promi-
nence detectors which resulted in the training of new Promise models by George
Christodoulides. I trained the synthesis and implemented the listening tests. The
reduced set of labels was defined through discussions with Prof. Mertens. Based
on that, I designed a script to automate the labels rewriting, trained the synthesizer
and ran perception tests. I also carried out the analysis of the results.
We are very grateful to Prof. Mertens for his invaluable advice and the long and
fruitful discussions we have had on this topic. We also want to thank Prof. Andrew
Rosenberg, who proposed an adaptation of AuToBI for French, and Prof. Julia
Hirschberg who guided us and provided us with insightful advice throughout this
study.
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10.1 Introduction
We have shown in Part II that the integration of a local prosody annotation,
considering accentual, intonational and phrasing aspects of the corpus, significantly
improves the naturalness and expressivity of HMM-based speech synthesis of sports
commentaries. In Chapter 8 we have however pointed out that manually annotating
large amounts of speech data (as required for the training of speech synthesizers)
with prosodic information is a tedious and costly task (Campione and Véronis, 2001;
Jeon and Liu, 2012). This is pointed out by Geoﬀrois (1995) who indicated that
manually-annotating one hour of spontaneous speech in French with Mertens’ tones
(as presented in Subsection 5.3.2) required more than 500 hours. We have therefore
proposed avenues to automatically annotate local labels from acoustics and have
indicated that SVMs relying on syllable-based acoustic criteria achieved reasonable
rates in that respect. The models were however trained and tested on diﬀerent
parts of the same corpus which obviously facilitated the task of the annotator. The
application of such an automatic annotator to other corpora with diﬀerent speaking
styles is therefore questionable.
Ideally, an automatic prosody annotator should provide generic models trained on
a large database containing various speakers and speaking styles. The development
of such an automatic annotator is investigated in this chapter, in view of expressive
HMM-based speech synthesis. The resulting prosodic annotation is evaluated through
perception tests of the generated speech synthesis. As local prosodic annotation
highly depends on the language, we develop a language-dependent method specifically
designed for French corpora.
In the linguistic research community, the automatic autosegmental annotation of
prosody1 of speech corpora from acoustics (and additional linguistic features) has
aroused great interest. For an insightful recent review of English studies on that
topic, see Jeon and Liu (2012).
A wide range of studies has focused on the detection of prominence and phrase
boundaries (possibly complemented by an indication of the break index tier level).
Wightman and Ostendorf (1994) present an automatic labeler based on decision trees
and Markov sequences. A similar annotation framework is proposed in Chen et al.
(2004a), in which both acoustic and syntactic criteria are exploited by means of Ar-
tificial Neural Networks (ANN) and Gaussian Mixture Models (GMM), respectively.
They achieve annotation rates similar to the agreement rates between diﬀerent human
labelers. In the same line, Sridhar et al. (2008) and Ananthakrishnan and Narayanan
(2008) also detect prominences and prosodic phrase boundaries based on a maximum
entropy framework and a comparison of various classification methods (including Lin-
ear Discriminant, GMM and neural networks), respectively. Sridhar et al. (2008)
additionally provide an insightful state-of-the-art of existing studies on automatic
prominence and boundary detection. Jeon and Liu (2012) complement these studies
by proposing a co-training framework in which much less hand-labelled data is re-
1Considered here as an annotation of both phrasing and prominence, enriched by a description
of pitch level and movement.
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quired as unlabelled data can be exploited to improve the model. Recent work has
also investigated the possibility to train phrase boundary and pitch detectors on one
language and apply them to an unseen language (in Soto et al. (2013) and Rosenberg
et al. (2012), respectively). Phrase boundary detection was performed with AdaBoost
(Freund and Schapire, 1997) and resulted in reasonable detection rates, mainly relying
on the presence of a subsequent silence. Pitch accent detection was performed with a
logistic regression classifier but achieved poor accuracy in a cross-language setting.
Wagner (2009) concentrates on pitch accents only and proposes a pitch accent
type classification, based on a reduced set of acoustic features. She compares sev-
eral machine learning techniques including neural networks, classification trees and
discriminant function analysis. Her study indicates that neural networks achieve the
best rates for the detection of prominent syllables while classification trees outper-
form all other models in terms of pitch accent type classification. Conversely, Wang
and Hirschberg (1992) focus on phrase boundary detection only. They indicate that
the use of decision trees based on both acoustic and linguistic features achieve good
boundary detection, with success rates just over 90 %.
Other studies have focused on the annotation of both pitch accent and boundary
tone types. Providing a rule-based automatic annotation of ToBI labels based
on acoustic and linguistic criteria, the Prosodizer (Braunschweiler, 2006) achieves
reasonable rates on German and English. Syrdal et al. (2001) also propose to predict
default labels for pitch and accent events to speed up the manual annotation of Amer-
ican English ToBI. More recently, AuToBI2 (Rosenberg, 2010) was also developed as
an automatic English ToBI annotator based on several machine learning techniques
(including SVMs and logistic regression classifiers). It relies on specific acoustic
criteria to achieve four distinct tasks: pitch accent detection, pitch accent classifica-
tion, phrase detection and phrase ending classification. While the AuToBI website
proposes a French version of the annotator, it was trained on a corpus annotated
in terms of prominences only and therefore annotates the corpus with a single P label.
Because autosegmental annotation of prosody relies on a linguistic description of
the language, it is very much language-dependent. Therefore, annotators designed
for a language can hardly be transposed to another. To our knowledge, no generic
automatic annotator of a detailed autosegmental annotation of prosody has been pro-
posed for French. Prosody annotators have however been developed and can globally
be divided in two groups: prominence detectors, and pitch level annotators. They
concentrate, respectively, on accentuation (or more precisely prominence) or intona-
tion only but do not combine both sources of information.
In relation to accentuation, research has mainly focused on automatic promi-
nence detection (Goldman et al., 2007; Avanzi et al., 2008, 2011; Veaux et al., 2008;
Goldman et al., 2012; Christodoulides and Avanzi, 2014). These studies usually anno-
tate with a single prominence label, with the exception of PromGrad (Goldman et al.,
2012) which distinguishes between 4 levels of prominence and Avanzi et al. (2011) who
propose two prominence levels. Automatic intonation annotation includes pitch styl-
ization algorithms (e.g. Prosogram (Mertens, 2004a) or MoMEL (Hirst and Di Cristo,
1998; Hirst, 2007)), or further categorization of the pitch continuum through a sym-
2Available at: http://eniac.cs.qc.cuny.edu/andrew/autobi/
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bolic annotation (indicating pitch target, possibly associated with pitch movements),
as in Campione et al. (2000); Bartkova et al. (2012) and Mertens (2013a)3. Bartkova
et al. (2012) additionally encodes a symbolic representation of duration and energy,
in two separate annotation tiers.
Outside these two main trends, Mertens and Simon (2013) proposed a rule-based
boundary tone annotator for French. It defines four diﬀerent boundary levels (i.e.
major, intermediate, minor and none) and relies on acoustic criteria including pitch
height, syllabic lengthening and pause duration. A major drawback of the algorithm is
that it often mis-detects boundary tones on emphatic-stressed syllables. The authors
indicate that access to lexical information could alleviate this issue. They also mention
the high sensitivity of the system to speaking style variation.
Another insightful study is presented in Campione and Véronis (2001) who propose
a semi-automatic annotator of French prosody. The annotation relates however to
broad prosodic movements, as it automatically detects major prosodic boundaries to
which it assigns major prosodic movements (with diﬀerent sizes of rise and fall), in a
more holistic approach of pitch contours (as presented in Section 5.3.2). Unlike these
annotators, the labels are not assigned at the word or syllable level and provide an
annotation more suited to syntactic or pragmatic studies.
Finally, it should be noted that Geoﬀrois (1995) proposed an automatic annotator
of Mertens’ tones 1987 in the framework of a French speech recognizer, based
on acoustic information. The annotator relies on hidden Markov models in a
speech recognition fashion, trained on a manually-annotated corpus. That annotator
was however not evaluated on another corpus or in the framework of speech synthesis.
Our study sets out to develop an automatic autosegmental prosody annotator
for French, at the syllable-level, and to integrate it in the synthesis of expressive
speech. It relies on an expressive speech corpus which diﬀers in many aspects from
sports commentaries which were exploited in the second part of the thesis, i.e. an
audiobook corpus.
Audiobooks have been shown to be of great value for speech synthesis training
and have been extensively used in the last decade (Zhao et al., 2006; Prahallad et al.,
2007; Székely et al., 2011; Hinterleitner et al., 2011; Eyben et al., 2012; Charfuelan and
Steiner, 2013; Doukhan, 2013). They are valuable for several reasons, as large corpora
of a single speaker with high quality recording and containing expressive speech. Such
corpora can be further divided into multiple sub-genres corresponding to diﬀerent
emotions, characters or attitudes (see Székely et al. (2011); Eyben et al. (2012)).
Besides, speech synthesis of audiobooks is of considerable interest for commercial use,
thereby answering a growing demand for automatic reading of narrative texts.
Many studies have focused on the automatic annotation and alignment of
audiobooks, which presents major challenges mainly due to the length of the speech
files and the noisy orthographic transcription, since words are often changed or
discarded by the reader (Prahallad et al., 2007; Braunschweiler et al., 2010). Since
the phonetic annotation of such corpora and their alignment with the correspond-
3As these automatic annotators rely on a pure description of acoustic features only, they are
supposed to be language-independent.
231
AUTOMATIC ANNOTATION OF AN AUTOSEGMENTAL DESCRIPTION OF
FRENCH PROSODY
ing sound are costly, few aligned audiobooks corpora are made available4. This
chapter is based on a French book read by a professional actor which was devel-
oped in the framework of Nicolas Obin’s thesis (2011) and annotated for that purpose.
The current study meets two main objectives:
• Proposing an automatic annotator to generate, from speech and text, a local
prosody annotation of French corpora, based on an autosegmental approach of
prosody. This annotator is developed with speech synthesis in mind and assessed
through subjective evaluation of the resulting synthesized voice. This is in line
with Mertens (2004b) and Rillard (2014) who indicated that speech synthesis
constitutes a privileged tool to simulate, evaluate and refine prosodic models.
• Investigating the degree of granularity needed for the annotation, i.e. the num-
ber of required prosodic labels. As described in Chapter 6, this number should
correspond to an optimal balance between acoustic coverage and functional con-
ciseness, to facilitate the prediction of the labels from text. In a first stage, we
integrate in the synthesizer a large number of prosodic labels, which can be com-
pared to the set of tags proposed by ToBI (Silverman et al., 1992) or Mertens
(1987). In a second stage, a reduction of the set of labels is proposed and eval-
uated in speech synthesis. This reduced set is very similar to that presented
in Chapter 6 and allows, to a certain extent, an evaluation of our annotation
protocol on another type of corpus. This second part of the study is in line with
experiments in Chapter 7 which investigated the level of granularity required to
accurately describe emphatic stresses in expressive speech synthesis.
The chapter is organized as follows. In Section 10.2, we present our automatic
annotation protocol and the background research it relies on. In that framework, a
development corpus is exploited to provide a first qualitative analysis of the resulting
annotation and potentially to improve the developed algorithm. In Section 10.3, our
automatic annotation is applied to a large corpus of audiobooks and integrated in an
HMM-based speech synthesizer. The evaluation of the resulting synthesized voice is
assessed through perception tests. In a second stage, we investigate in Section 10.4
the possibility of reducing our set of labels to facilitate their prediction from text.
The resulting annotation is then integrated in the synthesizer to be evaluated with a
second set of perception tests. Finally, Section 10.5 concludes the chapter.
10.2 Developing an automatic prosody annotator
To provide an automatic prosody annotator of French corpora, based on an autoseg-
mental approach of prosody, two main avenues could be explored:
• Exploiting existing accentual and intonational annotators as presented in the
introduction of the chapter and combine them to annotate stress, pitch events
and prosodic phrasing in a unified framework.
4Librivox (www.librivox.org) proposes a series of freely available audiobooks. However, they are
usually read by amateurs, sometimes in poor recording conditions. They are obviously not annotated
nor aligned with the text.
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• Exploiting an existing prosody annotator based on machine learning methods
(e.g. AuTOBI) to train new models based on a large annotated French corpus.
This chapter mainly focuses on the first option. The second option was also
investigated but provided preliminary low-quality results. This is briefly outlined in
Subsection 10.2.4.
The autosegmental annotation proposed in our study is based on the combination
of three sources of information, all obtained at the syllable-level:
• The prominence level (binary value)
• The pitch level and movement
• Phonetic and prosodic information:
– The position of the syllable in the word
– The position of the word in the rhythmic group (RG)
– The vocalic nucleus (binary value indicating the presence of a [@])
The interest of these three sources of information is that they can all be automati-
cally provided, namely with an automatic prominence detector, a tonal annotator and
an NLP module, respectively. We describe in this section our development protocol
which aims at merging these 3 levels of prosodic information into a single annotation
of Tones in Prosodic Positions in French, called ToPPos-Fr in the remainder of this
chapter.
The choice for a prominence detector is postponed to Section 10.2.3 as our de-
velopment protocol relies, in a first stage, on a manual annotation of prominences.
Conversely, the annotation of pitch levels and movements is carried out automatically.
The motivation behind this choice is that a pitch level annotator is more reliable as
it is based on pitch acoustic criteria which are quantifiable and easily extracted from
the corpus. Prominence detection, on the contrary, tends to be less reliable as the
notion of prominence is much harder to define objectively5. Besides, the quality of
the prominence detection is highly dependent on the quality of the manual annotation
on which the detector was trained. Prominence detection may also be very sensitive
to the characteristics of the corpus (e.g. spontaneous or expressive speech).
In the same way, the quality of RG boundaries as predicted by NLPs (usually
through a (modified version of a) chinks & chunks algorithm) may be questionable
as it highly depends on the quality of the parts-of-speech annotation (which may be
low on spontaneous speech). This explains why our development protocol is based on
a manual annotation both in terms of prominence and parts-of-speech. In a second
stage, existing algorithms and tools are investigated to automate the process.
5This may also be due to the fact that the exact parameters related to the phonatory power have
not yet been uncovered.
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10.2.1 Development corpus
Our development protocol is based on the CPROM corpus (Avanzi et al., 2010)6,
as described in Section 9.2. CPROM is a 70 minute-long speech corpus, uttered by
28 speakers (16 males and 12 females) in 7 diﬀerent communicative situations (i.e.
read speech, political speech, news broadcast, conference, radio interviews, map task
and life story). The development of our annotation protocol on such a varied corpus
should allow for its generalization to various speaking styles, be they expressive
and/or spontaneous. The corpus is annotated in terms of phonemes, syllables and
words, all aligned with the speech signal. The phonetic annotation was manually
checked.
The main interest of the corpus lies in its manual annotation of prominences,
based on the judgements of two linguistic experts. This annotation layer was shown
to reach high inter-agreement rates in Avanzi et al. (2010) and can be considered as
of high quality. Besides, all divergences were discussed in a joint session during which
both experts agreed upon a final common annotation. While CPROM proposes two
levels of prominences (p and P), both levels were merged into a single prominence
label in the framework of our study, as suggested in Avanzi et al. (2010).
Our study also benefits from an enrichment of the annotation of CPROM realized
in Goldman et al. (2010). In the framework of that study, the eLite NLP tool (as
presented in Section 5.5) was applied to the corpus, to provide other annotation
layers including parts of speech (POS) and RG. Interestingly, the parts-of-speech
annotation was manually checked and the resulting RG boundaries were recomputed
on the manual POS annotation. Both manual prominence and RG tiers are exploited
to develop our annotation protocol. Our annotation also relies on the syllabification
and phonetic transcription of the corpus, along with their alignment with the speech
signal.
10.2.2 Annotation protocol
As described in the previous section, CPROM provides an annotation in terms of
phonemes, syllables, RG and prominence, which accounts for 2 of the 3 aforemen-
tioned prosodic information sources. To fulfill our requirements, the corpus still
needs to be annotated with pitch levels and movements.
For this, Mertens (2013a,c, 2014) recently proposed an automatic labeling of pitch
height and movement at the syllable-level, called Polytonia. Pitch is extracted at
the syllable nucleus level7, stylized (based on d’Alessandro and Mertens (1995) and
Mertens et al. (1997)) and further translated into a reduced set of pitch labels, based
on heuristics. Pitch height is both relative to the speaker and to the context, similarly
to Mertens’ tones as presented in Subsection 5.3.2. That context includes up to three
preceding syllables. Polytonia proposes five pitch levels: B (bottom), L (low), M
(medium), H (high) and T (top). These levels are combined with pitch movements,
6Available at: https://sites.google.com/site/corpusprom/telechargement
7Characterized as the "central part of the voiced area of a syllable rhyme (vowel and coda, as
determined from the phonetic alignment)" (Mertens, 2013a).
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characterized by their direction and pitch range: R (large rise), r (small rise), F (large
fall), f (small fall) and _ (flat/level). Compound movements are also possible and
use a sequence of symbols, e.g. RF (rise-fall), _R (level-rise), R_ (rise-level).
Unlike the majority of automatic prosody annotators (e.g. Wang and Hirschberg
(1992); Wightman and Ostendorf (1994); Braunschweiler (2006); Ananthakrish-
nan and Narayanan (2008); Rosenberg (2010); Jeon and Liu (2012)), it relies on
acoustic information only and is independent from phonological theories. In that
sense, each syllable is assigned a label, independently from its stressed/unstressed
status. The algorithm is speaker-independent and does not require any training
data. A preliminary evaluation of the algorithm on French and Dutch in Mertens
(2014) indicated that it reached encouraging results, with an F-measure between
0.946 and 0.815 for pitch levels low, mid and high and between 0.708 to 1 for
pitch movements. Such high F-measure values were obtained through a manual
correction of automatically-annotated labels. The Polytonia output is used as one of
the inputs for our prosody annotator. It was therefore applied to the CPROM corpus.
In collaboration with Prof. Mertens, we developed a set of mapping rules to merge
all three levels of prosodic information (i.e. prominence, pitch height/movement and
linguistic annotation) into a single ToPPos-Fr annotation.
Theoretical motivation behind the definition of these rules is detailed in Chapter 5.
It mainly relies on a few major characteristics of French prosody that we summarize
here:
• French distinguishes between two types of stresses: final and initial stresses.
• Final stresses usually fall on the last syllable of the word and indicate prosodic
phrasing boundaries. In that sense, they always coincide with prosodic bound-
aries (unlike English), except for words ending in [@]8, for which the final stress
falls on the penultimate syllable. Initial stresses tend to fall on the initial syllable
of the word.
• Final stresses may have a static or dynamic realization (rising or falling) while
initial stresses are usually static.
• The penultimate before a final stress may contribute to the final contour
(Mertens, 2008).
Based on this, ToPPos-Fr proposes a protocol to annotate accentual contours in
French9. It basically identifies three structural positions: final stress, penultimate
and initial stress. Each event is assigned a specific label, indicating its accentual
8This rule does not apply to a few exceptional cases, including quoique (when used alone, without
subordinate clause), parce que and sur ce (where ce is a demonstrative pronoun).
9In that sense, it does not consider specific prosodic contours which are not directly related to
stressed syllables, such as the appendix (i.e. a sequence of unstressed syllables with special distri-
butional properties displaying a flat pitch contour (see Mertens (2013b)). These specific contours
would however be complex to predict from text at synthesis as they require an in-depth syntactic
analysis of the text, which is not provided by most automatic NLP tools.
235
AUTOMATIC ANNOTATION OF AN AUTOSEGMENTAL DESCRIPTION OF
FRENCH PROSODY
status along with its pitch level and movement. A final stress is assigned to word-
final prominent syllables, provided that they do not contain a [@] vowel. In that
sense, final stresses indicate the right boundary of prosodic groups. If an (optional)
[@] appears after the final stress within the same word it constitutes the last syllable
of the intonation group, whereas it is not itself in final stress position. This is in
line with the consideration of final [@] in the annotation provided in Geoﬀrois (1995).
Word-initial prominent syllables which are not themselves in final stress position are
labelled as carrying an initial stress. Finally, the syllable preceding a final stress is
assigned a penultimate label. Additional rules account for specific cases. For example,
if the last syllable of a stress group is followed by a pause (or by a syllable containing
a [@] followed by a pause) and reaches the bottom pitch level, it is labelled as a final
stress, regardless of its prominence status.
It should be noted that, unlike ToBI, ToPPos-Fr proposes a single tonal annota-
tion and does not include a break index tier. This can be justified by the fact that,
in French, the hierarchy of prosodic grouping may be directly derived from the peak
pitch level of the final stresses, as detailed in Mertens (1987, 1990) and Mertens et al.
(2001b). In that sense, the number of boundary levels depends upon the number of
distinct pitch labels.
The algorithm implementing these rules identifies positions in the prosodic
structure from the position of the syllable in the RG and in the word. A description
of the algorithm is shown below:
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First step
1. If syllable is prominent
(a) If final syllable of the word
i. If monosyllabic word not at the end of a RG
• Assign initial stress, written X i, where X is replaced by the pitch
level annotated by Polytonia (see mappings below)
(e.g. Il est trèsHi beauB)
ii. Else, if monosyllabic word at the end of a RG
• Assign final stress, written X
(e.g. La ligne du tramH)
iii. Else (i.e. pluri-syllabic words)
• Assign final stress
(e.g. La jeune mamanH)
(b) Else, if penultimate syllable of the word
i. If last syllable contains a [@]
• Assign final stress
(e.g. Le tourisHme)
(c) Else, if first syllable of the word
• Assign initial stress
(e.g. La caHithédrale)
2. Else
(a) If last syllable of the word
i. If before pause or noise, and Polytonia B pitch level
• Assign B final stress (e.g. Elle est partieB)
(b) If penultimate syllable of the word
i. If last syllable contains a [@], penultimate has Polytonia B pitch level
and word followed by a pause or noise
• Assign B final stress (e.g. Il l’a repriBse)
Second step
1. If penultimate syllable of the word
(a) If last syllable is assigned final stress
• Assign penultimate label (e.g. C’est un beau bâtiHpmentB)
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It should be noted that all labels are assigned to prominent syllables, except for:
• Penultimate syllables before final stresses which are known to participate in the
final contour, especially for expressive contours (Mertens, 2008). It should be
noted that these labels are assigned in a second stage, as their annotation relies
on the previous detection of final stresses.
• Final syllables with an extra low tone (here B), as they "can be short and weak
because their stressed status is already indicated by tone level" (Mertens, 1991).
In our annotation framework, the Polytonia labels, which are relatively narrow,
are reinterpreted into fewer, broader, more abstract categories. This implies several
reductions. First, complex pitch movements are simplified with simple ones, as
complex movements are known to be extremely rare in French (Mertens, 1987).
Small pitch movements are also assimilated to flat pitch. Then, a reduction of
the resulting labels is carried out based on the mappings detailed in Table 10.1.
Motivations behind these reductions mainly relate to the fact that some labels are
particularly rare or refer to functionally equivalent phenomenon. The integration
of a very large set of labels in synthesis is also inconvenient as it would multiply
the number of corresponding models and makes the prediction of the labels at
synthesis more complex. The remaining labels in Table 10.1 are combined with the
information about position in prosodic structure to give rise to a unique set of symbols.
Table 10.1 - Mapping of Polytonia labels to our autosegmental annotation.
Final stress
H HR HF Hr)HR Hf)H HF,B)HF HR,T)T H,T)T
M MR MF Mr)H Mf)M MF,B)MF MR,T)T
L LR LF)B Lr)LR Lf)B LF,B)B Lf,B)B
B BR)LR Br)B
T TF)HF Tf)T
Initial stress
H ) Hi M ) Mi Mr ) Mi MR)Mi L)Li T)Hi
Penultimate (unstressed position before final accent)
H ) Hp M ) Mp L ) Lp
This amounts to a total of 17 ToPPos-Fr labels:
• Final: H HR HF M MR MF L LR B T
• Initial: Hi Mi Li
• Penultimate: Hp Mp Lp
• Unstressed: NA
238
10.2 Developing an automatic prosody annotator
Based on these rules and labels rewriting, a Praat script was developed to
automatically map prominence, pitch and linguistic information into a ToPPos-Fr
annotation tier. C-PROM was automatically annotated with that protocol. Syllables
lacking Polytonia pitch information (due to diverse reasons including speaker
overlaps, hesitations and extraction issues), were assigned an X label to allow for
their discarding at training stage. All syllables with no label were assigned a NA
(unstressed) label.
A first qualitative analysis of the resulting prosody annotation indicates a readable
although relatively rich prosody transcription. Interestingly, the amount of error
generated by the reduction of complex pitch movements to simple ones is remarkably
low.
10.2.3 Choice for an automatic prominence detector
The aforementioned annotation protocol was developed on the basis of the manual
prominence annotation. As previously mentioned, such manual intervention is
costly and may be inconsistent if several annotators collaborate on a single corpus.
To automate our protocol, it should be replaced by the output of an automatic
prominence detection tool.
Several automatic prominence detection methods/tools have been proposed in the
literature. They can be divided into three main groups:
• Statistical tools trained on annotated corpora (e.g. the method developed by
Wightman and Ostendorf (1992), by Ananthakrishnan and Narayanan (2008),
IrcamCorpusTool (Veaux et al., 2008), Promise (Christodoulides and Avanzi,
2014));
• Methods relying on rules trained on annotated corpora (e.g. the method devel-
oped by Silipo and Greenberg (1999), Prosoprom (Goldman et al., 2007), Analor
(Avanzi et al., 2008), the method presented in Avanzi et al. (2011), PromGrad
(Goldman et al., 2012));
• Methods relying on heuristics only, without the need for an annotated corpus
(as proposed by Tamburini (2003)).
While most tools oﬀer a binary classification of speech segments (usually sylla-
bles), as prominent or not, others (like PromGrad (Goldman et al., 2012)) propose a
gradual prominence annotation. Among these tools, several apply to French (Veaux
et al., 2008; Goldman et al., 2012, 2007; Avanzi et al., 2008; Christodoulides and
Avanzi, 2014).
Promise (Christodoulides and Avanzi, 2014) is the more recent prominence
detection tool for French. It oﬀers a binary classification of the syllables as prominent
or not. It was trained on a very large database containing both spontaneous and read
speech and relies on conditional random fields (CRF), and random forest classification
(RF). Unlike most other existing tools, the use of CRF allows defining the annotation
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as a sequence labeling problem: contextual features including previously-detected
prominences are considered for the annotation. This tool was shown to achieve high
quality annotation, reaching an F-measure higher than 80 %.
As a qualitative evaluation of our ToPPos-Fr annotation on CPROM pointed
out high quality results, we set out to select an automatic detector providing good
prominence annotation rates compared to the CPROM manual annotation. In that
framework, we decided to focus on 4 of the aforementioned available detectors in
French, i.e. Analor, ProsoProm, PromGrad and Promise. Regrettably, automatic
annotation rates of CPROM cannot be evaluated with Prosoprom and Analor as both
tools were trained on CPROM, which would bias the evaluation of the annotation.
Therefore, our comparison mainly focused on Promise and PromGrad. Here again,
both levels of manual prominence annotation of CPROM (i.e. p and P) were merged
into a single label. b syllables (i.e. syllables reaching an infra-low pitch level) were
also recoded as prominent. All syllables annotated z (i.e. hesitations) were discarded
for the evaluation.
For PromGrad, levels of prominence 1, 2, 3 and 4 were considered as "prominent"
against "non prominent" for level 0. This was shown to achieve the highest F-measure.
Two Promise models were exploited in the framework of our study:
• We first used the original Promise model as described in Christodoulides and
Avanzi (2014). That model was trained on the CPROM-PFC corpus (Avanzi,
2014), which constitutes a subpart of the PFC corpus (Durand et al., 2009).
Despite its name, it does not overlap with the CPROM corpus but was also
annotated in terms of manual prominences. It is referred to as Promise-PFC
in the remainder of the chapter.
• Qualitative analysis of the CPROM-PFC and CPROM manual prominence an-
notations indicated that the CPROM annotation relied on a much more re-
strictive definition of prominence, compared to CPROM-PFC which contained
a higher proportion of syllables annotated as prominent. To provide a better
agreement with the degree of prominence annotation of CPROM, a second model
was trained. First, a Promise model was trained on CPROM. This model was
then exploited to automatically annotate the CPROM-PFC corpus (this should
standardize the degree of prominence annotation in both corpora). In a second
stage, a new Promise model was trained on the resulting automatic annotation
of CPROM-PFC. It is called Promise-CROSS in the remainder of this chap-
ter. This model introduces a bias as it was indirectly trained on the test corpus.
It should however provide an annotation of prominences closer to the degree of
prominence considered in CPROM.
Both Promise models were trained on acoustic features only (to avoid redundancy
with the rules implemented in our Praat script). Table 10.2 shows the annotation
rates obtained by the three annotators, when compared to the manual CPROM
annoation. Promise-CROSS is shown to achieve the best results with high precision
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rates. It should however be remembered that these results are partly biased by
the indirect training of the model on the test corpus. The models may therefore
generalize poorly to other corpora. For that reason, both Promise models are
integrated in the expressive speech synthesizer and compared in Section 10.3.
Table 10.2 - Prominence annotation rates.
Model Precision Recall F-Measure
Promise-PFC 63.30 83.53 72.02
PromGrad 70.27 80.98 75.25
Promise-CROSS 95.81 84.35 89.72
10.2.4 An alternative option: Training an AuToBI classifier
on a French annotated corpus
As detailed in the introduction to this section, a second possible option to oﬀer an
automatic autosegmental annotation of French lies in the training of a new AuToBI
model on a French annotated corpus. This option was investigated in the framework
of our study but achieved poorer preliminary results and was therefore discarded.
We provide here a brief summary of that study.
Training a new AuToBI model requires the use of a large corpus in French,
annotated with autosegmental prosodic labels, and ideally based on the collaboration
of multiple human annotators. To our knowledge, no such corpus is available. While
ToBI has recently been adapted to French in Delais-Roussarie et al. (2015), the study
only relies on a few manually-annotated examples. An entire corpus was annotated
with Mertens’ tones in Mertens (1987) but the annotation was carried out by a single
annotator and is not readily available in electronic format. An exception may be the
LATIS corpus (Lamel et al., 1995) which was manually-annotated in Geoﬀrois (1995)
with Merten’s tones. To our knowledge, that annotated corpus is however not made
available.
Instead, we investigated the possibility to exploit an automatic annotation of a
large multi-speaker corpus. To provide a larger corpus than that used in the previous
section, we complemented CPROM with the Rhapsodie corpus (Lacheret et al.,
2014a,b), which also provides a manual annotation of prominences (as "S"trong or
"W"eak) as well as an annotation in phonemes, syllables and words. The corpus
includes read and spontaneous speech, produced by a large number of speakers.
Two hours of the corpus were selected for our experiment. Polytonia was further
applied to the corpus and then exploited to compute an automatic autosegmental
annotation, in a similar fashion to the protocol described above10. The annotation
10Some diﬀerences however existed compared to that protocol. The Polytonia annotation, in
particular, was converted into a transcription more similar to ToBI. For conciseness, we do not detail
that protocol here as the experiment achieved poor results. The results may however be influenced
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was based on strong prominences only.
In collaboration with Prof. Andrew Rosenberg, we trained a new AuTOBI model
including some adaptations of the training procedure to better fit our French anno-
tation system. Such changes include the consideration of a larger acoustic context,
better processing of penultimate syllables and the addition of prominence features in
the detection of boundary tones.
Preliminary results, for final stresses only reach a F-measure of about 28 %11
compared to our automatic annotation. A possible cause is the unbalanced nature
of the corpus in which unstressed syllables are largely predominant. The acoustic
features used by the annotator should also be adapted to better fit the French prosodic
realization. A first qualitative analysis of the corpus also indicates that the manual
prominence annotation of the Rhapsodie corpus may not be very reliable. This should
be investigated in further studies.
10.3 Integration of the local annotation in speech
synthesis
10.3.1 Description of the corpus
Audiobooks are considered for speech synthesis training in the framework of this
study. The exploited corpus is a 8-hour corpus which corresponds to the reading of
the first volume of "À la recherche du temps perdu"(Proust, 1913) by the French
author Marcel Proust (Obin, 2011). The text was read by a professional actor, André
Dussolier, with a rather expressive voice. The text was "interpreted by the actor
according to his understanding of the narrative structure". The corpus displays high
prosodic and syntactic complexity.
Each audio file is associated with its textual transcription and its aligned
phonetic transcription. The alignment was realized with IrcamAlign (Lanchantin
et al., 2008) which makes use of French models learned on a multi-speaker database
(BREF80). Regarding the phonetic transcription, the automatic phonetization was
automatically enriched with phonetic variants, the best phonetic sequence being
selected at alignment time. The models proposed by IrcamAlign were adapted to
André Dussolier on the first hundred files of the corpus, which were manually aligned.
The alignment is therefore automatic, but of good quality. The corpus was pre-
viously used for unit-selection synthesis and oﬀered good-quality results (Obin, 2011).
For the purposes of our study, the corpus was cleaned12 and processed by
eLite-HTS to provide an annotation in syllables, POS, and RG (based on a Chinks
by the conversion we proposed.
11It should however be noted that the F-measure hides some interesting aspects of the performance.
Specifically, the recall is fairly low (about 15-18 %), while the precision is quite high, i.e. 70-80 %.
This means that few boundaries are detected but, when they are, they tend to coïncide with real
boundaries. This may be due to high detection rates when a final syllable is followed by a pause.
This gap between precision and recall remains surprising and should be further investigated.
12The text transcription was first synchronized with the phoneme transcription. Most problems
occurred in the surroundings of punctuation marks, hyphens and apostrophes. Ciphers written in
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& Chunks algorithm (Liberman and Church, 1992)). The ToPPos-Fr annotation
protocol was then applied to the corpus, using two sources of prominence information,
as provided by the Promise-PFC and Promise-CROSS models.
A quantitative analysis of the two resulting annotations indicated the number of
occurrences of each labels and is shown in Table 10.3. As expected, the annotation
based on Promise-CROSS contains many more NA syllables, as the prominence
detector is known to be more restrictive. This reduction should not be considered
as an issue, as it may allow for an annotation of prominences only when they are
highly acoustically marked. Interestingly, initial prominences are rarely annotated
with that model. Noteworthy is also the high amount of X labels, mainly due to
detection issues of Polytonia. As detailed later, most detection issues are due to the
whispered and creaky segments of the corpus.
Table 10.3 - Number of occurrences of each ToPPos-Fr annotation label in our
corpus, with two prominence detectors (Promise-PFC and Promise-CROSS).
Label ToPPos-Fr-PFC ToPPos-Fr-CROSS
NA 60778 106267
X 20920 8550
H 6175 1947
L 5549 1290
M 4836 876
HF 1089 2253
B 1191 731
LR 868 609
T 862 269
MF 585 256
HR 323 252
MR 246 175
Lp 12539 4338
Mp 3358 1136
Hp 2458 1051
Li 3216 70
Hi 1876 119
Mi 1408 56
10.3.2 Method
In order to assess the validity of our automatic prosody annotator, three HMM-based
speech synthesizers were built, relying on the implementation of the publicly available
HTS toolkit (version 2.1) (Zen et al., 2007a). The speech waveforms were sampled
at 16 kHz. Model configuration, filter parametrization and excitation modeling
were identical to those presented in the evaluation protocol of Chapter 6. Three
Roman letters also had to be modified, along with some abbreviations.
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models are compared: the baseline model (Baseline) integrates no explicit prosody
annotation. The two other models, ToPPos-Fr-CROSS and ToPPos-Fr-PFC
integrate the ToPPos-Fr automatic annotation, resulting from the Promise-CROSS
and Promise-PFC models, respectively. This local prosody annotation is integrated
as contextual information in the tree clustering process, similarly to the integration
of local prosodic labels in Chapter 6.
For each synthesizer, 90 % of the corresponding database was used for the training
(called the training set), leaving around 10 % for the synthesis (called the synthesis
set), randomly shuﬄed. ToPPos-Fr annotation of the test sentences relied on their
automatic annotation from the speech files. Test sentences were automatically selected
from the synthesis set, as complying with the following criteria:
• Containing minimum 3 prosodic labels other than NA and X
• Containing maximum 2 X labels
• With a total duration between 3 and 8 seconds
These criteria were driven by the fact that enough prosodic diﬀerences should appear
between the baseline and the two other models and that short sentences are easier
to compare. This resulted in the extraction of 33 test sentences. As X labels allow
for a discarding of the respective syllables at training, they were replaced by an NA
label in the test sentences.
Two perception tests were designed.
The first test consists of 15 pairs of sentences, 5 for each comparison, randomly
selected from the 33 test sentences. The listeners were asked to indicate, for each pair,
which version seemed more natural in the framework of audiobook reading. The scale
ranged from -3 (Synthesis A is much more natural than synthesis B) to 3 (synthesis
A is much less natural than synthesis B). If both versions sounded equally natural (or
if they both sounded mediocre) they could rate them as "equivalent".
In Mertens (2004b) it is also pointed out that evaluations of annotation systems
may be best carried out through comparisons between the synthetic voice and the
original voice. This is assessed through our second experiment, which contains 9
pairwise comparisons. For each sentence, the listeners are first required to listen to
the original version of the sentence. In a second stage, they are asked to listen to
two synthesized versions and should indicate which version is closer to the original
in terms of intonation13. The scale ranged from -3 (Synthesis A is much closer to
the original version than synthesis B) to 3 (synthesis B is much closer to the original
version than synthesis A). This type of experiment is similar to that carried out in
Eyben et al. (2012) to evaluate expressive speech synthesis.
Fifteen native French speakers participated in the evaluation, mainly naive listen-
ers.
13The term intonation is used here as it can be seen as fairly generic to non prosody experts.
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10.3.3 Evaluation and discussion
Results of the first test are displayed in Figure 10.1. An in-depth analysis of the
results highlighted that the preference rates are highly dependent on the sentences.
The percentages of preference are therefore computed at the sentence level. It
shows that the ToPPos-Fr-CROSS annotation is clearly preferred compared to
the baseline (58.9 % against 30.56 %). Interestingly, however, the baseline tends
to be preferred to ToPPos-Fr-PFC. Statistical significance was computed through
unilateral signed ranksum tests comparing the average percentage of preferences on
the 33 sentences. They indicated that ToPPos-Fr-CROSS is significantly preferred to
the baseline (p = 0.03) but that the preference diﬀerence between the baseline and
ToPPos-Fr-PFC is not significant (p = 0.16). The diﬀerence between both ToPPos-Fr
annotations is also not significant (p = 0.24).
The results indicate that ToPPos-Fr-CROSS achieves the highest rates in terms
of naturalness of the synthesized voice. It should be noted that this annotation relies
on a stricter approach to prominence detection, which results in a higher proportion
of syllables annotated as unstressed, compared to ToPPos-Fr-PFC. In that sense, it
could be assumed that syllables annotated with a non NA label are more marked
in terms of accentuation, which improves their training, thereby providing a more
adequate generation at synthesis.
ToPPos-Fr-PFC ToPPos-Fr-CROSS 
ToPPos-Fr-CROSS 
Baseline 
Baseline 
0%# 10%# 20%# 30%# 40%# 50%# 60%# 70%# 80%# 90%# 100%#
A++# A+# A# No#preference# B# B+# B++#
A# B#
ToPPos-Fr-PFC 
14.61 % 15.94 % 10.5 % 36.06 % 20.28 % 
17.71 % 28.91 % 17.19 % 9.90 % 22.14 % 
15.75 % 20.40 % 32.07 % 19.14 % 8.91 % 
Figure 10.1 - Preference rates, at the sentence level, between the syntheses enriched
by automatic prosody information (ToPPos-Fr-CROSS and ToPPos-Fr-PFC) and the
baseline (including no explicit prosody annotation), in terms of naturalness of the
expressivity of the synthesized voice. "+" refers to stronger preference scores.
Figure 10.2 indicates the results of the second test, in which each of the three
synthesizers is compared to the original version of the sentence. It can be observed
that both ToPPos-Fr synthesizers are pointed out as producing a speech intonation
closer to the original voice, compared to the baseline (with 57.99 % against 22.22 %
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for the comparison ToPPos-Fr-CROSS vs. Baseline and 54.51 % against 38.89 %
for the comparison ToPPos-Fr-PFC vs. Baseline). Here again, unilateral signed
ranksum tests comparing the average percentage of preferences on the test sentences
were computed. They indicate that ToPPos-Fr-CROSS is significantly preferred over
the baseline (p = 0.01). Diﬀerences between ToPPos-Fr-PFC and the baseline and
between both ToPPos-Fr synthesizers are however shown to be non-significant (with
p = 0.20 and p = 0.27, respectively).
ToPPos-Fr-PFC 
Baseline 
Baseline 
A"
ToPPos-Fr-CROSS 
ToPPos-Fr-CROSS 
ToPPos-Fr-PFC 
B"
0%" 10%" 20%" 30%" 40%" 50%" 60%" 70%" 80%" 90%" 100%"
A++" A+" A" No"preference" B" B+" B++"
17.01 % 19.79 % 30.21 % 23.61 % 
24.31 % 14.58 % 6.6 % 26.04 % 
18.91 % 28.53 % 18.59 % 23.08 % 7.05 % 
23.61 % 
Figure 10.2 - Preference rates, at the sentence level, between the syntheses enriched
by automatic prosody information (ToPPos-Fr-CROSS and ToPPos-Fr-PFC) and the
baseline (including no explicit prosody annotation), in terms of resemblance to the
original sentences. "+" refers to stronger preference scores.
A qualitative evaluation investigating the divergences between the original voice
and the ToPPos-Fr synthesized voices points at various issues :
• The use of our corpus is problematic as:
1. it contains a high proportion of creaky and whispered segments, which
prevents an easy F0 extraction. This results in a large number of unanno-
tated syllables, which are assigned a X label (16 % and 7 % of the syllables
in ToPPos-Fr-PFC and ToPPos-Fr-CROSS, respectively). That may have
degraded the training of the distinct prosodic models.
2. the characteristics of the expressive reading of the text include very com-
plex intonational patterns which may sound rather unnatural, especially
when generated by a synthetic voice.
This indicates that experiments on other corpora may provide better results.
• Sentences with X labels may be badly synthesized as the X is replaced by a NA
for the test samples. Ideally, tests should focus on comparisons with no X in
the prosodic transcription but this would highly reduce the set of possible test
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sentences, seeing the high amount of such labels, as mentioned in the previous
point. Another possible solution would be to manually annotate the respective
syllables. A typical example of resulting issues is that NA labels are scarcely ever
followed by a silence in the ToPPos-Fr model (as silences tend to be preceded by
a final stress). If such a label is predicted at synthesis (to replace a X label), a
model corresponding to that prosodic context may not be found in the database,
which could explain a preference for the baseline in that case.
• The realization of HF stresses sometimes leads to a saturation of the signal,
which hinders its quality.
These issues should be investigated in further studies. In-depth analysis of the test
sentences could also indicate whether some labels are better generated than others.
10.4 Reducing the set of labels
In this section, we investigate the possible reduction of the set of labels proposed in
ToPPos-Fr, which will be referred to as ToPPos-Fr-Reduced. The annotation used
in the previous sections contains 17 distinct labels (not considering the X label). As
mentioned in Chapter 6, the exploitation of such a large set of tags poses a major
issue for its integration in text synthesis, namely the fact that these labels may not
be easily predicted from text.
Ideally, each tag should be (i) associated with a specific function that (ii) should
be easily predictable from text. We propose in this section to reduce the set of
labels according to the two aforementioned constraints. In that sense, the resulting
reduced annotation can be seen as more phonological and less acoustic than the
original ToPPos-Fr annotation. Obviously, such a reduction implies the merging
of acoustically diﬀerent syllables, which may degrade the resulting synthesis. The
integration of ToPPos-Fr-Reduced in a speech synthesizer is therefore assessed
through a second set of perception tests.
It should be noted that the current research bears some similarity to the study
presented in Chapter 7 in which we investigated the use of a single emphatic label
against that of various labels associated with distinct acoustic realizations. One
should recall that it was observed that the use of a single label did not impair the
resulting synthesis.
10.4.1 Annotation protocol
The reduction of the set of labels relies on a functional approach. In an ideal
framework, it should be based on a detailed analysis of the occurrences of each label
in our corpus aiming at defining their major prosodic functions. Such analyses are
time-consuming, hence costly. We can however build on existing studies carried out
by Prof. Mertens, which were based on a similar annotation protocol (Mertens, 2008).
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Final stresses are known to delimit prosodic phrases in French. Mertens (1987,
1990, 2006) indicates that the pitch height and movement of the final stresses further
determine their respective degree of boundary. In Mertens (2008) four boundary
levels are distinguished (see Table 10.4). To each level correspond several labels in
his system. Based on their similarities with ToPPos-Fr labels, we propose to rely on
that classification to rewrite our set of final stress labels into four main tags.
The motivation behind this reduction is that it should facilitate the prediction of
the labels from text (i.e. with punctuation and pauses) and its automatic analysis,
relying on a simple chinks & chunks algorithm or more in-depth syntactic analyses
as proposed in Mertens et al. (2001b). Ideally, such predictors should integrate rules
defining the specific contexts in which a prosodic boundary is mandatory (see Mertens
(2008)). It should also be noted that superior continuations (Sup) could be predicted
at the end of certain types of interrogative sentences (e.g. in interrogations without
interrogative word, with or without inversion, such as Il travaile déjà Sup ? 14 and
Travaille-t-il Sup ? 15 (Mertens, 2004b).
It is noteworthy that some final stresses do not only fulfill a delimitative function
but may also additionally inform the listener of the way the speaker presents the
information to the listeners. This explains the inclusion of an additional label in our
reduced annotation set: Focus, characterized by a high pitch fall. It should however
be distinguished from the F label of the prosody annotation protocol presented in the
second part of the thesis, which indicated emphatic stresses and in that sense mainly
related to initial stresses. It should be pointed out that the prediction of the Focus
label from text is rather complex. It could however be predicted from punctuation
(i.e. before an exclamation mark at the end of a sentence) or based on a detailed
syntactic analysis of the sentence, which would identify cleft constructions16, as in
C’est précisément làFocus que des problèmes d’emploi surgissent17 (Mertens, 2004b).
Initial stresses are usually observed with a high pitch level (H or M) which
indicates the beginning of an informational topic in the speech flow (Mertens, 2004b).
Low initial stresses have been said not to appear in French (Delais-Roussarie et al.,
2015) but were found in rare cases in Mertens (1987). Initial stresses can be seen
14He already works ? (our translation).
15Does he work ? (our translation).
16Prince (1978) proposes to distinguish between two types of cleft constructions, summarized in
Mertens (2012). In the first, called "stressed focus IT-cleft", the left part is strongly stressed and
presents new information, usually with a contrastive value, while the right part contains known or
old information. The second type of cleft constructions, called "informative presupposition IT-cleft"
(Prince, 1978), is much more frequent in corpora of spontaneous (unprepared) speech. The left part
contains a brief anaphoric focus, while the second part is "normally" accentuated, i.e. following
the general rules for syntactic structures corresponding to a single dependency network (rather than
complex constructions, such as cleft, pseudo-cleft, left and right dislocation, and so on). In Mertens
(2008) it is indicated that cleft constructions of Type 1 display a focus on their first part and an
appendix contour on the second. To allow for that prediction of focus, one should however rely on an
automatic distinction between these two types of cleft constructions. This could rely on the presence
of an anaphoric word in the first part of the construction but it is highlighted in Mertens (2012) that
this is not an essential characteristic of the second type of cleft constructions. It should also consider
the particular case of interrogative cleft construction in which a major continuation is observed in
both parts of the construction.
17It’s precisely there, that job issues arise (our translation).
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Table 10.4 - For each function assigned to final stresses, the tones in Mertens’
annotation scheme (2008), the corresponding labels in ToPPos-Fr, and our reduced
label.
Function Mertens (2008) ToPPos-Fr ToPPos-Fr-Reduced
tone label label
Boundaries
Final boundary B- B Fin
Superior continuation H/H T, MR, HR Sup
Major continuation HH H, LR Maj
Minor continuation /BB, BB, \BB M, L Min
Other
Focus HB, HB- HF, MF Focus
as fulfilling a single function: highlighting a specific word or constituent. Based on
these considerations, we propose to rewrite the ToPPos-Fr initial low stress (Li) as
NA and to merge Hi and Mi into a single AI label, similarly to their representation
in the prosody annotation protocol presented in Chapter 6. As detailed in Chapter
5, a wide range of research has focused on the prediction of emphatic stresses from
text and could be used for that purpose. In Chapter 7 we have also pointed out that
the use of a single emphatic label highly facilitated its prediction from text.
Finally, a last specific prosodic realization which ought to be considered is the
high penultimate. It can be distinguished from the aforementioned phenomena
in the sense that it does not apply to a stressed syllable. The high penultimate
is however directly related to accentual phenomena as it precedes a final stressed
syllable, thereby participating in the final contour. It is known to fulfill an expressive
function. Because the function of low and medium-high penultimate is respectively
unmarked and weakly marked, we propose to rewrite both Lp and Mp as NA in our
reduced annotation protocol.
However, rewriting Hp as NA would probably bring noise in the NA models.
The Hp label is therefore kept in our ToPPos-Fr-Reduced annotation. It should
however be noted that its prediction from text may be complex. In Mertens
(2008), it is said to be found in contours of type Hp B and Hp H. The first creates
"an assertion/evidence eﬀect" while the second brings a "connotation of shared
knowledge". As these functions may only be predicted through an in-depth semantic
analysis of the sentence, existing front-ends would not be able to predict them18.
Their separate processing at training remains however useful.
This amounts to a total of 9 labels: NA, X, Fin, Sup, Maj, Min, Focus, AI and
Hp. This annotation will be referred to as ToPPos-Fr-Reduced in the remainder of
this chapter.
18Such a prediction could rely on indices including punctuation marks, like exclamation marks and
suspension points.
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10.4.2 Perceptive evaluation
Our corpus was automatically relabeled with the ToPPos-Fr-Reduced annotation
set. As perception tests in Section 10.3 indicated a higher performance of the
ToPPos-Fr-CROSS annotation, the automatic relabelling relied on that initial
annotation. A new synthesizer was then built, integrating the reduced annotation.
The methodological protocol is similar to that presented in Section 10.3. Here again,
two tests are carried out to assess (i) the naturalness of the synthesized speech and
(ii) its similarity with the original version of the sentence. 20 French speakers, mainly
naive listeners, participated in the evaluation.
Figure 10.3 shows the results for the first perception test. Here again, percentages
are computed at the sentence level. As experiments in the previous sections indicated
that test sentences containing X labels tended to bias the results, they were discarded
from this evaluation. Results still indicate a preference of the ToPPos-Fr-CROSS
synthesis over the baseline. We also observe that ToPPos-Fr-Reduced slightly
outperforms the baseline, but is much less preferred than ToPPos-Fr-CROSS, which
was expected as the acoustic granularity of the labels has been reduced.
0%# 10%# 20%# 30%# 40%# 50%# 60%# 70%# 80%# 90%# 100%#
A++# A+# A# No#preference# B# B+# B++#
ToPPos-Fr-Reduced 
Baseline 
Baseline 
A#
ToPPos-Fr-CROSS 
ToPPos-Fr-CROSS 
ToPPos-Fr-Reduced 
B#
13.47 % 19.72 % 13.75 % 23.89 % 
35.45 % 15.45 % 23.48 % 
8.67 % 21.67 % 30.33 % 30.17  % 
16.15 % 
20.83 % 
Figure 10.3 - Preference rates, at the sentence level, between the syntheses en-
riched by automatic prosody information (ToPPos-Fr and ToPPos-Fr-Reduced) and
the baseline (including no explicit prosody annotation), in terms of naturalness of the
expressivity of the synthesized voice. "+" refers to stronger preference scores.
Similar observations can be made from the results of the second part of the test
(see Figure 10.4). It should however be noted that none of these preferences were
shown to be significant. This diﬀerence with the results of the tests carried out in
the previous section could be partly explained by the fact that the size of the sample
is reduced as we rely on test sentences without X only. This divides by three the
number of sentences which accounts for a total of 12, which is too small to reliably
compute statistical significance.
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It should also be noted that, beside the high variance across the diﬀerent test sen-
tences, the preference rates for a specific sentence are not always consistent. This can
be explained by the fact that test sentences contain a minimum of 3 ToPPos-Fr labels
(other than NA), which should account for prosody modifications at these points.
It happens that modifications brought by one of the labels improve the synthesized
speech while another degrades it. The evaluation task may therefore not be trivial.
This should be further analyzed to assess the quality of the models corresponding to
each ToPPos-Fr label.
0%# 10%# 20%# 30%# 40%# 50%# 60%# 70%# 80%# 90%# 100%#
A++# A+# A# No#preference# B# B+# B++#
ToPPos-Fr-Reduced 
Baseline 
Baseline 
A#
ToPPos-Fr-CROSS 
ToPPos-Fr-CROSS 
ToPPos-Fr-Reduced 
B#
19.35 % 15.18 % 7.44 % 32.74 % 
11.67 % 15.56 % 11.67 % 
10.06 % 23.28 % 16.38 % 20.40 % 
30 % 
19.94 % 
26.94 % 
24.71 % 
Figure 10.4 - Preference rates, at the sentence level, between the syntheses enriched
by automatic prosody information (ToPPos-Fr and ToPPos-Fr-Reduced) and the base-
line (including no explicit prosody annotation), in terms of resemblance to the original
sentences. "+" refers to stronger preference scores.
10.5 Conclusion
In this chapter, we have proposed an approach to automatically produce an
autosegmental prosody labeling of French corpora (called ToPPos-Fr), in view of
speech synthesis. To our knowledge, no such method has been developed for French,
despite the large number of existing studies exploring that topic in English. We
have indicated that such annotation can rely on the combination of the output of
existing systems, i.e. prominence detectors, tonal annotators and NLPs providing a
phonetization, syllabification and rhythmic group segmentation of the corpus. Based
on phonological descriptions of the French language, we have developed a set of rules
to map these inputs into a single prosody annotation, which was shown to oﬀer a
high-quality representation of the prosody of the corresponding speech.
In a second stage, we have investigated the integration of ToPPos-Fr in the
HMM-based speech synthesis of audiobooks. Perception experiments indicated that
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this integration results in significant improvement of the naturalness of the synthe-
sized voice, which provides intonation patterns closer to the original realizations of
the test sentences.
The reduction of the set of labels was investigated in a third stage, aiming at
facilitating their prediction from text. In that respect, we designed a set of labels
corresponding to distinct functions, motivated by existing analyses of French tonal
aspects. The integration of the labels in synthesis showed slight improvement
compared to the baseline but no statistical significance was found in that respect.
While we firmly believe that ToPPos-Fr provides an insightful description of the
prosody of the corpus, perception tests of the resulting synthesis were not as satisfac-
tory as expected. A closer look at the corpus exploited for synthesis indicated major
drawbacks of that testing material:
• Its characteristic voice quality features, which included large segments of creaky
and breathy voice, prevent from high quality F0 extraction by the tonal anno-
tator.
• The complex prosody patterns realized by the actor may sound unnatural when
produced by a synthetic voice. This can be witnessed in the results of the
perception tests, which indicate higher preference rates in terms of resemblance
to the original voice than in terms of naturalness of the synthesized voice.
• The rather solemn tone of the speaker does not induce highly expressive prosody
patterns, which could then be appreciated in the synthesized voice.
Consequently, we hypothesize that tests on other expressive corpora, such as sports
commentaries analyzed in the second part of the thesis, may provide better results.
This should be investigated in further studies.
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Abstract
This chapter builds upon the observations made in Chapter 9 which
indicated that the integration of phonetic modifications at synthesis
significantly improved the naturalness of the synthesized speech. The
current study focuses on spontaneous speech synthesis since it was shown
that spontaneous speech, in particular, was characterized by a high
amount of phonetic variation. It summarizes the preliminary results of
two ongoing studies that we have carried out in collaboration with other
experts in the field.
The first part of the chapter deals with the integration of phonetic
variants in the synthesis of spontaneous speech in French. To that aim, it
sets out to investigate which factors should be considered when designing
phonetic rewrite rules. In our view, the drawback of most existing
studies dealing with the modalities of appearance of phonetic variation
phenomena in French is that they focus on the impact exerted by a single
or only a few variables in a corpus tailored for that task. Conversely, we
here provide an in-depth statistical study investigating simultaneously
the role played by a wide range of linguistic and extralinguistic factors.
Preliminary results confirm the observations made in Chapter 9 by
highlighting the higher rate of schwa and liquid deletion and of liaison
non-realization in spontaneous speech. This first analysis is carried out
on a large corpus balanced in terms of origin, age, socio-educational
level and sex of the speakers to neutralize the potential eﬀect of these
extralinguistic features. In a second stage, a detailed analysis of word-
final post-obstruent liquid deletion is performed and underlines the role
played by three linguistic factors, namely the nature of the following
segment, the number of syllables in the word and the articulation
rate. This indicates that such factors should be considered when design-
ing post-phonetic rewrite rules with spontaneous speech synthesis in mind.
The second part of the chapter deals with spontaneous speech synthesis
in English. It investigates the widespread consistency assumption accord-
ing to which errors made in the phonetization of the training corpus should
not aﬀect the resulting synthesized voice as long as the same errors are also
made at synthesis time. Our hypothesis is that this may hold if only minor
diﬀerences appear between the automatic phonetization of the corpus and
the real pronunciation. In the case of spontaneous speech, however, the
discrepancy may be bigger, thereby degrading the training of the mod-
els. To explore that question, the current study relies on a parallel corpus
containing identical sentences read and pronounced in a spontaneous con-
text by a same speaker. A preliminary linguistic analysis of the corpus
confirms observations made in Chapter 9 which indicate that the real pro-
nunciation of the spontaneous sentences highly diﬀers from their canonical
phonetization as provided by standard front-ends. To improve that auto-
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matic phonetization, a lattice-based forced alignment system allowing for
pronunciation variation is implemented. It is shown to achieve improve-
ment in phoneme identity accuracy on the training corpus. Based on this,
HMM-based synthesis is trained and evaluated through side-by-side MOS
tests assessing the naturalness of the synthesized voice. Results indicate
that, while the assumption of consistency holds in the case of read speech,
the improvement of the phonetization of the training corpus is shown to
significantly improve the synthesis of spontaneous speech, despite breaking
the consistency assumption.
This chapter is based upon the following publications:
• Sandrine Brognaux & Mathieu Avanzi, Dialectal Variation of French Schwa in
the light of Speaker-related Factors, Phonetics and Phonology in Europe (PAPE
2015), Cambridge, 2015.
• Mathieu Avanzi & Sandrine Brognaux, A Multifactorial Analysis of French Li-
aison, Phonetics and Phonology in Europe (PAPE 2015), Cambridge, 2015.
• Sandrine Brognaux & Mathieu Avanzi, Sociophonetics of phonotactic phenom-
ena in French, International Conference on Phonetic Sciences (ICPhS), Glas-
gow, 2015.
• Mathieu Avanzi & Sandrine Brognaux, A Multifactorial Analysis of Word-Final
Post Obstruent Liquid Behavior in French, Journal of Phonetics, (Under re-
view).
• Rasmus Dall, Sandrine Brognaux, Korin Richmond, Cassia Valentini-Botinhao,
Gustav Eje Henter, Julia Hirschberg, Junichi Yamagishi & Simon King, Testing
the consistency assumption: Pronunciation variant forced alignment in read and
spontaneous speech synthesis, International Conference on Audio, Speech and
Signal Processing (ICASSP2016), (Under review).
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A note on collaborative work:
Both parts of this chapter relate to studies carried out in collaboration with other
researchers.
The first part of the chapter summarizes studies carried out in collaboration
with Dr. Mathieu Avanzi (Cambridge University). He provided us with the
CPROM-PFC manually-annotated corpus. For the needs of our experiments, I
designed scripts to automatically extract all phonetic modification phenomena.
This relied on existing techniques as developed in Chapter 9 along with new
extraction methods, based on phonetic dictionary lookups and frequency compu-
tations. I also developed scripts to automatically annotate the corpus in terms
of accentual phrases. This resulted in a table containing all tokens of the corpus,
associated with 128 descriptors, regarding their phonetic transcription and that of
surrounding words, but also syntactic, lexical and prosodic characteristics. This
table provided a rich playground for an in-depth analysis of the phonetic realiza-
tion of the corpus. Dr. Avanzi then carried out the statistical analysis of the results.
The second part of the chapter was realized in collaboration with Rasmus Dall
and his colleagues from the Center for Speech Technology Research (CSTR) in Edin-
burgh. Rasmus Dall provided us with the parallel corpus. We then both manually
annotated it, to create a Gold standard transcription in terms of phonemic realiza-
tion. All divergences were discussed during several joint sessions. Cassia Valentini-
Botinhao provided a third manual annotation of the corpus. Rasmus Dall and I
both listed the main types of phonetic variations we had come across to include them
in the aligner. Korin Richmond implemented the system for creating lattices with
pronunciation variants and gave advice throughout the study, especially regarding
which manual rules to implement. Junichi Yamagishi created and provided the
large female average voice model used for model initialization. Rasmus Dall trained
the synthesizers and designed the perception tests. In that framework, Gustav Eje
Henter (CSTR) assisted with the setup of the listening test and provided analysis
scripts for the statistical tests.
We would also like to thank Simon King (CSTR), Rob Clark (CSTR/Google)
and Julia Hirschberg (Columbia University in the city of New York) who provided
us with insightful advice throughout the study.
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11.1 Introduction
In Chapter 9, we have observed that including pronunciation variants in the HMM-
based synthesis of sports commentaries significantly improved the naturalness of the
resulting voice. Through the statistical analysis of a large multi-style corpus, we
have pointed out that these variations mainly appeared in spontaneous speech. The
current chapter therefore focuses on phonetic modifications in the framework of spon-
taneous speech synthesis, as we believe that this topic rightly fits into the research on
expressive speech synthesis.
Indeed, we should consider that "natural" expressivity, as we aim to produce,
typically goes through spontaneous speech. Spontaneous speech, also referred to
as conversational speech, may be seen as a privileged channel of expressivity. In
fact, Campbell (2005) indicated that the majority of sentences uttered in everyday
conversational communication are not pronounced for their propositional content
but rather express interpersonal relationships and aﬀective information. In that
sense, spontaneous speech is rarely completely neutral. We therefore believe that the
integration of phonetic variants in expressive speech synthesis should first be tackled
through spontaneous speech synthesis. Preliminary work on that topic is provided in
this chapter.
Spontaneous speech synthesis has been the topic of a wide range of studies in the
last decade (Sundaram and Narayanan, 2003; Bennett and Black, 2005; Carlson et al.,
2006; Prahallad et al., 2006; Werner and Hoﬀmann, 2006; Campbell, 2007; Lee et al.,
2010; Andersson et al., 2010b,a; Adell et al., 2010; Koriyama et al., 2011; Andersson
et al., 2012; Dall et al., 2014). The interest has in fact shifted from intelligibility,
which has reached a high level in most current speech synthesizers, to naturalness
which is often pointed out as lacking in existing systems. The general assumption
according to which spontaneous speech would be perceived as more natural than read
speech is based on the fact that it is the style to which people are most used to, as
nearly all natural communication situations imply spontaneous speech (Laan, 1997).
This hypothesis was only tested recently in Dall et al. (2014). They pointed out that
sentences pronounced in a spontaneous context were assessed as significantly more
natural than the exactly same sentences read by the same speakers.
The interest has therefore shifted from "reading" synthesizers to "talking"
synthesizers (Adell et al., 2010). The commercial applications of spontaneous speech
synthesizers are numerous and range from speech-to-speech translation (which should
reproduce the speaking style) to conversational agents and believable video-game
characters.
A large number of studies focusing on that topic (e.g. Sundaram and Narayanan
(2003); Adell et al. (2010); Andersson et al. (2010b, 2012); Carlson et al. (2006);
Campbell (2007)) have tackled the issue of producing non verbal speech sounds (e.g.
laughs, grunts, hesitations filled pauses) which have been referred to as "wrappers"
and "fillers" in Campbell (2007). Andersson et al. (2010b) compared speech gener-
ated by two HMM-based synthesizers, trained on spontaneous speech and read speech
respectively. They found that the spontaneous synthesizer was rated as significantly
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more natural. The introduction of fillers was however not shown to improve natural-
ness in their study, but this may be due to the resulting lack of naturalness of the
propositional content of the test sentences. Similar findings were highlighted in Adell
et al. (2010) who found no significant improvement in naturalness by integrating filled
pauses in unit selection synthesis.
Other studies, such as Koriyama et al. (2011), focused on generating the prosodic
variability of spontaneous speech, notably through the integration of more detailed
contextual features indicating phenomena such as phone prolongation, utterance style
(e.g. laughing and whisper) and disfluencies. Perception tests of the resulting HMM-
based synthesis in Japanese indicated that it was perceived as significantly more
natural.
Surprisingly few studies have dealt with the integration of pronunciation variants
in spontaneous speech synthesis, unlike the high attention paid to that aspect in
speech recognition (e.g. Ostendorf et al. (1996); Riley et al. (1999); Wester (2003)
for a review, see Strik and Cucchiarini (1999); Jurafsky and Martin (2009)). A few
exceptions to that rule have been mentioned in Chapter 9 and are summarized below.
Both Prahallad et al. (2006) and Lee et al. (2010) proposed to modify the pho-
netic models to better fit pronunciation variation in HMM-based conversational speech
synthesis. The first relies on the assumption that a phone is never totally deleted or
substituted but is only partially modified. In that sense, they propose to modify
the usual linear model configuration to allow for diﬀerent transitions and skips be-
tween the states of each phonetic model. The models were however not trained on
spontaneous speech. The performance was assessed in terms of phone recognition
but was not evaluated in the resulting synthesis. Lee et al. (2010) mainly focus on
phoneme substitutions (e.g. nasalisation, assimilation, lengthening). The modifica-
tions between read and spontaneous speech are modeled through transformations of
the phonemic models. In these two studies, changes are made in the Digital Signal
Processor (DSP) only, and no modification is brought to the front-end component,
which still produces a standard canonical speech phonetization.
Conversely, Bennett and Black (2005) propose to train a CART model to modify
the phonetic transcription of a few frequent grammatical words like "for", "to"
and "the". The impact on the resulting synthesis is however not assessed. Werner
and Hoﬀmann (2006) also set out to integrate phonetic variants, based on a large
phonetic dictionary. The choice is dictated by both word probability and sequential
constraints. The resulting synthesis is shown to be perceived as more natural but a
degradation in the intelligibility level is observed. Finally, Jande (2003a,b) proposed
a set of phonetic rewrite rules to produce reduced forms in Swedish according to
speech rate. Through perception tests of the resulting speech synthesis, he shows
that reduced forms are preferred at high speaking rates.
This chapter builds upon the results obtained in Chapter 9 which indicated that:
1. Spontaneous speech is characterized by a high amount of pronunciation variants.
2. The integration of these variants in synthesized speech (trained on a sponta-
neous corpus manually checked in terms of phonetic pronunciation) significantly
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improves the naturalness of the voice.
These observations drove us to investigate two major topics in the current chapter:
1. To integrate such phonetic modifications in the synthesized voice, phonetic mod-
ification rules should be learned. For this, the impact played by linguistic and
extralinguistic factors should be assessed to determine which contextual features
ought to be considered when predicting phonetic variants.
2. In perception tests of Chapter 9, the best results were achieved with manually-
checked phonetic transcription for both training and synthesis. It is, however,
unclear whether this was due to the consistency between phonetization at both
stages or simply due to a more natural pronunciation during synthesis. In other
words, our study did not investigate the role played by the correct phonetization
of the training corpus.
Based on this, the chapter is divided in two main sections.
Section 11.2 sets out to address the first topic by providing an analysis of a large
corpus in French, containing both spontaneous and read speech. This section was
realized in collaboration with Dr. Avanzi. The impact of the speaking style (here
spontaneous vs. read speech) is first assessed to investigate whether the observations
made in Chapter 9 may be generalized. We additionally provide an in-depth analysis
of liquid elision which was shown to greatly impact the naturalness of the synthesized
speech in our previous tests. This is done by considering simultaneously a wide range
of linguistic and extralinguistic factors.
Section 11.3 deals with the second topic by investigating the impact exerted by
the quality of the phonetic transcription of the training corpus in the framework of
spontaneous speech synthesis in English. In that sense, it questions the widespread
consistency assumption which states that an imprecise phonetization of the training
corpus should not impact synthesis, as long as identical phonetization errors are made
at the synthesis stage. This assumption is put into question through perceptive eval-
uations of the resulting synthesized speech. This section was realized in collaboration
with experts from the Center for Speech Technology Research (CSTR) in Edinburgh.
It relies on a parallel corpus containing identical sentences in read and spontaneous
speech.
11.2 A multifactorial analysis of phonotactic phe-
nomena in French: Impact of the speaking style
11.2.1 Introduction
Several studies have proposed phonetic rewrite rules to modify the canonical phonetic
transcription provided by existing synthesis front-ends. Such studies have mainly
focused on the generation of speaker’s specific variants (Miller et al., 1997; Miller,
1998b,a), variations due to speaking rate (Jande, 2003a,b) or to speech style, such as
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Van Bael et al. (2004) who model style-specific phonetic variations in read speech,
public lectures and telephone dialogues and Jande (2008) who include phonetic
variants with respect to the degree of formality and the degree of spontaneity. These
modifications have been implemented through neural networks (Miller et al., 1997;
Miller, 1998b,a), decision trees (Jande, 2008; Bennett and Black, 2005), trained
rewrite-rules (Van Bael et al., 2004) or hand-driven rules (Jande, 2003a,b). Whatever
the technique, the prediction of phonetic modifications requires relying on linguistic
and extra-linguistic contextual features. Miller considers a set of features including
the distance to the word, phrase, clause and sentence boundaries. She also relies
on a contextual window of nine phones. In Bennett and Black (2005), contextual
parts of speech, identity of the word and stress information are also used. Jande
(2003a,b) also considers word stress and accent features, while the prediction in
Van Bael et al. (2004) is only based on the consideration of a five-phone contextual
window. Conversely, Jande (2008) benefits from a very rich annotation of the corpus,
at various linguistic levels (i.e. discourse, utterance, phrase, word, syllable and
phoneme with their corresponding characteristics).
The choice for the adequate set of contextual features is usually dictated by
in-depth phonetic analyses of the language. Hand-driven rules in Jande (2003a,b),
for instance, are based on earlier work on reduction rules for Swedish. In French, as
detailed in Chapter 9, a large number of linguistic and extralinguistic factors have
been shown to influence pronunciation. In our opinion, the drawback of existing
studies dealing with phonotactic phenomena variation in French is that they rarely
consider all these variables simultaneously. This criticism can also be addressed to
the analysis we have proposed in Chapter 9 in which we focused on three situational
traits but neglected the impact exerted by other linguistic and extralinguistic
factors. Besides, most studies usually rely on manually-annotated low-size corpora,
tailored for a specific analysis, which prevents from analyzing possible interactions
between the various factors. This precludes the possibility of grasping whether these
phenomena are influenced by the same factors in the system of a given speaker.
In this context, this section aims at shedding new light on phonotactic phe-
nomena in French. It presents the preliminary results of ongoing studies we have
been carrying out on that topic. We first set out to test simultaneously the role
of 4 sociolinguistic factors (speaking style, age, socioeconomic status and origin
of the speaker) on the behavior of various phonotactic phenomena. This should
indicate whether the observations made in Chapter 9 may be generalized. As liquid
deletion was shown to play a crucial role in Chapter 9, a more in-depth analysis
of that phenomenon is also carried out, considering a wide range of linguistic
and extra-linguistic contextual factors. It has the advantage of relying on a very
large corpus of more than 13 hours, balanced in terms of speaking style, region of
origin, age and sex of the speakers. Such analysis should provide greater insight
into the contextual features that ought to be considered when modeling pronun-
ciation modifications in French, especially in the case of spontaneous speech synthesis.
This section is organized as follows. Subsection 11.2.2 presents an overview of the
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factors that have been shown to impact phonetic realization in French. In Subsection
11.2.3 we present the large multi-speaker multi-style corpus that will be used in the
framework of our study. Subsection 11.2.4 presents the preliminary results of a study
of the impact of speaking style (i.e. spontaneous vs. read speech) on the phonetic
variation. Subsection 11.2.5 provides a more in-depth analysis of Word-Final Post-
Obstruent Liquid (WFPOL) deletion in the light of linguistic and extralinguistic
factors1. Finally, Subsection 11.2.6 concludes the section.
11.2.2 Overview of the factors aﬀecting French pronunciation
In line with Chapter 9, the current study deals with 5 phonotactic phenomena in
French:
• Schwa deletion in monosyllabic grammatical words, such as in j(e) pense
• Schwa deletion at the initial syllable of polysyllabic words, such as in il lui a
d(e)mandé
• Optional liaison, i.e. the phenomenon whereby a latent final consonant in a word
(Word-1) may or may not be pronounced as the onset of a following vowel-initial
word (Word-2), such as in ils vont-(t)-au cinéma2
• The deletion of /l/ and /R/ in Word-Final Post-Obstruent Liquid (WFPOL),
such as in pénib(le)
• The deletion of the final /l/ in the singular personal clitic subject pronoun ‘il’,
such as in i(l) va
The modalities of appearance of these phenomena have been challenging issues
for decades in the French phonological field, because the reasons that motivate their
behavior (realization or deletion) are multiple and related to diﬀerent levels of the
linguistic analysis, as well as to extra-linguistic factors.
Linguistic factors relate to various levels of the linguistic analysis, such as seg-
mental, phonotactic, lexical, morphological, grammatical and prosodic variables. Re-
cently, Bürki et al. (2011) focused on the role played by such predictors in the presence
vs. absence of the schwa vowel in a French corpus of radio-broadcast news. Her analy-
sis included additional features such as speech rate and word predictability to account
for a total of 17 predictors. Five of these predictors (namely the position of the sylla-
ble in the word and of the word in the utterance, the speech rate, the respect of the
sonority principle and the number of consonants in the resulting consonant sequence
when computed within the word) were shown to be suﬃcient to account for schwa
alternation. In this study, however, the eﬀect of extralinguistic variables related to
the speaker, such as age, geographical origin and socio-educational level were not
considered due to the nature of the corpus.
1This is a summary of the results presented in Avanzi and Brognaux (2015).
2Since Delattre (1947), liaison is usually described as obligatory, facultative or prohibited. We
focus here mainly on facultative liaisons.
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The realization of liaison has also been shown to vary according to a certain number
of linguistic cues (Encrevé, 1988; Morin and Kaye, 1982; Fougeron and Frauenfelder,
2001) among which: segmental variables, the morphological and grammatical status
of the two connected words, their frequency and syntactic and prosodic variables.
Finally, the realization of WFPOL was shown to be influenced by the nature of
the liquid and of the following environment (Pooley, 1996; Villeneuve, 2010), the
grammatical category of the word and its lexical frequency (Pooley, 1996; Armstrong,
2001) and the accentuable status of the syllable hosting the WFPOL (Pooley, 1996;
Putska, 2011). The interested reader is referred to Avanzi and Brognaux (2015) in
which we provide a detailed overview of studies investigating WFPOL realization, in
the light of linguistic and/or extralinguistic factors.
Studies of extralinguistic factors usually rely on the analysis of a single dimen-
sion, be it the age of the speaker, its origin or socioeducational level. Such factors have
been shown to play a crucial role in all the aforementioned phonotactic phenomena.
They are claimed to behave similarly regarding the read vs. spontaneous (referred
to as speaking style in the remainder of this chapter) dimension, and speakers’ socio-
economic status. Formal speaking situations (such as reading) would favor a more
controlled speech, and, consequently, a higher rate of liaisons and of realized schwas
and liquids in the contexts mentioned above (for studies on the eﬀect of speaking style
on schwa, see Lucci (1983); Adda-Decker et al. (1999); Léon (1992); Hansen (2000),
for liaison see Durand and Lyche (2008)). Conversely, speakers with a lower socioe-
conomic status and spontaneous speech would trigger fewer schwas (Léon, 1992), less
liaisons (Encrevé, 1988) and allow in a greater extent liquids deletion (Laks, 1977;
Armstrong, 1996; Boughton, 2014).
As for the region of origin of the speaker, studies indicate that it would play a
role in the behavior of only schwa (Hambye, 2005; Racine and Andreassen, 2012) and
liquid deletion (Hambye and Simon, 2012; Putska, 2011; Boughton, 2013).
Finally, the impact of the age of the speaker was notably pointed out by Racine
and Andreassen (2012) regarding schwa deletion and Villeneuve (2010) for WFPOL
deletion.
Interestingly, little is known about how these sociolinguistic factors interact.
In Chapter 9 we have analyzed the realization of the aforementioned phonotactic
phenomena according to three situational traits: spontaneous/read, media/non media
and expressive/non expressive. In the framework of that study, we have however
neglected the impact exerted by other dimensions of the corpus such as the origin
of the speaker (CPROM contains speech from Belgium, France and Switzerland),
the age of the speaker or his socio-educational level. In Section 11.2.4, we set out to
analyze the impact of the speaking style on a very large corpus in French balanced
in terms of age, origin, socioeducational level and sex of the speakers3. This aims at
exploring whether the observations made in Chapter 9 may be generalized.
In Chapter 9, perception tests also indicated that both schwa elisions and
3The impact of these other factors has also been studied and presented in Brognaux and Avanzi
(2015b) but falls beyond the scope of our thesis.
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Word-Final Post-Obstruent Liquid (WFPOL) deletion played a significant role
in the naturalness of the synthesized voice. Our phonetic analysis however dis-
carded purely linguistic influences, such as the phonetic context or the syntactic
construction in which the word is found, relying on the assumption that such
contexts would be balanced in the corpus and would therefore not influence the
interpretation of our results. Acknowledging the precise role played by linguistic
factors is essential for the design of post-phonetic rewrite rules. To that aim,
Section 11.2.5 focuses on post-obstruent liquid deletion, which was the topic of
much less studies than schwa elision. As previously mentioned many factors have
been pointed out as impacting the WFPOL deletion. However, the presented
results are often contradictory, as thoroughly detailed in Avanzi and Brognaux
(2015). We believe that this is mainly due to the fact that most studies do not take
simultaneously into account the impact of the diﬀerent variables, which often interact.
To address that criticism, we examine in the current study the role played by
speaking style (read vs. spontaneous), by considering it simultaneously with the
linguistic factors which have been shown to explain most of the variance in Bürki et al.
(2011). Our study complements state-of-the-art analyses dealing with sociolinguistic
aspects of the variable only, by providing insight into the way phonotactic, lexical,
prosodic, sociolinguistic and stylistic variables interact when modeling the behavior
of this optional pronunciation facility phenomenon in French.
Our study relies on a large French corpus, containing, for each speaker both spon-
taneous and read speech, described in Section 11.2.3. Conversely, the corpus studied
in Chapter 9 did not include both speaking styles for each speaker which may have
induced biases due to idiosyncratic features of the speakers in each style. The next
sections largely apply the methodology developed in Chapter 9 to provide a more
detailed analysis of the factors influencing the realization of phonotactic phenomena
in French.
11.2.3 Material
Our corpus is made up of a subpart of the material recorded within the Phonologie
du Français Contemporain framework (Durand et al., 2009). The current version
of the corpus, called CPROM-PFC (Avanzi, 2014) includes 15 regional varieties
of French, recorded in 3 diﬀerent countries of Europe: 5 varieties spoken in the
Northern part of metropolitan France (Béthune, Brécey, Lyon, Paris and Ogéviller);
5 varieties spoken in Switzerland (Fribourg, Geneva, Martigny, Neuchâtel and
Nyon) and 5 varieties spoken in Belgium (Brussels, Gembloux, Liège, Marche-
en-Famenne and Tournai). For each of the 15 locales, 4 female and 4 male
speakers were selected; they were born and raised in the city in which they were
recorded. As for the age of the speakers, it ranges from 19 to 82 years, and is
controlled for each of the 15 groups. Each of the 120 speakers was recorded in a
reading text task (the text is 398 words-long) and in semi-directed sociolinguistic
interviews, in which the informant had minimal interaction with the interviewer.
A segment of 3 minutes of spontaneous speech was selected for each speaker. In
263
MODELING SPONTANEOUS SPEECH: THE INTEGRATION OF PHONETIC
VARIANTS IN SPEECH SYNTHESIS
total, the corpus is more than 13 hours long, and includes approximately 123k tokens.
The entire corpus was orthographically transcribed and automatically aligned
within Praat (Boersma, 2001) with the EasyAlign script (Goldman, 2011), which
provides a 3-layer annotation in phones, syllables and words (see Goslin et al. (1999)
for the implementation of the syllabification rules). The phonetic transcription and
its alignment were manually verified and corrected when necessary by inspecting
both spectrogram and waveforms (e.g. boundary adjustments, segments deletion
or addition especially in the case of schwas, liaisons and liquid consonants). The
orthographic transcription was then annotated in part-of-speech (POS) tags using
the DisMo software (Christodoulides et al., 2014) and was manually corrected
by hand. A dedicated tier ("delivery") was manually added, in order to identify
overlapping speech and short non-audible or unusable segments (e.g. due to the
presence of external noises in the recording). Participants were broadly categorized
as belonging to the working class (WC) or a higher class (HC) according to whether
their occupation was manual or non-manual (Chambers and Trudgill, 1998). We are
conscious that the factors that may determine socioeconomic class are numerous, but
we followed Boughton (2014) and Chambers (2009) by considering that occupation
is a good indicator of social class.
Prominent syllables were identified independently by two experts on the basis of
their perceptual judgment only, following a methodology described in Avanzi et al.
(2010); Avanzi (2014). Finally, prosodic phrase boundaries were automatically iden-
tified on a separate tier. Practically, we crossed the information from the corrected
DisMo annotation and the prominent syllable labeling. First, the phonological status
of each word regarding lexical stress was automatically coded on the bases of the
distinction between grammatical and lexical words proposed in Delais-Roussarie
(1996); Mertens et al. (2001b) and Goldman et al. (2010), leading to a segmentation
of the speech flow in Phonological Words. We inserted at the end of any Phonological
Word whose last metrical syllable was prominent a prosodic phrase boundary, called
accentual phrase (AP) in the remainder of this chapter (Avanzi, 2014).
This very rich annotation should allow for a detailed analysis of the correlations
between phonetic modifications and other aspects of speech, be they linguistic or
extra-linguistic. Prosodic analyses of the corpus have been carried out by Avanzi
(2014) but CPROM-PFC was never studied as such in terms of phonetic variation.
11.2.4 Overview of the impact of speaking style on phonotactic
variation
Phenomena extraction
We first carried out an analysis of the role played by several extralinguistic factors
on the phonetic realization, namely speaking style, speaker’s age, socioeconomic
status and origin. The results of that study are detailed in Brognaux and Avanzi
(2015b). We will here summarize the analysis of the role played by speaking style
(i.e. spontaneous vs. read) which constitutes the core topic of this chapter. It should
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be noted that the very nature of the corpus, which is balanced in terms of speaker’s
age, origin and socioeconomic status allows for a more precise analysis of the results,
as the influence exerted by these other extra-linguistic factors may be neglected.
This comes in contrast to our analysis in Chapter 9, in which the studied database
was not balanced in that respect.
The methodological protocol applied in the current study is rather similar to that
presented in Chapter 9. It is briefly summarized here:
• The extraction of all sites of potential schwa deletion was performed through
the alignment of the phonetic realization of the corpus and the eLite auto-
matic phonetization of its orthographic transcription, with a method described
in Chapter 9. All monosyllabic function words (i.e. ce, de, je, le, me, ne, que,
se and te) and polysyllabic words containing an initial schwa in their stan-
dard pronunciation were extracted. Based on the automatic alignment, elision
phenomena were automatically identified.
• For liaisons, an automatic script considered the orthographic and phonetic tran-
scriptions of the corpus. Potential liaisons sites were defined as words ending
in a latent consonant /t,n,z,R,p/, i.e. ending in a t,d,n,s,x,r,p consonant, and
followed by a vowel, a h or a semi-vowel. While their identification in Chapter
9 relied on these criteria only, the current study is based on a more detailed
analysis of these sites. Indeed, the latent status of the final consonant was de-
termined on the basis of a phonetic dictionary look-up relying on an enriched
version of Brulex containing all derived and inflexed forms (Pagel et al., 1998).
For rare cases for which two pronunciations were proposed (i.e. with or without
the final consonant) such as the word ‘plus’, a manual check was performed. For
all other cases, the realization of the liaison was automatically determined by
analyzing the last pronounced phoneme of the word in the corpus. In addition,
all potential sites were then manually checked, and liaisons were categorized
by Dr. Avanzi as obligatory, optional or forbidden, based on previous works in
Durand and Lyche (2008) and Delattre (1947), relying on the POS annotation
4.
• For deletion of /l/ and /R/ in word-final obstruent-liquid clusters, all tokens
whose last consonant were clusters formed by an obstruent (i.e. t,d,p,b,g,k,c,f,v)
followed by a liquid (i.e. l or r) and a e (and possibly a s or nt which are the
orthographic marks of plural in French and are never pronounced in isolation)
were automatically extracted from the orthographic transcription. Their pho-
netic transcription was analyzed to assess the pronunciation of their final liquid.
• All occurrences of the singular personal clitic subject pronoun ‘il’ were also
extracted, along with their phonetic realization. The plural form was here not
considered due to its very low frequency in the reading task.
4It should be noted that optional liaisons can be seen as belonging to a continuous scale, ranging
from highly probable to highly unlikely liaisons. Such a detailed annotation of the corpus would be
however rather costly to make. It should be based on statistical analyzes of another large corpus
and should consider the fact that the probabilities may be highly speaker-dependent.
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Note that all items in context of disfluency were not taken into account in the
analysis.
Statistics
The statistical analyses performed in the framework of the current study go further
than those proposed in Chapter 9. Due to the nature of the dependent variable
(presence or absence of a given phenomenon), data were analyzed by means of
Generalized Estimated Equations (GEE) with repeated measures (Ghisletta and
Spini, 2004). Participants were entered as random variables to discard potential
influence of the pronunciation of a specific speaker. Independent variables of
the model included speaking style (read vs conversational speech), speakers’ age,
speakers’ regional origin (Belgium, France, Switzerland), speakers’ socioeconomic
level (WC vs HC) and all the double interactions. Bonferroni corrections were
applied when examining pairwise comparisons between levels of a given predictor.
The full results are discussed in Brognaux and Avanzi (2015b). We will here mainly
focus on the role played by the speaking style.
Results and discussion
The results of our analysis of the role played by speaking style on phonetic variations
confirmed most observations made in Chapter 9.
In total, 2427 sites of initial schwas in polysyllabic words were extracted
from the corpus. The analysis revealed that the speaking style has a significant
eﬀect on the realization of schwa in this position (Wald  2(2) = 54.009, p < .001).
In conversational speech, initial schwas are maintained in 45.3 % of the cases of
the cases, against 98.52 % of the cases in read speech. 11537 sites of schwas in
monosyllabic grammatical words were extracted from the corpus. Here again,
the analysis pointed out that the speaking style plays a significant role in the presence
of schwa in this position (Wald  2(2) = 418.173, p < .001). In conversational speech,
the vowel is maintained in 48.23 % of the cases of the cases, while it is maintained in
94.76 % of the cases in read speech.
In total, 5705 sites of potential liaison (including obligatory, facultative and
forbidden cases) were extracted from the database. To complement the observations
made in Chapter 9 their distribution was analyzed by including the consonant as an
independent variable in the model5. This analysis first indicates an influence of the
nature of the consonant (Wald  2(4) = 131.946, p < .001). This is shown in Figure
11.1 which indicates the percentage of realized liaisons as a function of the consonant
liaison and the category of liaison. We observe that, among facultative liaisons, large
5It should be noted that the amount of occurrences of each liaison type highly depends on the
nature of the latent consonant. A table providing the distribution of liaisons contexts in our corpus
is shown in Appendix C. It indicates, for instance, that no obligatory liaison context in p or r is
found in our corpus, which explains their absence in the figure.
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discrepancies are found between frequently pronounced latent consonants like n, t or z
and rather unfrequent cases like p and r. This confirms what has been shown in many
previous studies (see Durand and Lyche (2008); Durand et al. (2011) and references
therein). It should however be pointed out that our corpus does not contain enough
contexts in p to provide any statistical significance. The rate of realized facultative
liaison is also close to the one reported in the literature (Durand and Lyche, 2008;
Durand et al., 2011). Such information should be clearly considered when designing
phonetic rewrite rules.
Interestingly, no significant influence of the speaking style was found regarding
liaison realization. This lack of distinction between read and spontaneous speaking
styles is rather surprising and contradicts the results of earlier studies (Fougeron
and Frauenfelder, 2001; Fougeron et al., 2001; Lucci, 1983) and those obtained in
Chapter 9. Further analyses have been performed in that respect and have been
partly presented in the framework of Avanzi and Brognaux (2015). The use of
Generalized Linear Mixed Models (GLMM) including several additional features
(e.g. articulation rate, word frequency and the number of syllables in the cluster
(i.e. Word 1 + Word 2)) indicated that liaisons are significantly more realized in
reading than in conversation. This implies that more precise analyses are required
in that respect. Such analyses are also currently in progress regarding schwa elision
phenomena and should be published soon.
In total, 2622 words ending with a post-obstruent /l/ and /R/ in word-final
obstruent-liquid clusters were extracted from the corpus. Table 11.1 reveals their
distribution. The nature of the segment on the right side of the liquid (consonant
[C], vowel [V] or pause [#]) was included as an independent variable. Results first
revealed an eﬀect of context (Wald  2(2) = 86.072, p < .001). The liquid is more
often maintained before V and # than before C. An eﬀect of style was also found
(Wald  2(1) = 143.409, p < .001). In conversational speech, the liquid is maintained
in only 53.22 % of the cases, while it is maintained in 87.84 % of the cases in read
speech. This is further investigated in the next section through a more detailed
analysis of the corpus in that respect.
Table 11.1 - Distribution of words ending with a post-obstruent /l/ and /R/ in the
corpus, according to the segment to the right of the word (followed by a consonant, C;
vowel, V; or pause, #).
+C +V +#
L/R deleted 460 64 84
L/R maintained 1025 419 570
% maintained 69.02 86.74 87.15
In total, 982 il were extracted from the database. It appeared that the liquid was
always realized before a vowel. Conversely, it was deleted in front of a consonant in
240 cases, against 254 cases of /l/ realization in that context. In the analysis, only
the cases for which il is followed by a consonant were considered (N=494). Similarly
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Figure 11.1 - Percentage of realized liaisons in the corpus, according to the category
of liaison (obligatory, facultative and forbidden) and the nature of the final latent
consonant.
to post-obstruent liquid deletion, the statistical analysis revealed a significant eﬀect
of style (Wald  2(1) = 174.584,p < .001). In conversational speech, the liquid is
maintained in only 5.76 % of the cases, against 96.15 % of the cases in read speech.
11.2.5 An in-depth multifactorial analysis of post-obstruent
liquid elision
This second section presents a multifactorial analysis of word-final post-obstruent
liquid (WFPOL) behavior, in the light of linguistic and extralinguistic contextual
features.
Phenomena extraction
The extraction of this phenomenon is similar to that presented in the previous section.
It however goes a step further as:
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• Proper names (i.e. toponyms: "Naples", Napels; and first names: "Alexandre",
Alexander) and regional words were discarded (N=22).
• Potentially ambiguous items, i.e. words finishing by <r> or <l> and followed
by a word beginning with the same consonant (as in "notre roman", our novel)
were discarded from the analysis (N=13), as the following word-initial liquid
could be mistaken for the second member of a WFPOL.
• All compound items ("quatre-quart", pound cake; "entre-temps", in the mean-
time) were discarded from the analysis (N=20).
• Out of the 2737 remaining items, it appeared that 708 were followed by a schwa.
Since the presence of a schwa in these contexts relies on other factors6, they were
set aside for future analysis.
The number of clusters analyzed corresponds to 2028 items. Out of these 2028
items, 638 were pronounced without their WFPOL (31.45 %).
Statistics and variables
As discussed in Section 11.2.1, the motivations behind the reduction or the pronun-
ciation of WFPOL in French are numerous, be they linguistic or extralinguistic. Due
to the reduced size of our dataset (2028 items), we could not consider all the potential
variables in the analysis. We were nevertheless able to consider a large number of
factors, which are listed below:
• Phonetic
– Nature of the segment following the WFPOL (consonant, vowel or pause)
• Lexical
– Part of speech of the word (broadly categorized as, "noun", "verb", "mod-
ifier" (including adjective and adverbs) or "grammatical item")
– Lexical frequency (computed on the conversational part of the corpus)
– Number of syllables in the word
• Prosodic
– Position of the word hosting the WFPOL in the AP
– Local articulation rate (obtained by measuring the duration of the inter-
pausal chunk within which the item hosting the WFPOL was produced,
and by dividing this value by the number of syllables the interpausal chunk
contains, giving a measure in s/syll)
6A strategy to resolve the issue of rising sonority in the coda, as detailed in Section 5.2, lies in the
insertion of an final schwa after the cluster, as in the pronunciation of vendre [va⇠dR@] or semble
pronounced [sa⇠bl@], where the liquid appears to be a part of the onset of the syllable (Dell, 1985).
Since this strategy may be considered as more related to the question of schwa pronunciation, it
won’t be addressed in this section.
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• Speaker’s characteristics
– Age of the speaker
– Sex of the speaker
– Socio-economic status of the speaker
– Country of origin of the speaker
• Speaking style
– Read or spontaneous speech
It should be noted that the number of syllables in the word and the local
articulation rate have, to our knowledge, never been studied in the framework of
WFPOL realizations, but were shown, to play a crucial role in the behavior of other
phonotactic phenomena (see Bürki et al. (2011)).
Unlike Section 11.2.4, data were analyzed by means of Generalized Linear Mixed
Model (GLMM) with a logit link function (Baayen et al., 2008). The advantage of
GLMM compared to GEE as used in the previous section is that they allow for the
consideration of multiple random variables. In addition to the speaker, we also entered
items as random variables in the framework of this study, which avoids biases due to
highly frequent word with a preferred WFPOL behavior. The maintain/deletion of
the WFPOL was entered as the outcome, and the 14 variables as predictors in the
model. For a more detailed description of the statistical processing of the results, see
Avanzi and Brognaux (2015).
Results and discussion
Table 11.2 provides the list of predictors which were shown to be significant and were
retained in the final model.
Table 11.2 - Summary of the predictors having a significant eﬀect on WFPOL
behavior in the corpus.
Predictors p
Linguistic variables
Nature of the following segment <0.001
Articulation rate <0.001
Nb. syll. item <0.05
Extralinguistic variables
Speaking style <0.001
Dialect <0.001
Socioeconomic level <0.05
In terms of linguistic variables, we observe a major impact of the nature of the
following segment. Figure 11.2 points out that, when the item hosting the WFPOL
is followed by a consonant, the deletion rate is higher (58.9 %) than when the item is
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followed by a pause or a vowel (13.1 % and 11.7 %, respectively). Post-hoc analyses
show that the diﬀerence between pre-consonantal and the two other contexts is sig-
nificant (both at p < 0.0001), while pre-pausal and pre-vocalic contexts do not diﬀer
from each other (n.s.). It should be noted that these results confirm the findings
of the vast majority of authors who considered this variable (Chevrot et al., 2000;
Hornsby, 2006; Villeneuve, 2010; Boughton, 2014).
0%#
10%#
20%#
30%#
40%#
50%#
60%#
70%#
Consonant# Pause# Vowel#
Pe
rc
en
ta
ge
)o
f)l
iq
ui
d)
de
le
1o
n)
Following)segment)
Figure 11.2 - WPFOL deletion rate as a function of the following segment (conso-
nant, pause or vowel).
We also observed significant eﬀects of the articulation rate and the number of
syllables in the item hosting the WFPOL. The slower the articulation rate, the
greater the chance for the liquid to be maintained. The liquid also tends to be more
often maintained in longer words.
This first stage of our study highlights the fact that the nature of the following
segment, along with the number of syllables of the word should be taken into account
when predicting liquid elision in speech synthesis. It should also consider the fact
that the elision rate depends on the speaking rate.
Regarding extralinguistic factors, the role played by the speaking style (i.e.
read vs. spontaneous speech) is significant, which confirms our previous results. As
shown in Figure 11.3, the rate of deletion is much higher in conversational speech
than in reading (50.7 % vs. 18.3 %). This further underlines the need for phonetic
modifications of WFPOL in the framework of conversational/spontaneous speech syn-
thesis. An eﬀect of the speaker’s origin and socioeconomic levels is also found but falls
beyond the scope of this chapter. For more details on that, see Avanzi and Brognaux
(2015).
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Figure 11.3 - WFPOL deletion rate as a function of the speaking style (read or
spontaneous).
11.2.6 Conclusion
Following the results obtained in Chapter 9 which indicated that some phonetic varia-
tions should be considered when synthesizing spontaneous speech, we proposed in this
section a multifactorial analysis of these phenomena in a very large corpus in French
containing more than 13 hours and 120 speakers. The whole corpus was manually
annotated and enriched in terms of phonotactic annotation by automatic annotation
tools. This section provided further insight into the way linguistic and extra linguistic
factors interact in pronunciation variation. This should facilitate the choice for
relevant contextual features when designing phonetic rewrite rules in speech synthesis.
The first stage of our study focused on extralinguistic factors playing a role
in schwa/liquid elision and liaison. Special emphasis was put on the impact exerted
by the speaking style (i.e. spontaneous vs. read speech) with spontaneous speech
synthesis in mind. In order to neutralize eﬀects due to other extralinguistic factors
(e.g. speaker’s age, sex, origin or socioeducational level), we relied on a large corpus
balanced in that respect. Results have shown an important eﬀect of speaking style
on schwa distribution at the initial of polysyllabic words and in grammatical items,
as well as on liquid deletion in word-final obstruent-liquid and in 3rd personal clitic
subjects pronouns. Spontaneous context gives rise to more elisions in that respect,
which confirms the observations made in Chapter 9. No eﬀect of speaking style was
found on liaison distribution but further analyses considering additional features still
indicated that liaisons tend to be more realized in read than in spontaneous speech.
The second stage of our study concentrated on Word-Final Post-Obstruent Liquid
(WFPOL) deletion. As Chapter 9 had indicated the crucial role played by that
phenomenon in the naturalness of the synthesized spontaneous speech, we investigated
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in this study which factors should be considered when predicting liquid deletion. In
our corpus, more than 2500 tokens presenting a WFPOL were extracted. Unlike most
existing studies, our analysis considered a large set of linguistic and extra-linguistic
features simultaneously. It also included factors which had never been studied in that
respect, namely word length and speech rate.
The analyses relied on Generalized Mixed Linear Models, which allowed us to
enter both speakers and items as random eﬀects, in order to avoid biases due to the
behavior of certain speakers or frequent items. Out of the 14 analyzed predictors, our
study indicated that less than half of them was significant:
1. The nature of the following segment (pre-consonantal contexts being more fa-
vorable to WFPOL deletion than prevocalic and pre-pausal contexts, which do
not diﬀer from each other)
2. Articulation rate (more deletion occurring as the rate increases)
3. Number of syllables in the word (more deletion occurring in shorter words)
4. Speaking style, spontaneous vs. read speech (more deletion occurring in spon-
taneous speech)
5. Speaker’s origin
6. Speaker’s socioeconomic level
This first highlights the crucial role played by the speaking style, which confirms
findings of the previous Section and of Chapter 9. It complements these results by in-
dicating that some linguistic factors, be they phonotactic, lexical or prosodic, should
also be considered when predicting liquid deletion in speech synthesis. Interestingly,
it emphasizes the impact exerted by word length and articulation rate, which had
never been shown in previous studies. The inclusion of our findings in phonetic
rewrite rules for speech synthesis should lead to a more accurate pronunciation in
conversational-like speech style.
A similar in-depth analysis is also currently carried out on schwa elision, which
was also found to highly impact the naturalness of the speech synthesizer in Chapter
9. The use of both GLMM and additional linguistic features should provide broader
insight into the modalities of appearance of this phonotactic phenomenon. This
should result in an additional publication soon.
11.3 Spontaneous speech synthesis in English: Inves-
tigating the impact of the phonetization of the
training corpus
11.3.1 Introduction
In Chapter 9, we have shown that the integration of phonetic variants at synthesis
significantly improved the naturalness of HMM-based synthesized sports commen-
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taries. In that study, the training of the synthesizer relied on a manually-annotated
corpus in terms of phonetic realization. In that sense, we only tested the impact
exerted by phonetic changes of the sentences to synthesize but did not assess the role
played by the phonetic transcription of the training corpus. This is the topic of the
current study.
In an ideal framework, synthesis training should always rely on a manually-
annotated corpus in terms of phonetic realization, especially for spontaneous speech
which has been shown to display a high amount of phonetic variation. This however
poses two major issues:
• As previously mentioned regarding alignment and prosody, manually annotating
large amounts of data (as required for HMM-based speech synthesis training)
is costly and therefore prohibitive. Most current studies attempt to rely on
minimal manual intervention and most stages of the front-end component have
therefore been automated.
• Most available front-ends (e.g. Festival) do not accept a manually-checked pho-
netic transcription as input. As previously mentioned, eLite-HTS is an exception
to that rule but applies to French corpora only. The main cause behind this
restriction is that front-ends usually provide a multi-level transcription of the
text (including for instance parts-of-speech, syllables and phonemes). If a pho-
netic transcription is imposed, the synchronization with the other transcription
tiers needs to be computed. This poses issues in particular when the phonetic
variations result in modifications of the syllabic structure (i.e. the insertion or
deletion of syllables), which causes a mismatch in the alignment with the other
transcription tiers. Stress information, for instance, is usually computed from a
phonetic dictionary. If the phonetic transcription is changed, it may be complex
to assign stress information correctly.
The training of HMM-based speech synthesis therefore usually relies on a
standard forced alignment of the automatic phonetization of the training corpus, as
presented in the first part of this thesis. The automatic (canonical) phonetization7
of the text is produced by the TTS front-end component. This phonetization may
be incorrect and the phonemes wrong, e.g. when reductions or deletions occur. The
subsequent alignment is then forced to find boundaries of phonemes that may not
have been realized (and conversely). This has been considered as a minor issue
in unit selection as the join cost will usually discourage any bad unit from being
selected. The problem, however, arises in HMM-based speech synthesis, though it is
usually assumed to have a minor eﬀect provided the phonetization is close enough
to being correct. It is then assumed that any bad unit will be averaged out as
"noise" or that this will not impair the resulting synthesis as the same phonetization
errors will be made at synthesis. This is what we call the "assumption of consistency".
This assumption is widely accepted in the speech community and states that
being consistent across training and synthesis should allow for transcription errors
7Technically, it usually rather corresponds to a phonemization, but we will stick to the term
"phonetization" in the remainder of this chapter, for clarity sake.
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not to aﬀect the resulting synthesis8. In other words, it is assumed that making
the same mistakes consistently may "accidentally" have positive eﬀects, such as
appropriate phoneme reductions. In fact, Campbell (1997) argues that the annotation
of fine phonetic details in the training corpus is not necessary since these phonetic
modifications are determined by the linguistic context (e.g. high-level prosodic
features). When predicting the canonical phonetic transcription in the same context,
the resulting synthesis should be adequate. To the best of our knowledge, however,
this assumption of consistency has never been proved, at least not in HMM-based
speech synthesis. Besides, we believe that this assumption may not apply if the
discrepancy between canonical and real pronunciation is high, which may be the case
when considering spontaneous speech which has been shown to display a high degree
of phonetic variation. A notable study in that framework is that of Kim et al. (2004),
who studied the integration of phonetic modifications both at training and synthesis
stages. Their results indicated that consistency should be maintained, as the best re-
sults were given by the full improved model but that improving the training stage only
degraded the baseline results. This was however tested on unit-selection synthesis
and considered phoneme substitutions only (i.e. not phoneme elisions and insertions).
The current study sets out to address that issue in the framework of HMM-based
spontaneous speech synthesis. More precisely, it proposes to investigate whether
better phoneme accuracy of the training corpus can improve (spontaneous) speech
synthesis, despite being inconsistent across training and synthesis.
The section is organized as follows. The parallel corpus used in the current
study is presented in Subsection 11.3.2. Based on this, Subsection 11.3.3 provides
evidence that the canonical phonetization and forced-alignment procedure produces
many, and serious mistakes in English, especially in the case of spontaneous
speech. In Subsection 11.3.4, we describe a method we implemented to account for
pronunciation variation of the training corpus. The improvement of the resulting
alignment is objectively evaluated through comparisons with the manual annotation.
Based on this, perception tests are performed in Section 11.3.5 to assess the quality
of the resulting speech synthesis. They compare the baseline (i.e. training and
synthesizing with canonical phonetization) and the improved version, based on the
improved phonetization of the training corpus but using the canonical phonetization
at synthesis, thereby breaking the consistency assumption between training and
synthesis. Finally, Subsection 11.3.6 concludes the section.
11.3.2 Material: A parallel corpus
The current study relies on a parallel corpus presented in Dall et al. (2014). It
consists of 50 sentences that were pronounced spontaneously, in the framework of
a normal conversation, by a British English female speaker. A few days after the
8Miller et al. (1997) and Miller (1998b,a) also insist on the importance of consistency between
the database and the predicted phonetization. Her study however supposes that the database has
been correctly phonetized. Similar assumptions are made in Fackrell et al. (2003)
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recording, the same speaker was asked to re-read the sentences she had previously
pronounced. The value of this corpus is that both sub-corpora contain the very same
sentences pronounced by the same speaker. This allows for assessing the impact
exerted by the speaking style (i.e. spontaneous vs. read speech) while neutralizing
all other potential influences. A similar corpus was used in Laan (1997) but was
only studied in terms of intonation, duration and spectral features. Interestingly,
no attention was paid to phonetic variation, even though this question was briefly
mentioned. The major advantage of our corpus lies in its manual annotation in terms
of phonetic realization (see below).
Based on the orthographic transcription of the corpus, the Festival front-end
(Black et al., 2001) was used to produce an automatic phonetization of the text, with
the Received Pronunciation (RP) British English version of the Combilex phonemic
dictionary (Richmond et al., 2009, 2010). This automatic transcription will be
referred to as "Standard" in the remainder of this section. Combilex is a phonemic
dictionary which makes use of the phoneme set detailed in Appendix D. It should
be noted that it provides a rather narrow transcription however, as some allophones
are explicitly transcribed9. The transcriptions were automatically aligned based on
average models adapted to 1176 read or 1146 spontaneous sentences from the voice
talent. The transcription also included pausing as it helped alleviate the cascading
issue (see below). Two annotators10 then independently corrected the automatic
phonetization. It should be noted that this correction went a step further than that
performed in Chapter 9 as substitutions were also given close attention. The voicing
state of the consonants, for example, was considered in the transcription.
All disagreement cases were discussed during joint sessions, so that the two
annotators agreed upon a final phonetization. If the disagreement was whether to
keep the original automatic phonetization or change it, the automatic phonetization
was preferred. In that sense, the resulting transcription is rather conservative and is
therefore biased towards the automatic canonical phonetization. This is inevitable
since human labellers tend to be influenced by the original starting phonetization
(Van Bael, 2007). It should be noted that the focus was put on phoneme identity and
not on phoneme boundaries. The boundaries were however corrected if grossly wrong
(e.g. following the elision or the insertion of a phoneme). This manually-corrected
transcription will be referred to as the "Gold Standard" in the remainder of this
section.
11.3.3 Phonetic analysis of the corpus
In order to support the claim that spontaneous speech conforms less to standard
phonetization than read speech, we investigated the degree of discrepancy between
9The distinction between the flapped "t" and standard "t" or the distinction between dark and
clear "l" is made explicit in the phoneme set. However, it does not distinguish between aspirated
and non-aspirated stops.
10Rasmus Dall and myself.
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the Gold Standard annotation and the automatic Standard annotation provided by
Festival. To that end, we computed the mean percentage deviation in Levenshtein
distance, based on the alignment technique presented in Chapter 9. This will be
referred to as the Phoneme Error Rate (PER) in the remainder of this section. This
measure oﬀers a quick overview of major errors made by the front-end. It should
however not be interpreted as such as the manual annotation was highly biased
towards the automatic transcription.
Table 11.3 shows the comparison between manual and automatic phonetizations.
The latter is surprisingly bad, getting over 19 % of the phonemes wrong for the
"simple" case of clear read speech. This even questions the use of such automatic
phonetization in standard neutral read speech synthesis. As expected, the phoneti-
zation is even worse for spontaneous speech, which yields about 25 % of erroneous
phonemes. Unsurprisingly, the real pronunciation displays a high rate of elision,
compared to the canonical phonetization. Few insertions have been made by the
manual annotators, which is in line with the observations made in Chapter 9 for
French.
Table 11.3 - The overall diﬀerences between the agreed manual annotation (i.e. the
Gold Standard) and the automatic (i.e. Standard) phonetization by Festival based on
Combilex. Discrepancies are defined in terms of insertions (Ins), deletions (Del), or
substitutions (Sub). The Phoneme Error Rate (PER) is also given.
Ins Del Sub Total PER
Read 10 149 151 294 19.1 %
Spontaneous 17 202 180 399 25.2 %
A detailed analysis of the discrepancies points at the following phenomena (per-
centages relate to comparisons between the Standard and Gold standard annotations
of the spontaneous part of the corpus and correspond to the percentage of errors the
phenomenon accounts for) :
• Deletion of "t" (15 %)
• Substitution of "t" by a glottal stop (9.8 %)
• Substitution of "z" by "s" (6.5 %)
• Vowel reduction to schwa ([@]) (6 %)
• Deletion of "d" (5 %)
The same phenomena are highlighted when computing the comparison on read
speech. A qualitative analysis of the results indicates that "t/d" elisions and "z"
devoicing mainly appear in end-of-word position. This is in line with previous
studies, such as Miller et al. (1997) who mentioned t/d deletion and consonant
glottalization in the list of post-lexical modifications learned by their neural network.
277
MODELING SPONTANEOUS SPEECH: THE INTEGRATION OF PHONETIC
VARIANTS IN SPEECH SYNTHESIS
The important role played by "t" glottalization and vowel reduction to schwa was also
pointed out by Kim et al. (2004). It should however be noted that the glottalization
could be considered as rather speaker specific and non-standard RP English (though
common in many dialects).
Noteworthy is also the fact that producing a large number of phonetic errors
naturally induces an important degradation of the alignment. In fact, due to the high
amount of deletions in spontaneous speech, some utterances experience a cascade
of alignment errors, as illustrated in Figure 11.4. The excerpt shows the alignment
of the two words "basically because" in read and spontaneous speech. While the
automatic transcription is appropriate in the case of read speech, a high reduction
of both words is observed in spontaneous speech, i.e. bas’ly ’cause. This does not
only cause non-existent phonemes to be "found", but also the more serious issue
of phonemes being "pushed" later into the utterance, putting every single phoneme
further down the line out of alignment. The resulting sample phonemes for model
training are therefore grossly wrong.
While the issue regarding because/’cause is arguably a lexicalized diﬀerence which
could be accounted for at transcription time, the issue of basically/bas’ly is not and
similar situations will degrade the trained models. It should be noted that lexicalized
diﬀerences like because/’cause were considered as orthographic transcription errors
and were therefore not considered when computing deletion rates in the framework
of our study. It was also found that providing silence transcription to the aligner
improved the resulting alignment by confining the cascading issue to interpausal units
only. This was therefore done for the automatic transcription which was manually
corrected to ease the transcription.
11.3.4 Integrating pronunciation variation in forced alignment
Following the aforementioned observations, attention was paid to improve the
automatic phonetization process. To that aim, a lattice-based forced alignment was
implemented. This allows for the integration of phonetic variants in the transcription
of the training corpus, the most probable phoneme sequence being determined at
alignment stage11. Lattice-based pronunciation modeling has long been applied in
automatic speech recognition (ASR) and forced alignment (e.g. Wightman and
Talkin (1997); Adda-Decker and Lamel (1999); Kessens et al. (1999); Binnenpoorte
et al. (2004); Bürki et al. (2008)). While such enrichment of the phonetic transcrip-
tion usually relies on phonetic dictionaries only, our system is based on two sources
of information:
• The use of the pre-encoded variants integrated in the Combilex pronunciation
dictionary
11It should be noted that other ways to include phonetic variation have been proposed, as in Paulo
and Oliveira (2005) who enrich a grapheme-to-phoneme and syllable-to-phoneme transcription on
which they train weighted finite state transducers, with no use of phonetic dictionaries. This system
was however not tested in speech synthesis.
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Figure 11.4 - Segment of the same sentence produced spontaneously (top) or as a
read prompt (bottom), showing alignment issues due to deletions. The red squares
highlight the same segments in both.
• Hand-written variant options driven from the analysis carried out in the previous
section
Combilex proposes, for each word, one (or several) canonical/full pronunciations
and specifies, if any, its phonetic variants/reduced versions12. In a standard
phonetization procedure, as produced by Festival in the previous section, only the
first canonical form is retained for each word, disregarding potential pronunciation
variations. Our improved system is based on the underlying context-dependent
rewrite rules of Combilex as described in Richmond et al. (2007). The system
automatically extracts all variants from the dictionary and populates the lattices
(realized as finite state transducers (FSTs)) with them. It should be noted that
this may also degrade the resulting phonetization as it is well-known that mul-
tiplying the number of variants complicates the correct recognition (Kim et al., 2004).
Additionally, a set of expert-written variant options was designed, based on the
discrepancies that were found between the automatic and manual annotation of our
corpus. The list of the 14 implemented rules is shown in Appendix E. These options
12Combilex contains 1.82 variants per word on average.
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are context-dependent rewrite rules written in terms of regular expressions. They take
the form of a phoneme, with its left and right context and the resulting variant option.
This allows for modeling substitutions and deletions. Insertions were not considered
as they were found to be rare in our analysis. They are although supported by the
system. In relation to Section 11.2, it should be noted that the rules consider various
levels of contextual features including surrounding phonemes and their characteristics,
word, phrase and sentence boundaries. The lattices are automatically enriched by
applying these rules on the predicted phonetic transcriptions. No weight is assigned
to the lattices and each variant is therefore considered as equiprobable.
Material
To train our system, read and spontaneous corpora of 1176 and 1146 sentences
respectively were used. They were recorded in hemi-anechoic studio at 96kHz, 32 bit,
then downsampled to 48 kHz, 16 bit. The spontaneous sentences consisted in free
conversation between an experimenter and the voice talent. These were manually
orthographically transcribed by one transcriber and checked by a second. The read
corpus was from the same speaker, under the same recording conditions except the
speaker was reading normal phonetically-balanced sets of prompts from a screen.
The whole corpus was automatically phonetized and aligned with Festival, based on
the RP British English version of the Combilex dictionary. For spontaneous and
read speech corpora, the respective 50 sentences of the parallel corpus used in the
previous section were also included. This means that 50 sentences of the training set
also served as test data. This is not problematic as the system does not consider the
alignment of the corpus and relies on a flat-start initialization. As in Part I of the
thesis, the aligner is (partly) trained on the corpus that will be aligned in a second
stage.
The alignment procedure is very similar to that described in Chapter 2. A
flat-start alignment is performed to initialize the models. After a first series of
embedded training, short pause models are introduced. A second series of embedded
trainings is then performed.
Because lattices cannot be applied directly to the flat start models, they are in-
tegrated before the second series of embedded training, i.e. simultaneously to the
introduction of short pause models which are directly integrated in the lattices. As
the lattices are initially created as FSTs these were converted to the HTK SLF for-
mat for alignment. The standard procedure was followed by a non-standard pause
removal step, where short pauses under 40 ms were removed from the labels and
models re-aligned and estimated. This was found to improve performance.
Results
We propose here a preliminary evaluation of the system based on the comparison
with the agreed manual phonetization, i.e. the Gold Standard. The evaluation is
based on a Levenshtein distance, as previously described. While not the suggested
method of Van Bael et al. (2006) it is standard (Section 1.32 of Van Bael (2007)).
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As previously mentioned, the manual annotation is biased towards the standard
automatic annotation on which it was based. To alleviate that issue, the whole corpus
was manually checked in terms of phonemic realization by a third transcriber13,
based on the output of the full model, which includes both expert-driven rules and
pre-encoded variants. Obviously, that manual annotation is biased towards the
full model but still helps in identifying the impact exerted by the two sources of
pronunciation variation.
The results are shown in Table 11.4 and indicate an improvement when inte-
grating rules and pre-encoded variants, although the integration of rules achieves
higher improvement14. Improvement is found on both read and spontaneous speech.
The integration of both rules and pre-encoded variants achieves the best results.
Using lattices particularly reduces the number of phoneme additions, meaning they
are more likely to delete phonemes compared to the traditional method. This is
important as the cascading errors shown in the previous section occur because of
additional phonemes in the automatic transcription.
It should still be remembered that the hand-driven rules were derived from our
analysis of the test corpus and that the results may be biased in that sense. Besides,
the annotation of the third transcriber was based on the full system and is therefore
biased toward that improved automatic annotation. No conclusion is therefore
drawn here. Our evaluation will rely on a perceptual evaluation of the resulting
speech synthesis as proposed in the next section, which can be seen as a task-based
evaluation (Van Bael, 2007) and which constitutes the ultimate goal of our study.
Table 11.4 - Overall PER diﬀerences between the manual annotation by the third
annotator and the diﬀerent automatic annotators: the standard phonetizer, the appli-
cation of the hand-written rules, the application of the pre-encoded dictionary variants
or both.
Ins Del Sub Total PER
Read
Standard 15 169 179 363 22.6 %
Lattice w/ Combilex 6 154 111 271 16.9 %
Lattice w/ rules 10 111 102 223 13.9 %
Lattice w/ both 8 102 36 146 9.1 %
Spontaneous
Standard 15 296 165 476 32 %
Lattice w/ Combilex 3 268 117 388 26.1 %
Lattice w/ rules 9 201 100 310 20.8 %
Lattice w/ both 5 193 48 246 16.5 %
13Cassia Valentini Botinhao from the CSTR.
14A comparison of the improvement methods with our Gold standard annotation is also shown
in Appendix F. It also indicates improvement with expert-driven rules but none when adding pre-
encoded variants. As previously mentioned, this annotation is however biased towards the standard
annotation.
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11.3.5 Synthesis evaluation
This section tackles the main objective of our study, i.e. assessing whether breaking
the consistency by improving the annotation of the database without modifying the
transcription at synthesis stage, still improves the resulting synthesis.
To that aim, eight speech synthesizers were trained, relying on the implementation
of the HTS toolkit (version 2.3 beta) (Zen et al., 2007a). For each speaking style (i.e.
read and spontaneous), four models were trained based on :
• The standard automatic annotation (Std)
• The standard automatic annotation enriched by lattices based on hand-driven
rules (Man)
• The standard automatic annotation enriched by lattices based on pre-encoded
Combilex variants (Pron)
• The standard automatic annotation enriched by lattices based on both sources
of phonetic variation (All)
The corpora described in the previous section were used for training. The 50
sentences from our parallel corpus were however excluded from the synthesis training
and were used for testing.
Method
A side-by-side Mean Opinion Score (MOS) test using a sliding scale from 1-100
was run15. The natural version of both read and spontaneous speech was included
in the comparisons, which means that 10 syntheses were compared simultaneously.
It should be remembered that read and spontaneous sentences were identical and
phonetized with the same transcription, based on Combilex. The listener was asked
to rate each stimulus according to how natural it sounded. At least one synthesis had
to be rated at 100 and the others in relation to it. A random subset of 30 sentences
from the 50 test sentences was selected. This was divided into two sets of 15. One
practice sentence was also selected.
Each participant was presented with one practice and 15 critical slides. 32 paid
participants were recruited and performed the experiment in a sound-insulated booth
wearing Beyerdynamic DT770 PRO headphones. In total this gives 16 evaluations of
each of the 30 critical sentences for a total of 480 datapoints for each system.
Results
Figure 11.5 shows the results of the test. Table 11.5 shows all system pairs compared
using a Wilcoxon signed-rank test, after Holm-Bonferroni correction to avoid false
positives. Natural speech is, unsurprisingly, rated much higher than synthetic speech.
15All test materials, including synthetic samples, analysis scripts and raw results are available here:
http://www.dall.dk/rasmus/Materials/ICASSP2016.zip
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Interestingly there is no significant diﬀerence between the spontaneous and read
natural speech, in contrast to Dall et al. (2014). However, this is probably due to
the large diﬀerences compared to the synthetic samples. The read speech based
voices were rated significantly higher than the spontaneous speech-based. For the
read speech the standard alignment produces significantly higher rated speech than
the other types, and the Combilex variants significantly lower, although the eﬀect
size is quite small. Conversely, for spontaneous speech, the lattice system with only
Combilex rules was rated significantly higher than the others, with no significance
between the other synthesizers.
Figure 11.5 - Boxplot of the side-by-side MOS test. R = Read speech; S = Sponta-
neous speech. Then, for each speaking style: N = Natural (i.e. original version); M =
Lattice with manual rules; P = Lattice with Combilex variants; A = Lattice with both
manual rules and Combilex variants; S = Standard automatic phonetization. Solid
lines are medians, stapled means and boxes 25 and 75 % quantiles.
This indicates that the consistency assumption between training and synthesis
only partly holds.
For read speech synthesis, our results tend to confirm this assumption as the
standard method achieves higher ratings. Subjective listenings of the output
synthesis of our "improved" systems suggest that they produce hyper-articulated
speech, which could make them less natural-sounding. Arguably, however, we are
getting what we ask for. At synthesis time we ask for the hyper-articulated version
of the sentence, though the reason why we do not normally get it is because of the
accidental reductions obtained through the consistency assumption. If we truly wish
to control our output synthesis, this however indicates that the acoustic models
are more representative of their respective phonemes, which should be appreciated.
Based on this, methods for controllable, perhaps even gradable, reduction of a
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Table 11.5 - Adujsted p-values after Holm-Bonferroni correction fo the Wilcoxon
signed-rank test. *=p < 0.001. Labels as in Figure 11.5.
System R-N R-A R-P R-M R-S S-N S-A S-P S-M S-S
S-S * * * * * * 1 * 1 -
S-M * * * * * * 1 * -
S-P * * * * * * * -
S-A * * * * * * -
S-N 1 * * * * -
R-S * <0.005 * <0.05 -
R-M * 1 <0.05 -
R-P * <0.05 -
R-A * -
R-N -
phonetic transcription of the sentence to synthesize should be developed, e.g. by
taking advantage of the reduced variants already encoded in phonetic dictionaries.
Spontaneous speech synthesis, in contrast, seems to benefit from the use of pro-
nunciation variants at training. It is encouraging that simply applying pre-encoded
pronunciation variants helps learn a better model, particularly on diﬃcult data such
as spontaneous speech where a fully pronounced alignment is very inappropriate.
While the manual rules achieved the best accuracy results on their own and com-
bined when compared to the manual phonetization, they did not increase perceived
naturalness in synthesis. This may be due to them being overfitted to the test
sentences, and thus not entirely generalizable to the training data.
It should also be noted that read speech-based synthesis models are considered
more natural than models trained on spontaneous speech. This is not surprising
as spontaneous data is much more varied and harder to model, as exemplified by
the much less accurate alignments. However using pronunciation variant forced
alignment helped spontaneous speech toward closing this gap.
No perceptual evaluation was carried out here with the improved phonetization at
synthesis stage, instead of the standard phonetization. However, preliminary subjec-
tive evaluation indicates that the results in that respect are promising. It points out
that integrating such phonetic variations at synthesis could improve synthetic speech,
which would confirm the results obtained in Chapter 9.
11.3.6 Conclusion
We have reported on an investigation of the consistency assumption between training
and synthesis in TTS. This assumption states that errors in the annotation of the
training corpus should not impair the resulting synthesis as long as the same errors
are made at synthesis stage. To address that question, a pronunciation variant based
forced-alignment method was implemented and its application to speech synthesis
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evaluated. Relying on the observations made in Chapter 9, which indicated that
spontaneous speech displayed a high degree of phonetic variation, the consistency
assumption was tested in the framework of spontaneous speech synthesis.
Relying on a parallel corpus, containing both read and spontaneous speech,
we first highlighted the high degree of discrepancy between automatic canonical
phonetization as produced by TTS front-ends and the pronunciation of the speaker.
This led us to implement methods to enhance the forced alignment stage by
considering potential phonetic variants, thereby improving the phonetization of the
training corpus. As that improved phonetic transcription cannot be predicted for
new sentences to synthesize, this however breaks the assumption of consistency.
The naturalness of the resulting synthesis was assessed through perception tests,
of spontaneous-based and read-based synthesis. It was found that read speech
standard synthesis did not benefit from these variants, although the underlying
acoustic models were arguably more correct. For spontaneous speech, however,
improvement was found when including pronunciation variation extracted from a
phonetic dictionary to phonetize the training corpus. This points out that the
consistency assumption between training and synthesis only holds when minor errors
are made.
An obvious improvement lies in the development of automatic modifications of the
phonetic transcription of the sentences to synthesize. Such improvement could benefit
from the pre-encoded phonetic dictionary but their probability of appearance should
be trained on a large corpus considering all relevant contextual features, as detailed in
the previous section for French. Such features may also integrate, for instance, n-gram
models as the probability of the word was shown to influence reduction phenomena
in English (Jurafsky et al., 2001b,a). That factor was considered in Werner and
Hoﬀmann (2006), along with the sequence of variants. It was shown to improve
the resulting unit-selection synthesis. This will be considered in future work and is
discussed in Section 12.2.
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12.1 Conclusion and contributions
The present PhD research focused on the improvement of HMM-based expressive
speech synthesis in French. It comes as an answer to the strong demand for more
natural speech synthesizers, able to adapt their speaking style to express emotions
and aﬀect, as humans do in everyday conversation. While the field of expressive
synthesis has been rapidly growing in the last decade, we have indicated that current
studies present a certain number of drawbacks.
In the framework of our research, we aimed at improving three stages of the front-
end component used for the training of HMM-based speech synthesis:
• The phonetic alignment of the corpus with the corresponding speech signal
• The prosodic annotation of the corpus
• The phonetic annotation of the corpus
How the two last types of modifications could be integrated in the front-end at
synthesis is also explored.
We postulated that these stages should be improved by integrating (i) in-depth
linguistic analyses of the language (here French) and (ii) characteristics of expressive
speech. This drove us, in the introduction, to formulate three major hypotheses,
related to the three annotation levels. Our PhD research tested and validated these
hypotheses and provided tentative answers to the related research questions.
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Hypothesis 1. The automatic alignment of expressive (spontaneous) cor-
pora by generic HMM models of the language poses alignment problems
and could be automatically improved
This hypothesis was tested and validated in Part I of the thesis. To that end, our
study relied on a very large database containing 15 corpora, varying in size, language
and speaking style. Major findings in this respect are listed below:
• In Chapter 2, we have indicated that most available alignment tools provide the
user with pre-trained speaker-independent HMM-based models of the language.
This poses a major constraint, namely the fact that corpora in rare languages
or specific speaking styles cannot be aligned because no corresponding model is
provided. The alignment of an expressive corpus in English by several existing
models of English was shown to achieve low quality results.
• To address this constraint, we set out to analyze the alignment rates obtained by
a widely-used method in which the models are directly trained on the corpus to
align. The evaluation on our database indicated that it achieved results similar
to the use of generic models of the language. A major asset is that the method
is speaking-style and language independent while performing well on corpora as
small as 2 minutes. This method was made available as an online tool presented
in Chapter 4.
• As this method was still shown to achieve poor alignment rates on corpora with
high acoustic variability (e.g. expressive or spontaneous speech), we provided a
detailed analysis of the typical alignment errors made by our method. It pointed
out at the poor alignment of silences, semi-vowels and plosives and indicated
imprecise boundaries in vowel-to-vowel transitions.
• These typical errors drove us to implement three fully-automatic improvement
methods that were described in Chapter 3:
– To improve silence alignment, we proposed a better initialization of the
silence models, based on a Voice Activity Detection algorithm (VAD)
– As systematic errors were found (some phonemes being nearly always too
late or too early), we proposed to consider the forced-alignment of the
reversed sound (Reverse)
– Because some transitions may not be correctly represented by the cep-
stral coeﬃcients, we explored the use of supplementary acoustic features
(AddFeat)
AddFeat was shown to achieve the best results in isolation. The performance
of VAD , however, was pointed out as striking on very small corpora, correcting
more than 60 % of the errors greater than 40 ms. The combination of all three
improvement methods yielded the best alignment rates, with very low variability
across the corpora, regardless of their size, style and language. This combined
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technique was shown to outperform available speaker-independent models of
the language, improving the alignment rate by 8 to 10 % absolute, at a 20 ms
threshold. The alignment of expressive corpora was show to benefit from these
improvements, which reduced the amount of errors superior to 40 ms by 10 and
37 % for a spontaneous expressive corpus in French and a read expressive corpus
in English, respectively.
• Finally, Chapter 11 pointed out that the quality of the alignment significantly
impacted the naturalness of the resulting HMM-based synthesis. This was
shown in the framework of spontaneous speech synthesis in English. However,
that alignment quality was highly impacted by the phonetic annotation of the
training corpus, phonetization errors resulting in gross misalignment of the cor-
pus. This is therefore discussed under Hypothesis 3.
Hypothesis 2. The integration of a prosody annotation considering
phonological aspects of French and characteristics of expressive speech
should enhance HMM-based expressive speech synthesis in French
This hypothesis was tested and validated in the framework of HMM-based speech
synthesis of basketball live commentaries in Part II. Further experiments on audiobook
synthesis in Part III confirmed our observations. Here is a brief summary of the main
findings of our research in that respect:
• In Chapter 6, the prosodic analysis of sports commentaries drove us to distin-
guish between two prosodic levels, leading to a two-tier annotation protocol.
The set of labels is both related to a specific function and characterized by a
distinct acoustic realization which should facilitate their prediction from text
and/or from the speech signal. Ways to automatically predict the labels from
text were presented in Chapter 8.
1. A local prosodic annotation refers to accentual phenomena and assigns
a label to each syllable. Seven labels indicate initial (emphatic) and final
stresses and the degree of boundary the latter determine. While emphatic
stress has been shown to display various acoustic realizations, perceptual
experiments in Chapter 7 indicated that the use of a single emphatic la-
bel did not impair the resulting HMM-based synthesis. This obviously
facilitates their prediction from text at synthesis.
2. A global prosodic annotation classifies sequences of words into five
distinct sub-genres, or speaking styles, defined in terms of valence and
arousal. This was dictated by the nature of the corpus which contains
various levels of excitation (e.g. after a basket) but also varies from positive
to negative emotions (e.g. the frustration following a missed basket).
Reasonable inter-annotator rates were achieved for both annotation levels.
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• Regarding the integration of the prosody annotation in HMM-based
speech synthesis, local labels were considered as contextual features for the
tree clustering process, as this was shown to achieve the best results in earlier
studies. For global prosodic changes, three configurations were investigated: (i)
the training of style-independent models on each sub-corpus, (ii) the adaptation
of a neutral model to each sub-genre and (iii) the adaptation of an average model
to each sub-genre. The third option was shown to outperform the two other
methods in terms of quality of the resulting synthesis.
• Results from subjective perceptual tests indicated, in Chapter 6, that
the integration of local labels improves the quality, the intelligibility and the
expressivity of the resulting voice. Surprisingly, the integration of global prosody
alone did not lead to enhanced synthesized voice. However, its combination
with local labels was pointed out as achieving the best results, the expressivity
of the improved system being preferred in 51 % of the case, against 33 % of
preferences for the baseline. This also resulted in an enhanced intelligibility of
the synthesized message.
• While the lack of improvement when integrating global prosody only was unex-
pected, a detailed analysis of the annotation suggested that the human anno-
tator may have been influenced by the propositional content of the sentences,
thereby neglecting their acoustic realization. We therefore investigated in Chap-
ter 8 the possibility to take advantage of the manual annotation in excitation
levels to generalize global tendencies and automatically correct annotation
outliers. To that aim, two classification models were trained, based on Gaus-
sian mixtures and on logistic regression. New synthesizers were built on the
resulting corrected annotation. Subjective experiments highlighted that the
synthesizers exploiting the corrected annotation, and especially that obtained
with Gaussian mixture models, achieved a much better discrimination between
the various levels of excitation.
• In Chapter 10, the integration of a local prosody annotation was further in-
vestigated in the framework of audiobook speech synthesis in French. A new
annotation protocol was developed, based on an autosegmental approach of
prosody. It aimed at automatically providing a detailed description of
French accentual patterns, relying on a set of 17 syllable-based labels. We
pointed out that the combination of prominence, tone and phonetic and prosodic
information could serve to predict our annotation. Based on this, an automatic
annotator was implemented relying on existing tools: (i) a prominence detector,
(ii) a tonal annotator and (iii) a synthesis front-end. Its application to a large
multi-style corpus achieved high prosody description quality. The integration
of this annotation in audiobook synthesis resulted in enhanced naturalness of
the synthesized voice. A reduction of the set of labels was also proposed, based
on a functional analysis of the labels. That set was similar to that proposed in
the framework of sports commentaries. However, a subjective evaluation of the
resulting synthesis indicated no significant improvement over the baseline.
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Hypothesis 3. The consideration of phonetic modification phenomena in
the annotation of the training corpus and for new sentences to synthesize
should improve the naturalness of HMM-based spontaneous expressive
speech synthesis
This hypothesis was tested and validated in Part II of the thesis, in the framework
of HMM-based speech synthesis of sports commentaries. Further experiments in Part
III provided avenues for future work in that direction. Our main findings are that:
• Spontaneous speech was shown to display a high level of phonetic variability,
compared to the standard read canonical phonetization provided by existing
front-ends. This was shown in Chapter 9, based on a large multi-style corpus in
French. Media speech was also shown to be characterized by typical phonetic
features, notably the high rate of epenthetic schwas. Expressive speech was
not found to be characterized by specific phonetic features but this may have
been due to the nature of our classification which merged various emotions with
diﬀerent valences.
• In Chapter 9, we further highlighted that the integration of those phonetic vari-
ations in the HMM-based speech synthesis of sports commentaries significantly
improved the naturalness of the synthesized voice. Schwa and word-final liq-
uid elisions, in particular, were pointed out as playing a significant role in that
respect.
• The prediction of these modifications for new sentences to synthesize should rely
on a detailed analysis of the linguistic and extralinguistic factors influencing pho-
netic variation in French. Such statistical analyses were provided in Chapter 11
and focused on spontaneous speech which was shown to display a high rate of
phonetic variation. Our analysis was based on a 13-hour corpus containing read
and spontaneous speech, balanced in terms of speaker’s origin, age, sex and so-
cioeconomic level to neutralize potential eﬀect of these extra-linguistic factors.
Preliminary results confirmed the observations made in Chapter 9 by highlight-
ing a significantly higher rate of schwa and liquid elision and less realized liaisons
in spontaneous speech. An in-depth analysis of word-final post-obstruent liquid
deletion was also carried out as this phenomenon was shown in Chapter 9 to
greatly impact the naturalness of the synthesized speech. Our results indicate
that this reduction phenomenon is also dictated by linguistic factors like the
nature of the following segment, the number of syllables in the word and the
speaking rate. These features should be considered when predicting phonetic
modifications with French spontaneous speech synthesis in mind.
• Finally, we investigated in Chapter 11 the role played by the phonetization of
the training corpus with a view to HMM-based spontaneous speech synthesis in
English. In that framework, we explored the widely-acknowledged consistency
assumption, which states that errors in the phonetization of the training corpus
should not aﬀect the synthesis, as long as the same errors are made at synthesis.
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Analyses of a parallel corpus containing identical sentences in read and sponta-
neous speech indicated the higher rate of phonetic modifications in spontaneous
speech in English. An improvement of the automatic phonetization of the train-
ing corpus was proposed by including phonetic variants in the forced alignment.
Perceptual evaluations of the resulting synthesized voice indicates that, while
the assumption of consistency holds in the case of read speech, the improvement
of the phonetization of the training corpus is shown to significantly improve the
synthesis of spontaneous speech, despite breaking the consistency assumption.
Compared to the state of the art, the main contributions of the thesis
are the following:
X We provided a systematic step-by-step study of a widely used HMM-based
alignment technique which consists in training the models directly on the cor-
pus to align. We studied the role played by various training settings (e.g.
models configurations, number of training iterations, use of bootstrap) and
developed and evaluated our system on 15 corpora varying in size, language
(some being under-resourced) and speaking style.
X Based on typical alignment errors, we proposed 3 fully automatic improve-
ment methods of the basic HMM-based alignment described above. Unlike
most existing techniques, they do not require manually-annotated data. The
combination of the three improvement methods yields high reduction of the
alignment errors, also for expressive corpora, reducing errors greater than 40
ms by 28 %, on average.
X Experiments on expressive speech synthesis relied on the recording of a corpus
of basketball commentaries in French. This corpus presents several assets,
lacking in many studies on expressive speech:
– It is spontaneous
– It contains "natural" expressivity (no prompt was indicating to the
speaker which type of expressivity he should display)
– It is recorded in high quality conditions to allow for the training of a
speech synthesizer
X We pointed out the need for two prosody annotation levels, describing accen-
tual and macro-prosodic changes. This resulted in enhanced speech synthesis
of basketball commentaries, the preference for the improved synthesizer in
terms of expressivity reaching 51 % against 33 % for the baseline.
X We indicated that it may not be necessary to explicitly distinguish between
diﬀerent types of emphatic stresses in French, when annotating accentual pat-
terns with expressive HMM-based speech synthesis in mind.
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X Based on the combination of existing prosody annotation techniques, we pro-
posed an automatic prosody annotator describing accentual patterns in French.
To our knowledge, no such annotator had been previously developed. The in-
tegration of the resulting annotation in an HMM-based speech synthesizer of
audiobooks in French achieved significant improvement in terms of natural-
ness, being preferred in 59 % of the sentences against 31 % for the baseline.
X We indicated that phonetic modifications significantly impacted the natural-
ness of the resulting synthesized voice, in the framework of speech synthesis of
sports commentaries, while this had been neglected in most current studies on
expressive speech synthesis. Preferences for the real phonetizations achieved
45 % against 31 % for the baseline. Liquid and [@] elisions were shown to play
a crucial role in that respect.
X We provided an in-depth linguistic study of phonotactic phenomena in French,
investigating simultaneously a wide range of linguistic and extralinguistic fac-
tors. This should serve as a preliminary basis for the definition of phonetic
rewrite rules for spontaneous speech synthesis.
X We questioned the assumption of consistency, stating that phonetization errors
in the annotation of the training corpus should not aﬀect the synthesized
speech as long as the same errors are made at synthesis. We have shown that
this does not hold if a large amount of phonetic errors is made, notably in
the case of spontaneous speech synthesis. This highlights the importance of
improving the phonetization of such corpora.
X We developed available online tools to allow for HMM-based expressive speech
synthesis in French:
– Train&Align (http://cental.fltr.ucl.ac.be/train_and_align/) is an online
platform to align any corpus with its phonetic transcription. It does
not require manually-annotated data and works on any language and
speaking style.
– eLite-HTS (http://cental.uclouvain.be/elitehts/v1/) is a web service which
provides a complete front-end for French. It was realized in collabora-
tion with Sophie Roekhaut and derived from eLite as developed by the
Multitel Group. It automatically transforms the text into HTS labels
(with all required linguistic annotation levels) for HMM-based speech
synthesis and can be combined with Train&Align. It also allows for the
integration of prosodic information at the syllable-level and accepts a
manually-checked phonetic transcription as input, which facilitates its
use for HMM-based expressive and/or spontaneous speech synthesis.
Several publications resulted from this PhD thesis and are listed in Appendix G.
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12.2 Limitations and perspectives
The current study presents a certain number of limitations which should lead to
complementary studies to validate and/or generalize the presented results:
• In Chapter 6, the integration of global labels alone was shown to provide no im-
provement in the naturalness and expressivity of the resulting synthesized voice.
As pointed out in Chapter 8 this may partly be due to the highly subjective
manual annotation of our corpus with macro-prosodic labels. A relabelling of
the database by several annotators, with precise guidelines indicating the impor-
tance to consider acoustic features only, may improve the resulting synthesis.
Besides, the ExRise sub-genre may need to be modeled diﬀerently. It could
benefit from a gradual interpolation from a neutral to a very excited model, to
rightly reproduce the gradual rise in excitation.
• In Chapter 9, the study of the role played by phonetic variation in the synthesis
of sports commentaries was only assessed in terms of naturalness and expres-
sivity of the synthesized voice. We believe that further experiments should also
evaluate the resulting intelligibility, which is known to be sensitive to phonetic
modifications (Larreur and Sorin, 1990).
• The corpus of audiobooks used to validate our automatic prosody annotator in
Chapter 10 was not ideally suited for that task. Post-hoc analyzes have indeed
indicated that:
– It contains many whispered and creaky segments which prevent from the
extraction of tonal information
– It displays very complex prosodic patterns which may seem unnatural,
especially when generated by a synthetic voice
– It is not as expressive as expected, being uttered with a rather solemn voice
The annotation process presented in that chapter should then be validated on
another expressive corpus, as the one used in Part II.
• The statistical analysis of phonetic variations in French proposed in Chapter
11 only provided preliminary results. A more detailed analysis of word-final
post-obstruent liquid deletion indicated the benefit of using Generalized Linear
Mixed Models in that framework to integrate both speakers and items as random
eﬀects. It also included a wide range of linguistic and extralinguistic factors.
Such analyses should be carried out on the other phonotactic phenomena which
were shown to positively impact synthesized speech, namely [@] elision and liquid
elision in the ‘il’ pronoun.
• In Chapter 11 we have explored the consistency assumption by comparing syn-
thesis based on an automatic phonetization at synthesis and training, with syn-
thesis based on an improved phonetization of the training corpus only. To
provide further insight into that question, tests should also include a version
in which improved phonetization is integrated at both training and synthesis
stages.
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As research is an ongoing process, our study also gave rise to new research
questions, thereby providing directions for future work. In line with our main
research topic, perspectives are first proposed in terms of annotation of the training
corpus. We then provide avenues for future work with respect to the annotation of
the new sentences to synthesize. As mentioned in the introduction, our research did
not focus on that second stage of the synthesis, even though the improved annotation
proposed at training was developed with the objective to be easily predictable from
text. For each topic, we propose two main research questions which we briefly discuss.
It should also be noted that more generic perspectives include the evaluation of
our improvements on other languages and speaking styles. We have for instance
indicated that the various acoustic realizations of the emphatic stress in French may
not need to be explicitly annotated in the training corpus, with speech synthesis in
mind. Further studies should be carried out to investigate whether this is applicable
to other languages.
Another interesting research direction is the application of our findings, and
mainly our automatic accentual annotator, to speech recognition. Recognizers
may indeed benefit from prosodic information such as contrast or emphasis in the
speaker’s message1.
1. Annotation of the training corpus
Research question 1. How could we improve the automatic phonetiza-
tion of the training corpus in the framework of spontaneous (expressive)
speech synthesis ? How could this be integrated in our forced alignment
tool ?
In Chapter 11, we have indicated that improving the phonetization of spontaneous
training corpora resulted in enhanced naturalness of the synthesized voice. We have,
in that framework, proposed a very basic improvement method which integrated
pre-encoded phonetic variants and expert-driven rules to produce phonetic lattices
which were considered during the forced alignment. These lattices were however
shown to solve only a small part of the phonetization errors. Further work should
investigate how this phonetization could be improved by (i) selecting the right
variants to integrate in the lattices and (ii) associating probabilities to the phonetic
variants. A selective choice of the variants to integrate, according to the speaking
style or other extralinguistic factors, should improve the alignment, as it has
been shown that including too many variants degrades the alignment (Kim et al.,
2004). Associated probabilities could benefit from an in-depth statistical analysis of
linguistic and extralinguistic factors as proposed in Chapter 11 for French. The a
1An interesting work in that respect is that of Geoﬀrois (1995) who showed that the consideration
accentual information (by means of Mertens’s (1987) tones) in French speech recognition helped
in solving syntactic ambiguities. In English, Shriberg and Stolcke (2004) also pointed out that
integrating prosodic information in ASR helps in sentence and topic segmentation but also dialog
act labeling, besides improving word recognition rates.
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priori probability of a variant would be determined on the basis of its linguistic and
extralinguistic contextual features.
The resulting improved phonetization modeling could be, in a second stage, di-
rectly integrated in the eLite-HTS front-end. Modifications of our alignment tool
Train&Align should then be carried out to allow for the introduction of phonetic
variants (possibly with weights) in the forced alignment procedure.
Research question 2. How could global macro-prosodic changes be au-
tomatically annotated in any new training corpus ?
In Chapter 10 we have proposed an automatic annotator of local (accentual)
prosody annotation in French. We have however not dealt with the question of auto-
matically annotating macro-prosodic labels from speech. As pointed out in Chapter
8, this objective first requires defining minimal units. We suggested to rely on rhyth-
mic groups but more adequate units may be defined, based on the detection of major
prosodic changes in speech. In that respect, De Looze (2010b,a) developed ADoReVA
and ADoTeVa, two tools that automatically identify major changes in terms of reg-
ister and tempo, respectively. Acoustically-similar speech segments could then be
automatically clustered based on Zhao et al. (2006); Székely et al. (2011); Eyben
et al. (2012). The main questions that should then be addressed are :
• How can we determine the optimal number of clusters (and resulting sub-genres)
in a given corpus ?
• How can we assign specific functions to the sub-genres to allow for their predic-
tion at synthesis ?
• Does the integration of such sub-genres in HMM-based speech synthesis results
in significant enhancement of the synthesis ?
In a first stage, studies could focus on the automatic annotation in a fixed number
of excitation degrees only, based on acoustic features of excitation emphasized in
Chapter 6 and 8. This would provide an easy answer to the two first questions to
concentrate on the integration of such labels in speech synthesis.
2. Annotation of the sentences to synthesize
Research question 3. How could we automatically annotate any sentence
to synthesize in terms of local accentual prosody ?
The integration of automatic accentual prosody annotation proposed in Chapter
10 was shown to improve the resulting synthesis. The experiments however relied
on the fact that the test sentences had been previously recorded and could then be
296
12.2 Limitations and perspectives
automatically annotated with that protocol, based on their acoustic realization. In
an attempt to reduce the set of labels, we have proposed a functional definition of
each label, to facilitate their prediction from text. The integration of this reduced
set of labels in synthesis achieved however no improvement over the baseline.
Further research should be carried out in that respect. It could rely on functional
analyses of French accentual patterns, as provided in Mertens (2008). Expert-driven
rules could then be defined to automatically predict the labels from the linguistic
annotation of the text provided by current front-ends in French, such as eLite-HTS.
They should determine whether these rules should rely on more in-depth syntactic
analyses of the text, as proposed in Mertens et al. (2001b).
Research question 4. How could we eﬃciently predict phonetic vari-
ations for new sentences to synthesize according to the speaking style
?
This constitutes, in our view, the core perspective of our work. This thesis has
highlighted that integrating phonetic variation in the annotation of both the training
corpus and the sentences to synthesize significantly improved the naturalness of
the synthesized speech, in the case of conversational speech in English and sports
commentaries in French, respectively. Here again, the phonetization of the test
sentences benefitted from the fact that they had been previously recorded. The
definition of post-phonetic modification rules still remains a major challenge and
should consider various linguistic and extralinguistic factors, as pointed out in
Chapter 11. Most linguistic information could be automatically obtained by the
front-end component.
Studies in that perspective could rely on Miller’s work (Miller et al., 1997; Miller,
1998b,a) who investigated the prediction of speaker-specific phonetic variants. He
proposed to automatically learn phonetic post-lexical rules based on the training of
a neural network on aligned lexical and post-lexical2 English pronunciations. The
model is based on a contextual window of nine phones and a set of features for each
phone including the distance to the word, phrase, clause and sentence boundaries.
An interesting aspect of that work is that it makes use of a "recurrent buﬀer" to take
into account the previously emitted post-lexical phones. In Miller (1998b), stress
and accent information is also considered by the model. Other studies implementing
phonetic modification in speech synthesis include Jande (2008) for Swedish (based
on the training of a decision tree on information from various linguistic level)
and Van Bael et al. (2004) for Dutch who automatically learns context-sensitive
optional rewrite rules. However, the latter rely on the phonetic context only while
we believe that other linguistic levels, such as stress information and rhythmic
group boundaries should also be considered, potentially with the use of multilevel
2Lexical pronunciation as coded in the dictionary v.s. post lexical variation which occurs in
connected speech.
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rewrite rules (Boite et al., 2000). Regrettably, none of these studies has evaluated
the perceived naturalness of the resulting speech synthesis. Only the integration of
phonetic reduction in Swedish was assessed in Jande (2003a,b) for speech syntheses
with various speaking rates. Perceptive tests highlighted that the reduced version is
perceived as significantly more natural in fast synthesized speech.
We believe that studies on this topic should first focus on spontaneous speech
synthesis, as this speaking style was shown to display a high amount of phonetic
variation. It should be noted that the training of post-phonetic rules in French could
benefit from the rich manual annotation of the CPROM-PFC corpus as described in
Chapter 11.
It should finally be underlined that both the prediction of local prosody infor-
mation and of phonetic changes from text should obviously benefit from semantic
analyses of the text to synthesize. While concept-to-speech systems could rely on
information provided by the NLG component, text provided to simple TTS systems
may require to go through a first set of semantic analysis modules, e.g. to detect
topic changes and better predict where emphatic stresses (and potentially resulting
phonetic changes) should be predicted.
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HTS DESCRIPTION FILE
An example of context-dependent label format
for HMM-based speech synthesis in English
Keiichiro Oura
July 7, 2011
p1ˆp2-p3+p4=p5@p6 p7
/A:a1 a2 a3 /B:b1-b2-b3@b4-b5&b6-b7#b8-b9$b10-b11!b12-b13;b14-b15|b16 /C:c1+c2+c3
/D:d1 d2 /E:e1+e2@e3+e4&e5+e6#e7+e8 /F: f1 f2
/G:g1 g2 /H:h1=h2ˆh3=h4|h5 /I:i1 i2
/J: j1+ j2- j3
p1 the phoneme identity before the previous phoneme
p2 the previous phoneme identity
p3 the current phoneme identity
p4 the next phoneme identity
p5 the phoneme after the next phoneme identity
p6 position of the current phoneme identity in the current syllable (forward)
p7 position of the current phoneme identity in the current syllable (backward)
a1 whether the previous syllable stressed or not (0: not stressed, 1: stressed)
a2 whether the previous syllable accented or not (0: not accented, 1: accented)
a3 the number of phonemes in the previous syllable
b1 whether the current syllable stressed or not (0: not stressed, 1: stressed)
b2 whether the current syllable accented or not (0: not accented, 1: accented)
b3 the number of phonemes in the current syllable
b4 position of the current syllable in the current word (forward)
b5 position of the current syllable in the current word (backward)
b6 position of the current syllable in the current phrase (forward)
b7 position of the current syllable in the current phrase (backward)
b8 the number of stressed syllables before the current syllable in the current phrase
b9 the number of stressed syllables after the current syllable in the current phrase
b10 the number of accented syllables before the current syllable in the current phrase
b11 the number of accented syllables after the current syllable in the current phrase
b12 the number of syllables from the previous stressed syllable to the current syllable
b13 the number of syllables from the current syllable to the next stressed syllable
b14 the number of syllables from the previous accented syllable to the current syllable
b15 the number of syllables from the current syllable to the next accented syllable
b16 name of the vowel of the current syllable
c1 whether the next syllable stressed or not (0: not stressed, 1: stressed)
c2 whether the next syllable accented or not (0: not accented, 1: accented)
c3 the number of phonemes in the next syllable
d1 gpos (guess part-of-speech) of the previous word
d2 the number of syllables in the previous word
e1 gpos (guess part-of-speech) of the current word
e2 the number of syllables in the current word
e3 position of the current word in the current phrase (forward)
e4 position of the current word in the current phrase (backward)
e5 the number of content words before the current word in the current phrase
e6 the number of content words after the current word in the current phrase
e7 the number of words from the previous content word to the current word
e8 the number of words from the current word to the next content word
f1 gpos (guess part-of-speech) of the next word
f2 the number of syllables in the next word
g1 the number of syllables in the previous phrase
g2 the number of words in the previous phrase
h1 the number of syllables in the current phrase
h2 the number of words in the current phrase
h3 position of the current phrase in this utterance (forward)
h4 position of the current phrase in this utterance (backward)
h5 TOBI endtone of the current phrase
i1 the number of syllables in the next phrase
i2 the number of words in the next phrase
j1 the number of syllables in this utterance
j2 the number of words in this utterance
j3 the number of phrases in this utterance
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LIST OF ELITE PHONETIC SYMBOLS
Table B.1 - List of phonemes used in eLite
Phoneme Location Articulation Lips Voicing Aperture
Vowels
i Palatal Oral Stretched Voiced First
e Palatal Oral Stretched Voiced Second
E Palatal Oral Stretched Voiced Third
e˜ Palatal Nose Stretched Voiced Third
a Palatal Oral Stretched Voiced Fourth
A Palatal Oral Stretched Voiced Fourth
y Post-palatal Oral Rounded Voiced First
eu Post-palatal Oral Rounded Voiced Second
oe Post-palatal Oral Rounded Voiced Third
oe˜ Post-palatal Nose Rounded Voiced Third
@ Post-palatal Oral Rounded Voiced Fourth
u Velar Oral Rounded Voiced First
o Velar Oral Rounded Voiced Second
O Velar Oral Rounded Voiced Third
o˜ Velar Nose Rounded Voiced Third
a˜ Velar Nose Rounded Voiced Fourth
Semivowels
w Velar Oral Rounded Voiced First
H Post-palatal Oral Rounded Voiced First
j Palatal Oral Stretched Voiced First
Consonants
p Bilabial Plosive PLP-Undefined Unvoiced AP-undefined
b Bilabial Plosive PLP-Undefined Voiced AP-undefined
m Bilabial Nose PLP-Undefined Voiced AP-undefined
f Labiodental Constrictive PLP-Undefined Unvoiced AP-undefined
v Labiodental Constrictive PLP-Undefined Voiced AP-undefined
t Alveodental Plosive PLP-Undefined Unvoiced AP-undefined
d Alveodental Plosive PLP-Undefined Voiced AP-undefined
n Alveodental Nose PLP-Undefined Voiced AP-undefined
s Alveolar Constrictive PLP-Undefined Unvoiced AP-undefined
z Alveolar Constrictive PLP-Undefined Voiced AP-undefined
S Post-alveolar Constrictive PLP-Undefined Unvoiced AP-undefined
Z Post-alveolar Constrictive PLP-Undefined Voiced AP-undefined
k Velar Plosive PLP-Undefined Unvoiced AP-undefined
g Velar Plosive PLP-Undefined Voiced AP-undefined
N Velar Nose PLP-Undefined Voiced AP-undefined
G Palatal Nose PLP-Undefined Voiced AP-undefined
R Post-velar Liquidly PLP-Undefined Voiced AP-undefined
l Lateral Liquidly PLP-Undefined Voiced AP-undefined
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Distribution of liaisons in the
CPROM-PFC corpus
Facultative Obligatory Forbidden Total
n 24 413 714 1151
p 8 2 0 10
r 194 24 0 218
t 1170 465 34 1669
z 905 522 1230 2657
Number7of7occurrences7of7that7context7in7the7corpusNature7of7the7final7
latent7consonant
Figure C.1 - Distribution of liaisons in the CPROM-PFC corpus, according to the
type of liaison and the nature of the latent consonant
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Appendix D
List of Combilex phonetic
symbols
Table D.1 - List of phonemes used in Combilex
Symbol Type Keyword
p cons PAT
t cons TAT
? cons
t cons
k cons CAT
b cons BAT
d cons DAB
g cons GAP
m cons MAT
n cons NAP
N cons PANG
T cons MATH
D cons THAT
f cons FAT
v cons VAT
s cons SAT
z cons ZAP
S cons SHAM
Z cons BEIGE
tS cons CHAT
dZ cons JAB
h cons HAT
l cons LAD
lw cons
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Symbol Type Keyword
r cons RAT
x cons LOCH
j cons YAP
w cons WAG
W cons WHACK
K cons LLANELLI
m! cons SPASM
n! cons GARDEN
l! cons CATTLE
E vowel DRESS
a vowel TRA
A vowel PALM
Ar vowel START
Er vowel PERT
@@r vowel NURSE
@@ vowel DIEU
@U vowel GOAT
Q vowel LOT
QO vowel CLOTH
O vowel THOUGHT
Or vowel NORTH
@Ur vowel FORCE
i vowel FLEECE
iy vowel HAPPY
I vowel KIT
@ vowel COMMA
@r vowel LETTER
V vowel STRUT
U vowel FOOT
u vowel GOOSE
eI vowel WAIST
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aI vowel PRICE
ae vowel TIED
aer vowel FIRE
OI vowel CHOICE
OIr vowel COIR
aU vowel MOUTH
aUr vowel HOUR
i@ vowel IDEA
I@ vowel NEARING
E@ vowel SQUARING
U@ vowel JURY
jU@ vowel NEURAL
e vowel VIN
o vowel BON
9 vowel BRUN
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Appendix F
PER diﬀerences between the
improved systems and the Gold
Standard annotation
Table F.1 - PER diﬀerences between the improved systems and the Gold Standard
annotation.
Ins Del Sub Total PER
Read
Standard 10 149 151 310 19.1 %
Lattice w/ Combilex 6 139 184 329 20.2 %
Lattice w/ rules 20 106 120 246 15.2 %
Lattice w/ both 22 101 142 265 16.3 %
Spontaneous
Standard 17 202 180 399 25.2 %
Lattice w/ Combilex 9 178 199 386 24.4 %
Lattice w/ rules 37 133 134 304 19.2 %
Lattice w/ both 38 130 145 313 19.7 %
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Live Sports Commentaries, Proc. of Interspeech, Lyon (France).
13. S. Brognaux, S. Roekhaut, T. Drugman, R. Beaufort. (2012). Train&Align:
A New Online Tool for Automatic Phonetic Alignment, Proc. of the IEEE
Spoken Language Technology Workshop (SLT), Miami (USA).
14. S. Brognaux, T. Drugman, R. Beaufort. (2012). Automatic Detection of
Syntax-based Prosody Annotation Errors, Proc. of the IEEE Spoken Language
Technology Workshop (SLT), Miami (USA).
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G.3 Talks and posters (with abstract)
1. S. Brognaux, M. Avanzi. (2015). Dialectal Variation of French Schwa in
the light of Speaker-related Factors, Phonetics and Phonology in Europe 2015
(PAPE 2015), Cambridge (United Kingdom).
2. M. Avanzi, S. Brognaux. (2015). A Multifactorial Analysis of French Liaison,
Phonetics and Phonology in Europe 2015 (PAPE 2015), Cambridge (United
Kingdom).
3. S. Brognaux, S. Roekhaut, T. Drugman, R. Beaufort. (2014). Train&Align
: A New Online Tool for Automatic Phonetic Alignment, Le langage dans tous
ses états: 6ème Journée Scientifique du Pôle Hainuyer (JSPH6).
4. S. Brognaux, S. Roekhaut, T. Drugman, R. Beaufort. (2013). Train&Align
: A New Online Tool for Automatic Phonetic Alignment. ICTEAM Young
Researcher’s day (UCL).
5. S. Brognaux, S. Roekhaut. (2012). Train&Align: Outil d’alignement phoné-
tique de corpus oraux. Journée Linguistique du Cercle Belge de Linguistique
(CBL), Université de Liège (ULg).
G.4 Invited talks (without abstract)
1. S. Brognaux. (September 3rd 2014). Speech synthesis in various communica-
tive situations: Impact of pronunciation variations, Speech Lab Talks (Univer-
sity of Columbia in the city of New York).
2. S. Brognaux. (May 22nd 2013). Train&Align : A New Online Tool for Auto-
matic Phonetic Alignment, Phonetics Labs Talks (Universiteit Leiden).
3. S. Brognaux. (April 16th 2013). Train&Align : un nouvel outil d’alignement
phonétique automatique disponible en ligne, Cental Lab Seminars and ILCWork-
shops, Université catholique de Louvain (UCL).
G.5 Technical reports
1. S. Roekhaut, S. Brognaux, R. Beaufort. (2012). Syllabation graphémique
automatique à l’aide d’un dictionnaire phonétique aligné, CENTAL, Groupe
Norme, Louvain-la-Neuve (Belgium).
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