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Abstract
In this thesis, gas explosions inside pipes are considered. Laboratory experiments and
numerical simulations are the basis of the thesis.
The target of the work was to study gas explosions in pipes and to develop numer-
ical models that could predict accidental gas explosions inside pipes.
Experiments were performed in circular steel and plexiglass pipes. The steel pipes
have an inner diameter of 22.3 mm and lengths of 1, 2, 5 and 11 m. The plexiglass
pipe has an inner diameter of 40 mm and a length of 1.9 m. Mixtures of propane,
acetylene and hydrogen with air at various equivalence ratios were used. Pressure
was recorded by Kistler pressure transducers and ame propagation was captured
by photodiodes, a SLR camera and a high-speed camera. The experiments showed
that acoustic oscillations would occur in the pipes, and that the frequency of these
oscillations are determined by the pipe length. Several inversions of the ame front
can occur during the ame propagation in a pipe. These inversions are appearing due
to quenching of the ame front at the pipe wall and due to interactions of the ame
front with the longitudinal pressure waves in the pipe. Transition to detonation was
achieved in acetylene-air mixtures in a 5 m steel pipe with 4 small obstructions.
Simulations of the ame propagation in smooth pipes were performed with an 1D
MATLAB version of the Random Choice Method (RCMLAB). Methods for estimation
of quasi 1D burning velocities and of pipe outlet conditions from experimental pres-
sure data were implemented into this code. The simulated pressure waves and ame
propagation were compared to the experimental results and there are good agreements
between the results.
Simulations were also performed with the commercial CFD code FLACS. The code
was tested for gas explosions in smooth pipes and the results compared to experimental
results. To properly handle the longitudinal pressure oscillations in pipes, at least 7
grid cells in each direction of the pipe cross-section and a Courant number (CFLC)
of maximum 1 should be used. It was shown that the current combustion model in
FLACS gave too high ame speeds initially for gas explosions in a pipe with an inner
width of 40 mm.
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Chapter 1
Introduction
1.1 Background
Gas explosions inside pipes have been studied for more than a hundred years. The
studies have been concerned with industrial safety and with a desire to describe general
mechanisms of ame propagation. An extensive amount of work has therefore been
devoted to understand the phenomena related to ame acceleration (FA) and transition
from deagration to detonation (DDT) in pipes. The rst experimental studies on
ame propagation in pipes were performed in 1883 by Mallard and Le Chatelier. In
1920 Mason andWheeler observed ame oscillations in methane-air mixtures. The rst
photographs of ame propagation in pipes were published by Ellis and Wheeler in
1928. They observed that the shape of the ame was changing during the propagation
from being convex towards the unburnt mixture to being concave. Salamandra et
al. (1959) called this change of shape a tulip ame inversion. The oscillating ame
propagation was conrmed by the schlieren photographs obtained by Schmidt et al.
(1952) of combustion waves in propane-air mixtures. In 1956 Markstein presented
studies of the interaction between a shock wave and a ame front in a shock-tube.
Considerable work on ame propagation in pipes has also been performed by Guenoché
(1964). He analyzed the various mechanisms that are signicant during the ame
propagation in a pipe and the coupling between acoustic oscillations and the ame
front.
Increased understanding of the transition to detonation was obtained by the pic-
tures presented by Urtiew and Oppenheim in 1966. The idea of the induction time
gradient as the determining parameter for DDT was proposed by Zeldovich et al. in
1970 and by Lee et al. in 1979. Lee et al. (1979) introduced the name SWACER
(Shock Wave Amplication by Coherent Energy Release) for the processes taking part
during the transition.
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In roughly the last thirty years all these theories have been further developed and
implemented in numerical models. A large part of the work has also been devoted to
dening criteria for FA and DDT. According to Sivashinsky (2002) and Dorofeev (2002)
there is at the present time no numerical method or simulation tool that can cover
the entire range of phenomena in FA and DDT. These processes include complicated
interactions of compressible ow, turbulence and chemical reactions.
In the industry today there is a lot of transport of potentially hazardous materials
in pipelines. Combustible mixtures can arise when oxygen is allowed to enter the
pipelines, e.g. at mixing joints or when there is an underpressure in the pipe. The
combustible mixtures represent a potential risk e.g. when possible ignition sources are
present or when the pressure or temperature in the pipe rises above the self-ignition
conditions. To achieve a better understanding of the potential for ame initiation
and propagation in pipelines, further investigation has to be accomplished. Both
experimental and numerical work is necessary to increase our knowledge.
1.1.1 Examples of explosions in industrial pipelines
Incidents with gas explosions inside pipelines have occurred frequently in the process
industries and on o¤shore installations. In this subsection, two recent examples of
such incidents in Norway are described.
Hydro Agri Porsgrunn, 1997
On 17 April, 1997 an 800 mm ID pipeline for CO2 gas connecting an Ammonia Plant
with a CO2 plant at Hydro Agris production site in Porsgrunn, Norway exploded.
Few people were working that Sunday, resulting in no physical injuries. 850 m of the
pipeline were destroyed and a large number of windows were blown out in the nearby
buildings. A view of the destroyed pipeline is shown in Figure 1.1.
In connection with a shutdown for maintenance, the line was purged with nitrogen.
Nevertheless some hydrogen entered the pipeline and after six days the explosive mix-
ture formed was ignited. The ignition source has not been determined but an operator
was cutting a bolt on a ange shortly before the explosion. The pipeline was broken at
points certain distances apart, and the damage indicated that the gas had detonated
(Pande and Tonheim, 2000 and Bjerketvedt et al., 1997).
Sleipner T, 2002
On 9 September, 2002 an ignition in the are system occurred at Statoils platform
Sleipner T. Splitting a ange on a 14are pipe resulted in air penetration into the
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Figure 1.1: A view of the pipeline that was destroyed during the incident at Hydro
Agri Porsgrunn (Norsk Hydro ASA).
are system. At the same time, other systems at Sleipner T were depressurized,
resulting in large delivery of gas into the are system. During the depressurization,
the gas mixture in the system was too rich to ignite, but when the depressurization
was nished and the delivery of gas was reduced it is assumed that the mixture in
the are system became combustible. The mixture was ignited by the are and the
explosion propagated from the are tip through the pipe to the open ange. A group
of four people were working close to the open end. After the ignition, they heard
increasing rumbling in the are system and experienced a strong shaking of the trestle
where they were working. When the explosion reached the open end they saw a gleam
of light and heard a bang before large amounts of black smoke were owing out of the
ange opening. There were no personal injuries except for some buzzing in the ears
after the explosion pressure. No visible damages in the system were recognized and
it was assumed that the design pressure was not exceeded during the explosion. The
investigation disclosed that the marking of the split ange was wrong, indicating that
the pipe was transporting sea water while it then was connected to the are system.
(Bratseth et al., 2002)
1.2 Objective
The objective of this work is to investigate gas explosions inside pipes, and from
this establish models for predicting the consequences of accidental gas explosions in
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Figure 1.2: Project Road Map
industrial pipelines.
A MATLAB version of the Random Choice Method (RCMLAB) has been devel-
oped at Telemark University College. This 1D code, which also includes a combustion
model, should be further developed to handle ame propagation in pipes properly.
Important issues are burning velocity, boundaries at pipe outlet and friction and heat
transfer.
The commercial CFD code FLACS (www.gexcon.com) has mainly been developed
for gas explosions in large volumes like o¤shore modules. It is therefore necessary to
test the code for ame propagation in pipes and if possible dene parameter values that
would make the code able to handle both acoustic oscillations and ame propagation
in pipes.
It will also be important to increase the understanding of the mechanisms that
control the ame propagation in pipes. Experimental studies and literature reviews
will be used and compared to the numerical results.
A Road Map is used in the project management. The nal version is shown in
Figure 1.2. The main targets are that RCM and FLACS could be used to calculate
gas explosions in pipes and to improve the knowledge on gas explosions in pipes.
Both FA and DDT are mentioned, but it is also clear that to properly calculate the
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DDT process a thorough understanding of the basic mechanisms for FA is necessary.
The experimental and numerical work will therefore mostly be concentrated on the
propagation of deagration waves and their interactions with acoustic waves in pipes
without obstructions. Only a small part of the work will be devoted to the study of
DDT.
1.3 Overview of thesis
A theoretical study of ame propagation and DDT in pipes is given in Chapter 2.
This chapter also includes descriptions of models and of some published experimental
work. Chapter 3 contains a description of the experimental test facilities and the
experimental results obtained. The numerical codes used are discussed in Chapter 4,
and the conclusions and recommendations for further work are in Chapter 5.
Chapter 2
Theory on ame propagation in
pipes
2.1 Introduction
A ame initiated in a pipeline will undergo ame acceleration (FA) and under certain
conditions also transition from deagration to detonation (DDT). The maximum ame
speed reached is determined by mixture properties such as laminar burning velocity
and expansion ratio, physical states such as temperature and pressure and the geo-
metrical properties of the pipe such as diameter, inner wall smoothness, length and
whether bends, obstructions etc. are present.
The ame propagation can be categorized into di¤erent regimes according to the
value of the ame speed and to the mechanisms that are working. In this chapter
the di¤erent regimes from ignition to DDT will be explained and the mechanisms and
criteria included in the ame propagation will be discussed. The main focus is on
smooth-walled pipes with the ignition point at a closed end.
2.1.1 Propagation regimes
Propagation of a ame front in a pipeline after initiation by an ignition source can
result in di¤erent propagation regimes, as shown in Figure 2.1. When the combustion
process is initiated by a weak ignition source at the closed end of the pipe, its rst
propagation will be as a smooth laminar ame front governed by the laminar burning
velocity and the expansion ratio. The ame speed is increased as the area of this
smooth surface is increased when the ame front propagates spherically away from the
point of the ignition source. As the ame front hits the rear wall and the side walls, the
ame speed is decreased due to the decrease of the ame surface area when the ame
6
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Figure 2.1: Regimes of ame propagation from ignition to DDT (Dorofeev, 2002).
is quenched in the contact areas. The ame front is intrinsically unstable because
of the density discontinuity across the front, and during the propagation, instability
mechanisms give the ame front a cellular or wrinkled shape. The non-planar ame
surface will have an increased surface area, and the ame is accelerated.
Further ame acceleration includes development of a turbulent ame regime. In
a pipe, turbulence is mainly generated due to wall e¤ects and by interactions of the
ame front with the acoustic waves in the pipe. When bends, tees and area changes
are present in the pipe, these will generate more turbulence. Turbulence will increase
the overall burning rate by increasing the ame surface area and by increasing the
heat and mass di¤usion rates. Stretch and curvature e¤ects will however reduce the
local burning velocity, and at strong turbulent intensities these e¤ects can quench the
ame.
The ame propagation in a deagration mode can develop further into a detonation.
The transition can occur in the turbulent ow eld after the pressure wave ahead of
the ame or in the turbulent ame brush itself. The pressure waves generated under
the ame acceleration enhance the temperature in the unburned gas mixture. An
increase in temperature will decrease the ignition delay time. In the turbulent ow
eld, the temperature distribution is non-homogenous and in some points with the
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lowest ignition delay time auto-ignition of the mixture can rst occur. New pressure
waves are generated when new ame fronts are accelerated from these points, which
further increase the temperature and can also merge with the leading pressure wave and
strengthen it. These processes continue until the leading pressure wave is strengthened
to a shock wave strong enough to initiate and maintain a detonation.
2.2 Ignition sources
The combustion process has to be initiated by an ignition source. In this work only
a weak ignition source that initiates a laminar combustion process is considered. In
other situations with stronger ignition sources, fast ame propagation or detonation
can occur directly from the ignition. In industrial pipelines, the mixtures can be
ignited by sparks from welding or other works on the pipelines, by heating of pipe
walls etc. In experimental work, the mixtures can be ignited by a spark produced
between two electrodes, by a lament or glow plug in the mixture etc.
2.3 Laminar ame propagation
2.3.1 Initial ame propagation
When a ame is initiated in a pipe by a su¢ ciently small and weak ignition source
near the closed end of the pipe, it initially propagates as a sphere outward from the
ignition point. The ame acceleration is large due to the relatively large increase of
ame surface area of a sphere propagating freely in all directions. If the ignition source
is placed close to the rear end wall, the backward propagating ame will very soon
reach the end wall. When the ame front hits this wall, it is quenched in the contact
area, and the ame will only propagate in the forward direction with a hemispherical
shape. In this initial stage, the ame front is smooth and is accelerated due to an
increasing surface area. Experiments performed by Kerampran et al. (2001) indicate
that the growing ame surface is the only source to the initial ame acceleration. They
found that the ratio of the surface area of the ame front to the pipe cross section was
in agreement with the ratio between the measured ame speed and the laminar ame
speed. As discussed by Guenoché (1964), the hemispherical ame front will change
shape to what he calls an increasingly elongated semi-ellipsoid (i.e. nger shaped
ame). The axial velocity increases with the ame surface area and becomes much
higher than the radial velocity towards the pipe walls. The proximity of the pipe walls
prevents expansion of combustion products in the radial direction and it is assumed
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?
Figure 2.2: The ame front at two positions. The angle  to the pipe wall is indicated
(Guénoche, 1964).
xxtip
Pipe
Figure 2.3: Representation of the ame front as a cylinder connected to a hemisphere
(Clanet and Searby, 1996).
that the radial velocity is close to the laminar burning velocity. Clanet and Searby
(1996) distinguished four stages in the initial propagation of the ame front. The rst
stage is the hemispherical propagation undisturbed by the pipe walls. In the second
stage as the ame is accelerated in the axial direction it takes the mentioned nger
shape. This stage lasts until the ame rst reaches the pipe walls, and is characterized
by an exponential increase of ame propagation and thereby pressure. Because of the
very small angle between the ame and the wall as shown in Figure 2.2, the ame
front can be presented as a cylinder connected to a hemisphere, as shown in Figure
2.3. The location of the ame tip can then be given by an exponential expression as:
xtip
r
= e
t  tsphere
 (2.1)
where  is a characteristic growth time:  =
r
2SL
; r is the pipe radius, xtip is the
position of the ame tip, SL is the laminar burning velocity,  is the expansion ratio,
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Figure 2.4: Reduced pressure versus reduced time. twall and ttulip are pointed out
(Clanet and Searby, 1996).
Figure 2.5: Photographs of the ame propagation in a closed pipe (Ellis and Wheeler,
1928).
t is the time and tsphere is the time when the ame front changes from spherical to
nger shaped. The ame reaches the pipe wall at time twall, and in experiments twall
coincide closely with the rst pressure maximum measured, as shown in Figure 2.4.
From experiments Clanet and Searby (1996) have found an empirical model for twall:
twall = 0:26 (r=SL) 0:02 (r=SL) (2.2)
By using twall as the variable time in Equation 2.1, tsphere is given as:
tsphere = twall   r
SL
1
2
ln

Xwall
r

; (2.3)
where Xwall is the axial ame position when the ame front rst touches the pipe wall.
tsphere can also be given as a linear relationship:
tsphere = 0:1 (r=SL) 0:02 (r=SL) (2.4)
In the third stage, the ame surface area decreases as the ame is quenched when
it hits the side walls of the pipe. The ame propagation decreases while the velocity of
the propagation of the ame front edge near the pipe walls remains almost constant.
Then the inversion to a tulip ame begins. The time when the tulip ame occurs
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Figure 2.6: The inversion of the ame front. The pictures are taken just before, during
and just after the tulip ame inversion (Clanet and Searby, 1996).
can be determined as the time at which the curvature of the ame front changes sign.
A linear relationship with the laminar burning velocity and the pipe radius is also
empirically developed for ttulip :
ttulip = 0:33 (r=SL) 0:02 (r=SL) ; (2.5)
which gives that ttulip = 1:29twall: The fourth stage concerns the time after the tulip
inversion. In this stage, acoustic oscillations in the pipe can have an e¤ect on the ame
propagation.
The tulip ame phenomenon was rst observed in the photographic studies of
Ellis and Wheeler (1928). An example of their photographs is shown in Figure 2.5.
The name tulip ame was introduced by Salamandra et al. (1959). They assumed
that during the ame propagation, the pressure before the ame front becomes higher
than the pressure behind the front and that the inversion occurs because of a ow
in the direction opposite to that of the ame front propagation. The ame inversion
was also studied in experiments by Clanet and Searby (1996) as shown in Figure 2.6.
They assumed that, except in the boundary layer at the walls, the viscous e¤ects
are small compared to inertia e¤ects, because the Reynolds number, dened by the
pipe radius and the velocity of the ame tip, is typically of the order 105: The e¤ects
of the boundary layer were investigated by igniting two ames beside each other.
Images of the ames show a symmetry in the tulip ame formation, which conrms
that boundary layers at the wall are not directly involved in the phenomenon. For
experiments in di¤erent pipe lengths, the tulip inversion occurs at approximately the
same time. This indicates that the inversion time is independent of pipe length and
acoustic waves in the pipe. Clanet and Searby concluded that the tulip ame inversion
is a result of Rayleigh-Taylor instability. This instability mechanism arises at an
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Figure 2.7: Example of how the ame front again can become convex towards the
unburnt mixture (Guénoche, 1964).
interface between a light uid and a heavier uid when this interface is exposed to
an acceleration. Pressure and density gradients will then generate instabilities on the
uid interface. The Rayleigh-Taylor instabilities can therefore also occur when the
ame propagation is decelerated as the ame surface area is decreased when the ame
front reaches the pipe walls. The inversion time was also predicted by the models
of Taylor (1950) and Richtmyer (1960), and was found to be in agreement with the
experimental results.
Figure 2.8: Shape of ame front for propagation in a normal gravity eld (left) and a
microgravity eld (right) (Kawakami et al., 1999).
Salamandra et al. (1959) proposed that if the pipe is long enough and there is no
inuence by acoustic waves on the ame propagation, the ame front can reaccelerate
after the deceleration during the ame inversion. The tulip ame has become concave
towards the unburnt mixture and the ame front area is therefore increased. This
results in an acceleration of the ame front, which would be strongest in the centre of
the pipe. In the new acceleration, the ame front can again become convex towards
the unburnt mixture, e.g. as shown in Figure 2.7. Then a new inversion process can
occur and the ame propagation is decelerated by the same mechanisms as in the
rst inversion. It is therefore possible (Guénoche, 1964) that the ame propagation
can become oscillating due only to its own internal instability mechanisms. In the
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reacceleration period, Salamandra et al. (1959) recognized that the shape of the ame
front was asymmetrical relative to the pipe walls. Because of the larger density of the
unburnt mixture, it is drawn to the lower part of the horizontal pipe by the gravity,
while the lighter burnt mixture will rise to the upper part of the pipe, as shown in
Figures 2.5 and 2.7. The gravity is therefore causing a larger acceleration in the upper
part of the pipe than in the lower. The e¤ect of the gravity on the shape of the
ame front has also been studied by Kawakami et al. (1999). They compared ame
propagation in a eld with normal gravity to a eld with microgravity and found that
in the microgravity eld, the shape of the ame front remains hemispherical, as shown
in Figure 2.8.
2.3.2 Flame wrinkling by instability mechanisms
Instabilities will arise during the ame propagation in a pipe. Williams (1985) cat-
egorized the instabilities into three categories. Primarily all ames are intrinsically
unstable and these instabilities will develop independently of geometrical conditions.
Chamber instabilities play a role for ame propagation inside a chamber as a pipe.
The last category is system instabilities which occur when processes in other parts of
the system interact with the combustion process. Phenomena that can give intrinsic
instabilities are e.g. hydrodynamic e¤ects, di¤usive-thermal e¤ects and body-force
e¤ects. Chamber instabilities in a pipe may be caused by acoustic and shock waves
when the ame front interacts with the longitudinal acoustic waves in the pipe or by
the inuence of the pipe walls on the ame propagation. System instabilities may be
associated with pipe outlet conditions or rupture discs for example.
The density of the combustion products is considerably lower than that of the
reactants. Temperature increase due to the energy release in the combustion process
will give an expansion in the burnt mixture. The expansion ratio is a characteristic
parameter for a gas mixture and is dened as the ratio between the densities of the
unburnt and burnt mixtures:
 =
u
b
(2.6)
The gravity e¤ects will generate instabilities on the ame front in situations where a
ame is propagating upwards in a vertical pipe. The less dense burnt mixture is below
the denser unburnt mixture, and buoyancy e¤ects will inuence the ame front. The
phenomenon is also called Rayleigh-Taylor instability. These instabilities occurring at
a surface between two uids with di¤erent densities in a gravitational eld were rst
studied by Lord Rayleigh in the second part of the nineteenth century.
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Figure 2.9: Deviation in ow lines leading to the Darrieus-Landau instabilities (Clanet
and Searby, 1998).
The same instability mechanisms were also studied by Taylor (1950) in a situation
with accelerating uids. When a ame is accelerated, the lighter burnt mixture is
accelerating the unburnt mixture and the same mechanisms which appear in a gravi-
tational eld will make the ame front instable.
The expansion ratio through the ame due to the heat release is, as already men-
tioned, the reason for the inherent instability of a ame front. The mechanisms of this
hydrodynamic instability were rst recognized by G. Darrieus in 1938 and L. Landau
in 1944 (Clanet and Searby, 1998). As shown in Figure 2.9, the expansion ratio gives a
deviation of the streamlines through a perturbed ame front with a deviation towards
the normal to the ame front of the downstream streamlines. In Figure 2.9, the ame
front is stationary and the unburnt mixture is owing to the ame front. A pertur-
bation with an upstream ame displacement must therefore have a curvature convex
towards the unburnt gas mixture. The continuity principle requires then a decreased
ow velocity because of the increased ame front area due to the convex curvature
and the displacement will tend to move even farther upstream. A downstream ame
displacement results in a contradiction of the streamlines and the area is decreased.
Then the ow velocity is increased and the ame front displacement moves farther
downstream. Landau found a model for the growth rate of this instability:
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Figure 2.10: The mechanism of thermal-di¤usive instability (Williams, 1985).
 = SLf () ; (2.7)
where  is the wave number of the perturbation, f () is a positive function of order
unity vanishing for  = 1 and  is the expansion ratio. Dorofeev (2002) stated that in
situations with no ow obstacles, FA are mainly due to Landau-Darrieus instabilities,
and that the e¤ect of this mechanism is often limited to slow FA. For ame propagation
in pipes, the ame front propagates as a hemisphere and the initial area increase delays
the onset of Landau-Darrieus instabilities. The pipe walls will also reduce the time
available for growth of the instability. Non-accelerating curved ames in pipes could
therefore represent a steady propagation. Williams (1985) mentions however that in
absence of other phenomena there is a possibility that the Landau-Darrieus instability
leads to turbulence.
The wavelengths of the unstable ame front will range from the size of the pipe
diameter to the shortest wavelengths governed by thermal di¤usion. As shown by
Equation 2.7, the growth rate of the instability is inversely proportional to the wave
length and perturbations at small wavelengths will grow more rapidly than pertur-
bations at larger wavelengths. As the wavelength approaches the thickness of the
ame, thermal and di¤usive e¤ects within the ame will inuence the ame prop-
agation. These e¤ects stabilize the perturbations when the wavelength is below a
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critical wavelength. The growth rate has a maximum value at this wavelength and
will decrease for smaller wavelengths and can become negative at a smaller critical
wavelength (Williams, 1985). The mechanisms of the thermal-di¤usive instability is
shown in Figure 2.10. A perturbation in the upstream direction will appear as a local
consumer of reactants and a local source of heat. If the Lewis number (Le) equals
unity, i.e. that the thermal di¤usivity equals the di¤usivity of the decient reactant,
the ame temperature Tf will remain unchanged. If Le > 1; i.e. the thermal di¤usiv-
ity is larger, Tf decreases, and if Le < 1; i.e. the di¤usivity of the decient reactant
is larger, Tf increases. In the situation where Tf increases, the local ame speed in-
creases and the perturbation grows in the upstream direction. The thermal-di¤usive
instabilities are therefore rising for Le < 1: On the other hand, the thermal-di¤usive
e¤ects stabilize the Landau-Darrieus instability for Le > 1: A simpler mechanism of
the thermal-di¤usive stabilization e¤ect is proposed for Le = 1 (Williams, 1985). In
this mechanism, it is assumed that the temperature is constant on the ame front and
in the burnt mixture. For a perturbation in the downstream direction in Figure 2.10
the unburnt mixture is surrounded by hot burnt gas and the heating rate will become
greater than for a plane ame front. When the temperature is increased, the ame
is accelerated and the perturbation tends to become more planar. For an upstream
perturbation, the temperature is decreased because of heat loss and the ame speed
is decreased. Thermal di¤usivity can therefore have a stabilizing e¤ect when Le = 1:
The e¤ect of ame stretch on the burning velocity can be expressed by the Mark-
stein number (Ma) or length. The Markstein number is given as the ratio between the
Markstein length and the laminar ame thickness. The wrinkling of a ame front is in-
creased at negative Markstein numbers and the ame acceleration can be signicantly
greater than for positive values of Ma (Bradley et al., 2001). When Ma is negative, the
thermal-di¤usive e¤ects will not be able to withstand the Landau-Darrieus instability
mechanisms and the thermal-di¤usive instability can even contribute to the destabiliz-
ing of the ame front (Bradley, 1999). Negative values of Ma can be favoured by high
pressures and when the decient reactant is the more di¤usive (Le < 1). Conversely,
when Ma is positive, the thermal-di¤usive e¤ects will stabilize the Landau-Darrieus
instabilities.
2.4 Turbulent ame propagation
When the ame propagation becomes turbulent, the FA is further increased. Turbu-
lence will corrugate the ame front and increase the total ame surface area, and the
local transport of mass and energy will increase. The local burning velocity is changed
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Figure 2.11: Normalized turbulent burning velocities versus normalized turbulent in-
tensity (Shy et al., 2000). Data obtained by Bradley (1992) and Shy et al. (2000). The
numbers used are the turbulent Reynolds number (Re), the Karlovitz number (Ka or
K), and the Lewis number (Le):
due to the e¤ects of curvature and stretch on the ame front. Shy et al. (2000)
achieved turbulent burning velocities up to an order of 10 times the laminar burning
velocity for methane and propane. Further increases in the turbulent intensity result
in local quenching of the ame, which will reduce the FA. These results are around a
factor 2 smaller than the results reported by Bradley (1992b). In Figure 2.11, the two
sets of results are compared. The experiments are performed along iso-curves of the
groups KaLe and ReT =Le
2; where Ka is the Karlovitz number, Le is the Lewis num-
ber and ReT is the turbulent Reynolds number. During inversions of the ame front
the increased stretch rate can be related to ame extinction by a vortex, as observed
in the experiments by Mueller et al. (1996).
The ame behaviour can be divided into di¤erent regimes as shown by the Borghi
diagram in Figure 2.12. The diagram describes u0=SL; which is the turbulent intensity
normalized by the laminar burning velocity, versus lT=; which is the integral length
scale normalized by the laminar ame thickness. For ReT < 1 and when u
0 < SL;
laminar ame propagation is observed. The turbulent domain is divided into three
regimes denoted by the Karlovitz number, Ka; which is dened as the ratio between
the time scale of the chemical reaction and the Kolmogorov time scale, Ka = tF=tK ;
and the Damköhler number, Da; which is dened as the ratio between the integral
time scale and the time scale of the chemical reaction Da = tT=tF :
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Figure 2.12: The Borghi diagram (He, 2000).
Above the line Da = 1, the regime can be described as an ideally stirred reactor.
In this regime, the Kolmogorov eddies are smaller than the inner layer of the reaction
zone. Almost all of the turbulent eddies are then embedded in the reaction zone.
The two regimes considered when a turbulent ame is propagating in a pipe are the
corrugated amelets and the distributed reaction zone. In the corrugated amelet
regime where Ka < 1, the time scale of the chemical reaction is smaller than the
Kolmogorov time scale, tF < tK . Then the whole ame is embedded within eddies
at Kolmogorov scale, and the ame structure is therefore not perturbed by turbulent
uctuations, so the ame is said to be locally laminar (Warnatz et al., 1999). However,
the ame area increases due to the turbulent wrinkling of the ame front. In the
distributed reaction zone, tF > tK and eddies at small scales can enter into the ame
structure and disturb its structure.
Dorofeev (2002) categorized the FA in a turbulent regime through a branching
point (Figure 2.1), where according to mixture properties and boundary conditions the
acceleration can be either weak or strong. Weak acceleration results in a slow subsonic
turbulent ame, while strong acceleration results in a fast supersonic turbulent ame.
In the latter regime, the combustion wave consists of a leading shock followed by a
turbulent ame brush. The burning rate is controlled by the transport of energy and
species typical for deagrations. Transition to detonation can only occur in this fast
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propagation regime.
For ames propagating in pipes, turbulence is mainly generated due to wall e¤ects
and by pressure waves propagating in the pipe. When bends, tees and area changes
are presented in the pipe, these will increase the turbulence. There could also be an
extent of self-turbulisation due to instability mechanisms.
Interaction of both the pressure waves and the ame with the walls could generate
turbulence. This turbulence is generated by shear forces acting in the wall boundary
layer. Schmidt et al. (1952) explained the occurrence of a turbulent ame regime with
the generation of turbulence in the unburnt mixture ahead of the ame as the pressure
waves interact with the wall. Jones and Thomas (1991) proposed that the shear
induced turbulence would only become important for FA after a rapid acceleration
had started due to turbulence generated by interaction of the ame front with the
pressure waves in the pipe.
When a ame front is accelerated or decelerated, pressures waves are generated that
propagate outward from the front at the speed of sound (Chu, 1952). In the initial
FA, a compression wave is generated that propagates toward the open end of the pipe.
When this compression wave reaches the open end it is reected in the opening as a
rarefaction wave that propagates backwards in the pipe. Acoustic oscillations will then
occur in the pipe. The amplitude of these acoustic oscillations is determined by the
heat release in the combustion and their nature depends on the boundary conditions
at the open end.
The interaction between a ame and a rarefaction wave has recently been studied
by Laviolette et al. (2003). The experiments are performed in a shock-tube where the
ame is ignited in the high pressure region at the diaphragm between the two regions.
When the diaphragm is ruptured, a rarefaction wave reaches the ame front in the
burnt mixture. Sclieren photographs of the shock tube are shown in Figure 2.13. The
ame is propagating hemispherical as in the two rst frames before the ame front is
overtaken by the rarefaction wave between the second and third frame. The radius
of the hemisphere is reduced and in frame four and ve a funnel of unburnt mixture
propagates into the burnt mixture. A secondary instability is formed at the tip of the
funnel in frame ve. The creation of a funnel indicates that the Richtmyer-Meshkov
instability mechanism plays a role in the interaction between a ame front and a rar-
efaction wave. This instability mechanism is characterized by the formation of a funnel
when the propagation speed of a density discontinuity is suddenly changed as when it is
hit by a pressure wave (Richtmyer, 1960) . The occurrence of the Richtmyer-Meshkov
instability in the interaction of a shock wave with the ame front has been shown in
the classical experiments by Markstein (1956). After a short backward propagation of
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the ame front, the ame acceleration is further increased due to the increased ame
surface area after the signicant distortion of the ame front after the interaction with
the rarefaction wave. A transition to a turbulent propagation regime can often oc-
cur. This increased FA after an interaction with a rarefaction wave can promote DDT
(Laviolette et al., 2003). The rarefaction wave can create the necessary gradients in
temperature and concentration for DDT to occur, but the rate of heat release must
exceed the rate of cooling in the rarefaction wave.
In experiments by Sobesiak et al. (2003), the occurrence of several ame inversions
were observed. They found that the number of inversions was reduced with increasing
laminar burning velocity and that the number increased with the reduction of the area
of the open end. The inversion of the ame front was described by the mechanism of
tulip ame formation. Di¤erent instability mechanisms should however be responsible
for the rst inversions and the rest of the inversions. In the rst inversions, tulip ame
formation occurs when the ame speed is reduced as the ame surface area is reduced
when part of the ame front reaches the pipe wall and is quenched. Clanet and Searby
(1996) explained this inversion as a result of the Rayleigh-Taylor instability. During
the other inversions, the ame front is probably interacting with pressure waves and
the ame inversion should occur due to Richtmyer-Meshkov instabilities.
Figure 2.13: Interaction of a hemispherical ame front with a rarefaction wave (Lavi-
olette et al., 2003).
Flame inversions can therefore occur by two mechanisms: i) by quenching the
ame front at the pipe wall and ii) by interaction with the pressure waves in the
pipe. Depending on the pipe length and diameter, and on mixture reactivity, one
or more of both inversions can occur. For short pipes, even the rst ame inversion
is inuenced by the rarefaction waves generated at the pipe outlet, but for all pipe
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lengths above a critical value the rst ame inversion is only due to quenching at the
pipe wall. The critical pipe length is found to be between 0.72 - 1.22 m for a circular
pipe of 22 ID (Kerampran et al., 2001) and between 2.1 - 2.6 m for a square pipe with
a hydraulic diameter of 45 mm (Kerampran et al., 2000). The critical pipe length is
inversely proportional to the mixture reactivity and proportional to the pipe diameter.
When the ame speed is reduced after the rst maximum value, a rarefaction wave
is generated and a system of longitudinal acoustic oscillations will arise in the pipe.
Depending on the wave length of the oscillations, which is determined by the pipe
length, more inversions will occur either due to quenching at the pipe wall or due to
interaction with these acoustic oscillations. The number of inversions due to quenching
at the pipe wall increases with the wave length for a specic mixture concentration
and pipe diameter.
2.5 Criteria for FA
A criterion for FA can be stated by the expansion ratio : The e¤ect of the expansion
ratio on the ame acceleration is studied by Dorofeev et al. (2001b) and Kuznetsov et
al. (1999, 2002). A critical expansion ratio can be dened, and for expansion ratios
above this value there can be a strong FA as shown by the branching point in Figure
2.1. Below this value the ame speed would remain slow. The critical ratio has been
shown to depend on the mixture composition and on e¤ective dimensionless activation
energy. Kuznetsov et al. (2002) found this critical expansion ratio to be  = 5:5 for
mixtures of hydrocarbon fuels in obstructed pipes. For hydrogen-air mixtures the
critical ratio was found by Kuznetsov et al. (1999) to be  = 3:25 0:25:
For expansion ratios above the critical value, the diameter of the pipe should be
at least two orders of magnitude larger than the laminar ame thickness for strong
FA to be possible (Kuznetsov et al., 1999). This criteria can be expressed by the
dimensionless ratio:
lT=  D= > 102; (2.8)
where lT is the integral length scale of turbulence,  is the laminar ame thickness and
D is the pipe diameter.
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2.6 Modeling of ame propagation
The complexity of the phenomena involved in FA and DDTmakes it di¢ cult to include
the whole range of phenomena in one model. There are mainly two approaches to the
modeling of ame propagation. For the rst type, as in Eddy break-up models for
example, turbulent combustion is described by the reactive Navier-Stokes equations.
In the other approach, the ame front is regarded as a reacting discontinuity and the
reaction progress is determined by the turbulent burning velocity. In the following
subsection, modeling of the turbulent burning velocity is briey described.
2.6.1 Models for turbulent burning velocity
The turbulent burning velocity is used as an input to ame models and the e¤ects
of turbulence on the ame propagation can be incorporated by using models for the
turbulent burning velocity. Considerable research has been devoted to understanding
and achieving good models for the turbulent burning velocity. Today the two main
approaches are by joint probability density function (JPDF) transport equations and
by laminar amelets.
The rst amelet model was presented by Damköhler (1947). He divided the
e¤ect of turbulence into two regimes, dened by the laminar ame thickness, and
concluded that turbulence will always enhance the burning velocity. For the large scale
turbulence, with turbulent scales larger than the laminar ame thickness, the burning
velocity increases due to an enlarged ame area by wrinkling of the ame front. In
the small scale regime, he assumed that turbulence increases the transport process
of molecules and heat. Damköhler assumed that the large scale turbulence is almost
always the controlling regime, and when the laminar burning velocity is una¤ected by
the turbulence an expression for the turbulent burning velocity can be written on the
basis that mass owing through the pipe will be the same as that passing through
the wrinkled ame. This is expressed by the turbulent burning velocity, ST , for the
cross-sectional area, A, and by the laminar burning velocity, SL, for the wrinkled ame
area, AT :
STA = SLAT ; (2.9)
where the density, , in the unburnt mixture is assumed constant. The ratio between
turbulent and laminar burning velocity is then:
ST
SL
=
AT
A
(2.10)
When the area ratio is taken as AT=A = 1 + u0=SL, where u0 is the turbulent
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intensity, the turbulent burning velocity can be described as:
ST = SL

AT
A

= SL

1 +
u0
SL

= SL + u
0 (2.11)
The amelet models for turbulent burning velocity can be divided into two cate-
gories, where the rst one gives the velocity as a function of ame wrinkling only. The
wrinkling is then determined by the turbulent intensity. This is true only for small
Karlovitz numbers, where the stretch rate is small. In the second category, the e¤ects
of stretch and curvature on the burning velocity have been taken into account. These
e¤ects have often been called Lewis or Markstein e¤ects. The expression proposed by
Damköhler is in the rst group.
More extended summaries of modeling of the turbulent burning velocity are pre-
sented by Peters (2000) and Bradley (1992a and 2002) for example.
2.7 Experimental work on ame propagation in pipes
There has been a growing interest in ame propagation in smooth pipes in recent years.
In this section, some examples of experimental work that have recently been published
are presented together with the classical experiments of Schmidt et al. (1952).
Flame propagation in smooth pipes
In the last years, some experimental work on ame propagation in smooth pipes have
been performed at Université de Poitiers in France. Results are presented by Keram-
pran et al. (1999, 2000 and 2001) and Veyssière et al. (2002 and 2003).
The experiments are performed in three set-ups: 1) a 21 mm ID circular pipe of
plexiglass with a length varying from 0.72 to 2.72 m; 2) a 40  40 mm square cross
section steel pipe, equipped with glass windows, with a length varying from 0.6 to 8.1
m and 3) a 100 mm ID circular steel pipe of length 26 m. In all the experiments,
the gas mixture is ignited at the closed end by a heated wire. The other end is open,
such that the ame can propagate freely. Measurements are obtained by a high-speed
video camera, photocells and by piezoelectric pressure transducers disposed at the
closed end and at other locations along the pipe. The fuels used are propane, ethylene
and acetylene.
The e¤ects of pipe length and mixture reactivity have been studied. Comparisons
of the propagation at di¤erent pipe diameters are not made, but it is concluded that
the e¤ects of changing the pipe length are only moderately dependent on the cross
section area, which indicates that mainly longitudinal acoustic waves are a¤ecting the
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ame propagation. The rst pressure maximum is independent of pipe lengths above
a minimal length, which was observed to be between 0.72 and 1.22 m in the 21 mm ID
pipe. The pressure waves generated by the ame will initiate acoustic oscillations in
the pipe. For gas mixtures with low ame speeds such as propane-air mixtures, these
oscillations will give an oscillating ame propagation. In long pipes, the ame can
remain oscillating around a certain length some distance out in the pipe, and may be
quenched. Generally for low burning velocities, the average ame speed in the pipe,
calculated as the pipe length divided by the retention time of the ame in the pipe, will
be nearly independent of the pipe length because of the oscillating ame propagation.
The average ame speed will however have some variations according to the point on
the oscillating wave that the ame reaches the open end, i.e. in an accelerating or a
decelerating phase. For more reactive mixtures, the ame propagation is less a¤ected
by the oscillating pressures and no reversal of the ame propagating is observed. For
these mixtures, the average ame speed is dependent on the pipe length because the
ame accelerates nearly continuously towards the open end.
Flame propagation in industrial scale piping
Experiments with ame propagation in industrial scale piping have been performed by
Chatrathi et al. (2001). Three di¤erent pipe diameters were used, 6"; 10" and 16"; and
three di¤erent fuels, propane, ethylene and hydrogen, in air were studied. The e¤ects
on the ame speed of gas composition, pipe diameter, fuel type and pipe geometry
(bends) were tested. In addition, the DDT distances and the pressure development
were recorded.
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Figure 2.14: Schematic description of the experimental set-up to Chatrathi et al.
(2001).
The experimental set-up is shown in Figure 2.14. This conguration was used for all
three pipe diameters, but in the 6" piping system observations in three congurations
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? = 0.8
? = 1.0
Figure 2.15: Shlieren photographs of the ame in propane-air mixures at equivalence
ratios of 0.8 and 1.0 (Schmidt et al., 1952). The ame is propagating from a closed
towards an open pipe end.
with a single 90 elbow placed at distances of 6.1 m, 12.2 m and 18.3 m from the closed
end were conducted as well. The length of the pipe was varied to obtain a length to
diameter ratio (L/D) of approximately 98 in all three systems. The pipes were closed
at the end near the ignition source and equipped with an isolation valve at the other
end. The valve was closed during evacuation and lling and opened prior to ignition.
To detect the arrival of the ame front, 12 Texas Instrument TSL250 optical sensors,
placed at various distances along the pipe were used. The pressure was measured by
two PCB piezoelectric pressure transducers and one Sensotec pressure detector. For
data acquisition, a Nicolet Odyssey was used that could sample 16 channels at a rate
of 100 kHz.
CHAPTER 2. THEORY ON FLAME PROPAGATION IN PIPES 26
To determine the e¤ect of composition on ame speed, experiments were performed
at di¤erent equivalence ratios for the three fuels in the 6" pipe. For propane and ethyl-
ene in the near-stoichiometric range, the ame speed experienced a large acceleration
to sonic velocities. At concentrations farther from the stoichiometric condition the ac-
celeration became smaller until the ame was quenched. In the cases with hydrogen,
detonations were observed for equivalence ratios between 0.79 - 1.59.
In general, the e¤ect of pipe diameter on ame speed is that the ame speed will rise
as the diameter increases. Testing was conducted for stoichiometric fuel-air mixtures
in the three pipe sizes. Up to a L/D of about 50, the ame speed is not signicantly
a¤ected by the diameter, but for longer distances the ame speed will increase more
rapidly in the larger pipe diameters.
Flame and Schlieren photographs of combustion waves in pipes
Some considerable experiments were performed by Schmidt et el. (1952). They in-
tended to describe the inuence of turbulent motion of the gas on the burning velocity.
The experiments were performed with a steel pipe of 24 24 mm2 inner cross section
and a length of 1.09 m. Flame propagation was recorded by Schlieren photographs
and with photographs of the light from the ame itself. For Schlieren photographs, the
pipe had four windows on each side, each 195 mm long and covering the whole width
of the pipe, and for photographs of the light from the ame there were windows only
on one side. The glass was thick enough to withstand explosion pressures up to 104
kPa. Photographs were taken at rates up to 25000 frames per second, and the distance
of the pictures on the lm together with the lm velocity gave the time distance. The
experiments had three di¤erent set-ups with one end open and ignition at the open
or the closed end and with both ends closed, and they were performed at di¤erent
equivalence ratios of propane-air mixtures. The results for ames ignited at the closed
end and propagating towards the open end are shown in Figure 2.15 for equivalence
ratios of 0.8 and 1.0. Di¤erent ame propagations were observed for the three set-ups.
In the case with ignition at the open end, the ame rst propagates at a steady speed,
but after a while the turbulence generation is great enough to accelerate the ame
before it again is slowed down near the closed end. When the ame is ignited at the
closed end, the ame will rst slow down, but when the rarefaction wave from the open
end reaches the ame and drawns it to the open end the ame speed is increased. In
a pipe closed at both ends, the ame speed will decrease towards the closed end.
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Figure 2.16: Various locations of transition to detonation observed in 2H2 + O2 mix-
tures: (a) onset between ame and shock, (b) onset at ame front, (c) onset at shock
front, (d) onset at a contact discontinuity (Kuo, 1986, after Urtiew and Oppenheim,
1966).
2.8 DDT
When a fast turbulent deagration regime is achieved, a transition to detonation can
occur. In this section, the mechanisms and criteria comprised in the transition process
are discussed. In the CJ-theory, the detonation wave is treated as a discontinuity with
innite reaction rate. Based on this one dimensional theory, it is possible to calculate
detonation velocity, pressure etc., if the gas mixture is known. As a continuation of
the previous section, this section is opened with a summary of some experimental
work before mechanisms, criteria and models for DDT are discussed briey. Since
most FA mechanisms are very e¤ective in conned pipes, acceleration of the ame
to speeds su¢ cient to cause the onset of detonation can be expected, provided that
the pipe is long enough. Long pipes or channels represent one of the most hazardous
congurations for DDT (Moen, 1993).
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Figure 2.17: Schematic description of shock tube with several spherical ames. A
computational domain is stated (Thomas et al., 1997).
2.8.1 Experimental studies of DDT
Some classical experiments on DDT in pipes were performed by Urtiew and Oppenheim
(1966), in which the onset of detonations were recorded on stroboscopic laser-schlieren
photographs. Premixed 2H2 + O2 mixtures were used in a 1 m long pipe with cross
section 1" 1:5". They observed local explosions that initiated DDT at four di¤erent
locations, as shown in Figure 2.16. The locations were dened as:
1. Local explosion between ame and shock front.
2. Local explosion at the ame front.
3. Local explosion at the shock front.
4. Local explosion at a contact discontinuity.
The existence of the di¤erent locations depends on the particular pattern of the
shock wave. The generation of this pattern depends again on minute inhomogeneities
in its development, and therefore the transition to detonation is nonreproducible in
its detailed development (Kuo, 1986).
The situation with DDT after shock-ame interactions is observed experimentally
by Thomas et al. (1997). The experiments are performed in a shock tube, where several
spherical laminar ames are ignited simultaneously, as shown in Figure 2.17. When
the incident shock reaches the ames it will interact with the ame fronts. The shock
wave travels through the ames and is reected at the other end. The reected wave
again interacts with the ames and after the reected shock has travelled a distance in
the left direction from the ame fronts, a detonation was initiated. The shock-ame
interactions produced ame instabilities, which resulted in hot spots with gradients in
induction time. When the conditions were appropriate, supersonic spontaneous waves
occurred, and these transitioned to detonations.
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Figure 2.18: Demonstration of the determination of the L/D ratio at DDT. 6" pipe,
6.5% ethylene (Chatrathi et al., 2001).
Table 2.1: Run-up distance for DDT obtained by Chatrathi et al. (2001).
Pipe diameter Length/Diameter
Propane Ethylene Hydrogen
6" 72 66 59
10" 71 69 59
DDT was also experienced in some of the experiments to Chatrathi et al. (1996)
described in Section 2.7 and determination of a run-up distance was necessary. They
have described a method where the values of the length to diameter ratio (L/D)DDT was
approached by plotting distances versus ame arrival times to graphically determining
the point. Figure 2.18 shows this approach used for the 6pipe and 6.5% ethylene,
which resulted in a DDT distance of about 10 m or L/D of 66. The velocity is then
about 550 m/s. More values for L/D ratios are given in Table 2.1.
The e¤ects of fuel and pipe diameter on the run-up distance (L/D)DDT are shown
in Figure 2.19. The diagram is presented by Chatrathi and Going (1996) from the
experimental work performed by Bartknecht (1981) and Steen and Schampel (1983).
The run-up distance (L/D)DDT for transition is inversely proportional to the pipe
diameter.
Experiments with DDT in smooth pipes have recently been presented by Kuznetsov
et al. (2003). The experiments are performed with stoichiometric H2   O2 mixtures
in a 24 m long pipe of 105 mm ID. The initial pressure is varied from 20 to 800 kPa,
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Figure 2.19: The e¤ect of pipe diameter on the L/D ratio at the deagration to
detonation transition distance, for di¤erent fuels (Chatrathi and Going, 1996).
which gives a variation in the detonation cell size from 8.5 mm to 0.17 mm. The pipe
is made long enough to avoid e¤ects from pressure waves reected at the end wall on
the ame propagation. A glow plug is used for ignition because a spark plug could
directly initiate a detonation. Flame propagation and pressure waves were recorded
by photodiodes and pressure transducers. A photodiode was placed axial to the pipe
to record the light signal continuously. The transition could then be recognized as an
inection on the signal curve. Just before the transition, the ame speed had values of
about 800 m/s to 1000 m/s. The overdriven detonations had speeds up to 4000 m/s
and the detonation speed decreased to the CJ value of 2760 m/s to 2960 m/s at about
1 m from the transition point. The run-up distance to DDT was found to decrease
with initial pressure:
LDDT  1
p1:17
(2.12)
The only important parameter that was varied in the experiments at the various
initial pressures was found to be the ratio of the integral length scale of turbulence to
the ame thickness. When the pipe diameter was held constant in these experiments it
was found that the run-up distance for DDT was proportional to the ame thickness.
It was concluded that the ame propagation has to reach a specic ame speed for
DDT to occur and that the ability of a mixture to accelerate the ame to this speed
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is an important parameter in the DDT process.
2.8.2 Mechanisms involved in DDT
Many phenomena can be involved in DDT, but both experiments and numerical calcu-
lations indicate that the underlying mechanism is the generation of an induction time
gradient. This gradient is associated with gradients in temperature and concentration.
The signicance of the formation of an induction time gradient for DDT was rst pro-
posed by Zeldovich et al. (1970) and Lee et al. (1979). Lee et al. (1979) generated
gradients in the concentration of free radicals by exposing a combustible mixture to
ultraviolet radiation. The reaction was initiated in the gas layer with the largest con-
centration of free radicals and therefore with the shortest induction time. From the
experiments, they proposed a mechanism for DDT that was called SWACER (Shock
Wave Amplication by Coherent Energy Release). The mechanism can be formulated:
1. The gas layer having the shortest induction time is ignited rst.
2. The shock wave generated by this primary explosion propagates to the next
layer, which has a slightly longer ignition delay.
3. The shock wave reduces the induction time of this layer and an explosion is
initiated. The energy released in the explosion strengthens the shock wave, that
propagates to the following layers where the same process takes place. The
induction time gradient provides therefore a method of coherent energy release
that strengthens the shock wave up to a detonation.
Bartenev and Gelfand (2000) described some limitation of the SWACER mecha-
nism. The mechanism is comprised of a set of elementary processes which would not
be quite correct when there is continuous distribution of induction time. The ignition
could also occur without the formation of shock waves, and during the amplication,
the structure of the ow and the reaction wave are changed such that the same scheme
of interactions should not be used in the whole process.
Thomas (1999) divided the transition process into four phases, as illustrated in
Figure 2.20:
1. Initial shock-ame complex. A leading shock (S) and a turbulent ame (R)
propagate together. Energy release here may lead to a slight acceleration of the
leading shock (A).
2. Local explosion leading to transition to detonation (DDT).
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Figure 2.20: General phases observed during a transition to detonation event following
turbulent acceleration (Thomas, 1999).
3. An overdriven detonation (O).
4. Steady state detonation (D).
Typical pressure histories associated with the transition process are shown in Figure
2.21, as indicated in Figure 2.20. At the rst location (a) the pressure will rise when
the shock passes and then survive through the deagration-zone. At location (b) the
pressure will rst rise when the shock passes and then rise signicantly in the DDT-
zone. At location (c) the detonation has caught up with the primary shock, and at
(d) the detonation has stabilized on the value of a CJ detonation.
Zeldovich (1980) distinguished four modes of propagation for a combustion wave.
By comparing the spontaneous ame speed, usp, dened as the inverse of the induction
time gradient, to the speed of a CJ detonation uCJ; these four modes were dened as:
1. usp > uCJ; propagation of a weak detonation wave, but no shock front is formed.
At the limit usp !1 a constant volume explosion will occur.
2. usp  uCJ; combustion of some parts of the mixture results in a shock wave and
a detonation wave could be formed.
3. uL < usp  c < uCJ; propagation of a deagration wave. c is the speed of sound
in the unburnt mixture and uL is the laminar ame speed.
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Figure 2.21: Typical pressure histories expected at locations (a)-(d) in Figure 2.20
(Thomas, 1999).
Figure 2.22: Formation of a temperature gradient in the boundary layer along a wall
(Bartenev and Gelfand, 2000).
4. usp < uL; laminar ame propagation which is controlled by heat conduction and
di¤usion.
Formation of spatial non-uniformities
Bartenev and Gelfand (2000) have given several examples on the formation of spatial
non-uniformities or hot-spots with low induction times. Cases which are important
for ame propagation in pipes are presented here. In Figure 2.22, it is shown how
temperature gradients form due to a boundary layer along the wall after a shock
wave for example. Figure 2.23 shows the distribution of pressure and temperature
between the ame front and the shock wave generated by the ame. Combustion
fronts propagating in long pipes will give a rise of pressure and temperature, as shown
in Figure 2.24. During the process of compression of fresh mixture, its temperature
can reach the level of self-ignition.
As proposed by Khokhlov et al. (1997) the mechanism for preparing a non-
uniformity may di¤er in di¤erent situations. The gradient in induction time may
be created by turbulence, a shock wave, photo-irradiation, intrinsic ame instabilities,
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Figure 2.23: Formation of a temperature gradient between a shock wave and ame
front (Bartenev and Gelfand, 2000).
Figure 2.24: Formation of temperature and pressure gradients ahead of a ame front.
Tselgn is the self-ignition temperature (Bartenev and Gelfand, 2000).
rarefaction waves or a combination of several of these.
2.8.3 Criteria for DDT
It is di¢ cult to determine whether or not DDT will occur in a specic case. A set of
necessary criteria for DDT is established to estimate if a transition can occur. These
criteria are not su¢ cient to determine that a transition will occur, but if at least one
of them is not satised a detonation should not be expected. For ame propagation
in pipes, the transition should follow a fast FA. The  criterion described for FA is
therefore also a necessary condition for DDT. The transition can occur above some
critical ame speeds, which is observed to be between 500 m/s and 800 m/s (Moen,
1993).
Experiments performed in obstructed pipes (e.g. Peraldi et al., 1986) have resulted
in a criterion based on the detonation cell size. For pipes with obstructions, the size
of the unobstructed passage should be larger than the size of one detonation cell. This
criterion has also been extended to smooth walled pipes, and states that the pipe
diameter should be larger than one detonation cell.
When the criteria for strong FA is met, a su¢ ciently long run-up distance is nec-
essary for development of DDT. It is shown by Veser et al. (2002) that the minimum
run-up distance for pipes with obstructions is inversely proportional to the ratio of the
laminar burning velocity to the sound speed of the combustion products, SL=cb:
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Critical size of the spatial non-uniformities
The process of DDT can be separated into two phases. First, the pressure wave must
steepen into a shock, and this shock must accelerate the combustion wave so that a
shock-reaction complex forms. Second, this shock-reaction complex must survive the
propagation down the temperature gradient. Two limits can be dened. When the
size of the hot-spot is below the rst limit, the shock-reaction complex does not form.
When the size is above this limit, a shock-reaction complex can successfully form, and
when the size is above the second limit, the shock-reaction complex also survives and
propagates as a detonation wave into the unburnt mixture.
Numerical simulations, performed by Khokhlov et al. (1997), show that the second
limit is sensitive to the initial temperature. An increase in initial temperature will
decrease this limit. This can be explained if the criterion for the detonation formation
is not the creation, but rather the survival of the shock-reaction complex. For higher
initial temperatures, the post-shock induction time is less sensitive to variations of
background conditions and so it is easier for the shock-reaction complex to adjust to
changing conditions.
Criterion on strength of turbulence
He (2000) proposed that DDT is possible only in the upper part of the Borghi diagram,
as shown in Figure 2.12. There exists a minimum turbulent intensity and a minimum
turbulent length scale below which DDT cannot occur. A typical minimum turbulent
velocity should be in the order of 500 m/s.
As indicated in Figure 2.23, a detonation can be initiated ahead of the amefront
by a shock wave driven by the ame front. Possible e¤ects of shock waves are temper-
ature increase and creation of vorticity. The increased temperature may facilitate the
survival of the shock-reaction complex and the vorticity reduces the amount of turbu-
lence that must be created by the primary source (Khokhlov et al., 1997). Assuming
that the ame front behind the shock wave is a CJ deagration wave, the intensity of
the shock wave can be determined in terms of the ame front velocity (Chu, 1952).
When the shock is su¢ ciently strong to heat the unburnt mixture to a temperature
higher than a critical value, transition to detonation can occur. Such a shock wave
can only be produced at turbulent burning velocities above a critical value.
2.8.4 Models for DDT
There have been numerous calculations on the SWACER mechanism. In these calcu-
lations it is usually assumed that the formation of an induction time gradient appears
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spontaneously. Particularly in situations with turbulent mixing, where the formation
occurs by a variety of mechanisms, the assumption of spontaneous formation will not
be true. One of the most promising numerical results has been obtained by Khokhlov
et al. (1997, 1999a, 1999b, 2001).
Khokhlov et al. (1999) studied the di¢ cult problem of shock-ame interactions.
The experimental results of the same problem, obtained by Thomas et al. (1997),
are described in subsection 2.8.1. The shock-ame interaction will result in Meshkov-
Richtmyer instability as described in subsection 2.4 and the ame distortion produced
by this instability will result in Kelvin-Helmholtz instability. The instabilities increase
the ame surface area and the ame speed and provide the su¢ cient conditions for
DDT. A very high resolution of the domain is used in the calculations making it
possible to resolve the instabilities and to estimate DDT from the basic principles
of the reactive ow. The multidimensional, time-dependent, reactive Navier-Stokes
equations were solved during the calculations, and a simplied single-step Arrhenius
model was used to calculate 1D ame and detonation properties.
Chapter 3
Experiments
3.1 Experimental details
Experiments were performed to enhance the understanding of the phenomena that
occur during ame propagation in a pipe. The experimental data are used to validate
the numerical models and are used as input to the methods for estimating the quasi
1D burning velocity and the outlet conditions in the RCMLAB code.
Two types of pipes have been used in the experiments. Seamless circular steel
pipes of 22.3 mm ID and lengths of 1, 2, 5 and 11 m were used in experiments with
propane, acetylene and hydrogen. A 1.9 m long circular plexiglass pipe of 40 mm ID
was used in experiments with propane. In addition, shock tube experiments with air
were performed in the 22.3 mm ID pipe to test the transducer response.
3.1.1 Pipes
Steel pipes
In these experiments, 3/4circular seamless smooth steel pipes have been used. The
inner diameter is therefore 22.3 mm and the wall thickness is 2.3 mm. The pipes are
delivered in lengths of 6 m and are cut into the pipe lengths of 1, 2 and 5 m. The
dimensions of the pipes are shown in Figure 3.1.
In the closed end of the pipes, the gas ow is controlled by a hand valve. The
ignition electrodes are mounted on this valve to get as near as possible to the closed
end of the pipe. The valve is closed just prior to the ignition.
Four pressure transducers and four photodiodes are located along the pipe. The
apertures used are of 3 mm for the transducers and of 2 mm for the photodiodes.
The location points are 100 mm, 0:382  pipe length and 0:7  pipe length from
the closed end, and 100 mm from the open end. Acoustic oscillations will occur in
37
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Figure 3.1: The circular steel pipes used in the experiments. Pipe lengths of 1, 2, 5
and 11 m are used. Lengths are given in mm.
the pipe with wave lengths determined by the pipe length. If the measure points are
evenly distributed along the pipe their positions can become proportional to the wave
lengths. The location of the second measure point is therefore determined from the
principle of the golden prole. The pipe is divided into two parts by this measure
point, and the length of the longest part is given by:
long part =
pipe length
1:618
= 0:618  pipe length: (3.1)
The location of the second measure point is then:
x2 = (1   0:618)  pipe length = 0:382  pipe length. (3.2)
Plexiglass pipe
Experiments are performed in a circular plexiglass pipe of a total length of 2 m. The
pipe has an inner diameter of 40 mm and a wall thickness of 5 mm. The two ignition
electrodes are placed 100 mm from one end of the pipe, which means that 1.9 m of
the pipe is used in the ame propagation experiments. The four pressure transducer
positions are at 100 mm, 710 mm, 1319 mm and 1785 mm from the ignition source.
The fuel-air mixtures are carried to the pipe through a plastic tube mounted on the
pipe wall as shown in Figure 3.2. A piston cylinder is placed at the left end of the pipe.
The diameter of the piston is adjusted to t the inner diameter of the pipe, and can
therefore propagate back and forth in the pipe. Leakage of gas and pressure through
the small gap between the piston and the pipe wall is assumed to be negligible. The
piston is alternated between two positions. During gas lling, the piston is in the rear
position where it makes the rear closed pipe end. Before the gas mixture is ignited, the
piston is moved up to the electrodes, as shown in Figure 3.2, ensuring that the ame
is only propagating in one direction. The piston cylinder is controlled by a pneumatic
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Figure 3.2: Piston cylinder and plexiglass pipe with the ignition electrodes and the
gas inlet tube.
system.
3.1.2 Ignition system
The gas mixtures are ignited by generation of a spark between two electrodes that
are placed in the centre at the closed end of the pipe. The distance between the
two electrodes where the spark is generated is around 2 mm. The two electrodes are
connected to a transformer where the supply voltage of around 220 V is transformed
to a high voltage current of around 14000 V, as shown in Figure 3.3. The circuit to
the transformer is closed by a relay controlled by a hand switch. The relay closes the
circuit in 30 ms. An example of the spark is given in Figure 3.4.
A trigger signal to the acquisition system is induced by a capacitor, which is formed
by twisting an insulated wire once around the wire from the high-voltage side of the
transformer. A voltage divider is connected to this secondary circuit to avoid damage
to the trigger board by too high voltage on the trigger signal.
3.1.3 Gas handling system
Three types of gases are used: propane, acetylene and hydrogen. To produce com-
bustible gas mixtures, these gases are mixed with air. Compressed air is supplied from
a compressor in the laboratory and commercial grade propane, acetylene and hydrogen
from gas cylinders. The compressed air is carried through a lter to remove any oil
following the gas ow. The composition of the gas mixtures was controlled by rotame-
ters, one for the compressed air and one for the fuel gas. The same rotameter was
used for the three fuel gases. The rotameters were calibrated with the same owmeter,
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Figure 3.3: System for ignition of gas mixture and generation of a trigger signal to the
logging system. c is the capacitor.
Figure 3.4: The spark produced between the two electrodes.
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ensuring that the relative relation between fuel and air is known. For propane and
hydrogen, the inlet pressure to the rotameter was 2 bar both for fuel and air, and for
acetylene 1.5 bar was used both for fuel and air. After coupling the two ows with
compressed air and fuel, the gas mixture is transported in a tube approximately 10 m
long, in which the mixture should undergo satisfactory mixing so that a homogenous
mixture enters the pipe.
3.1.4 Diagnostic systems
Four types of diagnostic systems were used. Kistler pressure transducers were used to
measure the pressure, photodiodes were used to capture the ame front propagation
and in the plexiglass pipe a reex camera and high speed camera were used to analyze
the ame behaviour in the pipe.
Pressure diagnostics
The pressure is measured with Kistler transducers 7261 and 603B, which are shown in
Figure 3.5. In each experiment, four transducers are located along the pipe. Kistler
7261 has a measuring range of -1 to 10 barg and is therefore used in the experiments
with propane and with less reactive hydrogen mixtures. The frequency of the 7261 is
13 kHz when the transducer is directly in contact with the pressurized volume and 0.35
kHz when the transducer is coupled to the pressurized volume by a thin tube. The
natural frequency of the 603B is 400 kHz. In small diameter circular pipes, the size of
the apertures used for mounting the transducers are of importance because apertures
that are too large will act as obstructions in the pipe. To avoid any disturbances of
the gas ow and the ame propagation, small apertures of 3 mm diameter are used.
These small apertures will however be at the sacrice of the recording frequency, and
a test of the pressure rise time has been performed, which is described in Section 3.2.
The dimensions of the mountings are given in Figure 3.6 for Kistler 7261 and in Figure
3.7 for Kistler 603B. The openings are only 1.5 mm. For 7261, this thin channel is
15.3 mm long before the gas enters into the measuring volume inside the adapter. The
channel for 603B is 7 mm and there is also a small volume inside the nut. The charge
signal of the transducers is transformed into a proportional voltage signal in Kistler
5011 charge ampliers.
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Figure 3.5: Kistler 603B, D = 5:5 mm (left) and 7261, D = 35 mm (right), (Kistler
Instrument Corp.).
Figure 3.6: Dimensions for the mounting of Kistler 7261 to the pipe. Dimensions are
given in mm.
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Figure 3.7: Dimensions for the mounting of Kistler 603B to the pipe. Dimensions are
given in mm.
Figure 3.8: The pipe cross section at the placements of Kistler 603B transducers.
Dimensions are given in mm.
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Experiments are also performed where 603B transducers in adapters are mounted
directly in the pipe wall. The adapters have an external diameter of 13.4 mm and can
be considered as obstructions in the pipes. The cross section at the placements of the
transducers are shown in Figure 3.8. This mounting of the transducers was only used
in the 5 m steel pipe were the transducers where located at 100 mm, 1910 mm, 3500
mm and 4900 mm from the ignition point.
Flame front tracking
Texas Instrument TSL250 optical sensors were used to detect the arrival of the ame
front. The TSL250 is a light-to-voltage optical sensor combining a photodiode and an
amplier, as shown in Figure 3.9. The output voltage is directly proportional to the
light intensity on the photodiode. A supply voltage of approximately 5 V from the NI
6110 sampling board is used in all experiments. This gives a maximum output voltage
of around 3.6 V, as shown in Figure 3.10c. The input resistance, RI ; is also delivered
by the NI 6110 sampling board. The spectral responsivity is between 300 and 1100
nm, with a peak response at around 800 nm, as shown in Figure 3.10b. The rise time
of the output pulse is 360 s. The mechanical data for TSL250 are given in Figure
3.11.
Photographic system
Flame propagation was captured by a Fujilm Finepix S2 Pro digital SLR camera
(Single Lens Reex). This camera has a maximum shutter speed of 1/4000 s and
a Super CCD sensor with 6.17 million e¤ective pixels. The sensitivity is equivalent
to ISO 100, 160, 200, 400, 800 or 1600. To capture the propagation history of an
explosion, pictures were taken with open shutter and medium sensitivity (ISO 200 -
RI
V
Figure 3.9: The optical sensor TSL250 consists of a photodiode and an amplier. V
is the supply voltage and RI is the input resistance (Texas Instruments Inc, 1995).
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400). To capture instant pictures of the ame front a high shutter speed and high
sensitivity (ISO 800 - 1600) were used. The wide-angle lens Sigma EX 20 mm/f 1.8
DG was used in connection with the camera.
a) b) c)
Figure 3.10: Data for TSL250, a) output voltage versus irradiance, b) spectral re-
sponsitivity versus wavelength and c) maximum output voltage versus supply voltage
(Texas Instruments Inc, 1995 ).
High-speed camera
High-speed digital video lm was obtained with a Photron Fastcam APX 120K high-
speed camera. Pictures were recorded at frame rates of 1000 fps and 2000 fps in black
and white and at a resolution of 1024 by 1024 pixels. The camera has a capacity of
120000 fps, but at a lower resolution. The camera has a light-sensitivity of around
one million 17.5 m pixels. The camera was controlled via a PC and images were
downloaded to the PC.
1
3
2
2.05 mm
20.5 mm
4.85 m
m
Pin 1      GND
Pin 2      V
Pin 3      OUT
Figure 3.11: Mechanical data for TSL250 (Texas Instruments Inc, 1995).
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3.1.5 Data acquisition system
In this subsection, the system used to record the signals from the pressure transducers
and the optical sensors are described. The system consists of a 700 MHz P3 PC, where
three PCI sampling boards are installed. Two of them deliver analogue I/O signals at
a sampling rate up to 5 MS/s. Both are of NI 6110 with 4 inputs and perform 12-bit
resolution at an input range of 42 V. The last board is a high-speed 32-bit digital
I/O device, NI 6533. There are 16 digital I/O lines with a maximum sampling rate of
20 MS/s. All three boards can receive the trigger signal, and usually it is received by
one of the analogue boards. The analogue boards are connected to measuring devices
via BNC-2110 connector blocks, and the digital board via a SCB-68 connector block.
The data acquisition is controlled by a LabVIEW application. In the application,
user interface parameters such as sampling rate, sampling time, project name and
board and channel selections are easily dened. Four les are generated each time
the application is triggered. There is a set-up le giving the settings for each run,
an ASCII le giving the measured data for the eight analogue inputs, an ASCII le
giving the measured data for the 16 digital inputs and a binary le gathering all the
acquired data. In this rst version of the LabVIEW application, a pretrigger function
is not implemented. The application is activated by a signal induced by the ignition
system, and because the activation of the application needs some time, the ignition
time cannot be exactly determined. Analyses of the data is performed in MATLAB.
3.2 Test of Kistler pressure transducers
In some experiments with strong FA, where fuels such as acetylene and hydrogen were
used, it seems as if the pressure records with Kistler 7261 had a delay in the signal due
to a long response time in the transducer. To control the rise time for the Kistler 7261
transducers and to compare the rise time and the pressure record for Kistler 603B and
7261, experiments with a shock tube were performed.
The shock tube was prepared by connecting a 1 m steel pipe with a 2 m steel pipe,
both of 22.3 mm ID, by screwed anges. Four layers of aluminium foil are inserted as
a diaphragm at the interface between the two pipes. The experiments are performed
by increasing the pressure in the 1 m pipe until the diaphragm is broken. A shock
wave will then propagate into the 2 m pipe. Four transducers are used to measure the
pressure in the pipes. One 7261 is placed on the 1 m pipe, 100 mm from the ange,
the three others on the 2 m pipe. The rst one on the 2 m pipe is a 7261, placed 100
mm from the diaphragm, the second is a 603B at 760 mm from the diaphragm and
the third is a 7261 at 1400 mm from the diaphragm. The pressure in the high pressure
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Figure 3.12: Results of shock-tube experiments and simulations. Three transducers
are tested.
section increases monotonically from the initiation of air supply up to around 450 kPa,
before the diaphragm is broken. The recorded pressures at the three transducers in the
low pressure section are shown in Figure 3.12 together with simulation results. After
the maximum pressure recorded at the 603B transducer is reached, the pressure starts
to decrease because the piezoelectric transducer is not exposed to a change in pressure.
This decrease continues in some ms until the transducer is hit by a rarefaction wave.
The gradient of the pressure history is then considerably changed. To test if this rst
decrease is caused by temperature changes at the transducer, the transducer end was
coated in silicone, but no e¤ect could be recognized.
The response time is determined as the rise time from the initial atmospheric
condition to 63%1 of the maximum pressure is reached. The 603B transducer has a
signicantly lower response time than the 7261 transducers, with a response time of
around 0.4 ms. The 7261 transducers have a response time just below 2.0 ms, which
is too long to accurately measure pressure values in fast ames.
A simulation of the shock tube is performed in the 1D RCMLAB. The simulated
pressure histories for the three transducer positions are also shown in Figure 3.12.
Initial pressure values were 450 kPa in the high pressure section and 101.3 kPa in the
1The value reached after a time t can be dened as the fraction 1   e t=resp of the nal value
when  resp is the response time. The value reached at the response time is therefore 1  e 1  nal
value = 0:63  nal value:
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low pressure section, and the same dimensions as in the experiments were used. The
simulated pressure records show an instantaneous increase when the shock is passing
the transducers, and remain constant for a period on pressure values somewhat higher
than the experimental records. This means that neither of the transducers in these
set-ups have a response time short enough to capture a shock wave. For the 7261, only
pressure waves generated from slow FA can be considered as properly captured. 603B
with the adapter (Figure 3.7) can capture pressure waves from stronger acceleration,
but consequently not when shocks are generated.
3.3 Experimental results
Experiments are performed with the three fuels propane, acetylene and hydrogen in
fuel-air mixtures at various equivalence ratios. According to the criteria given in
Section 2.5, strong FA is only expected for acetylene-air and hydrogen-air mixtures in
these experimental set-ups. In the steel pipes, all three fuels are used, but because
the high pressures generated by combustion of acetylene and hydrogen are capable of
destroying the plexiglass pipe only propane is used in this pipe. The experimental
conditions are kept as close as possible to the normal conditions at 1 atm and 293
K. Some minor changes in the gas temperature will occur due to changes in room
temperature and to increases in the temperature in the pipe wall during a sequence
of trials. The premixed gas mixture is lled into the pipe for a su¢ cient time period
whereby a homogeneous mixture at the right concentration can be assumed to exist
in the pipe. During the lling time, all of the products from the previous trial are
assumed to escape from the pipe. The gas lling is stopped just prior to the ignition
of the gas mixture. For each equivalence ratio and pipe specication usually at least
three trials were performed. In the following subsections, the results obtained in the
experiments are described.
The experiments have been divided into 7 campaigns. The specications for each
campaign are pipe material, length and diameter, fuel type and diagnostic systems
other than pressure transducers. A concise description of the experiments are given in
Table 3.1.
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Table 3.1: Experimental work, only diagnostics other than pressure transducers are
given.
Campaign 1 2 3 4
Fuel Propane Propane Acetylene Hydrogen
Pipe material Steel Steel Steel Steel
Diameter (mm) 22.3 22.3 22.3 22.3
Length (m) 1, 2, 5, 11 2 2 2
Diagnostics Photodiodes Photodiodes
Campaign 5 6 7
Fuel Acetylene Propane Propane
Pipe material Steel w/obstr Plexiglass Plexiglass
Diameter (mm) 22.3 40 40
Length (m) 5 1.9 1.9
Diagnostics SLR camera High-speed
camera
3.3.1 Propane-air mixtures in various lengths of steel pipes
Experiments with propane-air mixtures at various equivalence ratios are performed in
4 pipe lengths of 1, 2, 5 and 11 m. Pressure records are obtained by four Kistler 7261
transducers along the pipes.
1 m steel pipe
Experiments are performed in the 1 m steel pipe with propane-air mixtures at various
equivalence ratios. The transducer positions were at 100 mm, 382 mm, 700 mm and
900 mm from the closed end of the pipe. Two trials with stoichiometric mixtures are
shown in Figure 3.13. The positions of the pressure transducers are given on the right
ordinate axis with the measured overpressure by each transducer dened by the left
ordinate axis. The repeatability is good, with a discrepancy only at the end of the last
oscillation. The rst pressure wave is generated during the initial ame acceleration.
At the rst transducer, an increase in the pressure is registered 3 ms after the logging
is initiated. The rst pressure maximum with an overpressure of 14.0 kPag occurs
after 10 ms, and the ame is therefore accelerated in 7 ms. The ame is accelerated
as long as the ame surface area is increased. When the ame front rst reaches
the pipe wall, the ame is quenched in the contact area. During this process, the
ame surface area decreases and a rarefaction wave is generated. The rst pressure
maximum should therefore appear at the time when the ame front reaches the pipe
wall and the maximum surface area is achieved. This time has previously been called
twall. Equation 2.2 gives the value of twall dened from the model of propagation of a
nger ame by Clanet and Searby (1996). The input variables to this model are the
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Figure 3.13: Experimental results for two stoichiometric propane-air mixtures in the 1
m steel pipe. The pressure values recorded at the four transducer positions along the
pipe are shown at their locations.
pipe radius and the laminar burning velocity, which in the experiments are 0.011 m
and 0.44 m/s (Law, 1993) respectively. The value of twall from the model is then:
twall = 0:26 (r=SL) 0:02 (r=SL) = 6:50 0:50 ms
The di¤erence between the value of twall from the model and the time of the rst
pressure rise at transducer 1 in the experiments is 0.5 ms. In this case, there is good
agreement between the pressure rise time and twall, but because of the uncertainties
in the exact determination of the ignition time in the present experiments, further
comparison of the values for twall will not be adequate. The second pressure maximum
occurs at 25.2 ms, with an overpressure of 21.0 kPag. The frequency mode obtained by
an FFT analysis of the acoustic oscillations in the pipe is therefore 66.7 Hz. The am-
plitude of the pressure wave is attenuated as it propagates through the pipe, and when
the rst pressure maximum is registered at transducer 4 after 11.5 ms the amplitude
is reduced to an overpressure of 2.5 kPag.
The results of two experiments with an equivalence ratio of 1.2 in the same pipe
length are shown in Figure 3.14. The generated pressure waves are somewhat larger
in these rich mixtures and the rst pressure maximum in trial 1 has an amplitude of
19.3 kPag.
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Figure 3.14: Experimental results for two propane-air mixtures at  = 1:2 in the 1
m steel pipe. The pressure values recorded at the four transducer positions along the
pipe are shown at their locations.
2 m pipe
Experiments are performed in the 2 m steel pipe with propane-air mixtures at several
equivalence ratios. The propagation of pressure waves in the pipe is recorded by pres-
sure transducers located at 100 mm, 764 mm, 1400 mm and 1900 mm from the ignition
point. Two examples of pressure records for stoichiometric propane-air mixtures are
shown in Figure 3.15. The maximum pressures obtained are 20.6 kPag after 87 ms
and 23.7 kPag after 60 ms respectively. The maximum pressure of the rst pressure
peak in trial 1 is 15.2 kPag. The frequency spectrum of the pressure oscillations is
achieved by an FFT analysis, and in Figure 3.16 the frequency spectrum for trial 1 is
given. The frequency mode is 38.2 Hz.
5 m pipe
Experiments are performed in the 5 m steel pipe with propane-air mixtures at several
equivalence ratios. The propagation of pressure waves in the pipe is recorded by
pressure transducers located at 100 mm, 1910 mm, 3500 mm and 4900 mm from the
ignition point. In Figure 3.17, two examples of pressure records from experiments with
equivalence ratio 0.8 are displayed. The acoustic waves are propagating in the pipe for
a long time. Pressure is recorded at 800 ms and still there are oscillations in the pipe.
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Figure 3.15: Experimental results for two propane-air mixtures at  = 1:0 in the 2
m steel pipe. The pressure values recorded at the four transducer positions along the
pipe are shown at their locations.
Figure 3.16: Frequency spectrum for the pressure oscillations in the 2 m steel pipe
with a stoichiometric propane-air mixture.
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Figure 3.17: Experimental results for two propane-air mixtures at  = 0:8 in the 5
m steel pipe. The pressure values recorded at the four transducer positions along the
pipe are shown at their locations.
The two trials have maximum pressures of 10.2 and 9.2 kPag at 215 and 278 ms, both
recorded at transducer 1. After these maxima, the pressure continues to oscillate but
the amplitude of the oscillations is continuously decreasing. This indicates that the
heat release rate is decreasing and that the ame could be quenched. The frequency
modes obtained from FFT analysis are 16.0 Hz for both trials.
Two trials with stoichiometric propane-air mixtures are shown in Figure 3.18. The
pressure is greater than for the lean mixtures with a maximum pressure of 19.5 kPag for
both trials, which occur at the third transducer at 103 ms and 63 ms respectively. In
addition to the oscillations with larger wavelengths at a frequency of 16.0 Hz, there are
initially oscillations with higher frequencies. These oscillations are probably occurring
independently of the rarefaction wave reected at the outlet and are therefore caused
by acceleration and deceleration of the ame front due to the tulip ame phenomenon
caused by quenching of the ame front at the pipe wall. The frequency of these
oscillations is around 47.3 Hz for the rst trial and varies from 46.5 to 51.1 Hz for the
second trial.
When richer fuel-air mixtures were tested, higher pressures were observed and the
maximum pressure of 30.4 kPag is achieved for an equivalence ratio of 1.6, as shown
in Figure 3.19. These mixtures have initially an excess of fuel. When the acoustic
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Figure 3.18: Experimental results for two propane-air mixtures at  = 1:0 in the 5
m steel pipe. The pressure values recorded at the four transducer positions along the
pipe are shown at their locations.
Figure 3.19: Maximum pressure recorded in the experiment for various equivalence
ratios of propane-air mixtures in the 5 m pipe.
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Figure 3.20: The rst maximum pressure recorded at transducer 1 for propane-air
mixtures at various equivalence ratios in the 5 m pipe.
waves are propagating in the pipe, oxygen from the vicinity of the pipe opening will
be transported into the pipe while fuel escapes from the pipe. The unburnt mixture
will then be more reactive than initially and the ame propagation is sustained for
a longer time than in the initially more reactive mixtures with  = 1:0 and 1:1, for
which there are cases where the ame is quenched before it reaches the outlet. The
heat release will therefore be larger for rich mixtures. The values of the rst pressure
maxima are summarized in Figure 3.20. The largest values are shifted slightly to
the richer side than would be expected from the reactivity of the mixtures, with the
maximum value observed at  = 1:4: For richer mixtures, the pressure values are
decreasing monotonically. The frequency mode for the acoustic oscillations is close to
16.0 Hz for the various equivalence ratios in the 5 m pipe.
11 m pipe
Experiments are performed in the 11 m steel pipe with propane-air mixtures at various
equivalence ratios. The pipe is prepared by connecting a 6 m pipe to the 5 m pipe
described above. The pressure transducers are therefore placed at the same distances
from the ignition point as for the 5 m pipe. The pipe length was increased to achieve a
longer distance of ame propagation before the ame front is reached by the reected
rarefaction waves. One example of pressure records for the stoichiometric propane-air
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Figure 3.21: Experimental results for two propane-air mixtures at  = 1:0 in the 11
m steel pipe. The pressure values recorded at the four transducer positions along the
pipe are shown at their locations.
mixtures is shown in Figure 3.21. Because the pressure transducers are placed in the
rst part of the pipe, only the rst 5 m of the pipe length are shown. The pressure
history at transducer 1 consists of three peaks before the acoustic oscillations begin to
inuence the ame propagation. These peaks are probably a result of acceleration and
deceleration of the ame propagation due to multiple inversions of the ame front when
the ame is quenched at the pipe wall. The rst peak is somewhat higher than the two
others, which are on an equal level. The rst acceleration after ignition is therefore
stronger than in the two following acceleration periods, where the acceleration occurs
after inversions. The experiments in the 11 m pipe gave somewhat di¤erent pressure
histories for the rst pressure peak than for the shorter pipes. This may be explained
by a slight deviation in the fuel concentrations since the experiments in the 11 m pipe
were performed half a year later.
Concluding remarks
The experiments demonstrate that longitudinal acoustic waves appear in the pipes.
These waves are initiated by the initial ame acceleration and are sustained by the
continuous heat release as long as the ame is in the pipe. The frequency of the
acoustic oscillations is given by the pipe length. As shown above, the frequency of the
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Figure 3.22: First frequency mode from an FFT analysis of the pressure records com-
pared to the resonance frequency in unburnt gas. Stoichiometric propane-air mixtures.
oscillations can be determined by an FFT analysis. The rst frequency mode obtained
for the four pipe lengths are compared to the resonance frequency for the same pipe
lengths with unburnt gas mixture in Figure 3.22.
The rst pressure peak is, however, independent of the pipe length for pipe lengths
exceeding a certain pipe length. As shown in Figure 3.23, the rst pressure peaks are
approximately similar for the 2 and 5 m pipes, but in the 1 m pipe the rst pressure
peaks are inuenced by the acoustic oscillations in the pipe.
The acoustic oscillations are connected to inversions of the ame front. These
inversions are caused either by the quenching of the ame front at the pipe wall or
by interactions of the ame front with pressure waves. For long pipes, such as the 11
m pipe, there are multiple pressure peaks at higher frequencies than the oscillations
controlled by the pipe lengths. This indicates that there are multiple inversions of the
ame front by wall quenching. For shorter pipes, such as the 1 m pipe, the pressure
waves will a¤ect even the rst inversion.
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Figure 3.23: Pressure records at the rst transducer for the three pipe lengths.
Propane-air mixtures at equivalence ratio 1.0.
3.3.2 Propane-air mixtures in a 2 m steel pipe
In these experiments with propane-air mixtures in the 2 m steel pipe, the ame prop-
agation is captured by the optical sensors TSL250 together with the pressure records.
The photodiodes on the optical sensors and the pressure transducers are placed at the
same positions along the pipe. It could often be a problem to determine one point as
the ame arrival time at one photodiode positions. The ame front will have a cer-
tain extension, ame oscillations can occur around a photodiode position, and there
is a question whether the time of the rst light recognized by the photodiodes or the
time of the maximum value captured should be dened as the ame arrival time. To
better imagine how the ame propagates in the pipe, the analogue signals from each
photodiode are therefore plotted at their positions together with the pressure records.
The maximum value of the analogue signal from the optical sensors is around 3.6 V,
which is obtained when an input voltage of 5 V is used. In the gures, the output
analogue signal is multiplied with a factor of 6 to make it more visible in the range of
the pressure records, and the maximum values plotted are around 22 V. The pressures
in this campaign are lower than in campaign 1. These deviations may be attributed to
the fact that campaign 2 was performed around one year later than campaign 1 after
some modications in the equipment had been accomplished.
The experimental results for an equivalence ratio of 0.9 are shown in Figure 3.24.
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Figure 3.24: Experimental results for propane-air mixture at  = 0:9 in the 2 m steel
pipe. The pressure and photodiode records are shown at their four positions along the
pipe.
The signals from the photodiodes are small, which indicate that there is low light
emission from the ame in this lean mixture. At photodiode 4, there is no signal
and it can therefore be assumed that the ame is quenched between photodiodes 3
and 4. From the pressure records it seems as if the ame is partly quenched after
around 200 ms, but the ame propagation is not completely stopped until it has
passed photodiode 3 at 1.4 m from the ignition point. The rst peak in the voltage
signal from photodiode 3 occurs at 273 ms. When the ame arrival time is taken as
the time of the rst maximum value at this position, the average ame speed to the
third position is 5.1 m/s. That a ame front would not reach the open end of the
pipe has also been observed by Kerampran et al. (2001). They added helium to a
stoichiometric mixture of propane-air and attributed the phenomenon to an increased
frequency of the acoustic oscillations because of an increased sound of speed, and to
the high di¤usivity in air that could dilute the mixture near the outlet below the lower
ammability limit.
One experiment with stoichiometric propane-air mixture is shown in Figure 3.25.
The ame arrival time at photodiode 4 is 104 ms and the average ame speed is 18.3
m/s. The arrival time is determined as the time for the highest value or the time when
the maximum output voltage value is reached for the rst distinct light measurement.
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Figure 3.25: Experimental results for propane-air mixture at  = 1:0 in the 2 m steel
pipe. The pressure and photodiode records are shown at their four positions along the
pipe.
After the last peak at photodiode 2, the ame propagation is accelerated steadily
towards the pipe opening.
The result of one experiment with propane-air mixture of equivalence ratio 1.1 is
shown in Figure 3.26. The ame arrival time at the fourth position and the aver-
age ame speed are 102 ms and 18.6 m/s. From the photodiode measurements, it
can clearly be concluded that the ame propagation has some oscillations before it
is accelerated steadily towards the opening. At photodiode 2, three distinct peaks
can be recognized. The rst one is very small and probably occurs when the ame
front is at its maximum position before an inversion. The ame front does not reach
the photodiode position, however light emitted by the ame will be captured by the
photodiode. The two other peaks reach the maximum output voltage and it can be
assumed that the ame front reaches the photodiode position at both these peaks.
The ame propagation is reversed between these two peaks and because the time of
the second peak is somewhat longer than the rst peak the last turning point of the
ame propagation will probably be around position two at the time of the last peak.
In Figure 3.27, one example of the experiments with propane-air mixtures at  =
1:2 is shown. The ame is accelerated towards the opening after two oscillations around
the second position, but after the ame has passed the fourth position it propagates
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Figure 3.26: Experimental results for propane-air mixture at  = 1:1 in the 2 m steel
pipe. The pressure and photodiode records are shown at their four positions along the
pipe.
backwards in the pipe and is quenched after it has reached the third position. This
reversal after the ame has reached the outlet could be due to an excess of fuel in the
pipe and that the combustion is completed when air is supplied from the vicinity of the
pipe opening. The arrival time at the fourth position is 94 ms, which gives an average
ame speed of 20.2 m/s. The emission of light is greater for this mixture than for the
mixture with less fuel, which can be seen from the increased voltage signal from the
rst photodiode and by the longer exposure time at all photodiodes.
In Figure 3.28, an interesting experiment with equivalence ratio 1.4 is shown. The
ame is nearly quenched after the second position, but is reaccelerated again and
propagates to the pipe outlet.
One trial with the propane-air mixtures at  = 1:5 is shown in Figure 3.29. The
arrival time at the fourth position is 152 ms, which gives an average ame speed of
12.5 m/s.
The average ame speed can be determined by the time the ame front needs
to reach a certain point. It has to be emphasized that there is an uncertainty in
the exact determination of the ignition time. This uncertainty has to be taken into
consideration also for the average ame speed. A summary of these average ame
speeds is given in Figure 3.30. For  = 0:8 and 0:9 the ame is quenched before it
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Figure 3.27: Experimental results for propane-air mixture at  = 1:2 in the 2 m steel
pipe. The pressure and photodiode records are shown at their four positions along the
pipe.
Figure 3.28: Experimental results for propane-air mixture at  = 1:4 in the 2 m steel
pipe. The pressure and photodiode records are shown at their four positions along the
pipe.
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Figure 3.29: Experimental results for propane-air mixture at  = 1:5 in the 2 m steel
pipe. The pressure and photodiode records are shown at their four positions along the
pipe.
reaches photodiode 4 and the average ame speed up to photodiode 3 is calculated.
For the other equivalence ratios the average ame speed up to photodiode 4 is used.
When photodiode 3 is used, the average ame speed should become smaller than if
photodiode 4 is used because the ame is usually accelerated towards the pipe outlet.
The maximum average ame speed is obtained for  = 1:2 and is just above 20 m/s.
The average ame speed is largely determined by the number of oscillations in the pipe
because one more oscillation will increase the residence time of the ame considerably.
The time of occurrence for the rst pressure peak should agree with the time when
the ame front rst hits the pipe wall, twall, which depends on the laminar burning
velocity. In Figure 3.31, these times are plotted versus equivalence ratios. These
times are determined as the period from the rst signal is recognized at transducer
1 to where the rst pressure peak appears at the same transducer. When plotted
against the equivalence ratios, the curve takes on a parabolic shape with a minimum
at  = 1:3:
In Figures 3.32 and 3.33, the ame arrival times at each photodiode are summarized
for several equivalence ratios. Figure 3.33 is an enlarged version of Figure 3.32, where
the ordinate axis is reduced in order to get a better picture of the more reactive
mixtures. The two lean mixtures are both being quenched before they reach the
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Figure 3.30: Average ame speed to photodiodes 3 or 4 for various propane-air mix-
tures in the 2 m steel pipe.
Figure 3.31: Time of the rst pressure maximum for experiments with various propane-
air mixtures in the 2 m steel pipe.
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Figure 3.32: Flame arrival times at the four photodiodes for various propane-air mix-
tures in the 2 m steel pipe.
Figure 3.33: Flame arrival times at the four photodiodes for various propane-air mix-
tures in the 2 m steel pipe. (Enlarged version of Figure 3.32)
CHAPTER 3. EXPERIMENTS 66
fourth position, while the mixture with  = 1:8 is not quenched despite the ame
propagation being slower than for  = 0:9: It is clear to see that in most mixtures
the ame accelerates when it approaches the pipe outlet. The incontinuous ame
acceleration is caused by ame oscillations where the ame propagation is reversed.
3.3.3 Acetylene-air mixtures in a 2 m steel pipe
Experiments are performed with acetylene-air mixtures at various equivalence ratios
in the 2 m steel pipe. Flame propagation is captured by photodiodes on the optical
sensors TSL250 and pressure is measured by Kistler 603B transducers in the set-up
shown in Figure 3.7. One example of the experiments with an equivalence ratio of
0.8 is shown in Figure 3.34. The pressures are shown by solid lines and the signal
from the photodiodes by dashed lines. Values are shown at their positions along the
pipe. The signals from the optical sensors are enhanced by a factor of 20 to make
the signal visible within the pressure range. It is apparent that the light emission
is greater for the acetylene-air mixtures than for the propane-air mixtures. At all
photodiodes, the maximum output voltage is reached and the signal remains at this
value for a certain time, which means that the ame would be more elongated that in
the cases with propane. When the ame is accelerated, the increase of the photodiode
signals also becomes steeper, which indicates that the light emission is increased above
the maximum level of the photodiodes even from the rst signals that are recognized.
There are tails of lower emission at the end of the combustion zones. The ame reached
photodiode 4 after 31 ms, which gives an average ame speed of 61.3 m/s up to this
photodiode. The ame is initially accelerated due to an increase of the ame surface
area. A pressure wave is generated which has its maximum value when the rst ame
inversion occurs due to wall quenching. Due to instability mechanisms and turbulence
generation, the ame will again be accelerated after the inversion, now continuously
towards the pipe opening. The pressure has a maximum value of 29.6 kPag, which
occurs after the rst acceleration at around 3 ms.
In Figure 3.35, an example of the experiments with stoichiometric mixtures is
shown. This mixture is more reactive than the previous one and has an average ame
speed of 106.1 m/s. The rst maximum amplitude occurs after 2 ms and has a value of
41.0 kPag. At the pipe end, a secondary explosion is recognized. The largest pressure
peak after this explosion was recorded at transducer 4. It is therefore probable that this
secondary explosion occurs after the ame has passed transducer 3 and that the ame
has accelerated towards the pipe opening. Pressure waves would however propagate
in both directions, but are larger in the direction of the ame propagation. The peak
value of the pressure recorded by transducer 4 is 629.8 kPag. Only a portion of the
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Figure 3.34: Experimental results for acetylene-air mixture at  = 0:8 in the 2 m steel
pipe. The pressure and photodiode records are shown at their four positions along the
pipe.
peak is shown in Figure 3.35 in order to keep the pressure in a range where pressure
waves other than the pressure peak are also visible.
In Figure 3.36, the results of an experiment with  = 1:2 are shown. For this mix-
ture, the second pressure peak rst appears at transducer 2. The secondary explosion
therefore occurs after a shorter run-up distance in the pipe. The ame propagation
is strongly accelerating towards the pipe outlet but DDT has probably not occurred.
The average ame speed is 244.6 m/s between photodiodes 2 and 3 and increases to
555.6 m/s between photodiodes 3 and 4.
The maximum pressures of the rst pressure peak, which occur due to the initial
ame acceleration, are shown in Figure 3.37 as a function of the equivalence ratio. The
maximum pressure is observed at an equivalence ratio of 1.4. Average ame speeds
in the pipes are calculated by using the ame arrival times at the fourth photodiode.
Average ame speeds at various equivalence ratios are shown in Figure 3.38. The
maximum value appears at an equivalence ratio of 1.4, but there are only minor changes
in the average ame speed from 1.3 to 1.6. Law (1993) gave that the largest laminar
burning velocity of 1.56 m/s occurs for an acetylene-air mixture of  = 1:4:
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Figure 3.35: Experimental results for acetylene-air mixture at  = 1:0 in the 2 m steel
pipe. The pressure and photodiode records are shown at their four positions along the
pipe. Maximum value at transducer 4 is 629.8 kPag.
Figure 3.36: Experimental results for acetylene-air mixture at  = 1:2 in the 2 m
steel pipe. The pressure and photodiode records are shown at their four positions
along the pipe. Maximum values for the pressure peaks that have been cut o¤ are in
chronological order 367.6 kPag, 364.2 kPag and 796.3 kPag.
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Figure 3.37: First pressure peak at transducer 1 versus equivalence ratio for acetylene-
air mixtures in the 2 m steel pipe.
Figure 3.38: Average ame speed versus equivalence ratio for acetylene-air mixtures
in the 2 m steel pipe.
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3.3.4 Acetylene-air mixtures in a 5 m steel pipe
Experiments with acetylene-air mixtures at various equivalence ratios were performed
in the 5 m steel pipe with large apertures for transducers as shown in Figure 3.8. Kistler
603B transducers were used to measure the pressure. Transition to detonations were
experienced for all mixtures up to  = 2:3. DDT may be caused by the increased
turbulence generation by the obstructions in the pipe at each transducer position.
Just after the transition, the detonation will be overdriven and pressures well beyond
the CJ values are measured. An example at  = 1:1 is shown in Figure 3.39. In this
gure, the pressure history at each transducer is displayed, but the initial positions
are displaced with 5 kPa for each transducer to make the gure more readable. The
maximum pressure of 7000 kPag is measured by transducer 2, which indicate DDT (i.e.
a highly overdriven detonation). When the detonation wave has reached transducer 3,
the pressure is reduced to 2500 kPag and at transducer 4 to 1750 kPag. The CJ value
calculated from SuperSTATE2 is 1868 kPag. The detonation has therefore not become
a steady CJ detonation. Possible reasons can be that transducer 4 is too near the pipe
outlet that the detonation can sustain at the CJ conditions, or that the obstructions
made by the transducer apertures will disturb the detonation propagation because the
free pipe area is in the same size order as the detonation cell size (Knystautas et al.,
1984). The detonation speed between transducer 3 and 4 is 1994 m/s and the CJ value
from SuperSTATE is 1895 m/s. The di¤erence may appear because the detonation
has not reached the CJ value at transducer 3.
It can be assumed that the transition occurs closest to the transducer where the
maximum pressure is recorded. The transducer position at which the maximum pres-
sure is recorded can therefore be used as a qualitative measure for the run-up distance
to DDT. In Figure 3.40, the times after ignition at which the maximum recorded pres-
sures occur are given. The transducer positions at which these pressures are recorded
are indicated by di¤erent symbols. For the more reactive mixtures, the maximum
pressure is recorded at transducer 2, but for the other mixtures it is recorded at trans-
ducer 3 or 4. The run-up distance to DDT is therefore shorter for the more reactive
mixtures. For  = 1:0; the initial ame propagation after ignition was very slow com-
pared to the other experiments with a departure of 2 - 3 ms. This could explain the
late maximum pressure recorded at transducer 2.
In Figure 3.41, the detonation speed for experiments at various equivalence ratios
are presented. The detonation speed is determined between transducer 3 and 4 by
using the time di¤erence between the maximum pressures recorded at these trans-
2SuperSTATE by Combustion Dynamics Ltd is used for solving problems in gas dynamics, chem-
ical equilibrium and chemical kinetics.
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Figure 3.39: Example of pressure histories for an acetylene-air mixture at  = 1:1:
The initial positions are displaced with 5 kPa for each transducer to make the gure
more readable.
Figure 3.40: The times after ignition at which the maximum recorded pressure occurs.
The transducer positions where the pressures are measured are indicated by symbols.
Experiments with acetylene-air mixtures in the 5 m steel pipe.
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Figure 3.41: Flame speed between transducer 3 and 4 for acetylene-air mixtures in the
5 m steel pipe. The CJ values from SuperSTATE are indicated by the solid line.
ducers. In a detonation, the combustion wave and pressure wave are coupled, and
when measuring the speed of the pressure wave the speed of the ame front is also
known. CJ values calculated in SuperSTATE are indicated by the solid line in the
gure. The experimental results are above the calculated CJ values for all mixtures,
but are closest for the most reactive mixtures between  = 1:2 and 1:4. There is a
larger increase of the detonation speed with the equivalence ratio in the experiments
than in the calculated CJ values for mixtures above the most reactive mixtures and
a smaller decrease below. These could be attributed to the longer run-up distance
for these less reactive mixtures, which means that the detonation has not had enough
time to reach the CJ state after the overdriven detonation rst occurred.
3.3.5 Hydrogen-air mixtures
Experiments with hydrogen-air mixtures were performed in the 2 m and 5 m steel
pipes. Pressure were recorded only with the Kistler 7261 transducers, and photodiodes
were not used. As for the other fuels, the pipes were horizontally level also in these
experiments. Since hydrogen is a lighter gas than air, the gas mixtures in the pipe
may therefore have had a higher concentration of hydrogen in the upper part of the
pipe.
Sudden pressure increases occasionally occur at all transducers during the experi-
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Figure 3.42: Experimental results from an experiment with hydrogen-air mixture at
 = 1:1 in the 2 m steel pipe.
Figure 3.43: Finger shaped ame front.
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Figure 3.44: Flame front inuenced by gravity.
ments. These pressure peaks could be above 200 kPag. Because these pressure peaks
seem independent of the preceding pressure history and of the pressure record at the
other transducers, a conclusion can be that these sudden explosions occur within the
adapter of the transducer. The transducers have a small volume within the adapter
as shown in Figure 3.6, and when the ame in the pipe could penetrate into this
volume the mixture could be ignited and explode within the adapter. To illustrate
this phenomenon, pressure records for a hydrogen-air mixture with  = 1:1 are shown
in Figure 3.42. For this example, the gas volume in each transducer seems to have
exploded. The gas volume in the transducers is ignited when the ame is passing, and
the shorter distance between the pressure peaks towards the pipe outlet indicate that
the ame propagation in the pipe is accelerated. The rst signal from the explosion in
the adapter of transducer 4 is recognized 31 ms after ignition. If it is assumed that the
gas volume in the adapter is exploding at the time when the ame front reaches the
position, an average ame speed can be calculated to 61.3 m/s. The ame propagation
is accelerated towards the pipe outlet, and between transducer 2 and 3 the average
ame speed is 192.1 m/s, while it has increased to 284.1 m/s between transducer 3
and 4.
3.3.6 Propane-air mixtures, SLR camera
Experiments with propane-air mixtures are performed with the circular plexiglass pipe
of 40 mm ID. The experiments have previously been reported by Kristo¤ersen et al.
(2003a) and Johnsen (2003). Pressure is recorded with Kistler 7261 transducers at 100
mm, 710 mm, 1319 mm and 1785 mm from the ignition point. The ame propagation
is captured by a Fujilm Finepix S2 Pro SLR camera.
Instant pictures of the ame front were taken with high shutter speed. Very illus-
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Figure 3.45: Flame front disturbed by pressure waves. The ame is probably a vortex
ring along the pipe wall.
trative pictures were obtained and some examples are shown here. In Figure 3.43, a
nger shaped ame front is shown. This shape will often occur in the initial accelera-
tion of the ame front. Gravity will inuence the ame front shape and give a higher
ame speed in the upper part of the pipe than in the lower part (Kawakami et al.,
1999), as shown in Figure 3.44. In Figure 3.45, a ame front that has been disturbed
by a pressure wave is shown. The ame is probably a vortex ring along the pipe wall.
Pictures are also taken with open shutter to capture the whole ame propagation
in one picture. Because of the larger pipe diameter, both the overall energy content
and twall are larger in the plexiglass pipe than in the steel pipes, and the pressures will
therefore become higher. The photograph for one trial with a propane-air mixture at
 = 0:8 is shown in the lower part of Figure 3.46. The variation in the intensity of
light emission along the pipe is determined by extracting the blue colour in the pictures
by a MATLAB script. The maximum amount of blue colour in an RGB formatted
picture is by denition 255. The amount of blue colour as a fraction of the maximum
amount is shown in the upper part of Figure 3.46. Pressure records and a photograph
for a stoichiometric mixture and a photograph for a rich mixture with equivalence
ratio at 1.2 are shown in Figure 3.47 - 3.49. It is clearly seen that the amount of blue
colour is increasing with increasing equivalence ratio. This could be a result of the
increased heat release with reactivity of the mixtures, and of an increased amount of
more emissive particles in the richer mixtures.
The number of oscillations in the ame propagation also varies with equivalence
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Figure 3.46: Picture captured with open shutter of the ame propagation in the 1.9
m plexiglass pipe for a propane-air mixture at  = 0:8: The amount of blue colour in
the picture is shown in the upper part.
Figure 3.47: Experimental results for a propane-air mixture at  = 1:0 in the 1.9 m
plexiglas pipe.
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Figure 3.48: Picture captured with open shutter of the ame propagation in the 1.9
m plexiglass pipe for a propane-air mixture at  = 1:0: The amount of blue colour in
the picture is shown in the upper part.
Figure 3.49: Picture captured with open shutter of the ame propagation in the 1.9
m plexiglass pipe for a propane-air mixture at  = 1:2: The amount of blue colour in
the picture is shown in the upper part.
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ratio. In the lean mixture, there are three oscillations, in the rich mixture there are
two and in the stoichiometric mixture there is only one.
3.3.7 Propane-air mixtures, high speed camera
The ame propagation is also captured by a high speed camera. The experiments are
performed in the 40 mm ID circular plexiglass pipe and with propane-air mixtures.
Results from experiments with a stoichiometric mixture and a rich mixture at  = 1:2
are shown in Figure 3.50 and 3.51 respectively.
Figure 3.50: Pictures captured with a high speed camera of the ame propagation in
the 1.9 m plexiglass pipe. Propane-air mixture at  = 1:0:
In Figure 3.50, the ame propagation is captured between transducer 2 and 3. The
frame rate is 2000 fps, and the time axis is dened from when the ame front rst
appears on the pictures. A maximum of the ame front position is recognized after
around 10 ms. After this, the ame propagates backwards and a small inversion of the
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Figure 3.51: Pictures captured with a high speed camera of the ame propagation in
the 1.9 m plexiglass pipe. Propane-air mixture at  = 1:2:
ame front occurs. These mechanisms occur due to interaction of the ame front with
the acoustic oscillations in the pipe. The ame front is becoming turbulent and after
a minimum ame position is reached at 20 ms the ame propagation is reaccelerated.
In Figure 3.51, the ame propagation in a mixture at  = 1:2 is captured from
the ignition point. The frame rate used was 1000 fps, and the time axis is dened
from when the ame front rst appears on the pictures. An inversion is also captured
for this mixture, but this inversion is the rst one that occurs after the ignition and
is therefore probably initiated by the quenching of the ame front at the pipe wall.
Pressure waves however also seem to have an inuence on this inversion. After the
minimum ame position is reached, the ame propagation is again accelerated. On the
last pictures in Figure 3.51, burning of soot particles is seen by the high light emission.
Due to the longitudinal pressure waves in the pipe these particles are transported back
and forth in the pipe. The soot particles are a result of the excess of fuel in the original
gas mixture. The pictures of the ame propagation taken with the high-speed camera
clearly show the oscillating ame propagation.
Chapter 4
Numerical simulations
Numerical simulations have been performed with two codes. The commercial CFD
code FLACS by GexCon AS (www.gexcon.com) and a MATLAB version of the Ran-
dom Choice Method that was developed at Telemark University College, which is
called RCMLAB.
4.1 FLACS
The rst version of the FLACS (FLame ACellerator Simulator) code was released in
1986. It is used among others for modeling gas explosions and gas dispersion. FLACS
is today in use by several oil and gas companies e.g. Norsk Hydro, Statoil, Total,
Dupont and Gaz de France. In this section, some aspects of the modeling in FLACS
are described and simulation results are presented and compared to experiments.
FLACS is a 3D nite volume CFD code. In the calculations, a second order central
di¤erencing scheme is used for di¤usive uxes and an upward di¤erencing scheme for
convective uxes. The discretised equations are as default solved by BiCGStab in the
SIMPLE algorithm on staggered grid. The turbulent ow eld is modelled with the
k    turbulence model, and combustion is modelled by a ame model that uses the
results from a burning velocity model as an input parameter.
4.1.1 Flame models in FLACS
The ame thickness is often smaller than the thickness necessary to represent other
features of a reactive ow. To fully resolve the ame in numerical simulations therefore
requires a grid size that is considerably smaller than for the other regions of the ow.
A solution is to use an adaptive grid scheme with a ner resolution in the ame zone.
When an adaptive grid scheme is not available, the solution has been to change the
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ame structure, and permit use of a coarser grid to reduce the computation time.
There are two common ways to change the ame structure, it can be considered as a
discontinuity with zero thickness or it can be articially thickened so that its structure
is resolved in the calculation. In FLACS, these two methods are used in the SIF and
the  ame models respectively.
 ame model
The  ame model was introduced by Butler and ORourke (1976) as a technique for
articially thickening a deagration wave. The ame thickness is increased by a factor
, by increasing the thermal di¤usivity by the same factor. As a consequence, the
ame speed is also increased by this factor, but to preserve the original ame speed
the chemical reaction rate is reduced by a factor 1=. The ame speed will be a result
of the calculation and is unchanged as long as the ame remains thin compared to the
other length scales of the ow eld. A disadvantage of this model is that it may change
the growth rate of gas dynamical instabilities with wavelengths in the same range as
the ame thickness. In the rst version of the model the same scaling factor is used
everywhere in the calculation domain, however it should di¤er from unity only around
the ame. This disadvantage was indicated by Butler et al. (1981), and they made a
new formula, in which the ame is identied by its large temperature gradients:
 = max

1;
w22
lF
jrT j
T

; (4.1)
where lF is the true ame thickness,  is the grid cell size, w the number of cells over
which the ame is spread and T the temperature change across the ame.
The model is also discussed by ORourke and Bracco (1979). They showed that
the  ame model is useful for high Reynolds number and that the Reynolds number
is reduced by 1= through the transformation. In their simulations, a new model for
 was used:
 = =; (4.2)
where  is the density,  is the dynamic viscosity and  is a constant that is varied
between 50, 100 and 150.
The model for  used in FLACS today is given by Arntzen (1998):
 / 4
lT
; (4.3)
where lT is the integral length scale.
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The articial thickening of the ame front is based on the idea from Neumann and
Richtmyer (1950) on articially thickening a shock wave. They introduced articial
dissipative terms into the equations to give the shock a size comparable to or somewhat
larger than the cell sizes.
SIF - Simple Interface Flame model
SIF is based on a code introduced by Noh and Woodward (1976) called SLIC (Simple
Line Interface Calculation). SLIC is used to dene uid interfaces by an alternating-
direction method. Fluid surfaces are represented locally in each control volume, and
are dened as a composition of one space dimensional components in each direction.
These components are composed of straight lines, perpendicular or parallel to the co-
ordinate directions. The perpendicular lines are preferred, the uids are then advected
one at a time to the neighbouring control volume. When three uids are present in
a Y-like intersection, a T conguration is used. The localization of the interfaces are
determined by the volume fractions in the control volume and by testing whether or
not the various uids are found in the control volumes just to the right and just to
the left. Three types of variables are used, they are dened as:
f1, f2, ... , fn volume fractions within a control volume
IL1, IL2, ... , ILn uid occupation numbers (1 for present,
0 for absent in the control volume to the left)
IR1, IR2, ... , IRn uid occupation numbers (1 for present,
0 for absent in the control volume to the right)
The uid occupation numbers can be combined in four ways (ILi, IRi) = (0,0),
(0,1), (1,0), (1,1). When uids with identical combinations are treated as one single
group, there are at most four di¤erent uids in the control volume, which gives six
possible congurations, as shown in Figure 4.1.
The SLIC code is entirely one-dimensional and is relatively easily extended to
two and three dimensions. This is possible by the alternating-direction feature by
which the interfaces are calculated one-dimensional for each coordinate direction. The
calculations are performed independently in each direction, and it has been emphasized
that it is this freedom that gives the method its power. The one-dimensional nature
makes it possible to incorporate any one space dimensional method for advancing the
interface. It has also been pointed out that false di¤usion is not possible, and that
this is avoided by dening unique picturesfor each control volume and further that
the nearestuid exists rst.
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Figure 4.1: The six possible conguration types for uid interfaces in a control volume
(Noh and Woodward, 1976).
The SLIC model has also been used to track ame fronts. Then the ame front
is regarded as the interface between burnt and unburnt gas, where the reactants are
transformed to products. Chorin (1980) mentioned ve types of interfaces between
the two gases: no interface, vertical interface, horizontal interface, corner and thin
nger. For a thin nger, the location of the ame fronts are random and calculated
each half timestep for the horizontal and vertical directions by use of two independent
van der Corpus algorithms. Chorin (1980) used the Huyghens principle to calculate
the motion of the ame front. A number of points are dened on the ame front and
from each of these the ame expands with the burning velocity. The summation of the
new expanded volumes and the original burnt volume forms the new volume of burnt
gas. The method was similarly used by Sethian (1984) and Ghoniem et al. (1982).
Bielert et al. (1996) compared the methods of Noh and Chorin and concluded that
the SLIC algorithm could give signicant nonphysical deformations of the interface.
Instead they used a method called Volume of Fluid (VOF) where the interface is also
represented by skew lines.
4.1.2 Burning velocity
Modelling of the burning velocity is divided into three models in FLACS (Arntzen,
1998). Initially there is a laminar burning velocity model. When instability mecha-
nisms enhance the burning rate, a quasi laminar burning velocity is calculated. The
laminar burning velocity is then multiplied by an enhancement factor, which increases
the burning velocity due to the instabilities. The enhancement factor is a function of
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ame radius and gas mixture and the quasi laminar burning velocity is dened as:
SQL = SL (1 + ar)
1=2 ; (4.4)
where r is the ame radius and a is a constant. When using the SIF model, some
of the ame wrinkling is simulated and the enhancement factor should be lower than
when using the  model.
Two expressions are used for the calculation of the turbulent burning velocity in
FLACS. They are derived from a correlation developed by Bray (1990). The rst one
is given by:
ST1 = 1:8S
0:784
L u
00:412l0:196T 
 0:196; (4.5)
where u0 is the turbulent intensity, lT is the integral length scale and  is the kinematic
viscosity. This expression is not satisfactory at low turbulent intensities, u0 ! 0:
Equation 4.5 then gives ST ! 0, when it should give ST ! SL. Arntzen (1998)
therefore made a correlation by adding the product of Equation 4.5 and the square
root of u0=SL to the laminar burning velocity:
ST2 = 0:96S
0:284
L u
00:912l0:196T 
 0:196 + SL: (4.6)
Equation 4.6 gives a too large inuence of the integral length scale and is only used
for low values of the turbulent intensity. The burning velocity is always chosen as the
maximum of the turbulent and the quasi laminar burning velocities.
4.1.3 Turbulent viscosity
The e¤ective viscosity used in FLACS is equal to the sum of the laminar and turbulent
viscosities (Arntzen, 1998):
e = L + T (4.7)
In FLACS, the Boussinesq eddy viscosity model is used to model the turbulent
viscosity:
T = 0:09
k2
"
; (4.8)
where k is the turbulent kinetic energy and " is the dissipation rate of turbulent kinetic
energy from the k   " model. Simulations have been performed in which the e¤ective
viscosity is calculated from the k "model in the default way, and with constant values
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of k and " at their initial values, which in FLACS is 10 3 for both. This involves a
constant turbulent kinematic viscosity:
T =
T

= 0:09
k2
"
= 9e 5 m2=s (4.9)
4.1.4 Courant numbers
In FLACS, two Courant numbers are used (FLACS-98 Users Guide). The rst num-
ber, CFLC (Courant-Friedrich-Levy, speed of sound), is based on the speed of sound,
and the time step length is determined by:
t =
CFLC 
c
; (4.10)
where  is the smallest grid cell size and c is the speed of sound. The default value
for CFLC is 5.0. The second number, CFLV, is based on uid ow velocity and has
a default value of 0.5. The most stringent criterion for the time step length is always
chosen. When CFLV is used, this also involves comparison of the ratio between the
grid cell size and the ow velocity in all directions.
4.1.5 Simulations
When simulating pressure oscillations in pipes with FLACS, it was found that the
amplitude of the oscillations was reduced considerably. It was rst assumed that this
reduction was caused by a too large production of turbulent viscosity in the burnt
mixture behind the ame. Three new models for the generation of turbulent viscosity
were therefore implemented. The rst one had no generation of turbulent viscosity at
all, the second had generation of turbulent viscosity only ahead of the ame front, i.e.
only when the concentration of products was below 5%. In the last model, generation of
turbulent viscosity in the ame was also included, i.e. generation up to a concentration
of products of 90%. In addition to these models, three ways of generating turbulent
viscosity in the original code were used. These include generation by the default
model, limited generation by keeping the values of k and " at their initial values and
by skipping generation of turbulent viscosity along the wall by not using wall functions.
The models are summarized in Table 4.1.
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Table 4.1: Models for generation of turbulent viscosity.
1 the default model
2 generation only ahead of the ame limit at PROD = 5%
3 generation ahead of and in the ame limit at PROD = 90%
4 no generation
5 k = " = 10 3 initial values
6 no wall function WALL = 0
The geometry used is a 2 m long square pipe with inner pipe width of 40 mm. The
pipe is closed at one end and open at the other, with ignition at the closed end. Four
monitor points are placed at the centre line of the pipe at distances 0.1 m, 0.76 m, 1.4
m and 1.9 m from the closed end. The size of the simulation volume is 6 x 2 x 2 m3
with start position in (0,-2,-2). The pipe is designed from position (0,0,0). The grid in
the volume outside the pipe is stretched with a factor of 1.4. The boundary conditions
are PLANE_WAVE except at the low x-boundary where EULER is used. In the pipe,
the grid size in the x-direction is 20 mm. In the two other directions, the grid size is
varied. These non-cubic control volumes deviate from GexCons recommendations and
can a¤ect the simulation results. The burning velocity model in FLACS seems to give
a too large value for the burning velocity in a pipe, and in the following simulations
the burning velocity is frozen at 0:44 m/s, which is the laminar burning velocity for
the stoichiometric propane-air mixture used (Law, 1993). The three parameters, 1)
CFLC, 2) number of grid cells in the cross section and 3) the model for generation of
turbulent viscosity, are varied.
CFLC
CFLC is varied between 0.1 and 10. In Figure 4.2, the pressure values at the four
monitor points are shown for simulations with 11 grid cells in each direction in the
cross section and with the default model for generation of turbulent viscosity. For the
two highest values of CFLC, the amplitude of the second pressure peak is reduced
signicantly compared to the simulation when CFLC = 1: For CFLC = 2 there is a
smaller reduction of the second pressure peak. The maximum pressure at the second
peak for the six values of CFLC tested are shown in Figure 4.3. The largest pressure is
obtained for CFLC = 1: A CFLC value of 1, or perhaps also smaller, should therefore
be used.
Number of grid cells
The second parameter tested is the number of grid cells in each direction in the pipe
cross section. Six grid sizes are used and in Table 4.2 they are summarized with the
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Figure 4.2: Simulations in FLACS with a stoichiometric propane-air mixture for var-
ious CFLC numbers. 11 grid cells are used in each direction of the cross section and
the default model for generation of turbulent viscosity is applied.
Figure 4.3: Maximum pressure at the second peak for various CFLC numbers. Simu-
lations in FLACS with a stoichiometric propane-air mixture. 11 grid cells are used in
each direction in the cross section and the default model for generation of turbulent
viscosity is applied.
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Table 4.2: Number of grid cells used in each direction of the pipe cross section and
the associated grid sizes.
Number of grid cells Grid size
3 13.3 mm
5 8.0 mm
7 5.7 mm
9 4.4 mm
11 3.6 mm
13 3.1 mm
Figure 4.4: Simulations in FLACS with a stoichiometric propane-air mixture for vari-
ous numbers of grid cells in the pipe cross section. CFLC = 0.5 and the default model
for generation of turbulent viscosity is applied.
number of grid cells. In Figure 4.4, pressure histories with the four largest grid sizes
are shown for simulations with the default model for generation of turbulent viscosity
and CFLC = 0:5. There are clear reductions of the amplitude for the second pressure
peak for the two largest grid sizes compared to the two others, but there are only
minor di¤erences between the pressure values when 7 or 9 grid cells are used in the
cross section. The same conclusion can be drawn from Figure 4.5 where the maximum
pressure of the second peak for all grid sizes used is given. Two criteria could therefore
be dened; the grid size should not exceed 5.7 mm or the number of grid cells in the
cross section should exceed 7. It would be necessary to emphasize that these criteria
are tested only for one pipe width of 40 mm.
CHAPTER 4. NUMERICAL SIMULATIONS 89
Figure 4.5: The maximum pressure at the second peak for various numbers of grid
cells in the pipe cross section. Simulations in FLACS with a stoichiometric propane-air
mixture. CFLC = 0.5 and the default model for generation of turbulent viscosity is
applied.
Models for generation of turbulent viscosity
The maximum pressures of the second pressure peak, obtained for the 6 models for
generation of turbulent viscosity, are shown in Figure 4.6 for various values of CFLC
and with 11 grid cells in each direction in the pipe cross section. In Figure 4.7, the
same pressure peak is shown for various numbers of grid cells and CFLC = 0.5.
For the three models (1, 2 and 3) with generation of turbulent viscosity, an equal
behavior is seen, with two clusters of pressure values. For the various values of CFLC,
shown in Figure 4.6, the division between the clusters is for CFLC = 2 or lower,
and for the grid resolution shown in Figure 4.7, the division is for 7 grid cells or
more in the pipe cross section. In the simulations with the three models (4, 5 and 6)
where none or only minor amounts of turbulent viscosity are generated, the maximum
pressure at the second pressure peak is generally larger than for the rst models.
This indicates that the turbulent viscosity will reduce the pressure values. However
it seems like the inuence of generation of turbulent viscosity on the amplitude of the
pressure oscillations is more important for values of CFLC above 2. For the various
grid resolutions, there is a clear division into two clusters for all models. For the
largest grid size, there is practically no changes in the pressure value for the di¤erent
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Figure 4.6: Maximum pressure at the second pressure peak for various CFLC numbers
and models for generation of the turbulent viscosity (Table 4.1). Simulations in FLACS
with a stoichiometric propane-air mixture and with 11 grid cells in each direction in
the pipe cross section.
models, while for the other grid sizes there are generally lower pressures when turbulent
viscosity is generated.
Combustion modeling
As shown, there should be at least 7 grid cells in the pipe cross section and the CFLC
should be less or equal to 1. These two parameter values are used in a simulation to
test the combustion model when the burning velocity is determined from the default
burning velocity model. The results of this simulation are shown in Figure 4.8 where
the pressure histories at each monitor point are given by solid lines and the ame
arrival times at the monitors are given by solid circles. The ame front reaches the
fourth monitor point after 17 ms, which gives an average ame speed of 112 m/s. The
results can be compared to similar experimental results in a circular pipe of 40 mm ID,
which is shown in Figure 3.47. The ame speed is much higher than in the experiments
and this strong ame acceleration generates a pressure wave that is more than double
the experimental pressures. This result indicates that the initial ame acceleration
is too strong in the FLACS code. The reason could be that the enhancement factor
in the quasi laminar burning velocity model is determined for spherical propagation
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Figure 4.7: Maximum pressure at the second pressure peak for various numbers of grid
cells in each direction in the pipe cross section and for various models for generation
of the turbulent viscosity (Table 4.1). Simulations in FLACS with a stoichiometric
propane-air mixture and with CFLC = 0.5.
Figure 4.8: Test of the combustion model with 7 grid cells in each direction of the cross
section and with CFLC = 1. Simulations in FLACS with a stoichiometric propane-air
mixture.
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and is therefore not suitable for the elongated hemispherical ame propagation in a
pipe due to the dependence on the ame radius. For the very large surface area to
gas volume ratio that is present in this small pipe diameter, heat loss is expected to
reduce the ame speed. These e¤ects are not completely included in the simulations,
and can therefore also be a part of the explanation for the too high ame speed in the
simulations compared with the experiments.
4.1.6 Summary FLACS
Simulations have been performed in FLACS to test how the gas dynamical models
could handle acoustic oscillations in a pipe and how the combustion model handles
ame propagation from the closed end of a pipe.
By comparing the simulation results to experiments it has been shown that a
minimum of 7 grid cells in each direction of the pipe cross section and a CFLC  1
are necessary to handle the acoustic oscillations.
The initial ame propagation in pipes is too high compared to experiments and
the enhancement factor in the quasi laminar burning velocity model should be reduced
for such geometries. Heat loss will also a¤ect the ame propagation and should be
completely included in simulations of ame propagation in pipes.
4.2 Random Choice Method
AMATLAB version of the Random Choice Method (RCM) was developed at Telemark
University College. The code is called RCMLAB and is presented by Bjerketvedt and
Mjaavatten (2001) and by Bjerketvedt et al. (2002). In this section, the principles
of RCM are described together with advances in the code. Simulation results are
presented and compared to experimental results. The RCM described here is for
solving a 1D non-stationary unsteady ow of a compressible gas with combustion.
The RCM was originally introduced by Glimm (1965). The method was further
developed by Chorin (1976) who also extended the RCM to combustion problems
(Chorin, 1977). More details and extensions of the method are presented by Saito and
Glass (1979), Gottlieb (1986) and Toro (1999).
The main advantage of the RCM is its unique capability for predicting complex
wave interactions while maintaining the discontinuities of shock waves and contact
surfaces. Such discontinuities are often smeared over several cells in other more tradi-
tional CFD codes. However, the randomness of the RCM introduces numerical noise
that is more obvious for smooth waves such as rarefaction waves. This noise is dimin-
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Figure 4.9: Principles for a shock tube.
ished when the number of computational cells is increased. The principle of the RCM
is to solve the Riemann problem in the domain between two neighboring grid points.
4.2.1 The Riemann problem for the Euler equations
The Riemann problem is a solution to the one-dimensional time-dependent Euler equa-
tions:
@
@t
+
@ (u)
@x
= 0; (4.11)
@ (u)
@t
+
@ (u2 + p)
@x
= 0; (4.12)
@E
@t
+
@(u (E + p))
@x
= 0; (4.13)
where  is the density, t is the time, u is the velocity, x is the position, p is the pressure
and E is the total energy per unit volume, with the following initial conditions:
U (x; 0) =
(
Ul if x < 0
Ur if x > 0
)
;where U =
264 u
p
375 (4.14)
The initial Riemann problem consists of two constant states separated by a discon-
tinuity at x = 0: The left side has the initial conditions Ul and the right side the initial
CHAPTER 4. NUMERICAL SIMULATIONS 94
conditions Ur. The Riemann problem is a generalization of the shock tube problem.
In a shock tube, a high pressure section is separated from a section with lower pressure
by a membrane, as shown in Figure 4.9 a). When the membrane is broken, a shock
wave is propagating into the low pressure section followed by a contact discontinuity,
while a rarefaction wave is expanding the gas in the high pressure section. Pressure
proles before the membrane is broken and at a time after the membrane is broken
are shown in Figure 4.9 b) and c) respectively. At the contact surface, the velocity
u and the pressure p must be the same for the shocked gas and the expanded gas.
In the Riemann problem, non-zero initial velocities at each side of the discontinuity
are allowed. Four di¤erent wave patterns are then possible for a Riemann problem.
As shown in Figure 4.10, these could be: a) left rarefaction wave, contact surface and
right shock wave, b) left shock wave, contact surface and right shock wave, c) left
rarefaction wave, contact surface and right rarefaction wave and d) left shock wave,
contact surface and right rarefaction wave. Along the x-axis, four di¤erent constant
states are considered. They are separated by the three waves that are presented in
each wave pattern. The two regions between the left and right pressure waves are
called the Star Region. These two regions are separated by a contact surface and the
pressure p and velocity u are equal on each side of this contact surface. The density,
however takes on two constant values l and r: In the Riemann problem, the states
to the left and to the right are known and it is necessary to nd a solution for p; u;
r and l:
d)
t
x
t
x
t
x
t
x
c)
b)a)
Figure 4.10: Possible wave patterns of a Riemann problem.
A solution procedure for u and p is presented by Toro (1999). Functions are rst
developed for the four wave patterns, where the states on each side of a shock wave
are connected by using the Rankine-Hugoniot equations and the states on each side
of a rarefaction wave are connected by using the isentropic relation. The pressure p
can be found by solving the equation:
f (p; Ul; Ur) = fl (p; Ul) + fr (p; Ur) + u = 0; (4.15)
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where u = ur   ul; and the functions fl and fr are given by:
fl (p; Ul) =
8><>:
(p   pl)
h
Al
p+Bl
i 1
2
if p > pl (shock)
2cl
( 1)

p
pl
  1
2   1

if p  pl (rarefaction)
;
9>=>; (4.16)
fr (p; Ur) =
8><>:
(p   pr)
h
Ar
p+Br
i 1
2
if p > pr (shock)
2cr
( 1)

p
pr
  1
2   1

if p  pr (rarefaction)
;
9>=>; (4.17)
where  is the ratio between heat capacities at constant pressure and constant volume,
cl and cr are the speed of sound at each side and the constants Al; Bl; Ar; Br are given
by:
Al =
2
( + 1) l
; (4.18)
Bl =
(   1)
( + 1)
l; (4.19)
Ar =
2
( + 1) r
; (4.20)
Br =
(   1)
( + 1)
r: (4.21)
The velocity u for a left wave is given by:
u = ul   fl (p; Ul) ; (4.22)
while the velocity u for a right wave is given by:
u = ur + fr (p; Ur) : (4.23)
The velocity can also be determined as a mean velocity:
u =
1
2
(ul + ur) +
1
2
[fr (p)  fl (p)] : (4.24)
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4.2.2 Solution of the Riemann problem by the RCM
The computational domain is rst discretised into a number of cells of size x =
xi+ 1
2
  xi  1
2
: The method assumes a piecewise constant distribution of data within
each cell as shown in Figure 4.11, with discontinuities at the midpoint positions, i.e.
at i  0:5: The Riemann problem is solved in the domain between two neighbouring
grid points, the left domain [i; i+ 0:5) and the right domain [i+ 0:5; i+ 1):
x
p
i i+1i-1
Figure 4.11: Piecewise constant distribution.
The Riemann problem must be solved by iteration and the Newton-Rhapson pro-
cedure is used. An initial guess for p is determined by:
p0 = max(pig;min (pl; pr)); (4.25)
where pig is given by:
pig =
1
2
(pl + pr)  1
8
(ur   ul) (l + r) (cl + cr) (4.26)
From p0 the wave pattern is determined by comparing p0 to the values on each of the
outer sides of the waves. The functions fl and fr and their derivates are calculated from
Equations 4.16 and 4.17. The values of the functions are summarized by introducing:
f (p) = fl (p) + fr (p) + ur   ul; (4.27)
f 0 (p) = f 0l (p) + f
0
r (p) (4.28)
In the Newton-Rhapson procedure, a new value for p is calculated by:
p1 = p0   f (p0)
f 0 (p0)
: (4.29)
The iteration continues until the relative pressure change between two iterations
(k) dened as CHA is below a tolerance value (TOL):
CHA =
jpk   pk 1j
1
2
(pk + pk 1)
< TOL = 10 6: (4.30)
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The velocity u is then determined by Equation 4.24. The values for  can now
be determined. If the wave is a shock wave, the density is calculated according to:
d = d
 
p
pd
+ d 1
d+1
d 1
d+1
p
pd
+ 1
!
; (4.31)
where d denotes the wave direction, either left (l) or right (r): The density for the
rarefaction waves is determined from the isentropic law:
d = d

p
pd
 1
d
(4.32)
Sampling points are found from the Van der Corput pseudo random number se-
quence, because it is known that this sequence gives better results than when using
completely random numbers. A number  2 [0; 1] in the sequence is determined by:
(n) =
mX
i=0
Ai  2 (i+1); (4.33)
where m and Ai is given by an expression for the natural numbers:
n =
mX
i=0
Ai  2i: (4.34)
The rst 10 numbers in the sequence will be 0.5, 0.25, 0.75, 0.125, 0.625, 0.375,
0.875, 0.0625, 0.5625, 0.3125. At a given time step, the same  is used for all grid
cells. The solution in each domain between neighbouring grid points is taken at the
sampling points (i+ ), as shown by the sampling scheme in Figure 4.12. The solution
is placed into grid point (i+ 1) for the rst half time step and into grid point (i) for
the second half time step. The length of the time step is determined by the Courant-
Friedrich-Levy criterion:
t = C
x
juj+ c; (4.35)
where the Courant number C is given the value C = 0:45:
4.2.3 Combustion model
The combustion model is based on the Rankine-Hugoniot relations. The state (pu; u)
ahead of the combustion wave and the state (pb; b) behind the combustion wave are
related by a quasi one-dimensional burning velocity, S [m=s], as dened by the equation
for the Rayleigh line:
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n
i i+1i-1
n + 0.5
n +1
i +z
Figure 4.12: Sampling scheme of RCM.
  (uS)2 =
(pb   pu)
1
b
  1
u
: (4.36)
Since the calculations are performed one-dimensionally, three-dimensional e¤ects
on the ame propagation are incorporated in S: The 1D burning velocity is used as
an input parameter to the combustion model and the determination of this parameter
is described in the next subsection. The solution for the state of the burnt mixture is
found by the intersection of the Rayleigh line with the Hugoniot curve. The solution
could be either a weak deagration or a CJ deagration (Williams, 1985).
In the combustion model, the combustion wave is treated as a discontinuity (i.e.
thin ame model). When the 1D burning velocity is known, the ame propagation in
the domain between two neighbouring grid points can be handled in essentially the
same way as for the non-reactive Riemann problem. As illustrated in Figure 4.13, the
left and right propagation waves (shock or rarefaction) are handled as in the Riemann
problem. The only di¤erence is that the state at the contact surface, u and p must
be treated as uu and pu for unburnt gas and ub and pb for the burnt gas.
The value of pu is found by using the Newton-Rhapson iteration procedure and uu
and u are found from the equations given in subsection 4.2.1 and 4.2.2. The values
for the burnt mixture pb; ub and b are found from the Rankine-Hugoniot relations.
The ame position at each time step is determined by the position of a jump in the
value of the fraction :
4.2.4 Method for estimation of the quasi 1D burning velocity
Some testing of models for the burning velocity was performed initially. The burning
velocity was also modelled with an initial increase as an error function up to a constant
level. This modeling gave reasonable results, but it was decided to focus the work on
a method for estimating a burning velocity from experimentally determined pressure
records.
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Figure 4.13: The combustion model used in RCMLAB.
Figure 4.14: Location of p (xTD,tTD).
A version of the method is presented by Bjerketvedt et al. (2003 and 2004) and
the validation of the method against experimental data is presented by Kristo¤ersen
et al. (2003b and 2004).
In Figure 4.14, the principles for the method are illustrated. When the burning
velocity of the ame front at xF is changed at time t; pressure waves are generated
that propagate away from the front in both directions. The forward propagating wave
will reach the point of the next pressure transducer ahead of the ame at time tTD:
The time tTD is governed by the speed (u+ c) of the right running characteristic  +:
A point xB (t) at the right side of the transducer is determined by the left running
characteristic    with propagation speed (u  c) : To nd the most appropriate point
for xB (t) ; a vector of positions is tested and the position that gives a characteristic that
will be closest to xTD at time tTD is used. A pressure value p (xTD; tTD) is determined
by solving a Riemann problem with the left state given by the state at xF (t) and the
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right state given by the state at xB (t) : This calculation is done in a single time step,
t; in the standard RCMLAB Riemann solver as described in Subsection 4.2.2. The
length of the time step is determined by the di¤erence t = tTD   t: The calculated
pressure p (xTD; tTD) is compared to experimental pressure records for the transducer
at position xTD at time tTD and an pressure error value is determined:
p" = pTD (xTD; tTD)  pRCM (xTD; tTD) : (4.37)
During each time step in the main RCM routine, a vector of values for the 1D
burning velocity is tested, which gives a vector of pressure error values. A value for
the 1D burning velocity that gives p" = 0 is determined by cubic spline interpolation
within the vectors of the 1D burning velocities and the pressure error values. This
quasi 1D burning velocity is then used as an input to the combustion model.
The rst transducer ahead of the ame is used as a reference transducer. However
since transducer 4 (last one) is used to control the boundary conditions at the pipe
outlet, the simulation will be unstable if the same transducer is also used to control
the 1D burning velocity. Transducer 3 is therefore also used after the ame has passed
this transducer. The conditions behind the ame are much more unstable than before
the ame, and the 1D burning velocity would also be unstable if it is estimated from
values of p" at a single time step. The estimation of the 1D burning velocity is
therefore not performed independently of the values in the former time steps. Instead,
a proportional controller is used to estimate a new 1D burning velocity from the 1D
burning velocity in the previous time step and the pressure error value at the actual
time step for the associated transducer position. The equation for determining S(t) is
shown in Equation 4.38. This can be regarded as a proportional controller with p"
as the disturbance and K as the gain. To avoid instabilities when the ame is passing
the transducer position 4, the 1D burning velocity is kept constant at the end of the
pipe.
S(t) = S(t t)+K(pTD(xTD; tTD) pRCM(xTD; tTD)) = S(t t)+Kp"(xTD; tTD)
(4.38)
4.2.5 Determination of pipe outlet conditions
Determination of the pipe outlet is a crucial parameter because of the longitudinal
acoustic waves that propagate in the pipe. These waves are reected at the pipe ends.
At the left pipe end is a wall, which is calculated by dening the velocity at the left
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boundary of the rst grid point to have the opposite direction of the velocity to the
right of the boundary. The same denition could also be used at the right end of the
pipe if a wall should be presented there. If the right end is open, the pressure waves
should be able to propagate freely into the ambient air at atmospheric conditions.
Two methods are used to represent the pipe outlet. In the rst one, the pres-
sure waves are allowed to propagate spherically outwards from the pipe opening. A
parameter dening the area increase during the expansion at the outlet is used:
AC (i) =
kangle
D=2 + L (i  nt+ 1) =nt (4.39)
where kangle is a constant dening the angle of the expansion at the outlet with kangle =
1 when the expansion angle is 180, D is the pipe diameter, L is the pipe length, i
is the grid cell used and nt is the number of grid cells in the pipe. The density and
pressure in the grid cells are then reduced because of the expansion and new values
for these parameters are calculated by using the area increase parameter:
 =  (1  ACut) ; (4.40)
p = p (1  ACut) : (4.41)
In the second method, the conditions at the outlet are estimated from experimental
data by using the Riemann solver in an equivalent manner to the estimation of the
quasi 1D burning velocity as described in Figure 4.14. The pressure records at the
fourth transducer are used as reference. The pressure at this position is calculated by
using the conditions at the outlet as the right state. The position of the left state is
determined in such a way that the right running characteristic reaches the transducer
at the same time as the left running characteristic. The calculated pressure is compared
to the experimental pressure and a pressure error value is calculated by Equation 4.37.
At each time step, a vector of various pressures at the outlet is used to calculate a
vector of pressure error values. The value for the outlet pressure that gives p" = 0
is determined by cubic spline interpolation within the vectors of the outlet pressures
and the pressure error values.
4.2.6 Modeling of heat loss and friction
For ame propagation in pipes, there will always be a momentum loss due to friction
along the pipe walls and a heat loss to the surroundings by heat transport through
the pipe walls. In the 1D RCMLAB code, these inhomogeneous e¤ects are taken
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into account by a operator-splitting method (Sod, 1977). Modeling of heat loss and
friction is described by Bjerketvedt (1985). Three regimes are identied according to
the value of the Reynolds number, which are given di¤erent values of a factor Cf as
dened in Equation 4.42. For the laminar regime, Cf is dened to zero, and for the two
other regimes models are given by Kays and Crawford (1993). For the fully developed
turbulent regime, an empirical equation that equals the Kármán-Nikuradse equation
for a circular pipe is used.
Cf =
8><>:
0; for Re < 10000; laminar regime
0:078Re 0:25; for 10000 < Re < 30000; transition regime
0:046Re 0:2; for Re > 30000; turbulent regime
9>=>; (4.42)
This factor is also inuenced by the wall specications, such as roughness and
conductivity of the wall. The Cf value for the fully developed velocity prole is
therefore enhanced by multiplication with a wall specic factor, . For the simulations
of the experiments with plexiglass pipes (campaign 4 and 5 in Table 4.3), a factor
 = 2:2 was found to give good results in all simulations. For the simulations of the
experiments in the steel pipes, the same factor was not used in all campaigns. In
simulation campaign 1 in Table 4.3, where the simulation results are only compared
to experimental pressure records, good results were obtained with a factor  = 2:5:
When the simulation results were also compared to records of the ame propagation
from experiments, as in simulation campaign 2, a larger factor of  = 8:0 had to be
used to obtain good results. It seems like the ame propagation is more sensitive to 
than the pressure waves. In simulation campaign 3, good results were obtained with
 = 1:0: For this fast ame propagation, the value of  seems to have less consequences
on the ame propagation than in the slow ame propagation with propane. Further
investigation of the factor  has to be accomplished to determine its dependence on
pipe specications, mixture reactivity etc.
The wall friction, w; can be given as (Kays and Crawford, 1993 ):
w = Cf
u2
2
; (4.43)
where  is the density and u the velocity. The heat ux at the wall surface,

Q; can be
dened by (Eckert and Drake, 1987):

Q = h (Tr   Tw) ; (4.44)
where h is the heat transfer coe¢ cient, Tw is the wall temperature and the recovery
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temperature Tr is given by Tr = T + r u
2
2Cp
. The recovery factor, r; in a turbulent layer,
is dened by the Prandtl number r = 3
p
Pr (Eckert and Drake, 1987). For the gases
used, Pr is approximately 0.7. The heat transfer coe¢ cient is related to the friction
factor by the Reynolds analogy (Schlichting and Gersten, 2000):
h =
Cf
2
Cpu; (4.45)
where Cp is the heat capacity at constant pressure. When assuming ideal conditions
and that the wall temperature is equal to the ambient temperature, the heat ux at
the wall surface can be written:

Q =
1
2
Cf

0:45 u3 +

   1u

p  p0
0

; (4.46)
where p0 and 0 are ambient conditions.
From the energy conservation equations, the new energy content after the heat loss
has been taken into account is:
E =
p
   1 +
1
2
u2   4
D

Qt; (4.47)
The velocity is reduced due to friction according to:
u = u  4wt
D
= u  2Cf
D
u2t; (4.48)
and a new value for the pressure is obtained from the energy equation.
4.2.7 Simulation of experiments
The experimental results are used to estimate the quasi 1D burning velocity and out-
let conditions in the RCMLAB simulations. Simulations are performed both for the
experiments in the steel pipes and in the plexiglass pipe, and for propane-air mixtures
and acetylene-air mixtures in the di¤erent pipe lengths used. Five campaigns of sim-
ulations are performed to test the reliability of the RCMLAB code. A summary of
the campaigns is given in Table 4.3, where references to the experimental campaigns
are also given. The purpose of the rst campaign was to test the simulated pressures
against the experimental pressure records used in the estimation methods for di¤erent
pipe lengths. In campaign 2, the simulated ame propagation was compared to photo-
diode records. In campaign 3, the code was tested for higher ame speeds, which were
achieved by using acetylene-air mixtures. In campaigns 4 and 5, the ame propagation
was tested against pictures of the ame propagation obtained by an SLR camera and
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Table 4.3: Simulations performed in RCMLAB. References to the experimental cam-
paigns are indicated.
Campaign Description Ref. exp.
1 Propane-air mixtures in various pipe lengths 1
2 Validation by photodiode records 2
3 Testing for fast ame propagation 3
4 Validation by SLR camera pictures 6
5 Validation by high-speed camera records 7
a high-speed camera.
Propane-air mixtures in 1, 2 and 5 m steel pipes
Simulations are performed of the experiments with propane-air mixtures in the 1,
2 and 5 m steel pipes. The simulations were performed to test the code by using
experimental pressure records. The simulated pressure histories are compared to the
experimental data.
1 m pipe Simulations with propane-air mixtures at equivalence ratios 1.0 and 1.2
in the 1 m pipe are shown together with experimental data in Figures 4.15 and 4.16
respectively. There is good agreement between the simulated pressure values and the
experimental pressure records. The simulated position of the ame fronts is shown
by the dashed line. The simulated initial ame propagation is somewhat larger for
the stoichiometric mixture, but the mixture with  = 1:2 gives a stronger acceleration
towards the pipe outlet and will have a larger average ame speed. For the stoichio-
metric mixture, the ame front reaches the pipe outlet after 31 ms and the average
ame speed is 32.3 m/s. When  = 1:2; the ame front reaches the outlet after 29
ms, which gives an average ame speed of 34.5 m/s. For both mixtures, the ame
propagation is reversed as the ame front is interacting with the acoustic oscillations.
In Figure 4.17, the estimated quasi 1D burning velocity for the two equivalence ratios
is shown. The value of the rst maximum burning velocity is 5.3 m/s and 6.2 m/s for
 = 1:0 and 1:2 respectively. During the interactions with the acoustic oscillations,
the 1D burning velocity goes to zero.
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Figure 4.15: Simulation in RCMLAB of a propane-air mixture at  = 1:0 in the 1 m
steel pipe.
Figure 4.16: Simulation in RCMLAB of a propane-air mixture at  = 1:2 in the 1 m
steel pipe.
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Figure 4.17: Estimated quasi 1D burning velocity for  = 1:0 and 1:2 for propane-air
mixtures in the 1 m steel pipe.
2 m pipe One example of the simulations in the 2 m pipe is shown for a stoichio-
metric propane-air mixture in Figure 4.18. There is also good agreement between
the simulated and the experimental pressure histories for this pipe length. At trans-
ducer position 3, the simulated pressure history is independent of the experimental
pressure record during the rst 64 ms. In this period, the experimental records from
transducer 3 is not used. The estimated pressure history at transducer 3 is therefore
giving a useful indication of the reliability of the code. In Figure 4.19, the simulated
and experimental pressure histories at transducer 3 for the rst 80 ms is shown. The
simulated values are shifted 5 kPa to better distinguish the two histories. From the
gure it can then be concluded that the simulation results are satisfactory. In Figure
4.18, the simulated ame position is plotted as a dashed line. The ame reaches the
pipe outlet after 97 ms, which gives an average ame speed in the pipe of 20.6 m/s.
5 m pipe For the 5 m pipe shown in Figure 4.20, the simulation results become
more noisy after a time. In this pipe, deviations have a longer time to inuence the
simulation and therefore the results could become more noisy. Some inaccuracies are
also introduced by the longer distances between the ame position and the transducers.
The simulations are, however, giving a good indication of the pressure history. The
ame front reaches the pipe outlet at 253 ms, which gives an average ame speed of
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Figure 4.18: Simulation in RCMLAB of a propane-air mixture at  = 1:0 in the 2 m
steel pipe.
Figure 4.19: Pressure histories at transducer position 3 from experiment and simula-
tion in RCMLAB with a stoichiometric propane-air mixture in the 2 m steel pipe. The
simulation has an o¤set of 5 kPa. The transducers used for estimation of the quasi 1D
burning velocity are indicated.
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Figure 4.20: Simulation in RCMLAB of a propane-air mixture at  = 1:0 in the 5 m
steel pipe.
19.8 m/s.
Concluding remarks The estimated quasi 1D burning velocities for the three pipe
lengths are shown in Figure 4.21 for stoichiometric mixtures. The 1D burning velocities
go to zero in some intervals, which appear during the inversions. The 1D burning
velocity histories in the initial state are quite similar for all three pipe lengths. In the
case of the 1 m pipe it appears that when the rarefaction wave reaches the ame, the
1D burning velocity remains at a higher value for an extended time period than for
the two other pipe lengths. This behavior is inuenced by the density fall across the
rarefaction wave in combination with the increased heat release. For the 2 and 5 m
pipes, the 1D burning velocity is decreasing in nearly the same manner. In the 2 m
pipe, the ame front begins to interact with the pressure waves from after around 24
ms, where the 1D burning velocity goes to zero during an inversion of the ame front.
Similar behaviour is seen for the 1 m pipe from around 18 ms. In the 5 m pipe, the
1D burning velocity goes almost to zero at 16 ms. This short minimum 1D burning
velocity probably occurs during the ame inversion due to quenching of the ame front
at the pipe wall.
In Figure 4.22, estimated 1D burning velocities of stoichiometric mixtures in the
three pipe lengths are compared. For both the 2 m and 5 m pipe, the rst peak is
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Figure 4.21: The estimated quasi 1D burning velocity for three pipe lengths. Propane-
air mixtures at  = 1:0:
similar because the reduction is caused by quenching at the pipe wall. In the 1 m pipe,
the 1D burning velocity has a small and steady reduction during the interaction with
the rarefaction wave before the ame inversion occurs and the 1D burning velocity goes
to zero. After the inversion, the ame propagation is accelerated strongly up to an
approximately constant level, before a new acceleration occur towards the pipe outlet.
A similar behaviour is seen for the 2 m pipe, where the 1D burning velocity is reduced
gradually before the inversions and with a strong acceleration after the inversions.
These latter phenomena are not seen clearly for the 5 m pipe, because there are more
oscillations in the 1D burning velocity. For all pipes, there is an acceleration towards
the pipe outlet.
The average ame speeds for the stoichiometric propane-air mixtures in the 1, 2
and 5 m pipes are 31.5 m/s, 20.7 m/s and 19.7 m/s respectively. For the two longest
pipes the average ame speed is around 20 m/s, while in the 1 m pipe it is considerably
higher. Also in agreement with Kerampran et al. (2001), it seems that the average
ame speed is independent of the pipe length. This independence is probably caused
by the oscillations in the ame propagation, and will therefore only occur for slow
ames where these oscillations are substantial. The larger average ame speed in the
1 m pipe may occur because of the large acceleration towards the pipe outlet after only
one oscillation of the ame propagation. When more oscillations occur, a potential
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Figure 4.22: Estimated quasi 1D burning velocity for stoichiometric propane-air mix-
tures in steel pipes of di¤erent lengths. The transducers used for estimation of the
quasi 1D burning velocity are indicated.
Figure 4.23: Simulation in RCMLAB of a propane-air mixture at  = 0:9 in the 2 m
steel pipe.
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Figure 4.24: Simulation in RCMLAB of a propane-air mixture at  = 1:2 in the 2 m
steel pipe.
acceleration of the ame propagation towards the pipe outlet will be of less importance.
Propane-air mixtures in the 2 m steel pipe with photodiodes
Simulations with propane-air mixtures in the 2 m pipe for equivalence ratios 0.9, 1.2
and 1.5 are shown in Figures 4.23 - 4.25. There is good agreement between experi-
mental and calculated pressure records and ame positions. For  = 0:9; the ame is
quenched just after it has passed the third transducer. In the experiments, it seems
like the combustion process is reinitiated, but this would not occur in the simulations.
For  = 1:2; the ame is traveling back into the pipe after it has reached the outlet in
the experiment, but in the simulations the ame could not travel backwards after it
has reached the outlet. A similar behaviour is observed for  = 1:5: Then the ame
in the experiment is oscillating around the third transducer before it is accelerated
towards the opening. In the simulation, the ame propagates to the fourth transducer
and is quenched there. The simulation of the two rich mixtures indicate that it could
be di¢ cult to simulate oscillations in combustion and acoustic waves near the pipe
outlet. The problem could also be a result of air entering into the pipe such that the
reactivity of the mixture is changed. This e¤ect is not simulated.
In Figure 4.26, the density in the pipe ahead of the ame front is shown for the
mixture at  = 1:2: The rst ame inversion occurs independently of the pressure
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Figure 4.25: Simulation in RCMLAB of a propane-air mixture at  = 1:5 in the 2 m
steel pipe.
waves in the pipe. For the next inversions there will be some interactions with the
pressure waves, but the ame front propagation will begin to oscillate with the acoustic
oscillations in the pipe only for the two last inversions.
The ame positions from simulations with four equivalence ratios are shown in
Figure 4.27. The lean mixture is clearly less reactive than the other mixtures and
there are several oscillations in the ame propagation. For  = 1:0 and 1:2; the
ame is propagating very similar up to around 63 ms. The stoichiometric mixture
achieves a somewhat higher ame speed than the mixture at  = 1:2; and experiences
therefore the reversal of the ame propagation because of the interactions with the
acoustic oscillations after a longer distance in the pipe. After the reversal, the ame
propagation is reaccelerated. For  = 1:2; the reversal occurs earlier and there is
therefore more time for acceleration after the reversal, such that the ame reaches the
pipe outlet earlier for this mixture than for the stoichiometric mixture. The ame
speed for  = 1:5 is smaller than the two former mixtures and the ame is quenched
before it reaches position 4.
The estimated 1D burning velocities for three equivalence ratios, 0.9, 1.0 and 1.2,
in the 2 m pipe are shown in Figure 4.28. Only a small di¤erence is observed between
equivalence ratios 1.0 and 1.2. For the ratio 0.9, the 1D burning velocity is considerably
less and the time to reach the rst maximum is greater.
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Figure 4.26: The density development ahead of the ame front for a simulation in
RCMLAB of a propane-air mixture at  = 1:2:
Figure 4.27: The simulated ame positions for four trials with propane-air mixtures
at  = 0:9; 1:0; 1:2; 1:5:
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Figure 4.28: The estimated quasi 1D burning velocity, S, for propane-air mixtures at
three equivalence ratios in the 2 m pipe.
Acetylene-air mixtures in the 2 m steel pipe
Simulations have been performed of the experiments with acetylene-air mixtures in the
2 m steel pipe. Because of the higher ame speed in these mixtures than in the propane-
air mixtures, the RCMLAB code will be tested for fast ame propagation in this
simulation campaign. The results with acetylene for a 2 m pipe in Figure 4.29 indicate a
much stronger FA which gives much higher pressures. The simulated pressure histories
follow the experiments with some small deviations. These deviations may also be a
result of a too short recording frequency in the experiments. In the experiments, there
is a second explosion near the outlet which is rst recognized at transducer 4. It
is di¢ cult to get the same pressure rise at transducer 4 in the simulation, but the
explosion is intercepted at the third transducer and gives a large increase in the 1D
burning velocity. There is adequate agreement between the simulated ame position
and the captured radiation from the ame front by the photodiodes on the optical
sensors.
In Figure 4.30, the estimated 1D burning velocity is given. The estimated 1D
burning velocity is larger than for propane and has a maximum value of 35.7 m/s.
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Figure 4.29: Simulation in RCMLAB of a acetylene-air mixture at  = 1:0 in the 2 m
steel pipe.
Figure 4.30: Estimated quasi 1D burning velocity for a stoichiometric acetylene-air
mixture in the 2 m steel pipe.
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Propane-air mixtures in plexiglass pipe. SLR camera
Simulations have been performed of the experiments with propane-air mixtures in the
1.9 m plexiglass pipe, where a SLR camera was used to capture the ame propagation.
In Figures 4.31, 4.32 and 4.33, the intensity of the blue colour in the pictures from
the experiments is compared to the integrated local burning rate from simulations.
The magnitude of the simulated values is adjusted to the same level as the blue colour
fraction. The pictures do not cover the whole pipe length, but there is good agreement
between the oscillations in the intensity of light emission and in the integrated local
burning rate within the covered length.
Figure 4.31: Light emission from experiment and integrated local burning rate from
simulation. Propane-air mixture at  = 0:8 in the plexiglass pipe.
Propane-air mixtures in plexiglass pipe. High-speed camera
Simulations are also performed for the experiments in the plexiglass pipe where a high-
speed camera was used to capture the ame propagation. Experiments are simulated
for  = 0:8; 1:0 and 1:2: As shown in Figure 4.34 for  = 1:0; there is good agree-
ment between the simulated and the experimental pressure data. From the gure it
is also clearly seen that the ame oscillations are interacting with the acoustic oscil-
lations from the rst ame oscillation, which is in agreement with the experiments of
Kerampran et al. (2001).
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Figure 4.32: Light emission from experiment and integrated local burning rate from
simulation. Propane-air mixture at  = 1:0 in the plexiglass pipe.
Figure 4.33: Light emission from experiment and integrated local burning rate from
simulation. Propane-air mixture at  = 1:2 in the plexiglass pipe.
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The ame position could be compared to the pictures given in Chapter 3, which is
done for  = 1:0 and 1:2 in Figures 4.35 and 4.36. The simulated ame propagation is
displayed as a white line on the pictures from the high-speed camera. The time axes
are determined by the simulations. For both equivalence ratios, the simulated ame
positions are satisfactorily in agreement with the experiments. In the simulations, the
ame front is assumed to be a discontinuity, and it is the position of this discontinuity
that is displayed. As seen on the pictures, the ame front in the experiments could
have a much larger extension. The 1D model is nevertheless giving a ame front
propagation from the experimental pressure records that is in agreement with the
propagation of the ame front in the experiments. The oscillations of the ame front
are also calculated properly.
In Figure 4.37, the density in the pipe ahead of the ame front is shown for the
mixture at  = 1:0: The rst ame inversion is initiated by the quenching of the ame
front at the pipe wall. However, during this inversion the ame front will begin to
interact with the pressure waves. The oscillations in the ame propagation therefore
seem to be caused by the acoustic oscillations in the pipe.
Figure 4.38 shows the estimated quasi 1D burning velocities versus time for the
three equivalence ratios: The largest 1D burning velocity is observed for  = 1:2.
During the inversions, the ames are quenched or nearly quenched, which may be
explained as local extinction due to an unsteady positive stretch of the ame and is
related to ame extinction by a vortex as reported by Mueller et al. (1996). The
value of the rst maximum of the 1D burning velocity is 2.6 m/s, 3.6 m/s and 4.5
m/s for  = 0:8; 1:0 and 1:2 respectively. For the gas mixtures at  = 1:0 and 1.2,
the ame propagation is strongly accelerated towards the pipe outlet. In Figure 4.39,
the same 1D burning velocities are shown versus pipe length. All of the three 1D
burning velocities are increasing the rst 0.25 m, for then to decrease to zero or close
to zero at around 0.45 m. During some of the inversions, the ame propagation is
reversed a distance before it is reaccelerated again in the forward direction. For the
stoichiometric gas mixture, two distinct inversions are observed. For  = 1:2; there
is only one distinct inversion and for  = 0:8 the history is too unstable to recognize
more than one distinct inversion.
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Figure 4.34: Simulation of an experiment with a stoichiometric propane-air mixture.
The simulated pressure histories are shifted 5 kPa above the experimental histories.
The transducers used for estimation of the quasi 1D burning velocity are indicated.
Figure 4.35: Pictures from the high speed camera compared to simulated ame posi-
tion. Propane-air mixture at  = 1:0:
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Figure 4.36: Pictures from the high speed camera compared to simulated ame posi-
tion. Propane-air mixture at  = 1:2:
Figure 4.37: The density development ahead of the ame front for a simulation in
RCMLAB of a propane-air mixture at  = 1:0 in the plexiglass pipe.
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Figure 4.38: Quasi 1D burning velocities for simulations at three equivalence ratios
with propane-air mixtures in the plexiglass pipe. The transducers used for estimation
of the quasi 1D burning velocity are indicated.
Figure 4.39: Quasi 1D burning velocities for simulations at three equivalence ratios
with propane-air mixtures in the 1.9 m plexiglass pipe. The transducers used for
estimation of the quasi 1D burning velocity are indicated.
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Summary of the simulations in RCMLAB
Five campaigns of simulations have been performed with the RCMLAB code. A brief
summary of the results is provided in this subsection.
1. Simulations have been performed of the experiments in 1, 2 and 5 m steel pipes
with propane-air mixtures. There is good agreement between the simulated and
experimental pressure histories, but the deviations become larger with longer
pipes. One reason for this is the greater distance between the transducers in the
longer pipes.
2. Simulations have been performed of experiments with propane-air mixtures where
the ame front propagation was captured by four photodiodes along the pipe.
The experimental pressure data is used to estimate the quasi 1D burning ve-
locity, and there is adequate agreement in the ame arrival times between the
experimental and numerical results.
3. Simulations with acetylene-air mixtures showed that the methods in RCMLAB
also give good results for fast ame propagation. There was good agreement
between experimental and numerical pressure histories except when very abrupt
pressure rises occurred in the experiments. The simulated ame front propaga-
tion did also follow the experimental ame arrival times.
4. Capturing the ame propagation with an SLR camera made the oscillations in
the ame propagation clear, with an increased radiation where the ame speed
was reduced. The same oscillations in the energy release were also obtained in
the simulations.
5. Simulations of the experiments where the ame propagation was captured by a
high-speed camera gave nearly the same propagation of the ame front as in the
experiments.
Chapter 5
Conclusions
In this work, gas explosions in pipes have been studied. Focus has been on the devel-
opment of numerical models that can handle ame propagation in industrial pipelines.
Numerical calculations have been performed with a MATLAB version of the Ran-
dom Choice Method (RCMLAB) and with the commercial CFD code FLACS. Ex-
perimental results have been obtained for pipes of di¤erent dimensions and materials,
and for di¤erent fuel-air mixtures. In the following sections, the main conclusions and
recommendations for further work are presented.
A Road Map has been used during the project, and the last version is shown in
Figure 1.2. One of the original main targets was to develop models that could handle
DDT in pipes. However, to handle DDT properly it appeared to be necessary for the
foregoing FA to also be handled properly. It was therefore decided rst to concentrate
on the FA process. Most of the work has therefore been devoted to the study and
modeling of deagration and pressure waves in smooth pipes. During the project, the
RCMLAB code was introduced and the focus has become towards development of this
code more than towards FLACS. The work with FLACS has therefore been limited
to testing the code for gas explosions in pipes and to dene some crucial parameter
values. In RCMLAB, new methods that have improved the calculation of ame prop-
agation in pipes have been introduced. The numerical results are compared to the
obtained experimental results, but are neither compared directly to other published
experimental results nor to a particular accident.
5.1 Main conclusions
The main conclusions of this work can be summarized as follows:
 The RCMLAB code is used for the calculation of pressure waves and ame propa-
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gation in pipes. Even though the model is one-dimensional and the gas explosion
is a three-dimensional phenomenon, there is good agreement between numerical
results and experiments. The main advantage of the RCM is its unique capability
for predicting complex wave interactions while maintaining the discontinuities of
shock waves and contact surfaces. The RCMLAB code has proved to be useful
for the calculation of pressure and deagration waves in pipes.
 A unique method for the estimation of a quasi 1D burning velocity during gas
explosions in pipes has been developed in RCMLAB. The quasi 1D burning
velocity is estimated from experimental pressure records from transducers along
the pipe and is used as an input parameter to the combustion model. The results
of this method have increased the understanding of how the 1D burning velocity
will behave during the various phases in the propagation process of a ame front
in a pipe. This knowledge will be useful in the development of general models
for the burning velocity.
 An experimental data set has been obtained. The data set is used for validation
of and as input values to the numerical models. The experimental work has been
performed with steel pipes of 22.3 mm ID and lengths of 1, 2, 5 and 11 m, and
with a 1.9 m long plexiglass pipe of 40 mm ID. Propagation of ame fronts and
pressure waves is recorded by pressure transducers, photodiodes, a digital SLR
camera and a digital high speed camera. Fuel-air mixtures including the fuels
propane, acetylene and hydrogen have been used.
 A method for estimation of the conditions at a pipe outlet has been developed
in RCMLAB. The conditions are estimated by using the experimental pressure
records from a transducer near the pipe outlet as the reference. These pipe
outlet conditions have proven to be of major importance for ame propagation
in pipes. This importance is mainly because the pressure waves reected at the
pipe outlet will interact with the ame front.
 The results with RCMLAB demonstrate that the Euler equations alone are not
adequate to calculate the ame propagation in a pipe properly, because fric-
tion and heat transfer along the pipe wall will have a signicant impact on the
ame propagation. The e¤ects of friction and heat transfer are included by an
operator-splitting method, which improved the simulation results compared to
the experiments. Heat transfer is introduced by a Reynolds analogy.
 FLACS has been tested for ame propagation in pipes by keeping the burn-
ing velocity constant. Results show that to avoid damping of the longitudinal
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acoustic oscillations that occur in a pipe during slow ame propagation there
should be at least 7 grid cells in each direction of the pipe cross-section and it is
necessary with time steps given by CFLC  1.
 The enhancement factor used in the quasi laminar burning velocity model in
FLACS seems to be too high for ame propagation in the initial phase, before
the rst ame inversion, for the present test conditions with a square pipe of
40 40 mm2 cross sectional area.
 The initial development of the ame front has shown to be determinant for the
further progress of the ame front. To calculate the ame propagation correctly
it is therefore necessary to have su¢ cient knowledge and good models also for the
rst phases in the propagation process. It is therefore not possible to judge the
turbulent propagation in pipes in FLACS before the rst phases are calculated
correctly.
 During the ame propagation, experiments and simulations have shown that
inversions of the ame front occur. These inversions appear to be controlled
by the quenching of the ame front at the pipe wall or by interactions of the
ame front with acoustic oscillations in the pipe. For pipes above a certain
length, which is determined by the pipe diameter and mixture reactivity, the
rst inversion is determined only by ame quenching at the pipe wall. For
shorter pipes, such as the 1 m pipe steel pipe with propane-air mixtures, the
rst inversion can also be inuenced by the pressure waves in the pipe. For
fast ames, the interaction with pressure waves would probably have a minor
impact on the ame propagation, but for slow ames, several inversions due to
interactions with the pressure waves can occur. For long pipes, secondary ame
inversions, which are controlled only by the wall quenching, could occur. This
was observed for propane-air mixtures in both the 5 m and 11 m pipes.
 For mixtures with high reactivity, ame acceleration creates a steep pressure
wave or a shock wave. Pressure transducers connected to small apertures in
the pipe wall, have been tested in shock tube experiments . Kistler 7261 had a
response time of 2 - 3 ms and was not able to measure the pressure rise from
strong FA in an acceptable time range, while the Kistler 603B in the present
set-up had a lower response time of around 0.5 ms and provided better results.
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5.2 Recommendations for further work
This work has contributed to an increased knowledge of ame propagation in pipes. It
has created a basis for further development of the 1D RCMLAB code and has indicated
directions for further experimental work with ame propagation in pipes. The most
obvious recommendations for further work will be:
 To develop a general model for the quasi 1D burning velocity in RCMLAB.
The results from the estimation method for the quasi 1D burning velocity have
provided knowledge of the quasi 1D burning velocity, which should be used to
develop a general model.
 To develop a general 1D model for the conditions at pipe outlets in RCMLAB.
As with the quasi 1D burning velocity, the estimation method has provided
increased knowledge of the outlet conditions, which should be used further.
 To extend the RCMLAB code to handle DDT and detonations. It is also neces-
sary to perform more experiments with DDT and detonations in pipes to obtain
data sets which can be used for this purpose.
 To increase the understanding of the complex interactions between a ame front
and the acoustic oscillations in a pipe. This includes both rarefaction and com-
pression waves that reach the ame front from both the burnt and unburnt side.
These investigations should be performed with a high-speed camera and by use
of schlieren techniques.
 To use a pretrigger in the data acquisition system to exactly determine the
ignition time. In this work, the logging is triggered by inducing a signal from
the high voltage wires to the igniter sparks, but system delays, particular in the
software, make the exact determination of the ignition time di¢ cult.
 To use pressure transducers with a short enough response time in the actual set-
up. Pipes with quadratic cross-sections could also be used, because the trans-
ducers can then be installed directly into the pipe wall.
5.3 End statement
This work shows critical mechanisms which are important during ame propagation in
smooth pipes. Numerical and experimental studies have been performed to describe
these mechanisms. The work is unique in the way experimental pressure data is used
to simulate ame propagation in pipes.
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