The transport-of-intensity equation (TIE) has been proven as a standard approach for phase retrieval. Some high efficiency solving methods for the TIE, extensively used in many works, is based on a Fourier transform (FT). However, several assumptions have to be made to solve the TIE by these methods. A common assumption is that there are no zero values for the intensity distribution allowed. The two most widespread Fourier-based approaches have further restrictions. One of these requires the uniformity of the intensity distribution and the other assumes the parallelism of the intensity and phase gradients. In this paper, we present an approach, which does not need any of these assumptions and consequently extends the application domain of the TIE.
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Introduction
Within the last decades, the number of applications for coherent diffraction has grown enormously. Among them are biomedical imaging, coherent tomography, digital holography, coherent X-ray imaging, holographic microscopy, optical metrology, wave sensing and many more. The information of the coherent illumination of an object is contained in a complex scalar field, composed of intensity and phase. Although, the intensity distribution can be measured by a detector, the phase measurement is a rather challenging task. As a standard technique, interferometry has been used [1] [2] [3] . However, it requires a cumbersome very sensitive experimental setup. Due to powerful computer processors, available in recent years, phase retrieval has been established as the most widely used alternative to interferometry. The main advantage of phase retrieval is its ability to extract the phase information from the intensity measurements by appropriate numerical algorithms. Until now, several phase retrieval algorithms have been developed. However, each method has its drawbacks and limitations, which restrict its application. One of the algorithms in the paraxial domain is based on the transport-of-intensity equation (TIE) originally developed by Teague [4] . Contrary to iterative approaches like the Gerchberg-Saxton algorithm [5] and its numerous modifications, the TIE is a deterministic approach. Thus, it avoids problems like nonconvergence or stagnation, which are typical in many iterative approaches. Although, it is an elegant deterministic way for phase retrieval, its solution is not trivial. Two very successful fast solving approaches are based on the Fast Fourier Transform (FFT). However, they suffer from different assumptions related to the intensity behavior, which automatically restrict the application of these tools. One of these approaches proposed by [6] and applied in [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] , for instance, assumes the uniformity of the intensity distribution (orthogonal to the propagation direction). Another approach [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] , is also restricted to very special cases due to the assumption that the transverse gradient of the phase and the intensity must be parallel [37] . Moreover, zero values for the intensity must be strictly avoided in both approaches. In this work, we present an efficient algorithm without these restrictions, making the applicability of the TIE more general. We also present results under consideration of noise.
Iterative solution for the TIE
The TIE describes the coupling between the intensity I and the phase φ in a plane orthogonal to the propagation direction of the paraxial field [4] ( )
where k is the wave number ( )
. If the complex amplitude is replaced by, exp( ) I iφ the TIE is the imaginary part of the paraxial Helmholtz equation [38] . In principle, the two coefficients k and I are known. The axial intensity derivative I z ∂ ∂ can be linearly approximated by the finite difference method using two intensity measurements in two parallel planes orthogonal to the propagation with the distance dz :
In order to remove the aforementioned restrictions of the standard solutions of the TIE, we propose the following change of Eq. (1):
where the parameter C is an arbitrary positive constant, ( ) 
To solve Eq. (4), the Fourier Transform (FT) can be used:
n n x y n
For all frequency pairs ( )
, 0
x y f f ≠ Eq. (5) can be rewritten as:
The singularity at the frequency point ( )
x y f f = may be simply removed by a constant predefined value for the Fourier transform of the phase at the frequency center ( )
This corresponds to a constant phase shift in the spatial domain, which has no influence on the result. Equation (6) provides
Finally, the phase ( ) 1 , n x y φ + is calculated by the inverse Fourier transform (IFT): 
The initial phase is set to ( )
To get the next estimate for the phase 1 n φ + , in each iteration the phase n φ is introduced into Eq. (7) . The iteration will be repeated, until the convergence is reached. The termination condition for the algorithm may be determined by a fixed iteration number, for instance.
Numerical Implementation

Constraints on the phase changes under the paraxial assumption
The TIE is only valid in the paraxial domain and consequently its solution must satisfy the paraxial condition. However, in the proposed iterative method, the starting phase distribution ( ) 0 , 0 x y φ = and subsequently calculated phase distributions ( ) , n x y φ are not necessarily a solution of the TIE. They are just approximations for the correct solution, which must be improved in each iteration. Thus, these estimates may violate the paraxial assumption.
Consequently, some a priori information concerning the paraxial domain must be included as additional constraints to prevent a non-physical solution.
According to the Fresnel transform (FRT), there is the following relationship between the position and frequency [39] :
,
is the transverse frequency vector corresponding to the object (image) plane and
( )
, r
x y ⊥ =  the transverse position vector in the image (object) plane. The λ and f are the wavelength and the spatial frequency of the wave respectively and z is the propagation distance between the object and the first image plane, Fig. 1 
Consequently, the transverse wave vector component 2 k f π ⊥ ⊥ = satisfies the inequality:
It should be mentioned, that inequality (9) has been derived using Eq. (8), which is a consequence of the paraxial assumption used for the Fresnel transform. Consequently, inequality (9) is a result of the paraxial assumption as well. According to the definition of the local spatial frequency [39] , the following relationships can be derived for the corresponding local wave vector components:
which, together with the inequality (9), result in the following paraxial condition for the transverse gradient of the phase:
The right side of Eq. 
The triangle inequality [40] within the Eqs. (10) and (12) 
.
Equation (10) and the inequality (11) determine a maximum for x y k k + :
which will be applied in inequality (13) in the discrete case including the paraxial condition has a finite value given by the inequality (16). In other words, the behavior of the jumping points can be quantified in the discrete case. One mathematical explanation is that in the numerical approaches, the derivative of functions can be approximated by the finite difference method, and automatically the dependency of the spacing h appears. This spacing is the consequence of the finite pixel size of the detector. An example is the step function whose derivative is infinite at the jumping point but, if a discretized step function is considered and the derivative at the jumping point is calculated, it would have a finite value. The smaller the spacing the larger is the derivative value. will be infinite if 0 h → . This is an expected result, because of the transition between the discretized and continuous world.
Implementation of the paraxial constraints
To fulfill the paraxial condition, both constraints for the gradient and Laplace operator of the phase must be considered in the algorithm. These are the necessary constraints to make the set of possible solutions smaller and to prevent non-physical solutions for the phase distribution .
φ This can be accomplished by establishing the upper limit for φ ⊥ ∇ and 2 φ ⊥ ∇ as well as fixing their value in the algorithm, if their maximum values are reached already at some points. However, as long as they satisfy both constraints, the values for other points can be changed freely in each iteration. One further restriction, which has a significant influence on the phase reconstruction, is related to the value of C . Although, from an analytical point of view C can have any arbitrary positive value, the choosing of the numerical value is not trivial. If C is too high, the term .
The condition (16) together with Eq. (17) results in:
The parameter C must satisfy the inequality (16) for arbitrary intensity values including zero: can change freely but, its magnitude is restricted to its maximum value, according to inequality (11) .
Results
The approach described in the last sections was applied to the intensity images shown in Figs. 2(a) and 2(b). These two intensity distributions have a distance of 1 dz m μ = .
To show the strength of the method, we have defined another picture (Fig. 2(c) ) as the arbitrary phase distribution of Fig. 2(a) . To show the reliability of the method and the fact that it is no longer restricted by the assumption that the intensity must be above zero, we have set 10559 pixels in I 1 to zero (black regions marked with arrows in Fig. 2(a) ). The intensity 2 I Fig. 2(b) was calculated from 1 I Fig. 2(a) and the phase distribution Fig. 2(c) by the Angular Spectrum method [41] . The phase reconstructed from I 1 and I 2 by the proposed algorithm can be seen in Fig. 2(d) . In Fig. 2(d) some singularity points can be seen (marked by black arrows). The reason for these phase singularities are the zero values of the corresponding intensity in Fig. 2(a) . However, since the phase for an intensity of zero does not make any physical sense, these values are irrelevant. Due to the zero intensity, the corresponding complex amplitude will be zero as well. Thus, the phase value at the singularity points cannot change the complex amplitude (it will always be zero). To evaluate the capability of our method, an inhomogeneous intensity with a non-parallel gradient of intensity and phase and 10559 points with zero intensity have been used. The correlation coefficient and the root-mean-squared error (RMSE) value of the reconstructed phase with the original phase as shown in Figs. 2(c) and 2(d), are 99.2% and 0.069 rad respectively, which were obtained with a total iteration number of 20. Both values were calculated after the reconstructed phase values at the singularity points were put to zero and in the original phase as well. The reason is that at singularity points the reconstructed phase values may be completely different to the original phase. As mentioned before, the difference is physically insignificant, however the difference manipulates the correlation and RMSE value. Figure 3 shows a similar simulation like Fig. 2 but without any zero-value pixels. As can be expected, the singularity effect disappears. The correlation coefficient and the SNR value are 99.6% and 0.046 rad, respectively. To show the strength of the method in the presence of noise, Fig. 4 presents the correlation coefficients and RMSE values for different signal to noise ratios (SNR) from 10 dB to 40 dB. As can be seen, for the noisy data with an SNR of 15 dB the algorithm provides a reconstructed phase with about 99% correlation coefficient and 0.1 rad for the RMSE. The values improve very fast for increasing SNR. For 40 dB the correlation coefficient and RMSE are 99.3 and 0.06 rad, respectively. To suppress the noise influence, for lower SNR the distance dz between the two images has to increase. However, it may cause a worse approximation for I z ∂ ∂ . The choice of the optimal distance dz has been investigated in many works [38, [43] [44] [45] [46] [47] [48] [49] [50] . Especially for the noisy data, it has been demonstrated, that the optimal propagation distance concerning to I z ∂ ∂ does not always result in a better phase reconstruction. The phase reconstruction can be improved, if the optimal distance dz related to the phase reconstruction is applied [49] . The aim of this work is the presentation of a new solving approach for the TIE with fewer restrictions thus, here just estimates for the propagation distance dz have been used. We assume that with strategies like optimal dz or multiple measurement approaches for a better I z ∂ ∂ estimation, an enhancement of the noise performance can be expected.
One important criteria for the reliability of iterative algorithms is the stability dependence on the iteration number. Especially, for noisy data the convergence of the iterative algorithms is not trivial. As shown in Figs. 5(a) and 5(b), both correlation coefficient and the RMSE value converge for increasing iteration numbers. As can be seen, the noisy data has only influence on the reconstruction quality and not directly on the convergence rate. Furthermore, after only 10 iterations a satisfactory phase reconstruction, of course dependent on the SNR, can be achieved. After around 20 iterations the quality of the reconstruction will almost not change anymore. Consequently, for practical applications and if the implementation time is crucial, the algorithm can provide already satisfactory results for low iteration numbers.
To demonstrate the capability of the algorithm and its implementation efficiency dependent on the number of pixels with zero intensity, different examples have been chosen. Figure 6 (a) presents an intensity with zero intensity values distributed in circles with a periodic distribution of the circles. Another interesting intensity distribution with zero-value pixels is a grating as shown in Fig. 7 . The amount of zero-value pixels is 3% of the total pixel number. Please note that although the blue area seems to be bigger than in Fig. 6 (a) and 6(b), the number of pixels with zero intensity is smaller.
Here the number of pixels with zero intensity is much smaller (3%, compared to 15% in Fig. 6 ) but, the areas with zero intensity are connected to each other. Thus, the areas with nonzero intensity are surrounded with zero-value pixels. That property leads to a phase shift of the algorithm in the neighboring regions which results in the quadratic structures in Fig.  7(d) . This phase shift occurs at the borders of the regions with zero intensity. However, it can be recognized, that in each region the fine structures in the phase distribution are completely reconstructed.
A further example is presented in Fig. 8(a) with zero intensity as a band in the center of the distribution. We use this example as a test for the evaluation of the performance of the algorithm in dependence on the ratio between zero and nonzero pixels. In the two examples presented previously, increasing the size of the areas with zero values reduces the size of the areas with nonzero values. These areas might become so small that, due to diffraction, the paraxial assumption will be violated.
As can be expected, the phase as shown in Fig. 8(d) can be reconstructed at all nonzero areas (compared to Fig. 8(c) ). The correlation coefficient and the RMSE value are 0.9996 and 0.03 rad respectively, which show very high reconstruction quality. In the area of the zerovalue pixels (the band in the center of Fig. 8(a) ), the original phase cannot be retrieved. However, at the singularity points, the phase value is not defined and thus all values are physically equivalent. Figure 9 presents the effect of the ratio between zero and nonzero pixels on the phase reconstruction for the increasing of the width of the nonzero pixel band in the middle of Fig.  8(a) . Fig. 9 . Dependence of the phase retrieval quality from the number of zero-value pixels, (a) and (b) are the correlation and RMSE values, respectively for the intensity distribution in Fig. 8(a) with an increased zero intensity area.
Both, correlation coefficient and the RMSE value are very high for values up to 40%. However, they decrease for higher pixel numbers.
Conclusion
An iterative method for removing the usual intensity restrictions in solving the TIE has been proposed. Contrary to the conventional Fourier-based methods, the intensity must not be homogeneous, and the intensity and phase gradients must not be parallel. Moreover, the method presented here allows zero values for the intensity. The validity and capability of the method, has been verified by investigations of the noise influence. The algorithm provides very high quality results for SNRs higher than 25dB. The influence of the number of the zerovalue pixels has been investigated as well. The reliability of the algorithm for zero-nonzero pixel ratios up to 40% has been shown. Moreover, the stability of the algorithm has been verified. For iteration numbers of about 10, we get a very high quality reconstruction. As demonstrated, the presented method can be used as a feasible and high reliable approach for solving the TIE without the usual solving assumptions in similar Fourier-based methods.
