Methods for ranking of alternatives or objects by pairwise comparisons using random set theory are proposed in the paper. Efficient algorithms weekly depending on the number of independent sources of data are considered. Methods using the imprecise Dirichlet model are used for obtaining cautious comparison measures when the number of expert judgments is rather small and standard methods of random set theory may give risky results. The methods allow us to overcome some difficulties concerning the conflicting or contradictory sources of data. Various numerical examples illustrate the proposed algorithms and methods.
Introduction
Many application problems (multi-attribute decision making, data classification, etc.) deal with ranking of alternatives or objects. The ranking of n alternatives a 1 , ..., a n can be expressed as
and means that the alternative a i n is strictly preferred to a i n−1 , the alternative a i n−1 is strictly preferred to a i n−2 , ... , the alternative a i 2 is strictly preferred to a i 1 .
We will denote the ranking of n alternatives by the sequence of indices (i 1 , ..., i n ) corresponding to (1). There are a lot of ranking procedures depending on initial data and elicitation techniques. An interesting and comprehensive review of ranking procedures and their comparison have been carried out by Hüllermeier and Fürnkranz [1, 2] . An important class of elicitation techniques consists of the psychological scaling models that use the concept of paired comparisons. Therefore, one of the prevailing ways for getting initial data for ranking is pairwise comparisons. The popularity of the paired comparison methods can perhaps be contributed to the observation that experts are more comfortable making comparisons rather than directly assessing a quantity of interest [3] . There are various methods of pairwise comparisons. One of the well-known is a method used in the Analytic Hierarchy Process (AHP) [4] where experts supply the ratio of their preferences of one decision over another. However, in spite of possible simplifications of this method [5, 6] , this elicitation procedure may be rather difficult for expert sometimes. Therefore, we consider the simplest comparisons when the experts compare alternatives without providing some degree of their preferences.
Let A = (a 1 , ..., a n ) be a set of alternatives. The comparative preference of the form a i ≺ a j means that a j is preferred to a i . There are different interpretations of the above preferences. By a i ≺ a j here, we mean that a j is strictly more probable than a i and there exists a finitely additive probability P such that [7, 8] a i ≺ a j ⇒ P (a i ) < P (a j ).
We will denote P (a i ) < P (a j ) by p i < p j for short.
Suppose that experts supply N comparative judgments about probabilities of n states of nature or events. These judgments can be represented in the form of Table 1 , where c i,j means the number of judgments of the form p j > p i and N = n i=1 n j=1,j =i c i,j . In particular, c i,j may be 0 for some i and j. This means that there are no judgments comparing the alternatives a i and a j .
Figure 1. Polytopes produced by comparative judgments
For the case n = 3, these judgments restrict some polytopes (triangles) on a unit simplex S(1, 3) of probabilities p = (p 1 , p 2 , p 3 ) (see Fig.1 ). For example, the judgment p 1 > p 2 corresponds to the triangle AEB, the judgment p 1 < p 2 restricts a set of distributions p by the triangle BEC. Every comparative probability judgment corresponds to some right-angled triangle of the considered simplex. Generally, if n > 3, then the judgments restrict polytopes on the n-dimensional simplex S (1, n) .
It is obvious that the number of possible different judgments formed by pairwise comparisons equals L = n(n − 1). Since the judgment p j > p i is supplied by experts c i,j times, then it can be said that some probability measure can be assigned to this judgment. This implies that every point p of the simplex S(1, n) can be regarded as a value of a random variable defined on the sample space S(1, n) and having a probability density function or a set of density functions Φ = {ϕ(p)}, p ∈ S(1, n), which are defined by numbers c ij and some additional reasonable assumptions which will be considered below.
Denote every polytope produced by the judgment p j > p i by A ij . Then we have c ij polytopes A ij , i = 1, ..., n, j = 1, ..., n, j = i. Consequently, by taking some frequency function defined for every A ij and depending on c ij , we can find probabilities of arbitrary subsets of the simplex, which, in turn, will be a basis for computing the set of density functions Φ. Since subsets A ij by different i and j are intersecting, one of the ways for choosing the frequency function is to use the so-called basic probability assignments from random set theory (or Dempster-Shafer theory) [9, 10] . So, we can use the random set theory for computing lower and upper probabilities (called belief and plausibility functions) of arbitrary events defined on the simplex. If we take events corresponding to different rankings of the form (1), then their belief and plausibility functions can be regarded as measures for comparing different rankings and for choosing the "optimal" one. Therefore, we study in the paper ranking procedures based on the comparison of belief and plausibility measures corresponding to each sequence of indices (i 1 , ..., i n ) and the first problem solved in the paper is to develop an algorithm for computing the belief and plausibility measures for every ranking.
It should be noted that initial data in the form of pairwise comparison can be elicited from different independent sources and the independence condition has to be taken into account. We propose to use the so-called Dempster rule of combination for combining independent sources of data. However, it is well known that this rule meets with huge computational difficulties, especially, when the number of sources is rather large. Therefore, the second problem solved in the paper is to develop an efficient algorithm for computing the belief and plausibility measures, whose complexity weekly depends on the number of independent sources of data.
It is obvious that the random sets can successfully be used if the number of expert judgments is large enough. Therefore, the third problem solved in the paper is to develop a method for computing the cautious belief and plausibility measures taking into account the possible small number of judgments. This method is based on using the imprecise Dirichlet model [11] and on extension of belief and plausibility measures [12] . It turns out that this method allows us to overcome some difficulties concerning the conflicting or contradictory sources of data. Various numerical examples illustrate the proposed algorithms and methods.
Belief functions and random sets
Let U be a universal set under interest, usually referred to in evidence theory as the frame of discernment. Suppose N observations were made of an element u ∈ U , each of which resulted in an imprecise (non-specific) measurement given by a set A of values. Let c i denote the number of occurrences of the set A i ⊆ U , and P(U ) the set of all subsets of U (power set of U ). A frequency function m, called basic probability assignment (BPA), can be defined such that [9, 10] :
Note that the domain of BPA, P(U ), is different from the domain of a probability density function, which is U . According to [9] , this function can be obtained as follows:
If m(A i ) > 0, i.e. A i has occurred at least once, then A i is called a focal element. According to [10] , the belief Bel(A) and plausibility P l(A) measures of an event A ⊆ Ω can be defined as
As pointed out in [13] , a belief function can formally be defined as a function satisfying axioms which can be viewed as a weakening of the Kolmogorov axioms that characterize probability functions. Therefore, it seems reasonable to understand a belief function as a generalized probability function [9] and the belief Bel(A) and plausibility P l(A) measures can be regarded as lower and upper bounds for the probability of
Let us explain the belief and plausibility functions in terms of a multivalued sampling process. Consider a probability measure P (ω) defined on a universal set Ω (which can be thought of as the set of our observations) related to U (the set of the values of our measurements) through a multivalued mapping G : Ω → P(U ). Then the BPA is [9] :
This multivalued mapping expresses the imprecision of the measurement experienced during each observation, i.e., our inability to attach a single number to each observation. So, for each set A i ∈ P(U ), the value m(A i ) expresses the probability of
. A random set is the pair (F, m), where F is the family of all N focal elements.
Let A be a subset of U . If we define X * as the subset of Ω whose elements must lead to A: X * = {ω ∈ Ω : G(ω) ⊆ A}, then the lower probability of A, according to Dempster's principle of inductive reasoning, is defined by P (A) = Bel(A) = P (X * ). If we define X * as the subset of Ω whose elements may lead to A: X * = {ω ∈ Ω : G(ω) ∩ A = ∅}, then the upper probability of A is given by P (A) = P l(A) = P (X * ). If there are r independent different sources of evidence, then Dempster's rule of combination of evidence can be used for computing combined BPAs. The Dempster's rule combines multiple belief functions through their BPAs. Let m q (A 
where
K represents basic probability mass associated with conflict. Note that Dempster's rule can not be used in case of K = 1, i.e., conflicting evidence can not be combined.
The first ranking procedure
Note that expression (1) can be written in probability terms as follows:
It follows from the above sections that every inequality p i < p j in (6) forms the polytope A ij in the n-dimensional unit simplex S(1, n) and can be characterized by the BPA m(A ij ) = c ij /N . Condition (6) can be represented as a set of simple inequalities of the form p i < p j as follows: 
Proof. Note that
On the other hand, the set B belongs to all subsets produced by every inequality in (7). Consequently, there holds
as was to be proved.
Since the belief function is 0 for arbitrary sets of indices (i 1 , ..., i n ), we compare different rankings (i 1 , ..., i n ) only by comparing the plausibility functions. The rule for determining the "best" ranking is the following. The "best" ranking from all possible ones (6) should be chosen in such a way that makes P l(B(i 1 , ..., i n )) achieve its maximum. [2] concerning the difference between ranking methods. Suppose that there are n = 4 alternatives and the true ranking is given by a 4 ≺ a 3 ≺ a 2 ≺ a 1 . The matrix of pairwise comparisons is
Example 1 We turn to an example considered by Hüllermeier and Fürnkranz
The experts provided the judgment p 4 > p 1 have made an error, since they strongly prefers a 4 to a 1 (c 41 = 1). By using the ranking procedure, we get from (8) and (9) [14] and allows us to correct some possible incorrect judgments.
Let us consider another example.
Example 2 Suppose that the pairwise comparisons are provided by two independent sources
By uniting both matrices, we get
p 1 p 2 p 3 p 1 X 1 2 p 2 1 X 1 p 3 2 1 X .
Then for all vectors
Hence, the optimal ranking can not be find. The main reasons of the impossibility to find optimal rankings are that the experts provides contradictory judgments and we do not take into account that these experts belong two different and independent groups (sources of evidence).
The above example shows that the simple union of two or more sources might lead to incorrect results. Therefore, a combination rule taking into account independence of sources should be considered. We will use Dempster's rule of combination.
The second ranking procedure
Suppose that every expert supplies a set of comparative judgments and there are r independent groups of experts (or experts). Then, by using Dempster's rule of combination, we can aggregate judgments of all experts.
Let
ij /N k be the BPA computed on the basis of judgments provided by the k-th expert. Here N k is the total number of judgments provided by the k-th expert. By considering different groups of experts of different experts as independent sources of evidence, we can apply the Dempster 's combination rule for computing BPAs of the subset B(i 1 , ..., i n ) or briefly B. Generally, Dempster's combination rule is a hard computational task. However, by using the specific structure of comparative judgments, we can significantly simplify the algorithm for computing the combined BPAs and, consequently, belief and plausibility functions.
The first direct way for computing m(B) is to look over all possible products of BPAs of subsets A ij intersecting the subset B and then to sum all products which satisfy conditions
Note that there exists L = n (n − 1) /2 subsets A ij including B and they are 
where 
where p i < p j , B(i 1 , ..., i n ) a subset of the n-dimensional simplex S(1, n)  produced by the condition p i 1 < p i 2 < ... < p i n , i.e., B(i 1 , ..., i n ) 
, J
),
Proof. If r < n−1, then the set B(i 1 , ..., i n ) can not be obtained because this set is produced by intersecting at least n−1 subsets A ij . Consequently, m(B) = 0. Let r ≥ n − 1. The BPA of B(i 1 , . .., i n ) is determined by subsets A ij whose intersection is B (i 1 , ..., i n ). For every B(i 1 , . .., i n ), there exists only one set Ψ of subsets A ij such that
However, there is a set Φ of some subsets A i,j which do not belong to Ψ, but B(i 1 , ..., i n ) ⊂ A ij . Let us denote without loss of generality a 1 , ..., a n−1 ∈ Φ and a n , ..., a L ∈ Ψ, where a k = A i k ,i k+1 .
According to Dempster's rule of combination, the BPA m(B) can be found as a sum of products
such that every product contains r BPAs m q (a i ), q = 1, . .., r, where a i ∈ Φ ∪ Ψ, and at least n − 1 of the subsets from r ones constitute the set Ψ. Therefore, every term of the sum can be divided into two parts: the first part consists of BPAs of all subsets from Ψ, the second part may consists of BPAs of arbitrary subsets from Φ ∪ Ψ. On the other hand, we can find m(B) by computing the sums of all possible products of arbitrary subsets from Φ ∪ Ψ and by subtracting from these sums the products of BPAs of all subsets whose intersection does not give B. It is easy to prove that the sums of all possible products of arbitrary subsets from Φ can be represented as r q=1 (D q + F q ), where D q is the sum of BPAs of all subsets from Φ, i.e.,
and F q is the sum of BPAs of all subsets from Ψ. Then the considered product produces all possible combinations of r BPAs. However, the set of all corresponding products contains some products of BPAs whose subsets do not form B, i.e., their intersection is not B. In order to find m(B), these products must be removed. For instance, these products can be produced by removing from all product at least one subset a v such that a v ∈ Φ. The set of these products is formed by
All the removed products contain BPAs of subsets
Simultaneously, we have twice removed all products with subsets Φ\{a j , ..., a k }∪Ψ, where the number of elements in {a j , ..., a k } is 2. This implies that the products with subsets Φ\{a j , ..., a k } ∪ Ψ have to be added. However, by adding all possible subsets Φ\{a j , ..., a k } ∪ Ψ, we introduce superfluous subsets {a j , ..., a k } ∪ Ψ, where the number of elements in {a j , ..., a k } is 3, which have to be removed. The above procedure is repeated before we obtain n − 1 components in {a j , ..., a k }, i.e., Φ\{a j , ..., a k } = ∅. The procedure supplemented by all possible products of arbitrary subsets from Φ (when {a j , ..., a k } = ∅) can be carried out by looking over all possible binary vectors I with 0 non-zero elements (w(I) = 0), 1 non-zero elements (w(I) = 1), 2 non-zero elements (w(I) = 2), etc. The corresponding products are produced by
where I v is the element of I.
Let us consider K now. Note that the intersection of A ij from different sources of evidence is empty if at least two sources provide disjoint sets A ji and A ij . Denote without loss of generality a * with the weight L − 1 and dividing the obtained products into 2, we get the required number of the corresponding terms. However, by removing the terms, corresponding to the above vectors, from 1 − K, we loss products of BPAs, which correspond to subsets {a 1 , ..., a L }\{a j , a l } with L − 2 components, which are computed 2 2 times. Therefore, by taking all vectors J (2) with the weight L − 2 and dividing the obtained products into 2
2
, we get the required number of the corresponding terms. By continuing the above procedure and by looking over all vectors J (2) , we obtain the products
, J (2) ) for every J (1) ∈ J and J (2) ∈ J . By summing them over all J (1) and J (2) , we get the value 1 − K, as was to be proved.
It follows from Proposition 2 that the combined BPAs of comparative judgments obtained by means of Dempster's rule can simply be computed. For computing m(B), we do not need to know how the different subsets of the probability simplex S(1, n) produced by comparative judgments interact with each other. Moreover, the complexity of computations weakly depends on the number r of sources of evidence. One can see that 2 n−1 different products of BPAs (without K) and 2
2L
different products of BPAs (by computing K) have to be looked over. Therefore, the proposed expressions might be especially efficient by large values of r.
Proposition 2 can be generalized on arbitrary subsets of S(1, n). Since every subset C of S(1, n) produced by a set of w comparative judgments of the form p i < p j can be represented as the intersection of k subsets A ij , then m(C) can be computed by using (12)- (13) and by replacing n by w in these expressions. At that, the expression for K remains without changes. (A iv,i t+1 ) .
Proof. There are no subsets of S(1, n) included in B except the set B. Therefore, the belief function is defined only by the BPA of B. Note that subsets intersecting the subsets B are A iv,i t+1 , t = 1, ..., n − 1, v = 1, ..., t. It is easy to see that all possible products of BPAs of these subsets are produced by
Hence, we get the plausibility function. Table 2 Belief and plausibility function obtained by using the Dempster's rule for different rankings 3, 2, 1) 0.0262 0.524 (4, 3, 1, 2) 0 0.267 (4, 1, 3, 2) 4.37 × 10 Table 3 Belief and plausibility function obtained by using the Dempster's rule for different rankings (i 1 , i 2 , i 3 ) Bel P l (1, 2, 3) 0 1, 2) 0.133 0.142 (3, 2, 1) 0.284 0.293 Table 4 Belief and plausibility function for different rankings
Example 3 Let us return to Example 1 and suppose that the given pairwise comparisons are provided by three groups of experts (sources of evidence) such that we
It follows from the computation results that the optimal rankings are (2, 1, 3), (3, 2, 1). Moreover, we can not distinguish these two rankings. It is interesting to note that the rankings (1, 2, 3) and (3, 1, 2) are preferred to (1, 3, 2) and (2, 3, 1) . If we unite both matrices
then the optimal rankings are the same (2, 1, 3 ) and (3, 2, 1) (see Table 4 ), but the rankings (1, 3, 2) and (2, 3, 1) are preferred to (1, 2, 3) and (3, 1, 2) .
The above example illustrates how the optimal rankings can be changed if we unite two independent sources. The following example shows another feature when Table 5 Belief and plausibility function obtained by using the Dempster's rule for different rankings Table 5 . It follows from the computation results that the optimal rankings are (2, 1, 3), (3, 1, 2) and we can not distinguish these two rankings. Nevertheless, by taking into account independence of two sources, we could choose two optimal rankings (see Example 2 for comparison). Now we have to define a rule for determining the optimal ranking when belief and plausibility functions are non-zero. In fact, this question is reduced to the problem how to compare two overlapping intervals. There exist a lot of methods for comparison of the overlapping intervals. The question of choosing the "best" method should be addressed to a decision maker. Nevertheless, we consider one of the most attractive and justified methods using the so-called caution parameter [15] or the parameter of pessimism η which has the same meaning as the optimism parameter in Hurwicz criterion [16] . According to this method, the "best" ranking from all possible ones should be chosen in such a way that makes the convex combination η · Bel(B) + (1 − η)P l(B) achieve its maximum. Here η ∈ [0, 1] is the caution parameter. If η = 1, then we analyze only belief functions and make pessimistic decision. This type of decision is very often used [17, 18] . If η = 0, then we analyze only plausibility functions and make optimistic decision.
Extended belief functions and the imprecise Dirichlet model
Definition (2) of BPAs can be used when the number of expert judgments N is rather large. However, this condition may be violated in many real applications. Sometimes, we have single expert judgments from every source of evidence. If N is small, inferences become too precise and incautious. In order to overcome this difficulty, the imprecise Dirichlet model [11] can be applied to extend belief and plausibility functions such that a lack of sufficient statistical data can be taken into account [19, 12] . Another reason of using the imprecise Dirichlet model is a possible contradiction of different sources of evidence when K in (4) The Dirichlet (s, t) prior distribution for θ, where t = (t 1 , ..., t M ), has probability density function [20] 
Here the parameter t i ∈ (0, 1) is the mean of θ i under the Dirichlet prior; the hyperparameter s > 0 determines the influence of the prior distribution on posterior probabilities; the vector t belongs to the interior of the M -dimensional unit simplex denoted by S(1, M ); Γ(·) is the Gamma-function. When multiplied by the multinomial likelihood function, the Dirichlet (s, t) prior density generates a posterior density function
which is seen to be the probability density function of a Dirichlet (N + s, t * ) distribution, where t * j = (n j + st j )/(N + s). The imprecise Dirichlet model (IDM) is defined by Walley [11] as the set of all Dirichlet (s, t) distributions such that t ∈ S(1, M ). For the IDM, the hyperparameter s determines how quickly upper and lower probabilities of events converge as statistical data accumulate. Walley [11] defined s as a number of observations needed to reduce the imprecision (difference between upper and lower probabilities) to half its initial value. Smaller values of s produce faster convergence and stronger conclusions, whereas large values of s produce more cautious inferences. At the same time, the value of s must not depend on M or a number of observations. The detailed discussion concerning the parameter s and the IDM can be found in [21, 11] .
Let A be any non-trivial subset of U , i.e., A is not empty and A = U , and let n(A) denote the observed number of occurrences of A in the N trials, n(A) = u j ∈A n j . Then, according to [11] , the predictive probability P (A|s) under the Dirichlet posterior distribution is
It should be noted that P (A|s) = 0 if A is empty and P (A|s) = 1 if A = U . By maximizing and minimizing P (A|s) over t ∈ S(1, M ), we obtain the posterior upper and lower probabilities of A:
Before making any observations, n(A) = N = 0, so that P (A|s) = 0 and P (A|s) = 1 for all non-trivial events A. Therefore, by using the IDM, we do not need to choose one specific prior. Now suppose that the outcomes are some subsets A j of the set U , but not only its points u j . On one hand, this implies that these subsets can be considered in terms of belief function. On the other hand, we will show that these subsets can be considered in the framework of the IDM and this leads to the so-called extended belief and plausibility functions. A detailed description of the extended belief and plausibility functions was given by Utkin [12] . Here we shortly obtain these functions in terms of the multivalued sampling process (see section "Belief functions"). Suppose that the set Ω (the set of observations) consists of M points ω 1 , ..., ω M . Every observed subset A j , corresponds to one point ω j with the probability P (ω j ) = θ j , j = 1, ..., M . By having N observations of ω 1 , ..., ω M independently chosen from Ω with probabilities P {ω j } = θ j , j = 1, ..., M , we deal with the multinomial model. By assuming that the probabilities θ = (θ 1 , ..., θ M ) have the Dirichlet (s, t) distribution, we obtain the lower probability of A as follows:
where t(X * ) = ω j ∈X * t j , n(X * ) = ω j ∈X * c j . By using the IDM and denoting κ = N/(N + s), we get for A ⊂ U P (A|s) = min
If A = U , then P (A|s) = 1. The upper probability of A can be obtained in the same way:
It should be noted that P (A|s) and P (A|s) are belief and plausibility functions with the BPA m * (A i ) = c i /(N + s) for every A i and the additional BPA m * (U ) = s/(N + s), i.e., P (A|s) and P (A|s) can be obtained as standard belief and plausibility functions under condition that there are s additional observations
The above also follows from an interpretation of the hyperparameter s as the number of hidden observations [11] . At the same time, the value 1 − κ can be regarded as discount rate [10] characterizing the reliability of a source of data. This implies that the application of Walley's IDM leads to a discounting scheme with discounting rates strongly defined by the number of observations N and by the hyperparameter s.
Cautious ranking procedure
Let us consider the first ranking procedure from the beginning. If there are N comparative judgments, then the belief and plausibility functions given in (8) and (9) can be extended by using the IDM with hyperparameter s. If we denote extended belief and plausibility functions by Bel s and P l s , respectively, then, according to (14) and (15) It can be seen from the above expressions that the inequality P l(B 1 ) ≤ P l(B 2 ) implies the inequality P l s (B 1 ) ≤ P l s (B 2 ). Consequently, the extension of the belief and plausibility functions by using the IDM does not impact on the first procedure of ranking. Now we consider how to extend the belief and plausibility functions in the second ranking procedures when there are r sources of evidence. Suppose that there are N q comparative judgments from the q-th source of evidence. Denote κ q = N q /(N q + s). The following proposition and corollary determine the extended belief and plausibility functions of the event B(i 1 , . .., i n ). Table 7 .
The numerical example shows that the IDM allows us to find the optimal ranking when at least two sources of evidence are contradictory. Moreover, the IDM gives a more cautious solution when we have a small number of comparative judgments.
Conclusion
Methods for ranking of alternatives or objects based on using random set theory and the imprecise Dirichlet model have been proposed in the paper. The following virtues of the methods can be pointed out:
1. The methods allow us to correct some incorrect judgments (see Example 1).
