P. YU ET AL. KB AND GALERKIN METHODS
SUMMARY
The objective of this paper is to consider the dynamic motions of second order, weakly nonlinear, discrete systems. The main attention is focused on a comparison, for such systems, of the method of Krylov-Bogoliubov (KB) and an enhanced Galerkin (EG) method which produce seemingly di erent solutions. Despite the apparent di erences, the two methods are shown to give identical rst-order periodic and quasi-periodic solutions and the same stability conditions for internal and external resonances as well as a non-resonance. The ease of applying one or the other method depends whether a system is resonant and upon the number of participating modes. Both approaches are used here to analyze illustrative examples pertinent to galloping.
INTRODUCTION
There are innumerable engineering problems which can be modeled as a set of second-order, nonlinear, ordinary di erential equations. If such equations do not explicitly contain the independent time variable, the system is called autonomous, otherwise, it is called nonautonomous. Examples of autonomous systems are vortex-induced vibrations, the galloping of tower guys or transmission lines and the free vibrations of a centrifugal pendulum; and examples of non-autonomous systems are vibrations in machines and oscillations in electrical networks which have sources. Although the autonomous systems appear merely as a special case of more general non-autonomous ones, there exist fundamental di erences between these two systems. For example, autonomous systems usually have equilibrium solutions while non-autonomous systems do not. On the other hand, non-autonomous systems is easier to exhibit chaotic motions than autonomous systems. In general, analysis of a nonlinear dynamic system involves three related phases: (i) nding the equilibrium points and their stability; (ii) determining the possible periodic and quasi-periodic dynamic motions which bifurcate from an equilibrium state; and (iii) evaluating the stability of the dynamic solutions. For a non-autonomous system, only the second and third phases are involved. The main purpose of this paper focuses upon the analysis of periodic and quasi-periodic motions. Although such a system may exhibit chaos for certain parameter values, such motions are not investigated here.
To quantitatively analyze the dynamic behavior of a nonlinear system, many approaches have been developed, among them are Lindstedt-Poincar e method, multiple time scaling, harmonic balancing, time averaging, Krylov-Bogoliubov-Mitropolsky (KBM) method, Galerkin and Ritz procedure (e.g. see 1], Part II of 2] and Chapter 8 of 3]). These methods can be employed to both autonomous and non-autonomous systems to determine steady-state solutions, for example, periodic or quasi-periodic motions. The techniques can be divided into two groups. The rst group includes the methods of multiple time scaling, time av-4 eraging and KBM approach. This group of methods can be used to derive a set of simple di erential equations, usually described in terms of the amplitudes and phases of motions, which determine not only approximate steady-state solutions but also their stabilities. The second group includes the Lindstedt-Poincar e technique, harmonic balancing, Galerkin and Ritz procedures. This group of methods can be employed to directly determine asymptotic periodic and quasi-periodic solutions, but the stability analysis of the solutions leads to variational equations which requires Floquet Theory 1] and is much more involved. It should be pointed out that the Galerkin or Ritz procedure is essentially an averaging method. This paper will choose some methods from these two groups and combine their advantages to overcome their shortcomings.
The time averaging will be used to nd explicit periodic and quasi-periodic solutions and their stability conditions. Time averaging procedures 4] can be categorized as ones in which an a priori known frequency is used in an assumed approximation while the other procedures assume an unknown frequency. The rst approach was developed originally by Krylov, Bogoliubov and Mitropolsky 5] and it is usually called KBM method. This approach is indeed a combination of averaging and variation of parameters method and perturbation method. However, the approach used in this paper is the rst approximation of KrylovBogoliubov (KB) method which uses the averaging and variation of parameters method only. The second approach is sometimes called the method of (conventional) Galerkin 6] or Ritz 7] . The KB method results in time averaged, di erential equations which can be used to nd steady-state solutions and their stability conditions. Conventional Galerkin's (CG) approach, conversely, yields time averaged, algebraic equations from which only the steady-state solutions can be determined, regardless of their stability. Although CG method has been enhanced recently in order to evaluate the internal resonances of a 2 degree-offreedom (DOF) 8] and 3 DOF 9,10] galloping model, no rigorous proof was given to show the equivalence of the KB and the \alternative Galerkin's averaging method " 9,10] . This enhanced Galerkin method will be called EG method, for short, in this paper. Moreover, it had been suggested previously that a solution may be found explicitly for only the internal non-resonance (e.g. 11{14]). However internal resonances, in which the ratio of any two natural frequencies is close to a ratio of two positive integers, are potentially more damaging and, hence, have more practical interest. Newland 15] showed that the rst-order, non-resonant amplitude-frequency relations, derived by using the KB approach with a known frequency and the CG (or Ritz) procedure with an unknown frequency, give identical results for a 1{DOF autonomous system which has no external forcing. However these rst-order, steady-state solutions can be shown to coincide only if the derived amplitudes are proved identical. Moreover, Newland also considered an external 1:1 resonance by assuming that only one of the natural frequencies (for more than 1 DOF) is close to the forcing frequency. By presuming the same known frequency (that of the forcing) in the rst-order approximations, the two methods were demonstrated to produce identical rst-order, time averaged algebraic equations. It will be shown in this paper that, by assuming the same known frequency, the proof of the rst-order equivalence merely requires a coordinate transformation. On the other hand, if an unknown frequency is considered in Galerkin's method, an approach which will be shown to be very useful for certain internal resonances of multiple DOF systems, the proof of the rst-order equivalence is more complicated. For clarity, the KB method employs, in this paper, a known frequency whilst an unknown frequency is assumed for the EG method. The two methods will be shown rigorously to be equivalent for a general n{DOF, nonlinear system. Such a system may involve not only external but also internal resonances as well as a non-resonance.
A new technique has been developed, based on the KB and Galerkin methods, to nd explicit solutions and their stability conditions, especially for the internal resonances of a multiple DOF, autonomous system 9,10]. The CG method was modi ed, by using time averaging, to produce time averaged, di erential equations rather than algebraic equations. This modi cation is termed the enhanced method of Galerkin (EG method). The proof of the equivalence of the KB and EG methods will be given here to include the stability analysis which was excluded from Newland's work. Although the KB and EG methods will be shown to produce identical rst-order periodic and quasi-periodic solutions as well as the same stability conditions, the KB method is preferred for non-resonance as well as for combinations of the non-resonant and resonant cases in which the number of resonant modes is fewer than, say, three. The EG method, on the other hand, may be utilized advantageously for resonances in which more than two modes are involved.
The next section is devoted rst to proving that the KB and EG methods produce identical rst-order solutions as well as stability conditions for a general n{DOF, weakly nonlinear system. Then the relations of the KB, EG and CG methods will be shown from the results. Applications of the theory to the galloping problem are given subsequently. Two typical resonant cases are detailed. Conclusions are drawn in the last section.
EQUIVALENCE OF KB AND GALERKIN METHODS
The motion of an n DOF, weakly nonlinear system is described by i + ! 2 i i = f i ( ; j ; _ j ) ; i ; j = 1 ; 2 ; ; n (1) where the dot indicates the di erentiations with respect to normalized time , i and ! i are the ith normalized coordinate and eigenvalue, respectively, of the corresponding ( = 0) linear system. The f i is the analogous normalized force, including all the nonlinear terms as well as all the damping terms and is the frequency of the external forcing function. Parameter (0 1) represents a weak nonlinearity. The internal non-resonance and resonances of an autonomous system, which does not involve external forcing functions, will be considered in subsections 2.1 to 2.4. Then the derivations will be extended directly in subsection 2.5 to non-autonomous systems. The relations of the KB, EG and CG methods are given in subsection 2.6. 
Time Averaged Solutions
It follows from equation (1) that, when = 0, a response can be written in the form i ( ) = X i cos (! i + i ) ; i = 1 ; 2 ; ; n (2) where constants X i and i respectively represent the ith component's amplitude and phase which are determined from the initial conditions. The solutions for 6 = 0 can be considered to be a perturbation of solution (2) 
The choice between the KB solution (3a) or (3b) (or, alternatively, the EG solution (4a) or (4b)) depends upon the ease of deriving explicit solutions by using the time averaging procedure. In fact, equation (3a) (equation (4a)) can be transformed to equation (3b) (equation (4b)).
It will be shown in the following subsections that the two formulations (3a) and (4a) (or (3b) and (4b)) give identical rst-order approximations.
Non-resonance
This case implies that a ratio of any two natural frequencies is not close to a ratio of two positive integers. Suppose that the periodic or quasi-periodic solutions are given by equation (3a). Di erentiate this equation with respect to and let the amplitudes and phases be chosen such that
and _
It should be noted that the last two equations cannot be obtained without assuming that X i ( ) and i ( ) are varying slowly. Next, di erentiate equation (5) cos i f i (X j cos j ; ? ! j X j sin j ) d (11) Generally, explicit integrals cannot be obtained from equations (8) (12) contains n independent, nonlinear algebraic equations which can be used to solve the n independent variables X i because ! i are known. Note, however, that the solution may not be unique. Having found X i , the corresponding frequency, ! i , is determined from equation (9) as
The last equation is in the form ! i = ! i + O( ) where O( ) represents an order term, as expected. Next, the steady-states for the EG solution (4a) can be found similarly but from equations (10) and (11) cos ! i f i (X j cos ! j ; ? ! j X j sin ! j ) d : (15) Here i has been replaced by ! i because _ i = 0. The resulting 2n nonlinear algebraic equations determine n amplitudes, X i , and n frequencies, ! i . However, the equations are coupled, unlike equations (12) and (13), because the ! i are unknown and the functions, f i , explicitly include ! i . The 2n equations need to be solved simultaneously and their number is twice that in the KB method. Therefore, the derivation of explicit solutions by using the EG method is more complex.
First-order equivalence of the steady-state solutions. It can be observed from equations (12) through (15) (14) and (15) , with respect to ! j . Finally, rewrite equations (14) and (15) ( 2 ) : (17) It can be seen from equations (16) and (17) that their leading ( rst) order approximate forms are identical to equations (12) and (13), respectively. Therefore, the KB and EG methods produce the same rst-order amplitudes and frequencies for the steady-state motions. In particular,
: (18) First-order equivalence of the stability conditions. A stability analysis can be performed on the Jacobian matrix of either equation (8), corresponding to the KB approach, or equation (10) for the EG approach. If all the eigenvalues of the Jacobian matrix, evaluated on the steady-state solution, have negative real parts, then the solution is stable. Otherwise, the solution is unstable. The proof of the rst-order equivalence of the stability conditions arising from the two approaches can be shown straightforwardly by rewriting equations (8) and (10) as
and
(Note that equations (12) and (16) 
To apply time averaging, the term (p i !) 2 ?! 2 i appearing on the right of equation (24) must be order . Indeed, it can be shown, by using equations (21) and (23), that (p i !) 2 ? ! 2 i = O( ). Further, it can be proved that the di erence of any two ! de ned by equation (23) is also order .
Based on equation (24), the periodic or quasi-periodic solutions which bifurcate from an equilibrium point can be described by i ( ) = X i ( ) cos (p i !) + i ( )] X i ( ) cos i ( ) ; i = 1 ; 2 ; ; n : (25) This form is similar to the KB solution (3a) because the frequencies p i ! are known. Equations similar to equations (24) and (25) 
respectively. The GCD frequency, ! , is unknown and the (p i ! ) 2 ? ! 2 i , i = 1, 2, , n, are order .
The KB procedure, which was used to obtain equations (8) and (9) n, and _ i1 = 0, i = 2 ; 3 ;
n. The resulting (2n ? 1) independent, nonlinear, algebraic equations can be used to solve the (2n ? 1) independent unknowns, X i and i1 . It should be noted that the steady-state solutions cannot be obtained by setting _ X i = _ i = 0, i = 1, 2, , n because _ i 6 = 0. Consequently, _ X i = _ i1 = 0 results in for i ; j = 1 ; 2, ; n so that ! 1 : ! 2 : : ! n = p 1 : p 2 : ::: : p n . The last ratios imply that the solution is, indeed, a periodic motion, as expected. Therefore, a GCD frequency ! can be de ned such that ! i = p i !. Next, consider the form of the solutions for the EG approach. Then the steady-state solutions can be obtained from equations (30) and (31) by setting _ X i = _ i = 0. This results in 2n independent, nonlinear algebraic equations for the 2n independent unknowns X i , i = 1 ; 2 ; n, i1 , i = 2 ; 3 ; n and ! . Speci cally, the 2n equations can be written as 
which are identical to equation (18) for the non-resonant case. By using equation (41) and comparing the equations obtained by setting _ i1 = 0 with those found by letting _ i1 = 0, it can be seen that the two sets of (n?1) algebraic equations are identical up to rst order. Hence,
and the KB and EG methods indeed produce identical rst-order amplitude components, phase di erences and frequencies.
First-order equivalence of the stability conditions. The stability conditions for the two resonant, steady-state solutions can be determined from the eigenvalues of a (2n ? 1) (2n ? 1) Jacobian matrix. This matrix is derived from the di erential equations of _ X i and _ i1 for the KB form (25) and from the di erential equations of _ X i and _ i1 for the EG form (27). A periodic solution is stable if all the real parts of the non-zero eigenvalues of the Jacobian matrix are negative, otherwise it is unstable. By following the procedure demonstrating the equivalence of the stability conditions for non-resonance, it can be shown that the two rst-order (2n ? 1) (2n ? 1) Jacobian matrices are identical. Hence, the rst-order stability conditions derived from the KB and EG methods are identical.
Combinations of Non-resonance and Internal Resonances
When one or more natural frequencies correspond to internal resonances while the remaining natural frequencies are non-resonant, di erential equation (1) can be rearranged into two subsystems. One subsystem involves only resonant frequencies and the other incorporates solely non-resonant frequencies. Then the procedures employed previously for the non-resonant and resonant cases can be used again. However, the two subsystems are coupled because of nonlinear terms. (On the other hand, the governing, time averaged equations are coupled only by the amplitudes of motion.) The derivation of the steady-state solutions and proof of their rst-order equivalence are similar to those given in subsections 2.2 and 2.3 so they are omitted. The procedure for handling combinations of resonant and non-resonant cases will be given in the next section for a 3 DOF oscillator.
Systems with External Forcing Function Having an Independent Frequency
Such a system can be handled by employing the procedure used in the previous subsection. In addition to the two subsystems which correspond to internal non-resonance and resonances, a third subsystem may be found. This external resonant subsystem consists of the system's natural frequencies which are resonant with the external forcing frequency, . However, they cannot be included in the internal resonant subsystem. The solution forms given for the internal resonances can be applied here, provided the known external frequency, , is used instead of the GCD frequency, ! or ! , and the external resonant natural frequencies are expressed in terms of . This implies that the KB solution forms (3a) and (3b) are identical to the EG forms (4a) and (4b), respectively, because ! = ! = . Then the demonstration of the equivalence of the KB and EG methods for this subsystem is merely the proof of the equivalence of forms (3a) and (3b). It will be shown in the following subsystem that these two forms produce identical approximate solutions up to any order. Therefore, by using the procedure described in subsections 2.2 and 2.3, the steady-state solutions and their stability conditions can be obtained, and their rst-order equivalence can be proved similarly for the whole system. Details are omitted for brevity.
Relations of the KB, EG and CG Methods
The KB and EG methods. The relationship between the KB and EG methods is illustrated in Figure 1 where ODE, ABE, T.A. and E.Q. abbreviate Ordinary Di erential Equation, Algebraic Equation, Time Averaged and Equivalence, respectively. Although the equivalence of the KB and EG methods has been proved explicitly only for solution forms (3a) and (4a), it can be deduced from Figure 1 that another three equivalences are also true: viz equations (3b) () (4b), (3b) () (4a) as well as (3a) () (4b). This is because the relation between the solution forms (3a) and (3b) or between the solution forms (4a) and (4b) is merely a coordinate transformation, given by for equations (4a) and (4b). Therefore, the results obtained by using solution form (3a) (or (4a)) are actually identical to those produced by employing solution form (3b) (or (4b)).
Note that the most frequently used equivalence is the last one, i.e. (3a) () (4b). The EG and CG methods. The EG method can be used for a stability analysis unlike the CG method. However, the solution forms of the CG method can have either a known or an unknown frequency while that of the EG method can have only an unknown frequency. A comparison of the two methods is shown in Table 1 . The proof of the equivalence of the two methods is given next. First, assume that an unknown frequency is given in the solution form of the CG method. Consider an alternative set of equations for solving the steady-state solutions from the EG approach by using solution form (4a). They are found, by setting _ X i = _ i = 0 in equations (10) and (11), to be: It should be noted that equations (44a) and (44b) apply not only to non-resonance but also to internal resonance and combinations of the two cases. Multiplying equation (44a) 
Therefore, the steady-state solutions derived from the EG and CG methods are identical if an unknown frequency is assumed in the CG's solution form. The same relation (46) can be obtained if solution form (4b) is used.
Next, suppose a known frequency is used in the solution form of the CG method. It is easy to see that this case is merely the KB method without the stability analysis but expressed in the forms (45a) and (45b) where the unknown frequency, ! i , is now replaced by the known frequency, ! i . The same relationship given by equation (46) can be derived if i is substituted for i . Thus, the steady-state solutions derived from the CG method with a known frequency are identical to those obtained by using the KB method. Therefore, the rst-order equivalence of the KB and EG methods implies that the EG and CG methods give equivalent rst-order steady-state solutions if a known frequency is used in CG method. The relationship between the EG and CG methods is also shown in Figure 1 .
The KB and CG methods. From the above discussion of the relationship between the EG and CG methods, it can be deduced directly that the KB and CG methods produce identical or equivalent rst-order steady-state solutions when a known or an unknown frequency is assumed in the CG method. The relationship between the KB and CG methods is also given in Figure 1 . Figure 1 also indicates the relationships derived by Newland 15] who demonstrated the equivalence of the KB and CG methods between: (1) equations (3a) and (4a) for the amplitude-frequency relation of the non-resonance of a 1 DOF system, and (2) equations (3a) and (3b) for a 1:1 external resonance.
APPLICATIONS
The KB and EG methods will be employed next to analyze a 3 DOF, eccentric model of galloping.
3 DOF Oscillator Model
A continuous multispan, iced transmission line can be reduced to the 3 DOF, discrete oscillator model 9,10] illustrated in Figure 2 , where the overall centre of mass, G, deviates from the centre of the bare conductor due to ice accretion. The motions can be described (47) is derived for an electrical transmission line, the results given in the following sections can be applied to other weakly nonlinear systems which are described by equation (47).
The rst step in investigating the feasibility of galloping is to nd whether the initial equilibrium state (IES) of equation (47), given by f q g = 0, is stable. If the IES is unstable, the next step is to nd solutions bifurcating from the IES and to determine their stabilities. The stability conditions for the IES can be found from the linearized equation of system (47). For a dynamic analysis, on the other hand, equation (47) The KB and EG methods described in the previous section will be used to evaluate two representative internal resonant cases, i.e. 1:3:0 and 1:1:1, where 0 indicates a non-resonant mode. and EG methods and the technique developed in 9,10] have been used to derive explicit solutions for this resonance. It has been shown that the KB method nally produces a 2nd and a 7th degree polynomial (details will be given later) while the EG approach ultimately yields a 13th degree polynomial. Thus, the solutions derived by utilizing the EG approach are more sensitive to small variations in the parameter values so that the EG approach is not recommended for this case. Indeed, it has been found for some parameter values that although the KB method produces accurate approximations, compared to numerically integrated results, the EG approach is intractable. Therefore, only the KB procedure is detailed here. Apply equation (23) 
By combining forms (3a) and (25), the rst-order approximation of the motion can be written as:
where the X i and i respectively represent the ith amplitude and phase. Next, by following the procedure described in subsections 2. 
The is the phase di erence between X 2 and X 1 which are the amplitude components of the periodic motion having frequency !. On the other hand, the W 1 and W 2 are described by W i = W ? ( 
The steady states which bifurcate from the IES can be found by setting _ X i = _ = 0, i = 1 ; 2 ; 3, in equation (54). Note, however, that the equation describing _ X 3 is decoupled from the rst three equations so that only X 1 , X 2 and need be solved simultaneously from the three equations given by _ X 1 = _ X 2 = _ = 0. The resulting three, nonlinear algebraic equations are coupled so that no general method exists to nd analytical expressions and, hence, numerical iterations are usually employed. A speci c analytical procedure has been proposed in 9,10], on the other hand, to nd explicit solutions in order to save substantial computational time. This saving is achieved by rst deducing a polynomial whose coe cients are expressed explicitly in terms of known system parameters. Then the X i and can be found from analytical expressions involving the roots of the polynomial.
The particular polynomial can be found by eliminating two of the three variables, X 1 , X 2 and , from the three equations obtained by setting _ X 1 = _ X 2 = _ = 0. This is achieved by rst employing the rst two equations (given by _ X 1 = _ X 2 = 0) to express cos and sin as cos = ( A D 
The 11 and 22 are detailed in Table 2 . The equals 0 for periodic solutions and 1 for quasi-periodic solutions. Consequently, the 1:3:0 resonance may have a family of periodic solutions consisting of X i 6 = 0, i = 1 ; 2, X 3 = 0, and quasi-periodic motions lying on a two dimensional torus in which X i 6 = 0, i = 1 ; 2 ; 3.
Next, use sin Table 2 .
Having found Z from equations (59) and (60) 
The rst-order approximation of the periodic and quasi-periodic solutions is described by i = X i cos ! i ; i = 1 ; 2 ; 3
where X 3 is given by equation (64). The frequency, ! 3 , for the quasi-periodic solution is given by the fth equation of (54) 
for both the periodic and quasi-periodic solutions.
3.3 1:1:1 Internal Resonance { EG Method In this case the ratio of the natural frequencies, ! 1 : ! 2 : ! 3 , is 1:1:1 and the KB method can still be adopted. However it is very di cult, if not impossible, to nd explicit steadystate solutions by using the KB method. So, the EG method will be used for this case and the alternative form (4b) will be applied to simplify the solution procedure. This approach requires equation (50) With the aid of equations (4) through (6), as well as equations (68) and (70) 
3.4 Stability Analysis Both periodic and quasi-periodic solutions are feasible for the 1:3:0 resonance but only a periodic solution is possible for the 1:1:1 resonance. Stability conditions can be determined straightforwardly from the Jacobian matrices of the time averaged equations (54) and (71) for the 1:3:0 and 1:1:1 cases, respectively. A periodic or quasi-periodic solution is stable if all the real parts of the nonzero eigenvalues of the Jacobian matrix are negative. It should be noted, however, that the 6 6 Jacobian matrix of the 1:1:1 resonance has one zero eigenvalue 17] because it is evaluated on the periodic solution which actually has only ve independent variables.
Examples
Example 1: Blu angle section. The angle section, which is shown in Figure 3 However, explicit solutions and stability conditions were given only for the non-resonance. Dynamic responses in the resonances were obtained numerically from the time averaged equations. Later, the 1:1 resonance was re-examined and explicit solutions were derived by using the EG method 8]. Recently, a typical angle section model was experimently considered in detail by Modi et al. 18] . This model had 1 1 in (2.54 2.54 cm) and 3 3 in (7.62 7.62 cm) cross-sectional dimension with uniform leg thickness of 1/16 in (1.6 mm) and 1/2 in (1.27 cm), respectively. Aerodynamic lift, drag and moment coe cients of the model were measured from wind tunnel tests and dynamic responses of the model were also obtained, especially, for the case of ! =! y = 2.92 (close to 1:3 resonance). However, unlike the reference 12] and this paper that are particularly interested in the dynamic behavior of the model with respect to the variation of the frequency ratio (! =! y ) near the 1:3 resonance, Modi et al. investigated the dynamics of the model with respect to the wind speed (U) at a xed frequency ratio (2.92). Moreover, the results presented in 18] were obtained from one degree of freedom (either plunge or torsion) model under appropriate wind speeds. Therefore, the results are actually obtained from non-resonant cases, and the word \resonance" used in 18] (e.g. plunging resonance, torsional resonance) means that the corresponding maximum plunge (torsion) response is respect to a particular wind speed, rather than the usual de nition 8,9,10,12] indicating the relationship between simultaneous plunging and torsional motions. Although because the main purpose of the paper is to compare the two approximation methods in resonant cases, and thus only the results regarding the variation of ! =! y are presented, the behavior of the model under di erent wind speeds is very important and should be studied. In fact, an interesting phenomenon can be observed from the results presented in 18] that galloping is only associated with certain values of wind speeds in resonant cases. This observation has indeed been revealed analytically in our early results 
It should be noted that the horizontal component of aerodynamic forces is zero which results, in turn, in a zero horizontal response so that the system really has 2 DOF. The normalized wind speed U y = U z =! y d, on the other hand, equals 4.5.
The IES, f q g = f 0 g, was found to be stable for the speci ed parameters over the range of structural frequency ratios, 1:1114 < ! < 1:2815. A dynamic analysis was performed for the initially unstable regions. A stable periodic solution was obtained by using the formulae derived for the 1:3:0 resonance over the range 2:8 < ! < 3:2. The resulting vertical, A y , and torsional, A , amplitudes of the motion and that obtained by using numerical integration are shown in Figure 4 where the results given by Blevins and Iwan 12] are also indicated. It can be seen from this gure that the vertical amplitude is quite smooth near ! = 3 but the torsional amplitude has a peak at ! = 3. Also, it can be noted that, for the vertical motion, the present results and those of Blevins agree with the numerically integrated data. Example 2: D-section. A D-section transmission line, which is depicted in Figure   3 (b), has been analyzed previously in order to consider a 1:1:1 galloping motion having strong coupling between the vertical, horizontal and torsional components 9,10]. Although a detailed study has been published, the dynamic responses were limited to xed parameter values although the steady wind speed was changed. The main interest here, however, lies in the dynamic behavior near resonance so that this example will be reassessed.
The dimensionless data are given as: M ] = Blevin's numerical integration [12] ; our numerical integration; Blevins' asymptotic solution [12] ; our asymptotic solution. The nondimensional wind speed, U y , is chosen to be 25.8 which is equivalent to a wind speed, U z , of 9 m/s. The initial stability analysis predicted the D-section to be initially unstable, at least over the range 0:0 < ! 1 ; ! 2 < 2:0 of structural frequency ratios. A stable periodic solution was obtained by using the formulae derived for the 1:1:1 resonance over the subrange 0:9 < ! 1 ; ! 2 < 1:1 . Predictions obtained virtually instantaneously from the analytical formulae given earlier are presented in the left column of Figure 5 , where A y , A z and A represent the vertical, horizontal and torsional amplitudes, respectively. They are in excellent agreement with the reference numerically integrated data also shown in the right column of this gure. However, the computation of each integrated point consumed hours of CPU time on a SUN station.
CONCLUSIONS
Two seemingly di erent, time averaging procedures are shown analytically to produce identical rst-order, approximate solutions and stability conditions for an n-DOF nonlinear, discrete system. It is suggested that, depending upon the non-resonant or resonant case under consideration, the application of one or the other procedure can be more advantageous. The two procedures are used to analyze galloping for which periodic and quasi-periodic solutions are derived explicitly.
