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Abstract
Data Management Solutions for Tackling Big Data Variety
by
Vaibhav Arora
Variety is one of the three defining characteristics of Big Data; the others being Vol-
ume and Velocity. There are several aspects of this data variety: diversity in data formats
(text, video, audio) and structure (relational, graph etc), variety in access methodologies
(OLTP, OLAP), and distribution heterogeneity within the workloads (read-heavy, high
contention). Data management solutions for modern-day applications need to tackle this
variety.
This dissertation provides an understanding of the challenges associated with the
different elements of variety, and proposes several solutions for efficiently handling its
various aspects. First, the dissertation studies the challenges related to variety in data
structure and access methodologies, and the resultant heterogeneity at the data infras-
tructure level. Applications now employ several data-processing engines with different
underlying representations, like row, column, graph etc., to process their data. We pro-
pose Janus, which introduces a novel data-movement pipeline, which enables the use of
different representations to support both high throughput of transactions and diverse
analytics, while still ensuring consistent real-time analytics in a scale-out setting. Janus
partitions the data at different representations, and allows distributed transactions and
diverse partitioning strategies at the representations. Then, we propose Typhon and
Cerberus, which define and enforce consistency semantics for application data spread
across representations. Second, this dissertation proposes solutions for handling distribu-
tion heterogeneity within the workloads. Workloads can have have skewed distribution
ix
in terms of operation-type, data access or temporal variation. We propose strongly-
consistent quorum reads for Raft-like consensus protocols, which can be utilized to scale
read-heavy workloads. For supporting high contention transaction workloads, we inte-
grate an existing dynamic timestamp allocation based concurrency control mechanism
in a distributed OLTP setting, and analyze its performance. Third, we study IoT appli-
cations, which have to deal with both physical heterogeneity of the sensors, as well as
diverse data-processing demands. We propose a multi-representation based architecture
catering to IoT applications, and also present the initial design of M-stream, a computa-
tion framework for enabling integration and monitoring of uncertain data from multiple
sensors. Through analysis, illustrative examples and extensive evaluation of the proposed
protocols, this dissertation demonstrates that the proposed solutions can be employed
for efficiently handling the different aspects of variety of data-intensive applications.
x
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Chapter 1
Introduction
The last decade has seen a huge growth in the amount of data being generated and
processed. This has lead to the emergence of a plethora of web applications with diverse
demands. E-commerce, online banking, retail, social networking and IoT (Internet of
Things) applications are some such examples. Such applications have disparate data
management needs. Different methods have been proposed to classify the data processing
demands of modern-day applications. One of the ways to classify the data processing
characteristics of such applications has been the 3V’s: Velocity, Volume and Variety [1].
1.1 Data Variety
Variety is one of the most challenging aspects of the Big Data ecosystem. Variety or
Heterogeneity comes in many diverse aspects. Typically, the term Variety is used to refer
to the different formats of data content, for example, text, image, videos etc. However, in
addition to the variability of data formats, there are other important aspects of variety.
Data is often represented in different formats. Traditionally, data can be present as
structured, semi-structured or unstructured. In the unstructured case, data is represented
1
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simply by its content, i.e., text, image, video etc. However, structure on the data, for
example, as relational, key-value, graph, RDF etc., highlights significant relationships
that are intrinsic to the sub-components of the data.
In addition to the variety of data representation, there is a variety of access method-
ologies, for example OLTP (Online Transactional Processing), OLAP (Online Analytical
Processing), Graph Based, Stream or Event-based processing etc. Based on the charac-
teristics of the application, it might need to support a subset or all of various types of
updates (transactional, event-based) and diverse reads and analytical operations (real-
time analytics, batch processing). To consider the example of variety of accesses needed
by applications, consider an E-commerce application. Inventory management, purchase
management, and operations looking-up individual items have transactional demands.
Such applications also want to execute aggregate operations to analyze business perfor-
mance, like finding the number of products sold per regions, or by user age, which are
characteristics of OLAP workloads. Furthermore, E-commerce applications also want to
recommend products to users based on likes and dislikes of other similar users. Such rec-
ommendation queries might be executed on a graph with user and product connections.
Social networking applications have diverse access requirements as well. Status updates
can be categorized as continuous events of a data stream, adding and removing friends
has transactional requirements, and user behavior is categorized by running analytical
queries. Applications need to efficiently support such diverse workloads.
Another aspect of variety is the distribution heterogeneity within the various work-
loads (OLTP, OLAP, Graph-based) of data-intensive applications. Many such workloads
are skewed in terms of one or more of the following attributes: types of operations (reads
or writes), distribution over data items, and temporal characteristics. Workloads of so-
cial networks like Facebook are highly skewed in the favor of reads [2]. Additionally,
access distribution over the data items is highly non-uniform for OLTP workloads, re-
2
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sulting in hot-spots over certain tuples or ranges of data items [3]. For example, a high
volume of operations (40-60%) on the New York Stock Exchange (NYSE) occur on a
small fraction of stocks (around 1%). Another example is a social networking application
such as Twitter, where celebrities can have million of followers, and such tuples might
be accessed orders of magnitude more than an average user [4]. Many workloads also
have time-varying skews. Some of these skews are predictable, whereas some of them are
sudden. E-commerce websites like Amazon face a large spike in requests during the Hol-
iday season. Furthermore, many web applications experience unexpected sudden surges
in load due to a very high rate of user growth [5] or unforeseen world events [6].
An emerging class of applications which illustrates and stresses the variety aspect of
data processing architectures, are IoT (Internet of Things) applications. IoT applications
are growing at a rapid rate and will have a huge impact on our future. Smart cars,
smart cities, weather monitors, smart farms and fitness and health tracking wearable
devices are some examples of internet connected devices, which continuously transmit
data points from connected sensors. IoT applications continuously collect and process
the data received from these devices. These applications need to support both high
frequency data ingestion as well as real-time analytics. Monitoring the weather in disaster
prone areas, routing smart cars, tracking health data like heart rate are some scenarios
where insights into the data are needed in real-time. In all the examples mentioned,
real-time analytics must be considered while ingesting a high incoming rate of data.
The data ingestion and the analytical processing demands of IoT applications are also
diverse in nature. Analytical queries might be online queries (pre-defined aggregates
over a certain attribute like temperature in a weather-related app), graph-processing
requests (calculating activity in a connected community of a user in a motion tracking
app) or oﬄine batch processing queries (models for predicting the long-term likelihood
of droughts, cyclones etc., executing over months/years of weather data). Data ingestion
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might be in the form of continuous independent events or values from multiple related
sensors which might need to be ingested atomically.
Another aspect of the IoT ecosystem is the physical heterogeneity of the sensors. IoT
applications may have to handle data from a diverse set of sensors, which capture the
attributes of their corresponding physical settings, and might want to integrate such data
to gain more value and insights. For example, information from diverse medical sensors
calculating blood pressure, heart rate etc. can be combined for efficiently monitoring and
administering drugs to the patients [7].
Modern-day application data and corresponding workloads have been characterized
by diverse data formats, structure and different access methodologies, as well as hetero-
geneity with the workloads. The variety has had a huge impact on the data management
ecosystem and poses significant challenges that need to be handled by the data-processing
architectures employed by the applications.
1.2 Impact of Data Variety
1.2.1 Multi-Engine Architecture
The tremendous variety of data processing demands has led to the fall of “one-size-
fits-all” paradigm [8]. Applications now use different systems for different use cases
rather than using a single relational database for all of their demands. Specialized OLTP
engines like VoltDb [9] and H-Store [10], Distributed Key-value stores like BigTable [11]
and Dynamo [12], OLAP targeted systems such as Vertica [13], MonetDB [14, 15] and
C-Store [16], Graph databases such as Neo4j [17], and Stream processing engines like
Storm [18] and Heron [19] are some examples of the systems which have been used in
addition to the traditional relational database engines [20, 21, 22, 23].
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Maintaining separate systems for different needs such as transactional processing,
online analytics and graph processing operations helps to cater to specific performance
characteristics. Many of the diverse systems mentioned above use different data rep-
resentations to optimize for different workload types. Traditional OLTP databases like
System R [20] employ row-based storage. Row-based storage can help in optimizing for
OLTP workloads, by taking advantage of sequential I/O, since most of the operations
touch many attributes for a small number of tuples [24]. Column-based storage [25] opti-
mizes for OLAP workloads, which have queries which access a small number of attributes
for a large number of tuples. Storing data column wise is more advantageous in such
settings, as it results in cost savings through the ability to perform block iterations, com-
pression and late materialization [24]. Vertica [26] and MonetDB [15] are two examples
of systems employing column-based storage for targeting OLAP workloads. Storing the
data in graph format as nodes and edges, as done in Neo4j [17], can be advantageous
for certain networked datasets like social networks and movie databases. If we consider
a movie database, with actors and movies being represented as nodes and edges repre-
senting the “acted-in” relationship, a query for traversing all the movies in which two
particular co-actors have appeared, can be faster with graph representation. By using
graph storage, we can avoid multiple joins, which will be needed in a relational database
and instead have direct access to the relationships through the edges.
We refer to the architecture of using different data processing systems as multi-engine
or multi-representation architecture. Multi-representation architecture can delegate var-
ious workloads to the most suitable data processing engine, employing the most suited
underlying representation for the workload. However, such an architecture has many
challenges.
Support for real-time analytics. First, such an architecture is not amenable to real-
time analytics. Separate ETL (Extract, Transform and Load) processes and CDC (Change
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Data Capture) systems [27] are needed to transfer data from the operational data pro-
cessing engines, optimized for supporting updates to various analytical engines. If the
updates are transactional, they need to be consistently merged at the analytical engines.
This transfer introduces a delay before the updates on the data are reflected in the
analytical results.
Consistency across data processing engines. Second, most of the data processing
engines enforce consistency at a granularity of a single datastore. This can lead to con-
sistency violations for the application user, when the application data is spread and
accessed across multiple data processing engines or representations. To illustrate incon-
sistent semantics in applications accessing data across multiple representations, consider
a social networking application. The social network consists of users, with attributes and
a list of friends. The user attributes are stored in a key-value store and friend relation-
ships are stored in a graph database, to take advantage of the different characteristics of
user attribute data and the friendship graph. Now consider two users: Alice and Bob.
The specifications of the application only permit the friends of a user to access a user’s
personal information stored in the key-value store. For example, since Alice and Bob are
friends, Bob has access to Alice’s phone number. Suppose, Alice wants to change her
phone number and does not want Bob to access it. Alice deletes Bob from her friends-list
and subsequently, she changes her phone number. Any request by Bob to read Alice’s
phone number should not be able to access Alice’s new phone number. Providing even
the strongest guarantees individually at the key-value store and the graph database does
not provide this consistency guarantee across the different systems, and concurrent read
requests by Bob in the scenario, can lead to consistency violations.
Choosing between Data Processing Engines. Third, applications have to chose between
different data-processing engines for executing different workloads. This also requires the
application developer to choose engines which satisfy the data management requirements
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of an application workload or query. This is not ideal as a developer might not be best
suited to make such a decision.
For tackling the variety of multiple data formats, structures and access methodologies
more efficiently, challenges posed by multi-engine architecture need to be addressed. In
this dissertation, we propose solutions which are able to provide support for real-time
analytics and understand and address consistency violations, while still benefiting from
the use of different data-processing engines backed by diverse representations.
1.2.2 Workload Heterogeneity
Workload heterogeneity in the form of skewed operation type (reads vs writes ratio),
data access skew and temporal variation has a big impact on the performance of a data
management system. The impact of workload heterogeneity is especially exacerbated in
large-scale systems.
Consider an application deployed at scale and supporting OLTP like workloads with
reads and write operations supported over a set of data items. Data management architec-
tures typically employ replication in this environment, for supporting both fault-tolerance
and performance concerns. Consensus protocols [28, 29, 30] are used to synchronize be-
tween these replicas, and allow the replicas to act as one coherent group. Many consensus
protocols like Multi-Paxos [29] and Raft [28], employ leader-based approaches for achiev-
ing consensus. Write operations are written to a majority of replicas before committing,
whereas read operations go through the leader to ensure linearizability. This ensures
that every read operations returns the latest value of the data item. Such an approach
does well under uniform workloads, but has performance issues when operations are
skewed. In the presence of read-heavy workloads, the system might have bottlenecks
at the leader, resulting in poor performance. Furthermore, since reads go through the
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leader, non-leader replicas are not utilized very efficiently for these workloads. Although
these replicas are ready to fail-over in presence of crashes, they have low-utilization in
failure-free scenarios.
For supporting transactions in such a setting, distributed database architectures [31,
32, 33] typically build a concurrency-control and distributed commitment mechanism over
the consensus protocol. Distributed databases often employ either pessimistic schemes
using timestamp ordering [33], or optimistic concurrency-control (OCC) based proto-
cols [32], for the concurrency-control mechanism. These schemes are lock-free and do
not block transactions due to locking, which can poorly affect performance in distributed
environments. However, for these lock-free schemes, the performance of transactional
workloads is highly affected by data access skews. Protocols like pessimistic timestamp
ordering use statically allocated timestamps to order transactions at commit, which can
lead to a lot of ordering conflicts in the presence of conflicting transactions. In the pres-
ence of hot-spots/high contention, a number of transactions have to be aborted, leading
to a drop in throughout and wasteful work.
Due to the prevalence of workload distribution variety, in the form of both operation-
type and data access skew, it is imperative for distributed database architectures to em-
ploy techniques to handle such workload non-uniformity. In this dissertation, we propose
solutions to efficiently tackle read-heavy workloads and data access skew respectively.
1.3 Dissertation Overview
We now overview the work proposed in the dissertation. This dissertation analyzes
the fundamental challenges posed by the variety of data and its corresponding processing
needs in modern applications. We build systems and propose solutions which address the
different aspects of data variety. Figure 1.1 illustrates the different components of the
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Janus: Hybrid Multi-Representation Datastore - Real-time analytics with High Throughput Transactions
Consistency Semantics for heterogeneous data
Typhon: Consistency Model for Multi-Representation Data
Cerberus:  Protocol for Data Spread Across Representations
Heterogeneity within Workloads
Variety in Structure of Data and Access Methodologies 
Tackling Physical Heterogeneity and Data Processing Variety of IoT Applications
Strongly-Consistent Quorum Reads for Scaling Read-Only Workloads in Raft
Dynamic Timestamp Allocation Integration for Reducing Aborts in High-Contention Workloads
Multi-Representation based Data Management Architecture for IoT Applications
M-Stream: A continuous Data-processing and Monitoring Framework for IoT 
Figure 1.1: An Overview of the dissertation work
proposed work. These components offer solutions for different challenges of variety faced
by data-intensive applications. Next, an overview of different parts of the dissertation is
presented.
1.3.1 Variety in Data Structure and Access Methodologies
In the first part of the dissertation, we propose solutions to handle the different
challenges posed by variety of data formats, structure and access methodologies. A
hybrid scalable multi-representation cloud datastore, Janus [34] is designed to enable
real-time analytics, while supporting a high frequency of updates. Janus can store the
data in multiple representations, and provide a high throughout of transactional opera-
tions, while enabling real-time analytics in a large-scale setting. One copy of the data
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is stored in a write-oriented representation, whereas other copies are marked read-only.
Janus supports large-scale data by partitioning, and both the write-oriented representa-
tion and the read-oriented representation are partitioned. Janus proposes a novel data
movement pipeline, which ships data from write-oriented representations to analytics or
read-oriented representations. The data-movement pipeline in Janus is closely tied to the
concurrency-control mechanism at the write-oriented representation. It captures data in
batches and employs a graph-based dependency management algorithm to ensure that
all the transactional updates are consistently merged at the read-oriented representation
in near real-time. Janus ensures that any analytical query will reflect the same serial-
ization order of transactions as observed on the transactional data, and partial affect of
any transaction would not be observed. Janus ensures this guarantee in the presence of
distributed transactions and diverse partitioning strategies at the representations. An
evaluation performed on AWS Cloud Platform demonstrates that Janus is capable of
supporting real-time analytics and high transaction throughput, while scaling-out.
The problem of consistency in a multi-representation architecture is then studied. We
first propose a multi-representation data processing framework, Typhon [35], which for-
mally defines consistency semantics in a setting where application data is spread across
multiple data representations. The consistency model defines implicit causal dependen-
cies which capture the logical order intended by the application user. The consistency
model in Typhon integrates with the traditional conflict-graph model in databases. An
extra set of edges is added to the conflict graph model to capture the dependencies of
operations performed across data representations, which enables formally defining and
identifying consistency violations in a multi-representational setting. A protocol, named
Cerberus [35], is then proposed, which achieves the consistency semantics defined in Ty-
phon’s multi-representation model. The guarantees provided by Cerberus are formally
proved. Experimental evaluation shows that Cerberus presents a lightweight and scal-
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able mechanism, with relatively small overhead when compared to a solution providing
no consistency guarantees for operations accessing data across representations. The pro-
posed protocol enables applications to utilize diverse representations to store different
data, while not violating consistency for the users, like in the social networking example
presented above.
1.3.2 Workload Heterogeneity
In the second part, solutions are proposed to tackle the distribution heterogeneity
of OLTP workloads, executed by applications operating at scale. Specifically, we study
the skewed distribution in terms of operation type (read-heavy) [36] and data access
(hot-spots / high contention settings). We study the effect of read-heavy workloads and
high contention transactional settings in a distributed database architecture, by using
CockroachDB [33]. Distributed database architectures provide support for both fault-
tolerance and performance concerns via data distribution and replication. CockroachDB
is a distributed database that employs Raft for consensus and builds a transaction layer
on top of Raft, which uses a pessimistic timestamp ordering mechanism for concurrency-
control.
To efficiently tackle read-heavy scenarios in a replicated environment, we design an
approach to scale linearizable read operations by reading from a quorum, without go-
ing through the leader [36]. The technique ensures that a read operation still satisfies
linearizability, and returns the latest value of a data item. We also design a scheme to
combine the proposed strongly-consistent quorum read [36] scheme, with the exist-
ing leader-based reads, in a consensus protocol like Raft. Combining the two schemes in
such a way leads to more uniform utilization of the cluster (both leader and non-leader
nodes), and provides a mechanism to configure the system to trade-off between read and
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write latencies. Extensive evaluation on AWS Cloud Platform demonstrates that the
proposed approach results in higher throughput and improved read/write latencies with
read-heavy workloads, and also better utilization of the non-leader nodes in failure-free
scenarios.
In a distributed database setting like CockroachDB, high contention settings have
a big impact on the transaction throughput and abort rate. CockroachDB employs
pessimistic timestamp ordering for concurrency-control, to ensure serializable order of
transactions. The pessimistic timestamp ordering leads to a high number of aborts
under contention, due to conflict resolution based on static timestamps. To address per-
formance concerns in the presence of hot-spots, we integrate an existing dynamic
timestamp based technique, MaaT [37] in the concurrency-control mechanism in
CockroachDB. In MaaT, commit timestamps are allocated at the end of transaction. The
commit timestamp is dynamically allocated based on the items accessed by the trans-
action and conflicting operations on these items, rather than just statically allocating a
timestamp, based on the clock or a shared counter. MaaT targets to avoid aborts in cases
where transactions are aborted due to violating a pre-determined order because of a fixed
timestamp ordering, rather than the actual conflicting order of access of items. Past tech-
niques proposed to reduce aborts in lock-free concurrency control techniques have been
implemented and evaluated in standalone prototypes. Integrating the dynamic times-
tamp ordering technique in a full-featured database system like CockroachDB gives an
insight into the performance characteristics of the dynamic timestamp ordering like op-
timizations and their impact on improving performance in high-contention settings. To
the best of our knowledge, this is the first time when dynamic timestamping technique
has been evaluated in an open source, commercial database setting.
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1.3.3 Tackling Physical Heterogeneity and Data Processing Va-
riety of IoT Applications
The third part of the dissertation studies the variety challenges of IoT applications.
We propose amulti-representation architecture catered for IoT applications [38].
To support IoT applications, we design an architecture that can benefit from the advan-
tages of using different data processing engines (supported by diverse multiple representa-
tions), while removing the bottleneck of continuous data transfer. IoT applications have
to support write-heavy workloads, with continuous ingestion of incoming data from mul-
tiple sensors. To handle these workloads efficiently, a unified strategy is used to update
the multiple representations, rather than ingesting the data at a representation, and then
employing continuous ETL or CDC pipelines to transfer data to other representations.
A deterministic ordering scheme is proposed to update the different data representations.
The deterministic approach is suited to IoT applications, which do not have to support
general-purpose transactions. The approach guarantees that there is one global order
enforced at all representations, and, also helps in optimizing for latency of new updates
being reflected in queries, by removing the data transfer pipelines. The architecture also
enables providing efficient support for specialized IoT analytics like pre-defined aggre-
gates with low latency, by employing different schemas at representations and using the
deterministic mechanism to incrementally update the aggregates.
IoT applications handle data from different physical sensors and integrating data
from multiple diverse sensors provides the ability to get deeper insights into the data.
The data management system should provide the IoT application developer with ab-
stractions to perform such an integration. Currently, data management systems provide
either transactional abstractions, which are not suited for IoT data, or simple key-value
operations which burden the application developer with complexity of the integration.
13
Introduction Chapter 1
We propose Model-based Operators as abstraction end-points to the IoT application
developer. Traditional transactions imply that an event has taken place on the premise
that all the sub-events comprising the transaction are executed atomically. For example,
a transaction transferring money between two accounts is said to be executed successfully
if both the accounts are updated atomically. Whereas, a successful model-based operator
execution implies the execution of an event, along with the certainty in the execution,
given that a pre-defined number of specified events is said to have occurred within a given
number of sub-events (or time interval). For example, an abnormal vibration in a turbine
is detected if a defined percentage of sensor values in a given period are over a pre-defined
threshold. Abnormal vibration detection can be encapsulated as a model-based opera-
tor execution. The sensor value threshold, the time period and specified percentage for
successful execution in this case, can be seen as a model specified by the application de-
veloper. The operator is successfully executed if the specified model is satisfied. We also
proposeM-Stream, a computation framework which builds on model-based operators to
support continuous monitoring needs of IoT applications, while handling the underlying
uncertainty of the sensor data. In M-Stream, model-based operators are combined in the
form of a dataflow graph to support the application needs.
1.4 Research Contributions
This dissertation proposes solutions which tackle the diverse challenges and issues
posed by the variety of data and heterogeneity of data infrastructure. The presented
protocols and systems address varied aspects of variety: namely challenges from dif-
ferent data formats and structures, access methodologies, and heterogeneity within the
workloads. The dissertation also explores the variety challenges of IoT applications, an
emerging class of data-intensive applications, which have to deal with heterogeneity of
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the sensors, as well as diverse data processing demands. Extensive evaluation studies are
performed on public cloud platforms and private clusters, to demonstrate the effectiveness
of various techniques. In particular, the dissertation makes the following contributions:
• We propose a hybrid scalable multi-representation cloud store, Janus, which sup-
ports storing data in multiple representations, and enables real-time analytical
results, while supporting a high throughput of transactions. Janus employs a novel
data pipeline, which supports real-time, consistent, continuous transfer of trans-
actional data, in the presence of distributed transactions and diverse partitioning
strategies at different representations.
• A multi-representation data-processing framework, Typhon, is proposed, which de-
fines a novel formal consistency model catering to heterogeneous data. Typhon
employs a notion of entities, which link the data present in diverse representations.
Typhon defines implicit causal order at the granularity of the entities, to capture
the logical order intended by the application user. The formal model is integrated
with the existing conflict-graph model in databases, and can be used to reason
about consistency guarantees provided by protocols in a setting where application
data is spread across representations.
• Based on the consistency semantics defined in Typhon, we design a protocol, Cer-
berus, which provably enforces implicit causal order for operations accessing data
across representations / processing engines. Cerberus adopts a single-entity trans-
action model, which enables providing transaction guarantees at the fine granular-
ity of an entity, comprising related data items, without requiring a general-purpose
transaction model. Cerberus is a lightweight and scalable protocol, designed using
version vectors, and has a small overhead when compared to a solution providing
no consistency guarantees for operations accessing data across representations.
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• We also propose solutions to tackle the different aspects of workload distribution
heterogeneity: read-heavy workloads and high data contention, in OLTP settings.
These solutions are designed in context of a distributed database architecture, and
are integrated in CockroachDB. The proposed solutions have been open-sourced and
are available on Github. A strongly-consistent quorum read approach is designed, to
support read-heavy workloads efficiently in Raft-like consensus protocols. Strongly
consistent quorum reads can return the latest value without going through the
leader node, and allow uniform utilization of the cluster in presence of read-heavy
settings. A dynamic commit timestamp allocation technique is integrated within
the concurrency-control mechanism of CockroachDB, to improve performance of
OLTP workloads under high data contention.
• Data variety challenges of IoT applications are studied, and a multi-representation
data management architecture catering to such applications, is proposed. A deter-
ministic ordering mechanism is used to update all the representations. This results
in removing the need for data-transfer pipelines, and enables efficient support of
IoT application demands: updating the pre-defined aggregates with low latency
and better support for write-heavy workloads.
• Model-based Operators are our proposed abstractions to enable application de-
velopers to integrate data from multiple diverse sensors, while capturing the un-
derlying uncertainty of sensor data. We also propose a computation framework,
M-Stream, to support continuous monitoring needs of IoT applications. M-stream
uses model-based operators as building blocks, and combines them as a dataflow
graph, to ensure that the uncertainty of the operator execution can flow through
the processing pipeline.
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1.5 Dissertation Organization
The rest of the dissertation is organized as follows. Part I proposes solutions to
challenges arising out of variety in data structure and access methodologies. In Chap-
ter 2, we present Janus, to efficiently handle both transactions and diverse analytical
queries. Chapter 3 describes Typhon and Cerberus, which define consistency semantics
for heterogeneous data.
In Part II, we present techniques to effectively handle distribution heterogeneity
within the workloads, in a distributed OLTP database setting. Chapter 4 proposes a
protocol to scale read-heavy workloads. In Chapter 5, we integrate and evaluate a dy-
namic timestamp allocation based concurrency-control scheme, for reducing aborts in
high contention workloads.
Part III presents our work for handling the variety of IoT applications. Chapter 6
proposes a multi-representation based architecture catered for the IoT ecosystem. Chap-
ter 7 introduces M-Stream, which enables continuous monitoring over uncertain sensor
data, from a diverse set of sensors.
The dissertation concludes with a summary and future directions in Chapter 8.
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Chapter 2
Janus: A Hybrid Scalable
Multi-Representation Cloud
Datastore
2.1 Overview
In this chapter, we focus on the challenge of supporting diverse access methodologies
for applications, and enabling real-time analytics for applications operating at large-
scale. Many emerging web-applications have to support both high frequencies of updates
as well as diverse real-time analytics. Managing and analyzing advertising click streams,
and retail applications employing Just-in-time inventory management are some scenarios
where insights into data are needed in real-time. In all the examples mentioned, real-time
analytics must be considered while supporting high ingestion rates of inserts, updates and
deletes. Applications base their decisions on analytical operations, using insights from
historical data as feedback into the system. The need for a tighter feedback loop between
updates and analytics has created the demand for fast real time analytical processing [39].
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Owing to the different characteristics of updates and analytics, many systems use
different data representations to serve them. OLTP systems typically use row-based
storage [20], systems targeting OLAP workloads might use column-based storage [16, 26],
and graphs [17] might be used to store networked-data. Multi-engine architectures (1.2.1)
store copies of data in different representations, to help in performing the update and
analytics operations on the representations most suited for them. In such settings, one
copy of the data can be designated as update-oriented and others as read-oriented.
A major challenge for data-intensive applications is handling large-scale data. Cloud
datastores [12, 40] have been proposed to handle large-scale data and adopt scale-out
techniques as a means to support data processing of such datasets. Data partition-
ing is a widely used technique for supporting scale-out, where different partitions are
allocated to different servers. Hence, the data processing architectures supporting large-
scale data need to support partitioning. Partitions are organized to limit the amount of
cross-partition operations. But in cases where partitioning is not perfect, cross-partition
operations have to be supported.
To support diverse workloads and enable real-time analytics for large-scale data, we
propose and design a hybrid partitioned multi-representation cloud datastore, Janus.
It maintains copies of data in different representations, and each of the representation
supports partitioning. One representation supports transactional updates and the other
representations are designated for analytics, and are read-only. Janus handles the exe-
cution of distributed transactions to ensure transactional consistency of operations over
multiple partitions. To support different characteristics of diverse representations, Janus
allows different partitioning strategies for the different representations.
Janus proposes a novel data movement pipeline, which ships data from each update-
oriented partition in batches. These batches are then applied at the corresponding read-
oriented partitions. Unlike existing hybrid representation storage systems [41, 42, 43] and
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Change Data Capture (CDC) pipelines [27, 44], the data movement pipeline in Janus sup-
ports partitioning and handles both distributed transactions and different partitioning
strategies. The capturing of changes as batches at update-oriented partitions is closely
integrated with the concurrency-control mechanism and the distributed commit protocol.
We devise a graph-based dependency management algorithm for applying batches from
the update-oriented partitions, across to the read-oriented partitions. The end-to-end
pipeline to move the data, across the partitioned representations, is developed to ensure
no disruption in transactional execution while resulting in minimal delays in the incorpo-
ration of updates into the read-oriented partitions, and ensuring the consistent ingestion
of transactional data. We now provide more details into Janus’s design.
2.2 The JANUS Design
Janus enables the efficient execution of both transactional updates and consistent
read-only analytical operations, at scale. Janus provides serializable isolation for trans-
actional updates. Janus also provides the guarantee that any analytical query would not
observe the partial affect of any transactional update and would observe the effect of the
transactions in their serialization order. Next, we briefly discuss the major components
of Janus. The system design is illustrated in the Figure 2.1.
Execution Engine: Application clients send requests to the execution engine which
then determines whether the request corresponds to an update transaction or an analyt-
ical query. Transactional update requests are routed to the update-oriented representa-
tion and the read-only analytical queries are sent to the read-oriented representation, as
shown in Figure 2.1. The execution engine also maintains the metadata pertaining to
the location of data items, which is used to route queries to the appropriate partitions.
The execution engine is a scalable middleware layer, similar to ones used in large-scale
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Figure 2.1: Janus Design
partitioned and replicated environments [40, 12]. Like in [12], the execution engine is
scaled by replicating the partitioning information on multiple servers, and using these
multiple execution engine servers to route operations to appropriate partitions.
Update-Oriented Representation: Janus stores a copy of the data in an update-
oriented representation. The update-oriented representation supports single-partition as
well as cross-partition transactions. In Figure 2.1, Janus uses row-wise storage as update-
oriented and splits the data into three partitions, R1, R2 and R3. When a transaction
commits, the changes made by the transaction are stored in an in-memory append only
structure, referred to as a batch. A batch stores changes made by committed transactions
at an update-oriented partition and is used to commit these changes at the read-oriented
representation. The methodology for creating consistent batches is described in the
Section 2.4.1 and 2.4.3.
Read-Oriented Representations: Janus also stores data in other representations,
which are designated as read-only. Every partition of a read-oriented representation
consists of a persistent image and a delta of changes. The delta constitutes of incoming
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batches from the update-oriented representation which are yet to be ingested into the
partition. In Figure 2.1, Janus uses column storage as read-oriented and splits a copy
of the data into two partitions, C1 and C2. In the Figure, the row partitions and the
column partitions use different partitioning strategies, and the number of row partitions
(3) is different from the number of column partitions (2). Three batches arriving at C1
are represented by R1:B1, R2:B1 and R3:B1. A read-oriented partition receives batches
from all the update-oriented partitions that have changes mapping to that particular
read-oriented partition. Updates are made to a read-oriented partition by applying the
batches to the persistent image of that partition. A graph dependency management
algorithm is used for applying the batches, ensuring that the consistency of data is
preserved (Section 2.5.1).
2.3 Hybrid Partitioned Row and Column Data Man-
agement
In this dissertation, we focus on designing an instance of Janus to support OLTP
and OLAP workloads. Since, row and column representations have been widely used for
OLTP and OLAP workloads [43, 24], we choose these representations as update-oriented
and read-oriented representations respectively. First, we discuss the partitioning of data
at both the representations. Then, we explain transaction processing (Section 2.4) and
the ingestion of the changes at the read-oriented partitions (Section 2.5). Although the
techniques are presented for row and column, they can be applied to different represen-
tations, chosen based on the workloads being handled.
Partitioning: Janus allows applications to partition their data. Both the row and
the corresponding column data can be partitioned. The row-oriented data is divided
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(a) Partitioning - Case 1
(b) Partitioning - Case 2
Figure 2.2: Diverse Partitioning Strategies
into n partitions, R1, R2 . . .Rn and the column data is partitioned into m partitions,
C1, C2 . . .Cm. The partitioning strategy of the columns may or may not correspond
to that of the rows. Janus provides this flexibility because different applications have
varied characteristics governing the analytical workloads. For example, a multi-tenant
data platform will partition the data across the tenant boundaries. Hence, storing the
column version of each partition is suitable, as there would not be a need for analytical
operations on columns across different partitions. Whereas an e-commerce store might
store customers in various regions in different row partitions. In such cases, there might
be a requirement to perform analytics on columns across the row partitions to collect
aggregate statistics across regions. Therefore, a partitioning strategy which stores some
of the columns entirely in a single column partition (vertical partitioning) may be more
efficient. Two different instances of partition mapping schemes that can be employed are:
• The column partitions can be partitioned corresponding to the row partitions.
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There would be n column partitions, C1. . .Ci. . .Cn, where Ci is the columnar
version of the row partition, Ri, as represented in Figure 2.2a.
• Store the entire column together in a separate partition. This would lead to r
column partitions, where r is the number of attributes in the partitioned table.
Each column partition, Ci would have a column stored in its entirety, containing
data from across row partitions, as shown in Figure 2.2b.
2.4 Transactional Processing
Janus handles both OLTP and OLAP workloads. OLTP operations are executed on
the row partitions and column partitions are continuously updated by bulk committing
the results of the updates as batches. The read-only analytical queries are then executed
at column partitions.
When a transaction T arrives at the execution engine, it looks up the metadata to
determine the partitions involved in the transaction. The transaction is then sent to
the corresponding partitions. Each row partition employs a local concurrency control
mechanism to manage the concurrent execution of transactions. In this specific imple-
mentation of Janus, each row partition uses strong strict two-phase locking (2PL) as the
concurrency control method [45]. However, Janus can be adapted to other commit-order
preserving serializable concurrency control mechanisms. The concurrency control proto-
col needs to be commit-order preserving to ensure the correctness of the batch generation
scheme. In addition, distributed transactions employ two-phase commit (2PC) for atomic
commitment across partitions. When a transaction commits, the changes made by the
transaction at a partition are stored in a batch. We first describe the scheme for creating
a batch for single-partition transactions. Then, we discuss the support for distributed
transactions in Section 2.4.3 and describe the mechanism for sending the batches to the
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column partitions in Section 2.4.4.
2.4.1 Consistent Batch Generation for Single Partition Trans-
actions
Transactional changes are stored in batches at every row partition. In this subsec-
tion, we consider transactions that are restricted to a single-row partition. A batch is an
in-memory append only structure and comprises a set of transactional changes executed
at a row partition. The batch structure is analogous to the partial transactional redo
command log used for recovery by main memory databases. A tag is associated with
each batch, indicating whether the batch is in an active or closed state. Each row parti-
tion has only one active batch at any instant. Once an active batch is closed, it is sent
to the column-oriented representation to ingest the changes present in the batch. Each
batch is also associated with a version number which determines the order of the batch,
as compared to other batches from the same partition. The batches are continuously
shipped and applied to the corresponding column partitions to keep them updated. The
size of the batch shipped is a trade-off between maximizing the data freshness of ana-
lytical results and restricting the overhead involved in generating, shipping and applying
the batches. To manage the size of the batch, batches are shipped after a pre-defined
period. This period is named batch shipping frequency. The batch generation scheme
ensures that all transactions executed at the row partitions are captured and the serial-
ization order of such transactions is maintained. Each batch is also assigned a unique id,
referred to as batch-id. The batch-id is a combination of the row partition and the batch
version number. A batch with batch-id Ri:Bj refers to changes included in batch with
version number Bj from row partition Ri. In Figure 2.1, R1:B1 is a closed batch and has
been shipped to the column representation. Whereas, R1:B2 is an active batch and any
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transactional changes done at R1 will be appended to R1:B2.
On a commit, all the write operations of the transaction are atomically appended to
the batch. All the changes at a particular row partition resulting from a single transaction
are stored in the same batch. After a pre-set threshold, the batch is marked closed and a
new batch is created and marked active. Transactions which commit after the old batch
is closed are added to the new batch. The switch from the old batch to the new batch is
done atomically. The new batch is assigned a version number, which is one more than the
version number of the closed batch. Once a batch is closed it is shipped to the column
partitions. Closed batches at a row partition can be discarded once the corresponding
column partitions acknowledge its receipt.
Batch generation is integrated with the existing transactional log mechanism for han-
dling failures. When a batch is closed, an additional record is written to the transactional
log, noting the switch to the new batch. During the recovery phase, the batch generation
scheme recovers the state of the last active batch before the crash. In addition to the
existing recovery operations, the record marking the closure of the last batch is noted
and is used to reconstruct the state of the active batch before the crash. Transactions
with a commit record after the record marking the closed batch are added to the current
active batch.
2.4.2 Batch Properties
The batching scheme ensures several invariant properties, needed for generating con-
sistent batches. We now list the properties and argue that the batching scheme provides
these guarantees.
Property 1 A closed batch only contains operations from committed transactions and
each transaction is included in its entirety.
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As each transaction is added to an active batch once it is committed, this ensures that
only committed transactions are present in a batch. When a transaction is committed, all
its changes are added to a batch. Thus, transactional changes are present in their entirety
for every transaction. This property ensures that all transactional updates performed at
the row partitions are included in the batches.
Property 2 For any two transactions T1 and T2 present in batch Bi, if T1 is serialized
before T2, T1 → T2, then T1 is present before T2 in Bi.
Transactions are appended to a batch at commit. So, the order in which transactions
are appended to a batch follows the commit order of transactions. This case is true
if the concurrency control protocol is commit-order preserving serializable. As we are
using strong strict 2PL for concurrency control, this condition is true in Janus. Hence, if
T1 → T2, then T1 would have been appended to Bi before T2, and as a batch is append-
only, T1 will be present before T2 in Bi. This invariant establishes that the serialization
order is preserved while appending transactions to a batch.
Property 3 For any two transactions T1 and T2, where T1 is serialized before T2, T1 →
T2, then if T2 ∈ Bi, where Bi is a closed or an active batch, then either T1 ∈ Bi too or
T1 ∈ Bj, where Bj is closed and V (Bj) <V (Bi), where V (Bi) is the version number of
batch Bi.
The order in which transactions are appended to batches follows the commit order of
transactions. As T1 is serialized before T2, it either would have been applied to the
same batch or an earlier batch. As batch version numbers increase over time, if T1 was
applied to an earlier batch, the corresponding batch would have a version number less
than version number of batch Bi. This condition guarantees that batch version order
corresponds to serialization order of transactions.
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Property 4 If a transaction Ti belongs to a batch Bj before a failure, then after recovery
from failure, Ti will still be present in batch Bj.
When a transaction commits, it is written to an active batch. If a failure is encountered,
the active batch is reconstructed from the write-ahead log during recovery, by appending
the update records of every transaction with a commit record after the record indicating
the closure of the old batch. Since changes corresponding to any committed transaction
Ti are present in the write-ahead log, any transaction Ti which belongs to the active batch
Bj before the failure, will also belong to the active Bj after recovery. All the batches
which have been closed have either been already shipped or they are recovered using the
same protocol, hence preserving the invariant that each transaction is in the same batch
as it was before the failure. This property ensures that batches are correctly recovered
after failure.
These properties guarantee that the batching scheme generates consistent batches
comprising all transactional changes at a row partition, even in the presence of failures.
2.4.3 Distributed Transaction Support
To enable operations accessing data across partitions, Janus provides the ability to
perform distributed transactions. Janus employs the two-phase commit (2PC) protocol
for executing distributed transactions. The execution engine acts as a coordinator of
2PC. When the transaction commits, updates of the transaction corresponding to a row
partition, are stored in the batch at that partition. Hence, transactional changes of a
distributed transaction may be present in multiple batches across different partitions.
Furthermore, since the partitioning scheme supported at the row and column representa-
tion might be different, changes at a single column partition might correspond to batches
from multiple row partitions. Consider a distributed transaction, dt, which changes a col-
29
Janus: A Hybrid Scalable Multi-Representation Cloud Datastore Chapter 2
umn attribute A in tuple x at R1 and y at R2 in Figure 2.2b. The column representation
uses the partitioning strategy illustrated in the figure, leading to entire column A being
stored in column partition C1. Suppose the changes done by dt are present in R1:B1 and
R2:B2. Since, the changes of dt are present across different batches, the effect of these
batches should be atomically visible. Hence, the algorithm for creating the batches and
applying them to the column partitions needs to be carefully designed to guarantee the
consistency of analytical results.
We need a method to identify the batch dependencies at the column partitions. For
capturing these dependencies, metadata is added to each batch, which provides informa-
tion about the distributed transactions present in the particular batch. The metadata
includes the batch-ids of the set of batches from different row partitions, involved in
distributed transactions present in the given batch. Janus integrates the bookkeeping of
the metadata with the two-phase commit protocol. The needed metadata is piggybacked
during the various phases of two-phase commit of a distributed transaction.
• Prepare Phase. During the prepare phase of two-phase commit (2PC) of any
distributed transaction, each participant row partition piggybacks the information
about the batch version number to the response of the prepare message.
• Commit Phase. Subsequently, if the transaction is committed, the 2PC coordi-
nator piggybacks the batch-ids of all the batches having changes pertaining to the
distributed transaction to each row partition, along with commit status informa-
tion.
When a distributed transaction is added to a batch, the set of batches with changes
pertaining to the transaction (sent by the 2PC coordinator along with the commit status),
are added to the metadata of the batch. Each row partition ensures that the current
active batch is not closed between sending the batch-id to the 2PC coordinator and the
30
Janus: A Hybrid Scalable Multi-Representation Cloud Datastore Chapter 2
addition of such a transaction to the corresponding batch. In the example introduced
earlier, updates and inserts corresponding to the distributed transaction dt are present
in batches, R1:B1 and R2:B2. Then, R2:B2 is added to the metadata of batch R1:B1 and
vice-verse. This added metadata is used to ensure that the data in column partitions
remains consistent, as we describe in Section 2.5.1.
2.4.4 Batch Shipping
After a batch is closed, it is shipped to the column partitions. Batches from each row
partition are sent to all the corresponding column partitions. This is depicted by R1:B1,
R2:B1, R3:B1 at column partition C1 in Figure 2.1. Each row partition contacts the exe-
cution engine to retrieve the metadata pertaining to the column partitions corresponding
to the row partition, based on the partitioning strategies employed. This metadata is
cached at the partitions. The batches can be pre-filtered by dividing them into sub-
batches corresponding to the different column partitions before shipping the batches.
Alternatively, in an approach we name as post-filtering, the entire batch is sent to all the
corresponding column partitions. Each column partition only applies the changes which
correspond to that partition.
Batch Filtering. The decision of whether to post-filter or pre-filter can be based
on a number of factors. The overall filtering and batch shipping cost can be divided
into two parts: computation and data transfer. The computation cost is a function of
cpus at the row and column partitions. In pre-filtering, the computation cost of filtering
falls upon row partitions. In post-filtering, the computation cost is divided among the
column partitions. The data transfer cost is a function of the available network bandwidth
between row and column partition servers. As the average number of column partitions
mapped from a row partition increase, the gap between the bandwidth consumed during
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post-filtering and that consumed in pre-filtering, increases. One the other hand, the
post-filtering approach has the advantage of oﬄoading the filtering of batches from row
partitions. As Janus aims to minimize any affect on transactional throughput, Janus
employs post-filtering.
Batching Threshold. A batch is closed after a fixed duration known as batch
shipping frequency. The shipping frequency provides a time-based threshold to restrict
the size of the batch and to ensure that batches are regularly shipped and ingested at the
column partitions. Although batch shipping frequency provides a simple threshold, which
can be easily adjusted, it has some drawbacks. Since, a shipping frequency only provides
a time-based mechanism, it can lead to uneven batch sizes. If long running transactions
with a large number of updates are present in the workload or the workload is write-
heavy, this can lead to an increase in the batch size (in terms of the number of updates),
which can increase the time to ingest batches at the column partitions, and thus resulting
in a larger delay for an update to be reflected at the columnar representation. To avoid
this bottleneck, we add the ability to combine a time-based threshold with a threshold
on the number of updates in a batch (referred to as batch shipping update-threshold). If
the number of updates in the batch goes above a certain threshold, then the batch can
be closed and shipped to the column partition without waiting for the batch shipping
frequency duration.
2.5 Supporting Analytical Processing
Janus executes read-only analytical queries on the column representation. In Sec-
tion 2.4, we discussed the protocol for creating batches containing transactional changes
occurring at row partitions. These batches are then sent to column representation. Each
column partition consists of a persistent column-oriented copy and a delta as shown in
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Figure 2.3: A Column Partition
Figure 2.3. The delta consists of incoming batches from different row partitions mapping
to the particular column partition. We describe the protocol for merging the incoming
batches to the column partition to guarantee that a read-only query accessing any single
column partition will be consistent, even in the presence of distributed transactions at the
row partitions. We then provide an extension to guarantee the consistency of analytical
queries spanning multiple column partitions. Janus ensures that any analytical query:
• Observes the serialization order of transactions executed on the row-oriented rep-
resentation
• Does not observe the partial effect of any transaction
As analytical queries can be long running, they are executed on a consistent snapshot of
the data.
2.5.1 Consistent Single Column Partition Analytical Opera-
tions
If an incoming batch from a row partition does not have any change corresponding
to a distributed transaction, then it can be applied atomically to a column partition.
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This ensures that analytical operations will observe the effect of each transaction present
in the batch in its entirety. The update operations in an incoming batch are grouped
as a single transaction. The transaction is then executed using the concurrency control
scheme at the column partition. Applying the batch as a single transaction ensures that
all the changes in the batch are observed atomically. Batches from each row partition
are ingested in order of their version numbers. As Janus ensures that each analytical
query observes a consistent snapshot of the data, any index on the column partition will
be updated synchronously with the ingestion of the batch. This mechanism ensures that
the serialization order of transactions executed at a single row partition is maintained at
the column partition.
If distributed transactions are present in the workload and the row and column par-
titions are not aligned, then the changes from a distributed transaction can arrive in
batches from different row partitions, as described in Section 2.4.3. This may lead to an-
alytical operations not being consistent. Continuing with the example from Section 2.4.3,
the changes done by dt are present in R1:B1 and R2:B2. R1:B1 includes changes to col-
umn A at tuple x, whereas R2:B2 includes changes to column A at tuple y. Consider the
scenario where we atomically apply R1:B1 to the column partition and then execute an
aggregate query on column A involving tuple x and y, before applying R2:B2. The result
of such a query will be inconsistent as it would include partial changes from transaction
dt. Hence, batches with partial changes from distributed transactions must be ingested
atomically.
To ensure the consistency of analytical operations in the presence of distributed trans-
actions and different partitioning strategies, changes are ingested to the column partitions
by a graph-based dependency management algorithm. The presence of distributed trans-
actions leads to dependencies across batches from different row partitions. Such batch
dependencies are included in the metadata of each batch (Section 2.4.3). At each column
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Figure 2.4: Batch Dependency Graph
partition, the batch dependencies are modeled as a directed graph, referred to as the
batch dependency graph. As described earlier, each batch has a unique id. The id of
the batch is a combination of the row partition id and the batch version number, which
guarantees its uniqueness. An incoming batch, with an id α, is represented as a node
with outgoing and incoming edges. An incoming edge refers to a batch upon which batch
α depends on. Whereas, outgoing edges refer to the other batches dependent on batch
α. The dependencies between the batches can be classified in two categories. Apart
from the dependencies introduced by distributed transactions, referred to as distributed
transaction dependency, each batch from a particular row partition is also dependent on
the previous batch from the same row partition. This dependency is referred to as batch-
order dependency and is added to capture the condition that batches from any particular
row partition are ingested in their batch-id order. An example of a batch dependency
graph at a particular column partition is shown in Figure 2.4. In the example shown in
the figure, batch with id R1:B1 is dependent on batch with id R2:B2 and vice-verse. This
is a dependency arising out of a distributed transaction, i.e. a distributed transaction
dependency. Batch R1:B2 is dependent on R1:B1 but not vice-verse, which represents a
batch-order dependency. This dependency ensures that batch R1:B2 can not be ingested
before the batch R1:B1.
35
Janus: A Hybrid Scalable Multi-Representation Cloud Datastore Chapter 2
Any batch can only be applied to the column partition when all its dependencies
are satisfied. Batch dependencies are represented by the incoming edges of the node.
This condition implies that a batch can only be ingested either after all the batches it
depends on are ingested or it can be ingested atomically with dependent batches. Given
this condition, finding a set of batches to apply at the column partitions is equivalent
to finding strongly connected components (SCC) in the batch dependency graph.
Such a SCC should not have any incoming edge connected to any node outside the SCC.
This ensures that any batch does not have any dependency apart from the batches in
the SCC. Batches in such a SCC are then atomically ingested into the column partition.
All the nodes of the strongly connected component can then be deleted from the batch
dependency graph. In the Figure 2.4, batches R1:B1, R2:B2, R3:B1 form a strongly
connected component, which will be ingested atomically after the ingestion of batch
R2:B1. We implement the detection of SCC in the batch dependency graph using the
union-find data structure [46].
The batch ingestion scheme also handles crash failures of column partitions. On in-
gestion of a SCC, the column partition also persists the batch-ids ingested corresponding
to the row partitions it maps too. As noted in Section 2.4.1, a row partition only deletes
a batch once it receives an acknowledgment from the corresponding column partition(s).
The acknowledgement is only sent after the batch has been ingested at the column par-
tition. On recovery from a crash, a column partition informs the corresponding row
partitions of the last batch-ids ingested. The row partitions will then start sending the
batches ordered after the last batch-id ingested. As the batch dependency graph at the
column partition comprises the active batches, it will be reconstructed when the row
partitions start sending the batches which have not been ingested at the column parti-
tion. Since, we guarantee that only ingested batches are acknowledged, row partitions
will have all the batches which have not been ingested. Hence, even on crash failures, no
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batches will be missed and the batches will be ingested in order.
2.5.2 Supporting Multi Column Partition Analytical Opera-
tions
The graph-based dependency management algorithm ensures that any analytical
query accessing a single column partition will return consistent results. We now pro-
vide an extension to support multi column partition read-only queries. A query which
accesses data at multiple column partitions, might access an inconsistent snapshot if a
batch from a row partition has only been ingested at some of the column partitions. Con-
sider that a transaction, t, updates columns A in tuple x and column B in tuple y at R1.
Suppose, the column representation uses the partitioning strategy shown in Figure 2.2b,
where column A is stored in column partition C1 for both x and y and column B is stored
in C2. Updates from transaction t are added to R1:B1. Now, consider a query which
calculates an aggregate on column A with a select condition on column B. If the batch
R1:B1 is only ingested at one of the column partitions, C1, then the result of the query
would be inconsistent. An inconsistency could also occur even if partitions are aligned
but distributed transactions are present. Consider the distributed transaction dt, from
Section 2.4.3. The changes done by dt are present in R1:B1 and R2:B2. R1:B1 includes
changes to column A at tuple x, whereas R2:B2 includes changes to column A at tuple y.
Now, suppose that column partitions use the partitioning strategy in Figure 2.2a. Then
R1:B1 would be sent to C1 and R2:B2 would be sent to C2. Any query executing at both
C1 and C2 should atomically observe the changes in these batches.
We design a multiversioning scheme and combine it with the graph-based dependency
management to ensure the efficient execution of consistent multi column partition an-
alytical operations. Each column partition updates its state by ingesting changes from
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the row partitions, using the graph dependency algorithm introduced in Section 2.5.1.
Each ingestion leads to the creation of a new version. A column partition can be repre-
sented in terms of row partitions, that map to the column partition. A column partition
is represented as a version vector of batch versions from these row partitions. Suppose
column partition C1 maps to row partitions, R1 and R2 and ingests batches R1:B3 and
R2:B2 to create a new version. Then, the new version at C1 can be represented as the
version vector: (B3, B2). Each version of the data at the column partition has a vector,
known as version vector tag associated to it. This version vector tag is used to compare
the recency of the versions. The entries of the version vector tag of the ingested version
comprise the batch version numbers corresponding to the row partitions that map to the
column partition. Among two versions of data at a column partition, the version with
a higher version vector tag is the newer version. The version vector tag comparison is
based on the corresponding batch version numbers, which comprise the entries of the
version vector tag. The information about the creation of each version is sent to the
execution engine.
For each multi-column partition query, the execution engine determines the latest
compatible version at each column partition involved in the query. When a multi-column
partition query arrives, the execution engine first determines the column partitions in-
volved in the query. The execution engine then determines the version with the most
recent version vector tag, which corresponds to the latest ingested batch versions of all
the corresponding row partitions. If some of the column partitions involved in the query
receive data from a common subset of row partitions, then for each such row partition,
we include the latest common batch version ingested at the column partitions. For ex-
ample, suppose the query involves column partition C1 and C2. C1 maps to R1 and
R2 and C2 maps to R2. We determine the most recent batch version of R1 at C1, and
the most recent version corresponding to R2, present at both C1 and C2. Then, using
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the batch dependency metadata defined in Section 2.4.3, the latest version vector tag is
determined, with the condition that the batch version entry (in the latest version vec-
tor tag) for each mapping row partition, satisfies all the batch dependencies. Suppose
(B3, B2) is the most recent version vector tag corresponding to the column partitions
C1 and C2. The batch versions are then iterated to find a version vector tag equal to
or older than the tag, (B3, B2), which satisfies the dependencies of all batches version
entries involved. Now suppose, R1:B3 was dependent on R2:B3, then the dependencies
would be checked with the version vector tag (B2, B2). This process continues until a
version vector tag is found that satisfies all the dependencies. At each column partition
involved in the multi-column partition query, the query is then executed on the version
corresponding to the found version vector tag. By ensuring that the batch dependencies
are satisfied across column partitions, Janus guarantees that any multi-column partition
query accesses a consistent version of the data.
Since this scheme can result in many versions, there is a background process which
garbage collects older versions. The background job is also triggered by the execution
engine, since it tracks the batch dependencies and versions maintained at each column
partition. The execution engine maintains the global version of the batch dependency
graph. When a Strongly Connected Component (SCC) in the graph is ingested at all
the corresponding column partitions, then the versions corresponding to older batches
can be garbage collected at all those column partitions. The ingestion of a SCC of the
batch dependency graph signifies that a newer version (with a higher version vector tag)
is available at all the dependent column partitions and all the dependencies of the newer
version are satisfied. This is precisely the condition for using a particular version for an
analytical query. The presence of such a version at the column partition implies that
query would never be scheduled on a older version. Hence, older versions at the column
partitions can be garbage collected. Suppose R1:B2 and R2:B2 form a SCC in the batch
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dependency graph. When batches R1:B2 and R2:B2 are ingested at all corresponding
column partitions, then any version at a column partition with a version vector tag
smaller than (B2, B2), can be garbage collected.
As the batch ingestion is handled independently by each column partition, no special
recovery needs to be employed for multi-column partition queries. Each column partition
recovers independently from crash failures. The multiversioning scheme determining the
compatible version for a query only checks the ingested versions, and is independent of
the recovery and ingestion mechanisms.
2.6 Evaluation
Janus is evaluated using a transactional YCSB benchmark. We focus on measur-
ing data staleness at column partitions and evaluating the impact of batching scheme
on transactional throughput. First, we briefly describe the benchmark and then give
information about the experimental setup, baseline and metrics collected during the ex-
periments.
2.6.1 Benchmark description
We design a benchmark, which is an extension of T-YCSB (Transactional YCSB) [47].
Apart from adding the ability to invoke transactions, the benchmark is adapted to a par-
titioning environment and can invoke a specified percentage of distributed transactions.
The Yahoo Cloud Serving Benchmark (YCSB) [48] is a benchmark for evaluating dif-
ferent cloud datastores. YCSB sends single key-value read and write operations to the
datastore. The workloads generated by the benchmark sends multiple such operations
combined as transactions. Each transaction consists of a begin operation followed by
multiple read and write operations, followed by a request to commit the transaction.
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Each operation of a transaction is invoked as a blocking operation, i.e, the client thread
blocks until it receives a response. Unless otherwise mentioned, each transaction con-
stitutes 4 reads and a write. The percentage of writes is varied in some experiments.
The benchmark also provides the ability to configure the number of clients spawned in
parallel.
Workloads generated by the benchmark either comprise only single-partition trans-
actions or a specified percentage of distributed transactions. Each transaction first picks
a primary partition for the transaction. If there are no distributed transactions, then all
read and write operations are uniformly distributed over the primary partition. When
distributed transactions are present, each operation of a transaction has a uniform proba-
bility of accessing a partition other than the primary partition. If 10% of the transactions
in the workload are distributed, then each operation has a 2% chance (since each trans-
action has 5 operations) of accessing a partition other than the primary partition.
To measure the performance of read-only analytical queries in Janus, the benchmark
issues aggregate queries which calculate average, minimum and maximum values of an
attribute.
2.6.2 Experimental Setup
The dataset is range partitioned over row partitions. Each row partition consists
of 100,000 data items. Column partitions employ a different range partitioning scheme
with each column partition comprising 200,000 data items. Hence two row partitions
correspond to a column partition. This partitioning scheme is a combination of the
partitioning schemes described in Figures 2.2a and 2.2b respectively. Each experiment
uses this partitioning scheme. Each item in the dataset comprises of 2 attributes: a
primary key and a value. Our standard deployment consists of 20 row and 10 column
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partitions, along with 4 execution engine servers. As each of the row partitions, column
partitions and execution engine servers is placed on a separate machine, the standard
deployment employs 34 machines in total.
The evaluations were performed on AWS [49] (Amazon Web Service) EC2 (Elastic
Compute Cloud). We employ m3.xlarge instances which have 4 virtual CPU cores and
15 GB memory. All machines were spawned in US East Virginia region in the same avail-
ability zone. MySQL [23] is used as the row-oriented storage engine and MonetDB [14] as
the column-oriented storage engine. Note that Janus implements strict two-phase lock-
ing (2PL) concurrency control protocol, two-phase commit (2PC), as well as the batch
generation and ingestion scheme. As the batch generation scheme is closely integrated
with the concurrency control and the distributed commit protocol, we choose to imple-
ment both 2PL as well as 2PC at the row partitions. The implementation, therefore,
does not rely on the concurrency control protocol of MySQL, but only employs it as
row-oriented storage engine. On the other hand, each column partition uses MonetDB
for storage as well as concurrency control. Hence, Janus employs MonetDB’s optimistic
concurrency control (OCC) mechanism. The concurrency control mechanism at each col-
umn partition is needed by the batch ingestion scheme to ensure the atomicity of batch
ingestion. Row and column partitions reside on different EC2 machines. However, Janus
can also be deployed with multiple row and column partitions being placed on the same
machine. Janus is implemented in Java. It uses protocol buffers [50] for serialization and
protobuf-rpc library for sending messages between the servers.
A number of application clients are spawned in parallel. Clients are co-located and
uniformly distributed over the execution engine servers. Each client executes 500 trans-
actions.
To analyze Janus’s performance, we compare it against a baseline setup, where both
transactions and analytics are performed on the transactional engine. To enable this
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setup, we turn off the batching in Janus. This comparison enables us to assess if the
batching scheme affects the transactional throughput. Both setups utilize strong strict
2PL as the concurrency control protocol, ensuring an equivalent comparison.
Unless otherwise stated, the batch shipping frequency in Janus is set to 250 ms. Batch
shipping frequency is the time period after which a batch is closed and shipped to the
column partitions. To ensure that all row partitions do not send batches to a column
partition at the same instance, we add some random noise (+/- 20%) to the batch ship-
ping frequency at every row partition. For a shipping frequency of 250 ms, each row
partition would have a frequency in the interval of [200,300] ms. Later, we also evalu-
ate the impact of batch shipping frequency and analyze the optimal shipping frequency
for our standard deployment. We also perform an experiment where an update-based
threshold is introduced for batch rollover, in addition to the batch shipping frequency.
Measurements were averaged over 3 readings for smoothing any experimental variations.
The measurements reported are described below.
Transactional Throughput This metric reports the number of transactions exe-
cuted per second (tps).
Average Delay gives the measurement of data freshness in Janus. A delay value
for a transaction includes the time period between the commitment at the row partition
and its ingestion at the column partition(s). Hence, average delay includes the time
period between adding the committed transaction to the batch and shipping the batch,
and the time taken to ship the batch and the time for merging the batch at the column
partitions. As batching is a feature of Janus and is turned off for the baseline evaluation,
we only report this metric for Janus. Values reported are average of the mean delay
values observed at the column partitions. The average delay metric gives a measure of
freshness of the results returned by analytical queries. As row and column partitions are
placed on different machines, average delay is measured across different machines. The
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Figure 2.5: Scaling Up Clients
average delay measurement faced challenges involved in measuring time in a distributed
system. Initially, high clock drift values were observed at the machines. To circumvent
clock drift, networking time protocol (NTP) synchronization [51] was employed. The
NTP utility in unix synchronizes the clock of the server with centralized time servers.
Query Response Time is reported for read-only analytical queries performed during
the experiments.
2.6.3 Experimental Results
Scaling Up
Figure 2.5 evaluates the end-to-end performance of the data movement pipeline in
Janus. We employ a standard deployment of 20 row and 10 column partitions. The num-
ber of clients running concurrently were varied from 20 to 140. In this set of experiments,
the workload only consists of single partition transactions. In Janus, the transactional
throughput increases from around 900 tps to 3197 tps as the number of clients increase
from 20 to 120. On increasing the clients to 140, the throughput decreases slightly. The
baseline scenario with batching disabled also achieves similar transaction throughput
illustrating that Janus’s batching scheme does not adversely affect transactional per-
formance. Less than .1% of transactions were aborted for each case. As the highest
throughput is observed with 120 clients, we employ 120 clients for later experiments.
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Average delay was measured for Janus. Low average delay values were observed,
ranging from 149 ms with 20 clients to 217 ms with 120 clients. The delay value increases
with higher transactional throughput. As each batch comprises more transactions, it
takes longer to ingest a batch into column partitions. The variance observed in delay
values at different column partitions was 26.5 with 120 clients. This is low compared to
the mean value of 217 ms. Figure 2.6 shows the observed delay at a column partition
through the course of the experiment with 120 clients. The delay initially increases
as batches start committing at the column partition and then remains constant as the
system reaches a steady state.
These results demonstrate that Janus updates the column partitions in near real-time
without impacting the transactional throughput.
Hot Spots. We also performed an experiment using a skewed workload distribution.
In this experiment, 70% of the transactions access 30% of the partitions. The standard
deployment of 20 row and 10 column partitions is employed and clients are scaled-up
from 20 to 120. Batching still does not impact throughput and average delay was sub
750 ms, as seen in Figure 2.7. Delay values were higher and had greater variance due to
the hot spot, as compared to results in Figure 2.5.
Varying Read:Write Ratio. Next, we vary the ratio of read to writes in the
workload, as illustrated in Figure 4.3. Instead of issuing a single write for each transaction
(20% writes), the overall percentage of writes in the workload is varied from 5% to 40%.
The throughout slightly decreases as the percentage of writes in the workload increases.
Average delay increases with the increase in percentage of writes, since each batch has
more operations to ingest at column partitions. After the percentage of writes increases
above 25%, delay increases at a high rate. This is because the batch shipping duration is
not enough to cope with the time to ingest the batch at MonetDB, and the batches start
getting queued at the column partitions. This illustrates that batch shipping frequency
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Figure 2.6: Average Delay Timeline
 0
 500
 1000
 1500
 2000
 2500
 3000
 3500
 20  40  60  80  100  120  140
 0
 100
 200
 300
 400
 500
 600
 700
 800
Tx
n 
Th
ro
ug
hp
ut
 (T
xn
s/s
)
Av
er
ag
e 
De
la
y 
(m
s)
Number of Clients
Janus
Average Delay
Batching Disabled
Figure 2.7: Scaling Up Clients with Hot Spots
needs to be carefully chosen based on the workload.
Impact of Distributed Transactions
Next, Janus is evaluated with workloads comprising distributed transactions. The
standard deployment of 34 machines is employed, with the number of clients set to 120.
The results are presented in Figure 2.9. The presence of distributed transactions re-
sults in a slight decrease in throughput as Janus has to employ two-phase commit for
such transactions. The results also re-illustrate that the batching scheme does not affect
transactional throughput. An increase in average delay is also observed, as distributed
transactions lead to dependencies among the batches. The graph-based dependency man-
agement algorithm only ingests a batch either after all the dependent batches have been
ingested or with dependent batches. After all the dependencies of a batch arrive at the
column partition, the batch will be a part of one of the strongly connected components
(SCC) detected by the ingestion scheme, and will be merged into the column parti-
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Figure 2.8: Varying Read:Write Ratio
tion. The experiments illustrate that distributed transactions have impact on the data
freshness. However, even in the presence of distributed transactions, Janus is capable
of updating the column partitions in 304 ms and 409 ms with 5% and 10% distributed
transactions respectively.
Instrumenting Average Delay. We also instrument and sub-divide the average
delay duration into 4 components: average waiting time for a transaction before a batch
is shipped (row-wait), network transmission and processing time (network cost), waiting
time at the analytical partitions before the entire SCC has arrived (column-wait) and the
actual time to ingest the batch at MonetDB (batch-ingest). For 0% distributed transac-
tions, the row-wait duration accounts for 67% of the time and the batch-ingest duration
accounts for 30% of the average delay period. The column-wait time is negligible in this
case (around 1%). As the distributed transactions increase to 5%, the column-wait dura-
tion goes up-to around 5% and batch-ingest duration goes up-to 32% (batch size increases
because multiple batches are ingested together to satisfy batch dependencies). With 10%
distributed transactions, the dependencies among the batches cause the column-wait du-
ration to increase to 10% of the delay duration, and the batch-ingest duration fraction
goes up-to 36%. The network cost was around 1% in all the cases. The sub-division of
the average-delay illustrates how the dependencies among the batches due to distributed
transactions lead to the increase of average delay period.
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Figure 2.9: Impact of Distributed Transactions
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Figure 2.10: Study of Batch Shipping Duration
Study of Batch Shipping Frequency
We now analyze the interplay between batch shipping frequency and average delay in
Janus. The evaluation is performed using the standard deployment with 120 clients. The
results are shown in Figure 2.10. The transactional throughput numbers were similar to
the ones observed in previous experiments, and hence, are not reported.
When no distributed transactions are present, as the batch shipping frequency de-
creases from 350 ms to 50 ms, the average delay reduces from 309 ms to 59 ms. The
delay decreases because as the batch shipping period decreases, the batches are shipped
more frequently and the overhead in ingesting smaller batches at the column partitions
is not high enough to affect performance. But, when the batch shipping frequency is
decreased further, the average delay for a transaction increases to 127 ms for a shipping
frequency of 15 ms. This scenario results in MonetDB being hit with a high very update
rate, which is not suited to its column-oriented design. Batch shipping frequency values
below 50 ms result in higher delay values. A shipping frequency less than 50 ms does not
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Figure 2.11: Combining Batch shipping Frequency with an update-based Shipping
Threshold - 0% Distributed Txns
benefit from the effect of batch committing the changes at a column partition.
The presence of distributed transactions makes Janus more sensitive to a higher batch
shipping duration. Distributed transactions lead to batch dependencies and a greater
shipping period might result in longer chains of dependencies, resulting in higher average
delay. In the case of 10% distributed transactions, increasing the shipping period from
300 to 350 results in the average delay value increasing by 35%. When no distributed
transactions are present, the same increase in the shipping period only results in a 5%
increase in average delay. On the flip side, dependencies resulting from distributed trans-
actions also result in reducing the affect of decrease in shipping duration. Waiting for
batch dependencies to arrive from other row partitions, reduces the high update rate re-
sulting from a low shipping frequency value. In the case of 5% distributed transactions,
decreasing the frequency from 50 ms to 15 ms, increases the delay at a slower rate as
compared to the case with no distributed transactions. This shows that as the percentage
of distributed transactions in the workload increases the batch shipping frequency value
should be reduced.
These results illustrate that the optimal value of batch shipping frequency for our
standard deployment of Janus is 50 ms. Janus can update the column partitions in
as little as 59 ms with no distributed transactions and 85 ms with 10% distributed
transactions.
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Addition of Update based Shipping Threshold
Section 2.4.4 discusses the bottleneck of using a time-based threshold for batch
rollover, and how write-heavy workloads and long running transactions can lead to an
increase in average delay. To mitigate the affect of only using a time-based threshold,
Janus is integrated with the ability to specify an additional threshold to close a batch
based on the number of updates (batch shipping update-threshold). We re-perform the
experiment where the read-write ratio is varied (Figure 4.3), but with an additional batch
shipping update-threshold, which is set to 100 updates. The threshold is set based on the
number of updates present in a batch before the delay starts increasing (at 25% writes).
Results in Figure 2.11 illustrate that adding an update-based threshold helps in reducing
the increasing in delay as the percentage of writes increases.
Figure 2.12 shows the affect of update-based threshold in the presence of distributed
transactions. We observe that even with distributed transactions, the update-based
threshold helps in reducing the increase in size of batch sizes as percentage of writes
increases. This leads to a slower increase in delay when compared to the case where only
a time-based threshold is employed. The absolute delay increases slowly with distributed
transactions (as the percentage of writes increase), because the dependencies among the
distributed transactions result in ingestion of multiple batches together and reducing the
write-activity on MonetDB, which leads to avoiding queuing of batches at the column
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Figure 2.13: Scaling Out Janus
partitions.
Scaling Out
Figure 2.13 illustrates the performance of Janus while scaling-out. The percentage of
distributed transactions was set at 5%. The number of clients invoked per row partition is
kept constant throughout the experiment, and increase from 120 with 20 row partitions
to 480 with 80 row partitions. This ensures that the amount of contention would be
the same over the entire experiment. The ratio of row to column partitions is also kept
constant at 2:1, and the execution engine servers are scaled from 4 to 16. Evaluation is
performed with batch shipping frequency of 250 ms as well as 50 ms (time-based threshold
only). As Janus scales-out the number of partitions, throughput increases linearly and the
average delay remains constant in the range of 65-70 ms with 50 ms shipping frequency,
and 250-300 ms with a shipping frequency of 250 ms. These numbers illustrate that
Janus’s architecture is capable of scaling-out, while still updating the column partitions
in real-time.
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Performance of Analytical Queries
For studying analytical performance, aggregate queries calculating the average and
minimum value of an attribute were run on both Janus and the baseline setup. A single
column partition query calculating the average with a filter predicate took 4.6 ms on Janus
and 23.2 ms on the baseline setup. A query to compute the minimum took 1.80 ms on
Janus and 13.2 ms on the baseline setup. Janus performs better for analytical queries
as it executes such queries on a column-oriented design, which is more suited for these
queries than the row-oriented design employed by the baseline setup. As multiversioning
support is not provided by MonetDB, nor by any open source column database, we did
not evaluate the execution of multi-column partition queries (Section 2.5.2).
2.7 Related Work
Janus is motivated by and related to a wide range of research in the areas of hybrid
OLTP-OLAP systems, hybrid storage layouts, data shipping and database replication.
Hybrid OLTP-OLAP Systems. Most of the proposed solutions supporting both
OLTP and OLAP workloads, execute on a single server [52, 42, 53]. These solutions do
not scale out, which is an essential requirement for a cloud datastore. Furthermore, most
of these systems [54, 52, 55] are tailored to a main-memory design.
Hyper [54] handles both OLTP and OLAP workloads in either a column or a row-
oriented main-memory environment, using the operating system’s copy-on write tech-
nique. Virtual memory snapshots are created when read-only OLAP queries arrive. Hy-
per’s performance is dependent on efficient forking during copy-on-write. Plattner [56]
proposes supporting both transactional and analytical processing using in-memory col-
umn stores. Based on this vision, SAP has introduced SAP HANA [55], a main-memory
engine for supporting both transactions and analytics.
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Some systems have proposed adaptive layout transformation to support both OLTP
and OLAP workloads in a single server setting. Arulraj et al. [53] use row, columnar
and hybrid row-column representations (where a vertically partitioned group of columns
are stored together) and then dynamically transform the storage layout among these
representations. A multi-versioning engine is employed and each tuple is inserted in
row-oriented layout. A background mechanism monitors the queries and transforms the
layout by determining the attributes that are accessed together, and then grouping them.
H2o [57] also chooses from among multiple representations and a foreground layout trans-
formation between the row, column, hybrid row-column representations. Although layout
transformation can also provide the ability to take advantage of multiple representations,
its performance is dependent on accurate workload prediction and can be susceptible to
sudden workload shifts.
ES-2 [58] supports partitioning and stores data in a distributed file system. It uses
distributed indexing and parallel sequential scans to answer OLAP queries, in addition
to supporting OLTP workloads using a multiversion timestamping approach. It relies
heavily on indexing and can lead to poor performance for ad hoc queries which access
non-indexed data residing on the distributed file system. Unlike ES-2, Janus executes
transactions and analytics on different servers as well as different representations, that are
more suited for the respective workloads. ES-2 is based on a shared-storage architecture,
whereas Janus employs a shared-nothing architecture.
Snappy Data [59, 60] integrates a distributed in-memory data-store (GemFire) engine
with Apache Spark’s runtime and provides support for OLTP, OLAP and streaming.
Data can be stored in either row or columnar form. OLTP operations are supported
using the in-memory engine and OLAP operations are supported using Spark’s executors.
Such an architecture removes the overhead of maintaining multiple data representations.
However, it cannot provide separation of transactions and analytics on different servers
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or different representations. Furthermore, since such an architecture uses a single data
representation, it has to choose one right partitioning strategy for all workloads.
Storage in Multiple representations. Fractured Mirrors [43] was one of the
first systems to store data in multiple representations. A copy of the data is stored in
both the DSM (Decomposition Storage Model) layout [25], where each column is stored
separately, and the row layout. A differential file is used for updating the columns. Janus
is inspired from this approach and employs storage of replicas in multiple representations
in a distributed setting, with differently partitioned representations. OctopusDB [61] also
provides the ability to store data in multiple representations. Updates are executed by
appending to a log, which acts as a primary copy of the data and multiple storage views
can be incarnated in different representations. Other systems have also explored storing
data in hybrid representations [42, 62, 63, 41, 21, 64, 65]. However, these approaches do
not provide support for data partitioning and distributed transactions.
Column-Oriented Storage. Column stores are used for supporting OLAP work-
loads. MonetDB [14], Druid [66] and Vertica [26] are some available column-oriented
DBMS, optimized for high volumes of query processing. C-Store [16] uses a columnar
representation and is optimized for read-mostly workloads. C-Store has a write store for
supporting transactional updates and a tuple mover for moving the data into the read
store. The write store is also columnar and stores data in memory. The write store is
limited in size, is co-located with the read store and is designed to optimize for workloads
with low update rates. Some approaches aim to efficiently update column stores to sup-
port transactions [67, 68]. In contrast to Janus, these systems are primarily optimized
for analytics, but are not designed to support OLTP workloads, which have a high rate
of transactional updates.
Change Data Capture [27], Pub-Sub systems [44, 69] log shipping techniques [41,
70] and some recent ETL tools [71] have been used for continuously consuming changes
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from transactional systems at downstream analytical systems. This approach is amenable
to scaling out and provides separation of transactions and analytics. However, such
approaches provide consistency guarantees only per partition. A mechanism to overcome
this is to use a single log as a source of truth. The head of the log can become a
source of contention in approaches using a single distributed commit log for supporting
transactions. A recent scale-out approach from SAP HANA [72] also uses a distributed
commit log to support both OLAP and OLTP workloads.
Database Replication. Many replication techniques have been developed to im-
prove the read performance of database systems, while providing some level of replica
consistency guarantees. Techniques providing strong consistency [73], and 1-copy Snap-
shot Isolation[74] guarantees have been developed. All these systems use the same repre-
sentation for the replicas. On the other hand, Janus uses different representations, that
update at different rates, and also aims to attain high transactional throughput. Hence,
Janus updates the read-oriented representation in batches. Due to this, the read-oriented
replica can lag from the primary update-oriented copy, but provides a transactionally
consistent snapshot of the data. Akal et al. [75] describe a replication technique which
enables updating in batches and executing 1-copy serializable read-only transactions with
given freshness guarantees. Their replication technique can support different partitioning
strategies for update and read-only copies. However, it uses a global log for recording
updates, which can be a bottleneck for throughput. In addition, distributed transactions
are not supported.
Real-time Analytics. Recently, several architectures have been proposed for sup-
porting both event-based processing and real-time analytical queries [76, 77, 78]. These
systems do not handle transactional updates and hence, do not support OLTP work-
loads. Lazybase [79] uses a combination of batching and pipelined updates, and provides
a trade-off between read query latency and data freshness. AIM [77] uses a PAX [80]
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like representation, where records are grouped into buckets and each bucket is stored
column-wise. It employs differential updates and shared scans to support event-based
processing and analytics in a scale-out setting. Lambda Architecture[78] stores data in
two layers, a batching layer (like HDFS) optimized for batch processing and a speed
layer, like a stream-processing engine, which processes data streams in real time. Each
ad-hoc query is sent to both representations, and the results are then integrated.
2.8 Summary
In this chapter, we propose Janus, a hybrid, partitioned, multi-representation data-
store, for handling diverse workloads and enabling consistent real-time analytics. An
instance of Janus is designed to support OLTP and OLAP workloads. Janus supports
transactional requests on row-oriented storage and uses an in-memory redo log inspired
batching technique to capture the transactional changes. Janus then employs a graph-
based dependency management algorithm to ingest the transactional changes at the
column-oriented storage, which supports analytical queries. The devised data movement
pipeline for creating, shipping and ingesting batches ensures that updates get incorpo-
rated at the column partitions with minimal delay. The data movement pipeline supports
distributed transactions, as well as diversely partitioned representations. Evaluation with
the transactional YCSB benchmark illustrates that Janus enables real-time analytics,
while scaling-out, and without affecting transactional throughput.
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Chapter 3
Typhon: Consistency Semantics for
Multi-Representation Data
Processing
3.1 Overview
The growing variety in structure and access methodologies has resulted in the fall
of “one-size-fits-all” paradigm. Application data, which used be managed by a single
database, is now spread across multiple data-processing engines. Although this results
in performance benefits, it can led to consistency violations for applications.
An example of diverse application data being spread across representations is a Social
Network. Consider a social network, consisting of users, with attributes and each user
having a list of friends. The user attributes can be stored in a key-value store and
friend relationships are stored in a graph database, to take advantage of the different
characteristics of user attribute data and the friendship graph. However, consistency
semantics are usually provided only at the granularity of each datastore, and as described
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in Section 1.2.1, the example scenario can lead to inconsistent executions. A deleted
friend of a user might be able to view a new phone number, which was entered by the
user after the friendship deletion. This is a consistency violation from the application
user perspective, as the new phone number was added after the deletion of the friendship,
and should not be accessible.
Apart from different structure and workload characteristics, another reason for stor-
ing parts of the application data in different representations, is the need for different
access permissions and diverse origins of the data. Some applications need to access
multiple data sources, managed by various departments within an organization, with
different access protocols. Consider the following example of medical data spread across
representations. One data representation stores metadata related to a patient, like name,
age, address etc. Another representation stores the list of doctors who have access to
patient data. This representation can only be accessed by the hospital and the patient.
A third data representation stores prescriptions and lab results, which are only accessible
to the patient and the doctors permitted in the second representation. Similar to the
social network scenario, if the consistency guarantees are only provided at the granu-
larity of individual representation, it can lead to semantically inconsistent executions.
For example, we can have scenarios where a doctor deleted by a patient is able to add
prescriptions for the patient.
Enforcing consistency semantics at the granularity of each representation might pro-
vide performance benefits for the application, as no coordination is needed across rep-
resentations. However, this consistency model is difficult to comprehend for the end
user of the application and can have undesirable consequences in certain situations, as
described above. To avoid application anomalies like to ones described above, we need
to provide consistency guarantees for data spread across multiple representations. How-
ever for building such solutions and understanding their consistency guarantees, formal
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consistency models are first needed to reason about the different techniques providing
consistency across multiple representations of data.
In this chapter, we propose Typhon, a multi-representation data processing frame-
work, which defines a novel consistency model for data stored and accessed in multiple
representations. The data model in Typhon allows the application developer to express
dependencies across different application data by defining logical entities to link data
across representations. Each entity semantically links different data items. In the social
network described above, the user tuple in the key-value store and the user node in the
graph represent two different data items related to the same user entity. Defining a user
as an entity enables Typhon to express data consistency semantics at the granularity of
a user. By relating the operations on items belonging to the same logical entity, Typhon
can capture dependencies across representations. Typhon’s consistency model defines
implicit causal dependencies, which capture the logical order intended by the applica-
tion user. We formally define these implicit dependencies in the consistency model, and
compare and contrast them to the traditional explicit dependencies between operations
accessing items at a single representation.
We then design and present a protocol, Cerberus, which operates in Typhon’s frame-
work and provides consistency semantics for operations accessing data across represen-
tations. Cerberus targets social networking and other similar applications, where op-
erations access data items related to a single entity, across multiple representations.
Cerberus employs a single-entity transaction model, which allows each transaction to ac-
cess multiple items related to a single entity, across multiple representations. Cerberus
uses a lightweight mechanism based on version vectors to ensure that all the application
requests satisfy implicit causal dependencies for the entity accessed in a transaction.
Next, we provide a formal description of Typhon’s consistency model. Then, we
introduce the single-entity model, and discuss various existing solutions that could be
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employed, their shortcomings, and the trade-offs involved for designing a solution. We
give an intuition for the designed protocol, Cerberus, and then describe the protocol,
formally prove its guarantees and extensively evaluate it to study its performance.
3.2 Typhon’s Multi-Representation Consistency Model
Typhon is a framework for multi-representation data processing. In this chapter,
we also develop a protocol, Cerberus, which introduces a single entity transaction model
intended for applications which do not require a general transaction model. In the single-
entity transaction model, each transaction only accesses a single entity. Hence, the single-
entity execution model is restrictive as compared to the traditional transactional model
but more general than a simple key-value store model. Hence, we develop our theoretical
multiple-representation consistency model in a more general setting, and this enables the
formal model to cover a super-set of all the executions possible under Cerberus.
Application data in Typhon is stored in n representations, R1, R2. . .Rn. The database
consists of m entities. Each entity may have information stored in different representa-
tions, in the form of data items. xj refers to a data item corresponding to entity x in
representation Rj. An entity may not have a data item in a particular representation,
which implies that xj can be null.
The data in different representations is accessed by transactions comprising reads
and writes over a subset of data items. Each transaction, Ti consists of a begin, bi,
set of reads, ri(xj), and writes, wi(xj), followed by a commit, ci. The operations of a
transaction can span data items present in different representations. We assume each
representation either provides serializable transactions or provides atomic read and write
guarantees over the individual items. A history is defined as a schedule of begin, read,
write and commit operations on items across all representations. The relation < between
60
Typhon: Consistency Semantics for Multi-Representation Data Processing Chapter 3
operations implies their order in the history.
Typhon models the dependencies between transactions at the granularity of the enti-
ties. This allows us to semantically link data items present at different representations.
The dependencies can be divided into dependencies within a representation and those
across representations. At a particular representation, any two operations accessing a
data item, where one of the operations is a write, are defined to have a conflict and
have an order among them. Additionally, we also define dependencies between trans-
actions accessing data items related to the same entity, across representations. These
dependencies capture the implicit order of operations on the same entity.
Conflict Graph. A conflict graph [81] captures the dependencies of a transaction on
other transactions in a given history. If a conflict graph for a particular history is acyclic,
the given history is serializable [81]. We now define the conditions for constructing the
conflict graph in Typhon’s multi-representational consistency model. We will then illus-
trate that the inconsistent semantic execution in the social network scenario mentioned in
Section 1.2.1 and 3.1, cannot be captured in the traditional conflict graph model. We will
also show that by adding an additional class of edges, Typhon’s multi-representational
consistency model is able to capture the inconsistent execution.
Transactions are the nodes in the conflict graph. Transactions accessing the same data
item at a representation can lead to w − w, w − r and r − w edges. The conditions for
adding these edges are the same as the conditions for adding such edges in the traditional
conflict graph. There exists an edge from Ti to Tj, Ti → Tj, if transactions Ti and Tj access
the same data item xk, and Ti precedes and conflicts with one of Tj’s operations. w − w,
w − r and r − w edges reflect the writes-after, reads-from and reads-before relationship
between two transactions relative to a data item.
Implicit Causal Edges: Transactions accessing the same entity across representa-
tions can have implicit causal edges between them. These edges are added to capture
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implicit causal dependencies, which arise on different items related to a single entity, but
spread across representations. The conditions for adding implicit causal edges are below.
Definition 1 There exists an implicit causal edge from Ti to Tj, Ti → Tj, if transactions
Ti and Tj access data items xk and xl of the same entity x, and oi(xk) ∈ Ti and oj(xl) ∈ Tj
and ci < bj, where oi(xk) and oj(xl) are read or write operations and one of oi(xk) or
oj(xl) is a write. Ti and Tj are defined to have an implicit causal dependency between
them.
The implicit causal edges capture the dependencies between transactions at the gran-
ularity of an entity. Typhon defines dependencies between transactions that have a
“happens-before” relationship and have conflicting operations on a particular entity. If a
transaction T accesses an entity, it is defined to be implicitly causally dependent on any
transaction which committed before transaction T began, and has a conflicting operation
on the corresponding entity. The implicit causal dependency captures all the transactions
that potentially might have affected transaction T .
A cycle in the conflict graph, with one of the edges being an implicit causal edge, in-
dicates that “happens-before" relationships have not been preserved. Hence, the addition
of the implicit causal edges to the conflict graph model can be used to detect inconsistent
semantic executions.
Inconsistency Example Description. We formally analyze the example of an
inconsistent semantic execution order described in Section 1.2.1. Suppose, x is Alice’s
entity and y is Bob’s entity. Key-value store and graph representations are represented
as R1 and R2 respectively. x1 refers to the data item storing Alice’s information in
the key-value store and x2 is the data item storing Alice’s information in the graph
representation. Operations for removing Bob from Alice’s friend-list, modifying Alice’s
phone number and accessing Alice’s phone number are depicted by 3 transactions, T1, T2
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and T3 respectively.
T1 = b1w1(x2)c1 //Alice removes Bob from her friend-list
T2 = b2w2(x1)c2 //Alice changes her phone number
T3 = b3r3(x2)r3(x1)c3 //Bob reading Alice’s phone number
In transaction T1, deletion of Alice’s friendship with Bob leads to modification of the
edge between Alice’s and Bob’s node in the graph representation. As friend relationships
are bi-directional, the deletion of Bob from Alice’s list would also lead to a write on
the item y2, Bob’s friendship information, but we omit it for brevity. Reading Alice’s
phone number in T3, comprises a check to see if Bob is still a friend of Alice and if he is,
then reading her phone number. T3 is executed at corresponding representations. T1 and
T3 arrive concurrently and T2 starts after T1 commits. Both representations guarantee
atomic execution. Consider the execution of the semantically inconsistent history, H1.
H1: b1b3r3(x2)w1(x2)c1b2w2(x1)c2r3(x1)c3
This execution results in a scenario where T3 reads the older version of Alice’s friend-
list, before she deleted Bob. T3 also reads her new phone number. This execution will
lead to Bob reading the new phone number of Alice, which should not be allowed as Alice
and Bob were not friends when she changed her phone number.
Consider the conflict graph of the history H1 in Typhon’s multi-representational con-
sistency model, shown in Figure 3.1. Suppose, T0 is a transaction initializing x1 and x2.
First, consider the edges arising only out of conflicts at individual representations. Such
edges are represented by solid edges in the figure. The graph is acyclic, when considering
only these edges, and the execution of this history is permissible by the conflict graph.
This shows that only considering the traditional conflict graph edges is not sufficient to
capture inconsistent execution order over the data spread across representations.
Now, we add the implicit causal write-write edge, w − w, arising from the implicit
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Figure 3.1: Conflict Graph showing inconsistent semantics
causal order between the writes on x2 and x1, performed by transactions T1 and T2
respectively. T1 and T2 access items related to entity x, w1(x2) ∈ T1 and w2(x1) ∈ T2,
and c1 < b2 in H1. Hence, from Definition 1, there is an implicit causal write-write edge,
w − w from T1 → T2. This edge is represented by the dashed line in the figure. The
conflict graph has a cycle when this implicit causal edge is considered, because T3’s read
operations do not obey the causal order between T1 and T2. This illustrates how the
implicit causal edges help to detect the semantically inconsistent execution order.
For any particular execution, the presence of a cycle in Typhon’s multi-representation
conflict graph, with one of the edges being an implicit causal edge, indicates that the
“happens-before" relationships have been violated. Analogous to a traditional conflict
graph, Typhon’s multi-representation conflict graph, can be used as a tool to reason
about the consistency guarantees for applications storing and accessing data at multiple
representations.
3.3 The Cerberus Protocol
Typhon’s multi representation consistency model provides a theoretical framework to
reason about the consistency of applications accessing data distributed across multiple
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representations. We now design a protocol, Cerberus, which is targeted to social network
and other such web applications, and preserves the implicit causal dependencies defined
in Typhon. We first describe the application characteristics and the execution model
suited for these applications, discuss the possible solutions and then describe Cerberus,
the proposed protocol.
3.3.1 Application Characteristics
Social media and many other web-applications store their data in datastores that
provide atomic guarantees only for a single key [82, 2, 83]. Some example of such datas-
tores are graph stores like Tao [2] and Flock DB [84], key-value stores like Voldemart [82]
and HBase [85], and document databases like Couchbase [83]. Such datastores are cho-
sen since atomic operations are needed at the granularity of a single logical user entity.
Such applications also have their data spread across many representations, due to differ-
ent performance characteristics of representations, varied access permissions and diverse
origins of datasets. These datastores provide only atomic read and atomic read-modify-
write guarantees at a single data representation. However, these applications also need
order-preserving guarantees over operations that access data related to a logical entity,
but are spread over different representations. This implies that if there are conflicting
non-concurrent operations on data items related to an entity in a particular order, all
the operations should observe the order, even across representations. In a social net-
work, if a user deletes a friend first and then changes their phone number, all application
requests should observe that order. Another scenario where order of updates needs to
be preserved, is a user reading the friend-list and writing a post on another users page,
if they are friends. In the medical data scenario, an example is a doctor reading the
prescription list of a patient, if he is in the permitted list of doctors for the patient. An
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execution model and protocol only providing atomic guarantees at the granularity of a
single item is not sufficient. The order of writes in the example of a user deleting a friend,
and then changing the phone number, represents the “happens-before" relationship at the
granularity of a user in the social network, which is the logical entity in this case. Appli-
cations accessing data across representations want such happens-before relationships to
be preserved.
Additionally, since the representations store diverse data, the application semantics
might not allow a user to write atomically across different representations. However, users
expect the reads and writes to reflect the order of writes across different representations.
In the social networking scenario described earlier, a user might not be able to atomically
remove a friend and post a status update. But, if a user posts a status update after the
deletion of the friend, they expect this order to be preserved by the application.
3.3.2 Single Entity Transaction Model
One possible solution to provide these guarantees is to use a traditional transactional
model over all the data items. However, such a model is expensive and will incur an
overhead of providing stronger guarantees than desired. As most of the application
scenarios need transactional boundaries only at the granularity of a single entity, a general
transactional model is not necessary. Additionally, since the application semantics in
many cases do not provide the ability to atomically update data across representations
in one user operation, a general transaction model might not be that useful. We need
an execution model which allows the applications the ability to express the ordering of
requests at the granularity of an entity.
To target the application scenarios described, Cerberus employs a single-entity trans-
action model. Clients access and modify data as transactions. Transactional boundaries
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are only needed at the granularity of a single entity. Hence, transactions in Cerberus only
access a single entity. Writes are restricted to a single representation, as such applica-
tions typically require atomic writes to a single representation based on the information
in other representations, like writing a post on a users page based on the friendship status.
The read operations access data items related to the same entity at different represen-
tations and the write operation updates the entity at a particular representation. A
transaction executes in two phases. In the first phase, an application client performs all
the reads. Writes, validation and commit are performed in the second phase. A read-only
transaction can complete in a single phase. The single-entity transactional model allows
the application to express user operations relating multiple data items present in different
representations, without using a general-purpose transactional model. Protocols can be
designed in such an execution model to provide guarantees only at the fine granularity
of an entity.
3.3.3 Possible Solutions
Typhon’s consistency model captures the “happens-before" relationships, which social-
media and other such web-applications, want to preserve across data representations.
These happens-before relationships are captured using implicit causal dependencies in
Typhon. To cater to the above-mentioned applications, a protocol can be designed to
support transactions in a single-entity execution model, and preserve the implicit causal
dependencies across data representations. There are various techniques which can be
employed to develop such a protocol and achieve the consistency guarantees defined in
Typhon’s model.
A simple technique would be to enforce a global order of operations across mul-
tiple representations. Deterministic schemes like Calvin [86] use a sequencer to pro-
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vide a global order in partitioned databases. Such schemes can be adapted to a multi-
representation setting. This is a restrictive solution as the global ordering enforces an
order on all operations across all representations. This limits the underlying concurrency
at each representation. Furthermore, scalable techniques to provide deterministic order-
ing [86, 87], which aim to attain more concurrency, support only a restrictive execution
model, in which the read and write-sets of the transactions have to be known in advance.
Another alternative to enforce a global ordering is to provide external consistency [31] on
operations across multiple representations. However, solutions for external consistency
either require access to expensive atomic clocks [31] or would need some other form of
time synchronization across various representations [88]. Additionally, if multiple ap-
plications access data across these representations, a global ordering scheme can lead
to one application’s workload adversely affecting the performance of other applications.
For example, a hot spot on certain data items in an application workload will affect the
performance of all other applications.
To overcome the disadvantages of the global ordering schemes described, techniques
can be built at the granularity of individual data items or at the granularity of Typhon’s
logical entities. One solution can be to use an order-preserving scheme like distributed
strong strict two-phase locking (SS2PL) [81] over all the data items present in all repre-
sentations. This would provide an order between non-concurrent transactions accessing
an entity, and satisfy the guarantees in Typhon’s consistency model. However, this would
require lock managers, which can be scalability bottlenecks. Furthermore, a lock would
have to be acquired for each operation. To reduce the amount of locks needed to be ac-
quired per transaction, we can design the locking scheme at the granularity of the entity.
Locking per entity would lead to ordering operations on a particular entity, and would
order all conflicting operations on an entity. Although, this provides stronger guarantees
than implicit causal order, it limits concurrency. Additionally, using pessimistic schemes
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like locking would perform poorly in low-contention environments. To avoid these bottle-
necks, we develop an optimistic scheme, that provides implicit causal order on operations
accessing a single entity across all representations.
3.3.4 Cerberus Overview
Cerberus ensures that if there are any two transactions which are non-concurrent and
have conflicting operations on the same entity, the order among these two transactions
would be preserved even across representations.
The system architecture for employing Cerberus in Typhon’s multi representational
framework is illustrated in Figure 3.2. Cerberus uses a middleware approach, which has
been widely used in partitioned and replicated environments [32, 89] In this approach,
client requests are sent to a middleware layer, which is the Operation processing layer
(OPL) in Cerberus’s case. The OPL then routes requests to the corresponding data
storage location(s) and collects the results and sends them back to the client. OPL also
maintains metadata related to the data items and representations.
Each representation consists of a datastore layer which provides the isolation guaran-
tees at the representation and the Cerberus layer, which preserves implicit causal order
across representations. The protocol executes as a thin layer over the isolation guaran-
tees provided at each representation. Each representation provides a key-value datastore
interface, which supports single-key atomic read and test-and-set operations. Executing
as a thin layer over the isolation scheme at each representation provides Cerberus the
flexibility to augment existing datastores. We envisage the entities to be logical con-
nections among the data at different representations, like a user for a social networking
application. We believe that the entity identification should be done by the application
developer, based on the application semantics.
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Figure 3.2: System architecture for Cerberus
For capturing Typhon’s implicit causal dependencies, Cerberus stores version vector
metadata at the granularity of the entity. The version vector metadata is stored both at
the OPL and locally at each representation. The version vectors capture the extent of
causal knowledge about the entities. Each transaction performs checks to ensure that the
data item it is accessing has not been accessed by a conflicting transaction with higher
causal knowledge about the entity.
Figure 3.3: Global Metadata in Cerberus
Figure 3.4: Metadata at each representation in Cerberus
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3.3.5 Metadata Description
Each data item has a version number associated with it, represented as vxi , for data
item xi. The OPL maintains information about the data items associated with an entity
and the latest version of these data items. The OPL maintains a version vector, that
comprises the latest version number of all the data items associated to the entity. This
global version metadata is referred to as the global version vector (GVV) of an entity.
The GVV of an entity x comprises vx1 ,vx2 ...vxn , where x1, x2 ... xn are the data items
of entity x and n is the number of representations. R1 ... Rn are the corresponding
representations. Figure 3.3 illustrates the GVV for two entities; each entity has data
items associated with it at three representations.
Representations also store some metadata. Each representation maintains two local
version vectors, an update version vector (UVV) and a read version vector (RVV) as-
sociated with each data item. The UVV of xi stores a version vector corresponding to
entity x. The ith entry of xi’s UVV, represents the latest version of data item, xi. All
other entries of xi’s UVV represent the latest version of the data items, x1..xn, known
at the representation Ri, at the time of xi’s last update. The RVV of xi also stores a
version vector corresponding to entity x. All the entries of xi’s RVV represent the latest
version of the data items, x1..xn, known at Ri, at the time of xi’s last read. Figure 3.4
illustrates the local version vectors at a representation, R1, for data items x1 and y1.
All the entries in the version vectors are initialized to 0 at start-up and monotonically
increase as updates and reads are processed.
3.3.6 Transaction Execution
Cerberus provides implicit causal ordering by performing causal validations, which
compare the global and local version vectors. The global and local version vectors cap-
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Algorithm 1: Transaction Execution at OPL
1 gvv - global version vector
2 Transaction T
3 function executeTransaction(t)
// Transaction T accesses entity x
4 gvv(x, T )← Read gvv of the entity x
5 for each representation i which has a data item in the read_set do
6 (read_resulti, version_readi, read_statusi) =
7 read_rep_i(T, xi, gvv(x, T ))
8 if read_status = abort then
9 Abort the transaction
10 return
11 end
12 end
13 Determine write_set and new valuexi
14 commit_status← commit
15 if write_set is not null then
// Item to write is at Representation i
16 (gvv_updated_version(xi), commit_status) = write_rep_i(T,
17 xi, valuexi , gvv(x, T ), version_readi)
18 if commit_status = commit then
19 Update the global version vector with entry in
gvv_updated_version(xi)
20 end
21 end
22 return commit_status
ture the global and local version information known regarding the different data items
related to an entity. Intuitively, for any operation accessing a particular data item in a
transaction T , if the version entry corresponding to any representation in the local ver-
sion vector of a data item is greater than the corresponding entry in the global version
vector of the entity associated to the item, it means that a transaction causally ordered
after T has modified or read the data item. In that case, the transaction is aborted.
Otherwise, the causal validation passes successfully and transaction commits. We now
give a detailed description of each phase of a transaction in Cerberus. The algorithms for
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Algorithm 2: Read at Representation i
23 gvv - global version vector
24 rvv - local read version vector
25 uvv - local update version vector
26 function read_rep_i(T, xi, gvv(x, T ))
27 (xi, val(xi), uvv(xi, T ), rvv(xi, T ))← read_DS(T, xi)
// Causality check
28 if read_causal_check(gvv(x, T ), uvv(xi, T )) 6= true then
29 return (null, null, abort)
30 end
// Update read results and versions read
31 read_status = commit
32 read_result = val(xi)
33 version_read = (uvv(xi, T ), rvv(xi, T ))
// Check if read version vector needs updating
34 if is_rvv_upto_date(gvv(x, T ), rvv(xi, T )) 6= true then
35 write_set_tuple = (xi, val(xi), uvv(xi, T ), gvv(x, T ))
36 version_read = (uvv(x, T ), gvv(x, T ))
// Update rvv via Test-and-set
37 read_status = commit_DS(T,
38 xi, version_read, write_set_tuple)
39 end
40 if read_status = commit then
41 return (read_result, version_read, commit)
42 end
43 else
44 return (null, null, abort)
45 end
46 function read_causal_check(gvv(x, T ), uvv(xi, T ))
47 return gvv(x, T ) ≥ uvv(xi, T )
48 function is_rvv_upto_date(gvv(x, T ), rvv(xi, T ))
49 return rvv(x, T ) ≥ gvv(xi, T )
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Algorithm 3: Write at Representation i
50 function write_rep_i(T, xi, valuexi ,
51 gvv(x, T ), version_read)
52 if version_read is null then
53 (xi, val(xi), uvv(xi, T ), rvv(xi, T ))← read_DS(T, xi)
54 version_read = (rvv(xi, T ), uvv(xi, T ))
55 end
// Causality check
56 if write_causal_check(gvv(x, T ), uvv(xi, T ), rvv(xi, T )) 6= true then
57 return (null, abort)
58 end
// Compute new local update version vector
59 (new_uvv(xi), gvv_updated_version(x)) < −
60 get_new_uvv(i, gvv(x, T ))
61 write_set_tuple = (xi, valuexi ,
62 (new_uvv(xi, T ), rvv(xi, T ))
// Commit via Test-and-set
63 commit_status = commit_DS(T, xi, version_read, write_set_tuple)
64 return (gvv_updated_version(x), commit_status)
65 function write_causal_check(gvv(x, T ),
66 uvv(xi, T ), rvv(xi, T ))
67 return gvv(x, T ) ≥ uvv(xi, T ) & gvv(x, T ) ≥ rvv(xi, T )
68 function get_new_uvv(i, gvv(x, T ))
69 for each version in the version vector gvv(x, T ) do
70 if version! = i then
71 new_uvv(xi)[version]← gvv(x, T )[version]
72 end
73 else
74 new_uvv(xi)[version]← gvv(x, T )[version] + 1
75 gvv_updated_version(x)[version] = gvv(x, T )[version] + 1
76 end
77 end
78 return (new_uvv(xi), gvv_updated_version(x))
Algorithm 4: Key-Value Datastore Interface
79 function read_DS(t, xi)
80 function commit_DS(t, xi, version_read, tuple_to_write)
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read and write phase are presented in Algorithms 1, 2 and 3 respectively. The interface
exposed by the datastore layer of each representation is shown in Algorithm 4.
Read Phase: The application client sends the read-set of the transaction to the
OPL, comprising the data items to be read. When a transaction, T , arrives at the OPL,
it reads the GVV of entity x corresponding to the transaction, denoted as gvv(x, T ).
The GVV of an entity is only read once during a transaction. The OPL then sends
the read requests to the corresponding representations, where the data items are stored.
The request to a representation comprises the data item to be read and the GVV of the
entity related to the corresponding data item. The read request is sent to the Cerberus
layer at each representation, which then sends the request to the datastore layer of the
representation. The datastore layer atomically reads the value as well as the metadata
associated with the data item. The metadata comprises the UVV and the RVV associated
with the data item, referred to as uvv(xi, T ) and rvv(xi, T ), the UVV and RVV of xi
for transaction T . The Cerberus layer then performs a check, defined as a causal read
check to validate that the read data item, xi, satisfies the causal dependencies related to
entity x, across representations (Algorithm 2-Line 46). The causal read check compares
the GVV of the entity to the UVV of the data item to validate that the read operation
follows the implicit causal order. For a read of data item xi to be valid, the GVV of the
corresponding entity, x, gvv(x, T ), should be greater than or equal to the UVV associated
to the data item, uvv(xi, T ). If the read does not pass the causal read check, then the
transaction is aborted and the decision is sent to the OPL. Otherwise, the read operation
is successful.
If the read is successful and the RVV of the data item is less than the GVV of the
transaction, then the RVV of the data item, rvv(xi, T ) is updated to the GVV, gvv(x, T )
(Algorithm 2-Line 35). The RVV is updated by sending a request to the datastore layer.
The datastore layer uses an atomic test-and-set operation to update the data item. The
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test-and-set ensures that the RVV of a data item is updated only if the item is not
concurrently updated after the read validation. This guarantees that the causal read
check is still valid. If the read is successful, then the read result comprises the value
of the data item read and the RVV and UVV of the data item. The OPL collects the
read results from all representations and sends them to the application client. Note that
RVV is only updated by a read when there has been an update to any representation
associated with the entity, after the most recent read of the data item. Hence the protocol
has minimal overhead for a read-heavy workload.
Write Phase: If the read phase is successful and the transaction is read-only, then
the transaction is committed. Otherwise, in the second phase, the application client
sends the write request to the OPL. The OPL then sends the write to the representation
to be modified. As noted above, writes are performed on a single representation. Each
write request contains the data item, xi, the value to be written, valuexi , and the GVV
of the entity x read by the transaction, gvv(x, T ). If the transaction performed a read
phase at the representation to which the write-request is being sent, then the request
also contains the local version vectors, the UVV and the RVV of the data item read
during the read-phase. If the data item, xi was not present in the read set, then the
Cerberus layer first sends a read request to the datastore layer. This action is performed
to access the local version vectors, RVV and UVV corresponding to the data item xi at
the particular representation. The RVV and the UVV are needed to validate if the write
operation follows implicit causal ordering. Similar to the read phase, the GVV, gvv(x, T )
is compared against the local version vectors (UVV and RVV) of xi, to verify that the
write operation follows the causal order across representations (Algorithm 3-Line 65).
This check is defined as a causal write check. Since implicit causality in Typhon implies
that a write operation on an entity depends on preceding reads and writes, causal write
check verifies whether the GVV is greater than or equal to both the respective UVV,
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as well as the RVV. If the RVV is greater, it means that a transaction causally ordered
after the current transaction, has read the data item. On the other hand, if the UVV
is greater, it means that a transaction causally ordered after the current transaction,
has written the item. If the causal write check is successful, then the commit phase is
processed for the transaction. If the check fails, the transaction is aborted.
Commit Phase: If the write obeys causal relationship across representations, the
commit phase is performed (Algorithm 3-Line 63). During this phase, the datastore layer
updates data item. The datastore layer uses an atomic test-and-set operation to update
the value and the corresponding metadata related to the data item. The test-and-set
verifies that the RVV and the UVV have not been modified after the causal read and
write checks. If the RVV was updated during the read-phase by the current transaction,
the test-and-set operation compares with the updated RVV. This mechanism ensures
that the causality checks performed are still valid. Along with writing the new value
of the data item, the UVV of the data item in the write-set is also updated. The new
UVV for the modified data item, xi, is equal to the GVV of entity x, corresponding to
the transaction, gvv(x, T ), except the entry for xi (Algorithm 2-Line 68). The ith entry
in uvv(xi), corresponding to xi at Ri, is generated by monotonically incrementing the
previous version number of xi at Ri.
Post Commit Processing: The commit decision is then sent to the OPL. If the
commit is successful, the new version number of the modified data item is sent back to
the OPL, along with the commit decision. If xi is the updated data item, the latest
version of data item xi is sent. The OPL then updates the GVV for the entity modified
by the transaction to reflect the updated data item. After the GVV is modified, the
commit decision is sent back to the application client. If the transaction is aborted, the
OPL just returns the decision to the client, without performing any updates to the GVV.
Cerberus would not allow the inconsistent execution described in Section 3.2. Causal
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read check for transaction T3 would fail at the key-value representation, as the local
version entry in the UVV of x1 corresponding to the graph representation would be
greater than the corresponding entry in T3’s GVV. T3 would then be aborted. The
local version entry in the UVV of x1 would be greater as the change of phone number
in T2 would update the UVV of x1 with the updated entry corresponding to version
information of x2, as T2 starts after T1 commits. Information flows through updates of
the global and local version vectors, and the causal reads and write checks in Cerberus
ensure correctness. Cerberus provides a lightweight version-vector based approach, to
provide implicit causal ordering for transactions accessing data across representations.
3.4 Cerberus: Proof of Correctness
Section 3.2 discusses the construction of the conflict graph in Typhon’s multi-representation
framework. Our protocol, Cerberus, ensures that the conflict graph does not have any
cycle, which involves an implicit causal edge. Since the implicit causal edges capture the
causal dependency across representations, this guarantee ensures that all transactions
in Cerberus obey implicit causal dependencies. The comparison of global version vector
and local version vectors for each operation guarantees that causal order is obeyed across
representations. Cerberus employs a causal read check (Algorithm 2-Line 46) for each
read operation and a causal write check (Algorithm 3-Line 65) for each write operation.
The checks in combination with the atomic guarantees from the datastore layer ensure
that there are no cycles involving an implicit causal edge.
Cerberus orders any operation on a data item using the global version vector (GVV)
of the entity accessed by corresponding transactions. The following lemma captures this
property.
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Lemma 1 If the conflict graph in Typhon’s consistency model has an edge from Tj → Tp,
then Cerberus ensures that the global version vector (GVV) accessed by Tp will be greater
or equal to the global version vector (GVV) accessed by transaction Tj, gvv(x, Tp) ≥
gvv(x, Tj), where x is the entity accessed by transactions Tj and Tp.
Proof: Consider all possible edges in the conflict graph in Typhon’s multi-representation
consistency model. We will show that for each case the GVV of Tp will be be greater
than or equal to the GVV accessed by Tj. Note that since each transaction in Cerberus
accesses a single entity, if there is an edge between two transactions, it implies that both
such transactions must access the same entity.
• Tj → Tp is a w−w edge. Suppose the w−w edge exists due to operations on item
xk. The causal write check in Cerberus ensures that the GVV corresponding to Tp
will be greater than or equal to the update version vector (UVV) of the data item
xk accessed by Tp. Additionally, as Tj updates the data item xk, it will also update
the UVV (Algorithm 2-Line 68), which is then read by Tp. The entry correspond-
ing to version number of item xk is updated. The update of the UVV is executed
during the commit phase of Tj and takes place atomically with the update of value
of xk. The UVV is updated to be greater than the GVV accessed by Tj. This
ensures that the UVV accessed by Tp is greater than the GVV accessed by Tj.
gvv(x, Tp) ≥ uvv(xk, Tp) > gvv(x, Tj), where xk is a data item belonging to en-
tity x and accessed by Tj and Tp.
• Tj → Tp is a r − w edge. Suppose the r − w edge exists due to operations on item
xk. The causal write check in the protocol ensures that the GVV corresponding
to Tp will be greater than or equal to the read version vector (RVV) of the item
xk. The atomic test-and-set of the RVV (Algorithm 2-Line 35), during the read
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validation of Tj, ensures that the RVV accessed by Tp will be greater than or equal
to the GVV of Tj.
gvv(x, Tp) ≥ rvv(xk, Tp) ≥ gvv(x, Tj), where xk is a data item belonging to en-
tity x and accessed by Tj and Tp.
• Tj → Tp is a w − r edge. Suppose the w − r edge exists due to operations on item
xk. As Tp reads the item xk, the causal read check during the read phase of Tp
ensures that the GVV accessed by Tp will be greater than or equal to the UVV
of the item xk. Whereas, the atomic update of the UVV (Algorithm 2-Line 68)
during the commit phase of Tj ensures that the UVV after Tj’s write (read by Tp)
is greater then the GVV corresponding to Tj.
gvv(x, Tp) ≥ uvv(xk, Tp) > gvv(x, Tj), where xk is a data item belonging to en-
tity x and accessed by Tj and Tp.
• Tj → Tp is an implicit causal edge. Suppose the implicit causal edge exists due to
operations on an entity x. By Definition 1, the commit of Tj precedes the begin of
transaction Tp, cj < bp. This condition ensures that Tj will access an older version
of the GVV, as compared to Tp. As version vectors monotonically increase over
time, the GVV read by Tp will be greater than or equal to the GVV corresponding
to Tj.
gvv(x, Tp) ≥ gvv(x, Tj)
Considering all the different types of edges between Tj and Tp, we have the condition:
gvv(x, Tp) ≥ gvv(x, Tj) (3.1)
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Hence, if there is an edge in the conflict graph from Tj → Tp, then the GVV accessed
by Tp will be greater than or equal to the GVV accessed by Tj.
Lemma 1 establishes that any edge in the conflict graph corresponds to a non-
decreasing change in the GVV of the entity corresponding to the edge. However, we
still have to show that there cannot be a cycle with all the transactions in the cycle
having the same GVV. We will now use Lemma 1 and the property of each edge of the
conflict graph in Cerberus from the proof of Lemma 1, to prove that the conflict graph
can not have a cycle involving an implicit causal edge.
Property 5 If G is a conflict graph generated by an execution using Cerberus, then G
would not have a cycle involving an implicit causal edge.
Proof:
To prove that the conflict graph does not have any cycles involving an implicit causal
edge, lets first suppose that there is a cycle in the conflict graph, and one of the edges
in the cycle is an implicit causal edge. Consider the conflict graph and suppose T1 →
..Ti → Tj → ..Tn → T1 is the cycle and Ti → Tj is an implicit causal edge. As Ti → Tj
is an implicit causal edge, Ti and Tj have a w − w, w − r or a r − w edge between them
(Section 3.2).
First, lets consider that Ti → Tj is either an implicit causal writes-after w − w or
an implicit causal reads-from edge, w − r. Suppose Ti writes data item xl. Given
that Ti → Tj is an implicit causal edge, ci < bj (Definition 1). As Ti writes xl, it will
update the entry corresponding to the version number of xl in the GVV of entity x. As Tj
begins after Ti commits, and Ti updates the GVV during the commit phase (Algorithm
1-Line 19), hence, the GVV read by Tj will have a higher version number in the entry
corresponding to xl as compared to that in the GVV corresponding to transaction Ti.
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Note that a transaction reads the GVV during the beginning of the transaction.
gvv(x, Tj) > gvv(x, Ti) (3.2)
Now, applying the Lemma 1 transitively to nodes across each edge of the cycle,
Tj → Tp..Tn → T1..Ti → Tj:
gvv(x, Ti) ≥ gvv(x, T1) ≥ gvv(x, Tn) ≥ gvv(x, Tp) ≥ gvv(x, Tj)
=⇒ gvv(x, Ti) ≥ gvv(x, Tj)
(3.3)
Since, both the Equations 3.2 and 3.3 cannot be true simultaneously, we have arrived
at a contradiction. A cycle in the conflict graph can not involve a w − r or a w − r implicit
causal edge.
Next, consider the case that Ti → Tj is an implicit causal reads-before edge,
r − w. Ti does not write an entity x, otherwise Ti → Tj would be an implicit writes-
after, w − w, or reads-from edge, w − r. Since, Ti only reads entity x, it must have an
incoming reads-from edge in the cycle. Consider such an edge, Th → Ti. This edge
can either be a traditional reads-from edge, w− r or an implicit causal reads-from edge,
w − r.
• Th → Ti is a w − r edge on item xk. From the discussion about the w − r edge in
proof of Lemma 1, we have:
gvv(x, Ti) ≥ uvv(xk, Ti) > gvv(x, Th), where xk is a data item belonging to en-
tity x.
• Th → Ti is an implicit causal reads-from edge, w − r on entity x. As Th → Ti is an
implicit causal reads-from edge, using Equation 3.2, the GVV accessed by Ti would
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be greater than the GVV accessed by Th.
gvv(x, Ti) > gvv(x, Th)
Considering Th → Ti as both a w − r or w − r edge, we have the condition that the
GVV accessed by transaction Ti would be greater than the GVV accessed by transaction
Th:
gvv(x, Ti) > gvv(x, Th) (3.4)
Applying Lemma 1 transitively across each node in the cycle, Ti → Tj .. Tn .. T1 ..
Th → Ti, as done in Equation 3.3, we have:
gvv(x, Th) ≥ gvv(x, T1) ≥ gvv(x, Tn) ≥ gvv(x, Tj) ≥ gvv(x, Ti)
=⇒ gvv(x, Th) ≥ gvv(x, Ti)
(3.5)
Considering Equations 3.4 and 3.5, we arrive at a contradiction. Hence, a cycle with
an implicit r − w causal edge cannot exist.
Combining both cases, there can not be a cycle in the conflict graph which involves
a w − w, w − r or r − w implicit causal edge. Since, these are the only types of implicit
causal edges, this illustrates that the conflict graph can not be involved in a cycle with
any of the edges being an implicit causal edge. This ensures that Cerberus provides
implicit causal order on logical entities across representations.
83
Typhon: Consistency Semantics for Multi-Representation Data Processing Chapter 3
3.5 Scaling and Recovery in Cerberus
3.5.1 Scaling
Cerberus handles the large scale of the data by scaling-out via data partitioning. Both
the data and the metadata at the OPL can be partitioned. Data at each representation
can be partitioned among multiple servers. The OPL has information about the location
of different data items at a particular representation and routes each read or write request
accordingly to the appropriate representation server. Additionally, to handle a high
volume of requests, Cerberus can scale-out by using multiple OPL servers. The logical
entities are then partitioned among the multiple OPL servers. As each transaction only
accesses a single entity, each transaction is processed at a single OPL server. The OPL
and the representation servers can be scaled independently of each other. Cerberus’s
architecture and execution model enables it to seamlessly scale to handle the large-scale
of the data.
3.5.2 Recovery
Cerberus can recover from crash failures of both representations as well as OPL
servers. Each representation maintains and persists its own redo log. The datastore
layer of a representation ensures that each committed operation is written to the redo
log. Note that the updates to the RVV during reads are treated the same way as updates
to the items, and are also logged. This redo log can then be replayed to recover each
representation after a crash failure. A crash failure can occur after a write transaction
has committed at a representation and before the latest version of the data item was
sent to the OPL. Hence, on recovery, each representation sends the latest version of its
data items to the OPL. On the failure of a representation, reads and writes to other
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representations can still proceed. Each transaction reads the latest GVV of the entity
from the OPL and if the transaction performs a write, it updates the GVV before sending
the commit to the application client. Hence, as long as the OPL is available, transactions
only accessing data from available representations can proceed.
If the OPL fails, Cerberus becomes unavailable. If the metadata is partitioned among
multiple OPL servers, then on the failure of an OPL server, only the transactions on the
entities maintained by the failed server cannot proceed.
To recover after crash failures, the OPL server(s) has to contact the appropriate data
representations. Each representation then sends the latest version of all the data items
to the OPL. Each OPL server uses this information to update the GVV of all the entities
it maintains. OPL only maintains the version vector metadata in main-memory. This
helps in reducing the commit latency but increases the time of recovery of the OPL.
The failure of an OPL server only affects liveness, and does not affect correctness. The
OPL can be made highly available by replication using Paxos [29] or other replication
mechanisms.
3.6 Evaluating Cerberus
We compare and contrast the performance of Cerberus against both weak and strong
consistency providing schemes, and study its performance under varied number of clients,
different access distributions and read-write ratios and when scaling OPL servers. We
first give a brief description of the benchmark and baselines used, describe our evaluation
setup, and then discuss the experimental results.
85
Typhon: Consistency Semantics for Multi-Representation Data Processing Chapter 3
3.6.1 Benchmark Description and Baselines Used
We develop a transactional micro-benchmark based on the YCSB benchmark [48] to
issue operations accessing data across multiple representations. The YCSB benchmark
is used to benchmark Cloud databases, and issues single-key read and write operations.
Our micro-benchmark issues transactions which follow the single-entity transaction model
presented in Section 3.3.2. Each transaction groups multiple single-key read and write
operations on data items related to a single entity. The micro-benchmark issues different
types of transactions discussed below.
Read-only transactions read 2 data items related to an entity, at 2 different rep-
resentations.
Read-write transactions read a data item and then write another data item related
to the same entity. 50% of the read-write transactions have the read and write on the
same representations. In the other 50% of the cases, the read and the write are present
on different representations.
Write-only transactions: Each such transaction writes a data item related to an
entity present on a particular representation.
3.6.2 Baselines.
We compare Cerberus with three contrasting baselines, one providing weak consis-
tency guarantees and the other two providing strong consistency guarantees on operations
accessing data across representations.
Single-Key Atomicity scheme executes atomic read or write operations, and pro-
vides no consistency guarantees on operations accessing data across representations.
Distributed Strong Strict Two-Phase Locking (Distributed SS2PL) [81] is a
commit order-preserving concurrency control protocol which ensures that the commit or-
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der between all the non-concurrent transactions is preserved. Hence, distributed SS2PL
satisfies the consistency guarantees across representations defined in Typhon. Each trans-
action first acquires locks on all the items its accesses. All the locks (both read and write
locks) are released at the end of the transaction.
Locking Per Entity scheme provides a serializable order of transactions. The Lock-
ing per entity scheme also satisfies the consistency guarantees defined in Typhon. An
operation accessing a data item related to an entity leads to a lock on the entire en-
tity. This orders all the transactions that access a particular entity. Locking the entity
provides the advantage that if a transaction reads data from multiple representations, it
only has to acquire a single lock.
We do not compare with the multi-representation adaption of deterministic ordering
schemes like Calvin [86] or Bohm [87], because they need the read and write sets of a
transaction to be known apriori. Cerberus uses an execution model where the transactions
are executed in an ad-hoc manner. First, the client sends read requests and then based
on the results returned, can decide whether or not to send a write request, and which
data item related to the entity to write.
3.6.3 Experimental Setup
The experiments were performed on a local cluster. Each machine in the cluster runs
a 8-core Intel Xeon E5620 processor clocked at 2.40 GHz and has 32 GB of RAM. The
experimental setup comprises application clients, OPL and data representations. Our
baseline setup employs 12 machines in total: 8 as client machines, 1 as an OPL server
and 3 as data representation servers.
The dataset comprises 1 million entities, and each entity has a data item related
to it at each of the 3 corresponding representations. Unless otherwise mentioned, we
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Figure 3.5: Scaling-Up Clients - Uniform Distribution
employ our baseline setup and the workload is uniformly distributed over the entities,
and comprises 80% read-only transactions and 20% read-write transactions.
At each representation, data is stored using an in-memory key-value store. We de-
velop a simple key-value interface which supports get, put and test-and-set operations.
Logging to the disk (Section 3.5) is turned off. Java is used for implementation, and
Google’s GRPC [90] and protocol buffers [50] for network communication. All the read
and write requests are blocking calls. In every experiment, each client issues 10,000 trans-
actions. Each client can issue any transaction type (read-only, read-write, write-only).
Measurements were averaged over 3 readings for smoothing any experimental variations.
3.6.4 Experimental Results
Scaling Up Clients
We analyze Cerberus’s performance by scaling the number of clients, as illustrated in
Figure 4.2. We employ our baseline setup of 12 servers with 1 OPL server, 3 data repre-
sentations and application clients distributed among 8 servers. The workload comprises
80% read-only transactions and 20% read-write transactions, The workload is uniformly
distributed over the entities and the 3 data representations.
The Single-key atomicity scheme achieves the highest throughput. With 800 clients,
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Figure 3.6: Scaling-Up Clients - Uniform Distribution - Varied workload mix
Single-key atomicity scheme achieves a throughput of 75.42K operations/sec and per-
forms 15% better than Cerberus. Cerberus achieves an throughput of 65.75K opera-
tions/sec and performs 22% better than the locking per entity scheme and 63% better
than Distributed SS2PL. This is because every operation for the Single-key atomicity
scheme just atomically reads or writes the data item and no other processing is done to
provide consistency guarantees. Hence, although the Single-key atomicity performs well,
it can lead to inconsistent semantic executions, like the one described in Section 3.2.
Locking schemes perform the worst, but provide the strongest consistency guarantees.
Cerberus provides a trade-off in performance and consistency guarantees. Cerberus per-
forms worse than the Single-key atomicity scheme and better than the locking schemes,
and still provides implicit causal order guarantees for accessing data across representa-
tions.
The gap between Cerberus and the locking schemes increases with the increase in
the number of clients. This is because as the number of clients increase, the time spent
blocking in the locking schemes adversely affects the performance of the system. Among
the locking schemes, locking per entity scheme performs better than Distributed SS2PL.
We attribute this to the fact that the locking per entity scheme has to acquire and release
less number of locks per transaction, since it acquires locks at the granularity of the entity.
Less than 0.05% transactions were aborted for all the schemes.
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We also perform the same experiment with a different workload mix, comprising 80%
read-only transactions, with 40% of them having a read at a single representation and
40% reading items from two different representations. 10% of the transactions are read-
write and 10% of the transactions are write-only. The results are presented in Figure 3.6
and are similar to those observed in Figure 4.2. These results illustrate that even under
a workload mix with single item reads and writes mixed with transactions accessing data
at multiple representations, Cerberus’s performance is close to the Single-key atomicity
scheme, while still providing implicit causal order on operations accessing data across
representations.
Non Uniform Distribution
Next, we analyze the performance of Cerberus using a non-uniform Zipfian distribu-
tion, with zipfian constant (theta) set to .99 (Figure 3.7). We employ the baseline setup
of 12 servers. The workload comprises 80% read-only and 20% read-write transactions.
The Single-key atomicity scheme performs the best among the four schemes and Cer-
berus performs better than the locking schemes. The performance gap between Cerberus
and the locking schemes increases as compared to the case with uniform distribution.
With 800 clients, Cerberus performs 31% better than the locking per entity scheme and
73% better than Distributed SS2PL. Cerberus provides implicit causal order, which only
enforces an ordering among the non-concurrent transactions across the representations,
at the granularity of a single entity. This allows Cerberus to better utilize the concurrency
for operations accessing the same entity across representations, under higher contention.
Furthermore, as Cerberus does not employ locking, it does not suffer from lock con-
tention. These results show that even though Cerberus is optimistic, it performs well
under contention and achieves a higher throughput than the pessimistic locking schemes.
For both Cerberus and locking schemes, we see more aborts as compared to the case
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Figure 3.8: Varying Read Write Percentage
with uniform distribution. 7.18% of the transactions are aborted for the locking per
entity scheme, 5.4% for Distributed SS2PL and 3.17% for Cerberus. This is due to the
contention on the entities accessed more frequently in the workload. Cerberus observes
3 types of aborts: Causal read check violation (amounts for 53% of the aborts), Causal
write check violation (46.5%) and Test-and-set failure due to concurrent data access
(0.5%). These numbers show that under contention, Cerberus’s causal checks help in
preventing a significant number of potential consistency violations.
Varying Read-Write Percentage
Figure 4.3 illustrates the performance while varying percentage of read-only transac-
tions from 50 to 99. The number of clients is fixed to 600.
As the percentage of read-only transactions increases, the throughput of all the four
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schemes increases, as the reads are less expensive than the writes in the in-memory store.
The performance of Cerberus increases at a slightly higher rate. This is because as the
percentage of writes decreases, the amount of updates to the RVV (read version vector)
decrease as well. RVV is updated during a read of a data item, if there has been an
update to another data item related to the same entity, after the recent read of the item.
With 50% read-only transactions, around 38% of the reads update the RVV. When the
read-only transaction go up-to 99%, then only .8% of the reads lead to updating the
RVV. This makes Cerberus well suited to read-heavy workloads like social networks [91].
Scaling OPL
We now study the scaling characteristics of Cerberus in Figure 3.9. The number of
OPL servers is varied from 1 to 5, with the number of representation servers being fixed
at 3. The entities are range partitioned among the OPL servers equally. Each OPL server
processes the transactions which access an entity in the range managed by the server.
The number of clients is fixed to 600.
As the number of OPL servers increase, the throughput of all the four schemes in-
creases. Both Single-key atomicity and Cerberus scale better than the locking schemes.
With 5 OPL servers, Cerberus achieves a throughput of 165K operations/sec, which is
30% better than the locking per entity scheme and 88% better than the Distributed
SS2PL. Scaling the OPL servers provides an advantage to all the schemes, as multiple
OPL servers can harness more network bandwidth and processing, and are able to better
utilize the cpu at each representation. In Cerberus, OPL only needs to read and update
the GVV for the entity accessed by a transaction. Hence, it is suited to scaling OPL
servers, as the reading and updating the GVV is now partitioned among multiple servers.
The locking schemes still have to acquire locks during each transaction, which restricts
the scaling in throughput, as compared to Cerberus. These results show that Cerberus
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Figure 3.9: Scaling OPL
can efficiently scale via the use of multiple OPL servers.
3.7 Related Work
The proposed multi-representation consistency model, Typhon and and the subse-
quent developed protocol, Cerberus build on and are related to prior work in the areas of
heterogeneous databases, causal consistency and various consistency models in databases.
Heterogeneous Databases. Polystores like Multibase [92], Garlic [93] and Big-
DAWG [94] aim to store data in heterogeneous engines and provide a query layer over
multiple DB engines. However, the updates are local to each data source and the sys-
tem does not provide any consistency semantics for updates to multiple data sources.
Sagas [95] execute transactions over heterogeneous databases by dividing transactions
into sub-transactions, and then executing these sub-transactions in a pre-defined order.
Although Sagas allow efficient execution of long-lived transactions, they provide weaker
guarantees than Cerberus, and can lead to the inconsistent executions discussed ear-
lier in the paper. Altruistic locking [96] provides a mechanism to guarantee globally
serializable transactions over heterogeneous database engines. Like Sagas, transactions
are divided into sub-transactions. Each sub-transaction can release its locks early at an
engine and donate it to other transactions, which then executes in wake of the overall
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transaction. The transactions which receive donated locks follow some special rules to
ensure a serial schedule. Deuteronomy [97] separates the transaction component and the
data component and can used to provide ACID transactions over hybrid data stores.
Breitbart et al. [98] developed the notion of strong serializability to define serializable
schedules, which preserve the order of non-concurrent transactions. Typhon’s implicit
causal dependencies also preserve the order between non-concurrent transactions, but
only for transactions accessing the same logical entity, which leads to more permissible
histories.
Other weaker correctness criterion than global serializability such as local serializ-
able (LSR) [99, 100], 2LSR [101] have also been proposed for heterogeneous settings.
LSR ensures that only local schedules at a database engine are serializable but does not
guarantee anything about the global schedule. Some other notions weaker than global
serializability, but stronger than LSR, such as 2LSR [101] and QSR [102], have also been
proposed. Typhon’s consistency model is also weaker than global serializability. It en-
sures that local schedules are serializable and only imposes orders on global transactions
which access the same entity.
Dey et al. [103] develop a technique for providing snapshot isolation guarantees for
transactions executing across heterogeneous key-value stores. Reads access a consistent
snapshot of the data using snapshot isolation and writes are buffered at the client. Writes
are committed using two-phase commit only if the read versions have not changed. Like
Cerberus, they rely on the test-and-set feature of the data store to validate that the
read versions have not changed. Unlike Cerberus, transactions are not restricted to a
set of items (a single entity in Cerberus’s case). However, as the read operations only
access a consistent snapshot and there is no other coordination mechanism and items
across heterogeneous sources are not linked in any way, their protocol can still allow the
inconsistent semantic execution scenario we discussed in the paper. Additionally, they
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also use synchronized timestamps for versioning, whereas Cerberus uses logical vector
clocks, which avoids the need for any time synchronization.
Causal consistency. Lamport [104] introduced the concept of happens-before re-
lationship between events in a distributed system. Ahamad et al. [105] build on this
concept and develop a notion of causal memory model, a memory model where reads and
write operations respect potential causal dependencies. Many systems provide causal
consistency [106, 107, 108, 109, 110] over replicated data. COPS [106] and Eiger [107]
provide convergent causal consistency in a geo-replicated setting using explicit depen-
dencies. Each replica only commits an operation after the explicit dependencies have
been satisfied. Typhon builds on the notion of potential causality [104] and uses vec-
tor clocks [111, 112] to satisfy implicit dependencies at the granularity of an entity in a
heterogeneous setting, rather than using explicit dependencies. Cerberus uses both read
and update version vectors, due to which it can support read-write transactions, apart
from read-only and write-only transactions supported in COPS and Eiger.
Others. Spanner [31] provides external consistency using True-time API in a wide-
area setting, ensuring a global order on all operations. However, external consistency
needs either atomic clocks, which are expensive or some other method of time synchro-
nization [88, 113]. Deterministic schemes [86, 87] can also be used to provide a global
order on all operations. A locking solution like Distributed SS2PL [81] built over all the
items at all the representations, preserves the commit order between all non-concurrent
transactions. Cerberus enforces implicit causal order on operations at a fine granularity
of a single entity and does not need a central sequencer like employed in deterministic
schemes or a locking manager, like in SS2PL.
Brantner et al. [114] provide stronger consistency guarantees over key-value stores,
for replicated data. A range of consistency guarantees other than causal consistency have
also been proposed for supporting single-key get and put access over replicated data [115].
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Similar to the single-entity transaction model in Cerberus, some past systems restrict
the scope of transactions, based on the application characteristics. In Megastore [40] each
transaction can only access a particular fixed key-group, while G-Store [116] provides
transactions on flexible key-groups, which are created dynamically by the application.
3.8 Summary
More and more applications have their data spread across multiple database engines,
backed by different representations, for supporting diverse data structures, and varied
data processing needs. We need to define consistency semantics for such settings, so that
we can reason about the guarantees provided by the data management layer and pre-
vent consistency violations for the applications. In this chapter, we presented Typhon,
which defines a consistency model for operations accessing application data stored across
multiple representations. Typhon uses entities to link data across different representa-
tions. Typhon introduces new implicit causal edges in the conflict graph model to capture
“happens-before” relationship among operations accessing data across representations.
We also designed a protocol Cerberus, which uses a version vector based technique
to provide implicit causal guarantees introduced in Typhon. Single-entity transaction
model is introduced, which provides the flexibility to support transactions and provide
guarantees at the fine granularity of an entity, comprising multiple related items across
representations. We formally prove that transactions in Cerberus satisfy implicit causal
dependencies. Evaluation results show that Cerberus is scalable, and the performance of
Cerberus is close to a solution providing no consistency guarantees across representations
and better than locking based solutions.
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Distribution Heterogeneity Within
Workloads: Handling Read-heavy
and High Contention workloads in
OLTP settings
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Chapter 4
Scaling Reads in Raft-like Consensus
Protocols
4.1 Overview
Many large-scale web applications have to support read-heavy workloads. Social
networks have workloads, which are highly skewed towards reads[91, 117, 118]. A study
of Facebook’s workload [2] reports that the users consume a order of magnitude more
content than that being produced, with 99.98% of read requests.
Web applications employ replication to support the large scale of the data and provide
fault-tolerance. Data copies are replicated both within [11] and across datacenters [31]
to tolerate failures and increase availability of the data being accessed from clients across
the globe. However, maintaining consistent replicas to serve user reads across different
clusters, or geographically distant datacenters, in the presence of concurrent operations,
is a complex task. Consensus protocols are used to provide consistency guarantees about
the data, and allow a set of replicas to work together as a coherent group.
Over the last few decades several consensus protocols have been proposed [30, 119, 28].
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Raft [28] is a consensus protocol that is designed to be easy to understand and implement.
In Raft, writes are replicated to a majority of copies before being committed, and reads
are served from a leader node to ensure that the latest value of a data item is read.
Raft’s design provides fault-tolerance in presence of failures, but can lead to poor
system performance and under utilization for read-heavy workloads. As reads are served
only from the leader, read-heavy workloads led to the leader being bottle-necked. Re-
source under-utilization is exacerbated in failure-free scenarios. Non-leader nodes in Raft
end up being cold replicas as long as the leader is active, and are not utilized efficiently.
We propose solutions to scale read-heavy workloads in a consensus protocols like Raft,
by utilizing the non-leader nodes, while ensuring that a read returns the latest value of the
read. Two approaches: Quorum reads and Strongly Consistent Quorum reads, are
proposed. We also propose a technique to combine the existing leader-based reads with
the quorum reads, to configure the system to utilize the cluster uniformly, or tune the
system based on read/write latency requirements. We present the proposed approach for
Raft, but it can also be applied to Raft-like consensus protocols, such as Multi-Paxos [30].
We integrate the proposed approaches in an existing open-source transactional dis-
tributed database, CockroachDB [33], which replicates data, and synchronizes the replicas
via Raft. The affect of read-heavy workloads on Raft’s performance in CockroachDB is
studied, and we illustrate that the proposed approaches help in achieving higher through-
put and lower read/write latencies. The implementation of the proposed protocols on
CockroachDB has been made available on Github [120].
Next, we first give a background into the system architecture, by describing Cock-
roachDB, and its various components.
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4.2 Background: CockroachDB
We employ a distributed database CockroachDB to study the impact of distribution
heterogeneity within the workloads. Next, a detailed description of CockroachDB is
provided, to give context into the study and the trade-offs involved in the proposed
solutions. First, an architectural overview is presented. Then, we describe the two core
components of CockroachDB: Consensus layer, which uses Raft, and Transaction layer,
which employs timestamp-ordering based protocols.
4.2.1 Architectural Overview of CockroachDB
CockroachDB [33] is an open-source distributed transactional database built on top of
a strongly-consistent key-value store. Its primary design goals are scalability and strong
consistency. CockroachDB aims to tolerate disk, machine, rack, and datacenter failures
with minimal disruption and no manual intervention. CockroachDB provides an SQL
based interface to the application clients.
CockroachDB achieves strong consistency by synchronous replication of data. It
replicates data over multiple nodes and guarantees consistency between replicas using
Raft [28] consensus protocol. Cockroach provides transactional access to data. Transac-
tional access is provided over strongly-consistent data (ensured via Raft). CockroachDB
supports two isolation levels: Snapshot Isolation (SI) and Serializable Snapshot Isola-
tion (SSI). Both concurrency-control variations are supported using timestamp-ordering
based techniques.
CockroachDB implements a layered architecture as shown in Figure 4.1. The highest
level of abstraction is the SQL Layer, which acts as an interface to the application
clients. Every SQL statement received at this layer is converted to an equivalent key-
value operation. The Transaction Coordinator receives the key-value operations from
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Figure 4.1: Architecture of CockroachDB. The figure shows a cluster of 3 nodes (Node
1 to Node 3), and 3 ranges (Range A to Range C) with 3-way Replication. Every
range replicates using its own Raft cluster. Txn Coordinator supports transactional
access using timestamp-ordering based concurrency control.
the SQL layer. It creates the context for the transaction, if the corresponding request is
the first operation of the transaction. Otherwise, the request is sent to the Distributed
Sender in the context of an existing transaction. The Transaction Coordinator also sends
a begin transaction request to create a transaction record if the operation is the first
write operation of the transaction. Transaction records are used to track the status of
the transaction, and accessed for validation by conflicting transactions. The Transaction
Coordinator also keeps track of the keys written by the transaction.
The Distributed Sender communicates with any number of Cockroach nodes. Each
node contains one or more stores, one per physical storage device in that node. Each
store contains potentially many ranges. Each range comprises a contiguous group of
keys. A range is equivalent to a partition or a shard. The data in the multiple copies is
synchronized using Raft, at the granularity of the range.
The logical entity called Replica is responsible for creating and maintaining trans-
action records, performing read and write operations by calling the the MVCC (Multi
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Version Concurrency Control) Layer and also replicating the transaction records.
The MVCC and the RocksDB layer manage the underlying data, as key-value pairs.
Data is stored in RocksDB [121]. RocksDB ensures efficient storage and access of data.
Data stored in RocksDB includes the key-value data and all the versions associated to a
key, as well as all the consensus state associated with Raft.
CockroachDB has a notion of write intents, which is utilized both during concurrency-
control and replication. If a write operation is successful (described below), then an intent
on the data item is created, indicating an ongoing write. The intents is resolved during
the commit phase. If the transaction related to the intent succeeds, then the intent is
resolved into a new write.
4.2.2 Consensus in CockroachDB
The Problem of Consensus
Assume a collection of processes that can propose values. A consensus protocol
ensures that a single value among the proposed values is chosen. If no value is proposed,
then no value should be chosen. If a value has been chosen, then processes should be
able to learn the chosen value. Quorums play an important role in consensus algorithms.
A quorum is the minimum number of votes that a process has to obtain in order to be
allowed to make the decision on behalf of the collection of processes. Depending upon
the network access strategies quorums can be as complex as O(
√
n) for grid-based [122],
O(log n) for tree-based [123] or O(n) for arbitrary accesses. Majority quorums assume
equal reliability of all members of a cohort. It requires access to (bn/2c+1) members at
any given time for read as well as write operations
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Raft
Raft [28] is a consensus protocol that is designed to be easy to understand and imple-
ment. It is equivalent to Multi-Paxos [30] in fault-tolerance and performance. It has two
phases which are logically separated: leader election and log replication. A server in
a Raft cluster is either a leader, a candidate, or a follower. Once a leader is elected, log
replication is done via the leader, using majority quorums.
A leader is elected in a cluster, and is responsible for replicating log to the followers.
It also informs the followers of its existence, and is informed about their status, by
periodically exchanging heartbeat messages. Therefore, Raft does not need to invoke a
leader election for every request. All the writes are coordinated by the leader. The leader
ensures that a quorum of nodes, comprising majority of the cluster nodes having the
range, replicate the changes before committing the write. Since writes are not guaranteed
to propagate to all the members in the cluster immediately (and are performed in two
rounds), a strongly-consistent read, which reads the latest value, is performed at the
leader. However, a snapshot read can be performed at any of the followers.
Raft in CockroachDB
CockroachDB provides fault-tolerance by replicating data shards or ranges at multiple
nodes, and synchronizing the nodes via Raft consensus protocol. In CockroachDB, Raft
replicates data at the granularity of a range. Each range comprises a contiguous group
of keys, and are defined by start and end keys. They are merged and split to maintain
total byte size within a globally configurable min/max size interval. Range sizes default
to target 64M in order to facilitate quick splits and merges and to distribute the load.
Within a single range, one node (out of the number of nodes replicating the range) is
elected leader, and it periodically sends heartbeat messages to the followers.
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Leaders and Leases. As CockroachDB uses Raft to replicate ranges, it appoints
leaders in the cluster (one for every Raft instance). CockroachDB has an additional
abstraction called leader leases. Leases are Raft-agnostic and are a sequence of database
time intervals which are guaranteed not to overlap, for which a single replica in a Raft
group has the leader lease. For this time window, the leader is assumed to be stable,
hence avoiding the need to go through the expensive Raft read processing for consistent
reads (i.e. waiting to hear from majority using heartbeats to ensure the leadership of the
node is valid, after receiving the read request). Reads and writes are generally addressed
to the replica holding the lease; if none does, any replica can be addressed, causing it
to try to obtain the lease synchronously. The replica holding the lease is in charge of
handling range-specific maintenance tasks such as splitting, merging, and re-balancing.
The lease holder can serve consistent reads locally, however, it needs to submit writes
to Raft (i.e. go through the leader). The lease is completely separate from Raft leader-
ship, and so without further efforts, Raft leadership and the leader lease might not be
held by the same replica. Since it is expensive not to have these two roles co-located (the
lease holder has to forward each proposal to the leader, adding costly RPC round-trips),
each lease renewal or transfer also attempts to co-locate them.
4.2.3 Transaction Processing and Concurrency-Control
CockroachDB uses a multi-version timestamp ordering protocol to guarantee that its
transaction commit history is serializable. The default isolation level is called Serializable
Snapshot Isolation(SSI). The SSI mechanism employed in CockroachDB is lock-free and
ensures concurrent read-write transactions will result in a seriazable schedule [81].
Each transaction comprises read and write requests, followed by a commit request.
Every transaction is assigned a timestamp (by the node on which it starts) when it
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begins. This timestamp is used to resolve conflicts with respect to timestamp ordering.
As mentioned above, each transaction has a transaction record, that stores the status of
the transaction. The transaction record is also replicated via Raft. Every transaction
starts with the initial status PENDING. If a transaction is aborted due to data conflicts,
the status is changed to ABORTED, or else its status is changed to COMMITTED on
commit.
If a transaction is distributed, i.e., the data accessed by the transaction is spread
across multiple ranges, then the transaction record is maintained only at one of the servers
having data accessed by the transaction. All the operations of the transaction update
the same transaction record according to the status of the operation at the particular
data server.
CockroachDB keys store multiple timestamped versions of the values. Every new
write of a committed transaction creates a new version of the value with a timestamp of
that transaction. The write of an uncommitted transaction is added as an intent version
with the timestamp of the transaction.
Read operations on a key return the most recent version with a smaller timestamp
than the transaction. The timestamp of the transaction performing the read operation is
recorded in a node-local timestamp cache. This cache returns the most recent timestamp
of a transaction which read the key.
All write operations consult the timestamp cache for the read timestamps of keys
they are writing. If the returned timestamp is greater than the transaction’s timestamp,
then this indicates a timestamp order violation. Hence, the transaction is aborted and
restarted with a larger timestamp. Otherwise, the write is successful, and a write intent
is created for the item and replicated on a majority of servers via Raft.
On receiving a commit request, the status of the transaction record is updated to
commit (if the transaction has not been aborted due to conflicts), and write intents are
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resolved to values. As the transaction record and intents are replicated, this operation
goes via Raft. If the replication is successful, this ensures that a transaction is committed,
the affect of writes will be reflected at a majority of servers.
4.3 Supporting Read-Heavy Workloads
4.3.1 Bottlenecks to read performance
All the read and write requests in CockroachDB are performed via Raft consensus
protocol to provide strong consistency, and are submitted to the lease holder. Raft’s
leader-based design also makes it easy to reason about the correctness of replicas, and
simplifies the recovery and configuration change of the cluster. However, this design can
lead to under-utilization of resources and can affect system performance, especially for
read-heavy workloads.
Irrespective of the number of replicas for a range (or the size of the range) only
the lease holder is responsible for serving reads. This could result in the lease holder
getting overloaded by requests. This effect can potentially be compounded in the case
of hot-spots, where only a few keys are being accessed most of the time. Range splitting
(already supported in CockroachDB via MultiRaft [124]) can be used to reduce the effect
of hot-spots, but increasing the number of ranges increases the probability of distributed
transactions across multiple ranges, which can lead to even worse performance. Read-
heavy hot-spots can still occur over a smaller range, leading to poor read performance.
Serving the read requests only at the range-lease holder adversely impacts the system
performance as a whole. On the other hand, members other than the lease holder are just
cold replicas and are not serving the client directly during failure-free and read-heavy
executions. If we could reduce the read traffic on the lease holder by distributing the
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requests on other nodes then we can utilize the entire cluster more efficiently and thereby
sustain higher throughput.
4.3.2 Designing for Read Scalability
Reducing the load on the lease holder by distributing requests to other nodes can
result in the cluster being used more efficiently. Raft uses write quorums before a write
can be considered committed. The protocol makes sure that the updates are propagated
to a majority of servers in the cluster. This property can be utilized to enable follower
nodes to handle read requests. If the reads are performed on a majority of servers in
the cluster, it is guaranteed that at least one of the server will have the consistent state.
Therefore, read quorums can be used to serve strongly consistent reads from the followers.
We propose two variants of quorum reads to efficiently scale read-heavy workloads.
A simple majority read approach, Quorum read, provides an efficient solution, but has
a pathological case where the value returned might not be the latest linearizable read.
This approach provides the advantage of an efficient read, but has a low probability of
returning a stale value. The second proposed protocol, Strongly-consistent Quorum
read, returns the linearizable value corresponding to the key being read, but can be more
expensive. Next, we describe both the proposed approaches and how they are executed
in CockroachDB.
4.3.3 Proposed Quorum Read variants
Quorum Read
In this approach, the gateway node (the node receiving the client request) sends the
read request to a majority of the servers. Every node replies with a timestamp along
with the data, corresponding to the latest stable value at the node for the key read.
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Since a committed value must be present in one of the servers among any majority, the
value corresponding to the highest timestamp is the latest committed value. This value
is chosen and sent back to the client.
The pathological case for this approach is that a particular value might be in the
process of committing; a majority of servers might have responded to the leader to agree
to the write request, but might not have heard back from the leader yet. Hence, the
leader might have committed another value, ahead of the value read using the quorum
read approach. This approach also provides a trade-off to a local snapshot read, as
it is more expensive than reading the local value at a replica, but has a much higher
probability of returning the latest value.
Strongly Consistent Quorum Read
To overcome the pathological case of the simple quorum read approach, we also
propose a strongly consistent quorum read. As described earlier, Cockroach DB uses
write intents for recording the proposed values at a server. When a node receives a
request for a strongly consistent quorum read, in the case of write intents for a particular
key, the node replies with only the timestamp, but no data. Sending a timestamp and
no corresponding data signals that a write intent was encountered for that particular
key. As the read is sent to a majority of servers, any possible ongoing write request that
could have been committed at the leader will be detected. This is due to the fact that
for the leader to commit a value in Raft, a majority must have appended the request to
their respective copy of the log. The gateway node then selects the data with the latest
timestamp. If the data is available, it implies that the timestamp corresponds to the
latest stable value. However, if there is no data available, corresponding to the highest
timestamp, it implies that there are pending updates in the system and the request is
considered as failed. A back-off policy is used for subsequent retries.
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4.3.4 Combining Lease-Holder and Quorum Reads
As write requests still go through the lease-holder, the latest value can be read from
the lease-holder like before. We also propose a technique to combine the lease-holder
based and quorum reads. If the gateway node is the lease holder, it can retrieve consistent
state locally. However other nodes have two choices:
1. Read from the lease holder, or
2. Read from a majority (excluding lease holder)
To read from a majority, a basic approach could be to send requests to all the servers in
the cluster (except the lease holder) and wait to hear back from a majority before replying
to the client. This approach would work but could end up generating a significant load
on all the servers. Instead we can use a random selection approach to send requests to
only selected servers in the cluster to form a majority. We make this choice to optimize
for failure-free executions.
A read request is executed either as a quorum read or a lease-holder read, such that
the read requests are uniformly distributed over all the nodes. Assuming that a cluster
of n nodes is fully replicated, every node gets equal number of client requests, and a
gateway node always includes itself for majority, the read request to the non-lease holder
nodes uses the lease-holder read for x% of total reads and uses quorum reads for all the
other requests. Solving for x for distributing the read requests uniformly in the cluster,
we get,
x = P ∗ (n− 2)
n+ P ∗ (n− 2) × 100
where P is probability of a non lease-holder node being included in a majority quorum
by other non-lease holder nodes
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P =

1 n = 3(
n−3
bn/2c−1
)
(
n−2
bn/2c
) n > 3
Using the combination of lease holder reads and quorum reads we can guarantee
consistent reads while not overloading the lease holder. Also, all the cluster members
would be utilized for serving read requests and the lease holder would not be a bottleneck.
The fraction of reads being served using quorum reads can be configured based on the
read and write latency trade-off desired. Having a higher fraction of reads served by the
non-lease holder nodes can help reduce the load on the lease-holder and reduce write
latencies, at the expense of read latencies and increasing the load of non-leader nodes.
On the other hand, a higher percentage of read requests can help in reducing the read
latencies, as the read involves only a single node, and does not have to contact a majority
of nodes.
4.4 Evaluating Performance of Quorum Reads
YCSB [125, 48] is used to benchmark and analyze the performance of the proposed ap-
proach of combining quorum reads with traditional lease holder reads in CockroachDB’s
Raft implementation. We compare four approaches in the evaluation: Lease-holder reads
(default baseline approach of reading from the lease holder), Local reads (read the local
value at the replica), Quorum reads (read latest value from a majority), and Strongly
consistent quorum reads (quorum reads considering ongoing write requests). Local reads
may return inconsistent results, but provide a measure of the upper bound of read per-
formance. Both the quorum read and the strongly consistent quorum read approaches
also perform a fraction of reads at the lease holder to ensure equal distribution of read
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Figure 4.2: Scaling-up clients - Uniform distribution
requests, as described in Section 4.3.4.
We use a fully replicated cluster of 5 AWS EC2 machines (m3.2xlarge instance type),
with range size big enough to avoid any range splits during the experiments, so that we
can focus on analyzing the impact of the proposed approaches. The fraction of lease-
holder reads was set to 28.57%, based on the calculation of x to ensure equal distribution
of read requests throughout the cluster (Section 4.3.4). Another machine was used as
YCSB client to generate equal load on all the nodes. YCSB generates single-key read and
write operations. These are send to CockroachDB as single operation transactions. For
processing of write operations at the transactional layer, the steps for write and commit
operations, described in Section 4.2.3, are combined.
The dataset comprises 100K records with each record having a key and a value. Unless
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Figure 4.3: Varying percentage of reads - 70 client threads
otherwise mentioned, the workload is read-heavy, with 95% reads and 5% writes, and
is uniformly distributed over the keys. The servers were monitored using nmon [126] to
track resource utilization.
Scaling-up Clients
Figure 4.2 illustrates the performance of all the approaches under varying number of
client threads. We observe that both the quorum read and strongly consistent quorum
read achieve higher throughout than the traditional lease holder read approach (around
60% higher), where all the reads are performed at the lease holder. Figure 4.2c also shows
that distributing the reads is highly beneficial in mitigating the increase in write latency,
as the load on the system increases. As both the quorum read approaches reduce the
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Figure 4.4: Varying hotspot data fraction - 70 client threads
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Figure 4.5: Varying fraction of lease-holder reads - 70 client threads
load on the lease holder, around 4x improvement in write latency is observed with 80
concurrent client threads. Both the proposed approaches achieve a lower read latency
with more than 10 client threads, due to the distribution of read requests. But as the
load on the system increases, the higher number of reads involved in the quorum reads
result in reducing the gap in read latencies.
Varying Read-Write Ratio
In Figure 4.3, we observe the effects of varying percentage of reads from 30 to 99.
As the percentage increases, the throughput gap between the quorum read approaches
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(a) Lease-holder reads
(b) Strongly consistent quorum reads
Figure 4.6: Average CPU utilization - 70 client threads
and the traditional lease-holder read approach also increases (Figure 4.3a). This is due
to the fact that increasing fraction of reads can be efficiently distributed among the
cluster via quorum reads, resulting in better throughput. Figure 4.3b shows that upto a
certain fraction of read requests, lease-holder reads achieve a better read latency. This is
because of the lease-holder read only accesses a single node, and does not have to contact
a majority of servers. However, after a certain percentage of read requests, read latency
for lease-holder reads increases at a much faster rate when compared to quorum read
approaches. Again this can be attributed to the fact that a very fraction of lease-holder
reads overload the lease-holder. Additionally, Figure 4.3c shows that oﬄoading the lease-
holder using quorum read approaches helps in drastically reducing the write latency for
read-heavy workloads.
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HotSpots
Figure 4.4 illustrates the performance under hotspots, where 80% of the requests
access a restricted fraction of the data (specified in % of the entire data on the horizontal
axis). We observe that under really high contention (left side of the horizontal axis),
the throughput achieved by the strongly consistent quorum read approach is much lower
than quorum reads (Figure 4.4a), because of the higher probability of accessing a key
within an ongoing write request. While, as the contention decreases, the throughput gap
between the two proposed quorum read approaches decreases. For other approaches, the
throughout does not vary a lot due to the low percentage of write requests. Figure 4.4b
shows that the number of retries at Distributed Sender (or gateway node) increases
exponentially as the hostspot data fraction decreases. Again this is due to the fact that
probability of encountering a write intent increases as the contention increases.
Read-Write Latency Trade-Off
In the proposed quorum read approaches, the fraction of reads to be performed at the
lease-holder provides a way to trade-off read and write latencies. Figure 4.5a illustrates
this trade-off. As we increase the fraction of reads performed at the lease holder, the
write latency increases due to the increase in load on the lease holder. On the other hand,
we also observe that serving more reads from the lease holder at a high load, reduces
the read latency. As seen in Figure 4.5b the highest throughput was achieved at 20%
lease holder reads, when the load is almost uniformly distributed throughout the cluster.
Combining the quorum read approaches with the traditional lease holder reads, provides
a mechanism to trade-off between read and write latencies.
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Resource Utilization
Figure 4.6 shows the average CPU usage for all the machines (including 5 Cock-
roachDB nodes and 1 YCSB client) during different read approaches. Node 5 is the
lease-holder in both the figures. In case of lease-holder reads (Figure 4.6a), the lease-
holder node has comparitively higher CPU usage than other nodes. However in case
of strongly consistent quorum reads (Figure 4.6b), all the nodes in the cluster are al-
most equally used. Therefore by using idle resources, quorum approaches provide better
throughput.
4.5 Related Work
El Abbadi et al. [127, 128] introduce the idea of views and Viewstamp replication [119]
builds on the work, combining views with the concept of a leader (or the primary) in a
given set of members (called the cohort), for replicating a state machine and recovering on
failures. Paxos [29] is a general-purpose consensus protocol designed for an asynchronous
environment. In Paxos, each process plays the role of a proposer, an acceptor, or a
learner. Every request requires a new instance of Paxos in the system. Each request
has to go through two phases to get accepted: proposal phase and acceptance phase.
Consistent reads are performed using quorums (because of no stable leader). Multi-
paxos [30] removes the need for electing a leader (the proposal phase in Classic Paxos)
for every single request to reduce the number of rounds. Modifications like Master-
leases [129] in Multi-Paxos enable serving consistent reads locally at the leader.
Quorum leases [130] allow any replica to acquire a lease from a majority of grantors
and serve consistent reads locally. This is made possible by synchronously notifying ev-
ery write to all the lease holders through the lease grantors. Other read optimizations
include snapshot reads using synchronized clocks in Spanner [31] and local reads in Mega-
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store [40]. Zab [131] is a crash-recovery atomic broadcast algorithm that was designed for
ZooKeeper [132] coordination service. It is similar to Paxos in some key aspects except
that it requires stricter ordering guarantees due to incremental state changes.
Many large scale web-applications also employ caching to scale reads [117]. Such
approaches are orthogonal to our approach, and can be used in conjuction with the
proposed approaches.
4.6 Summary
Read-heavy workloads are widely prevalent in many web applications. We propose
combining quorum reads, with traditional single leader based reads in Raft-like consen-
sus protocols. A basic quorum read approach, which can return non-linearizable value
in a corner case and a strongly consistent quorum read approach are proposed. We
implement our approach in open-source distributed database, CockroachDB, which em-
ploys Raft for consensus. Results with YCSB benchmark demonstrate that the proposed
approach can result in higher throughput and improved read/write latencies with read-
heavy workloads, and can result in better utilization of the follower nodes in read-heavy
and failure-free scenarios.
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5.1 Overview
Many OLTP workloads have high data access skew, where a small portion of data
objects receive a high percentage of overall requests. Social networks like Facebook
have some lynch-pin objects (Celebrities, Product pages etc), which have an order of
magnitude higher rate of access, as compared to other application objects [133]. Similar
characteristics are also observed for financial applications. Hot-Spots or high contention
on some objects can also be caused by breaking news events [6], or cyclic events like
Holiday Season.
The high contention in OLTP workloads can have a big impact on performance of
applications. Hot-spots can lead to a significant drop in transactional throughput. Fig-
ure 5.1 illustrates the performance of the distributed database, CockroachDB (which is
described in detail in the last Chapter in Section 4.2), with increasing contention in the
transaction workload. As contention increases, the number of aborts increases, leading
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to a drop in throughput.
Figure 5.1: Performance of OLTP under Contention in CockroachDB. Contention
ratio x:y specifies that x percent of the transactions access y percent of the items.
As described in Chapter 4.2, CockroachDB employs a Serializable Snapshot Isolation
(SSI) based approach for concurrency-control. To implement SSI, CockroachDB employs
a lock-free multi-version timestamp ordering scheme, which is based on the classic pes-
simistic timestamp ordering technique. The timestamp ordering scheme in CockroachDB
uses a fixed timestamp allocation scheme, and assigns timestamps at the start of each
transaction. These timestamps are used as commit timestamp for the transaction. This
commit timestamp is used to order the transactions in logical timestamp order, and hence
enforce serializability. This ensures serializability, and provides a lock-free technique for
concurrency control, which is useful in a distributed setting. The affect of blocking in
locking schemes, can be exacerbated under node or message failures in a distributed en-
vironment. The restrictive fixed timestamp ordering, however, leads to higher number of
aborts under contention.
To reduce the number of aborts at high contention, a possible strategy is to use
dynamic timestamps for allocating the commit timestamp to a transaction. In this tech-
nique, the system tries to dynamically allocate a timestamp range to each transaction,
based on the conflicts of data items accessed by the transaction. At commit, a times-
tamp is allocated to the transaction from that range, to fit that transaction on a logical
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serializable timeline. We integrate CockroachDB with the dynamic timestamp allocation
technique we designed in our previous work MaaT (Multiaccess as a Transaction) [37].
MaaT changes the validation phase of the optimistic concurrency control mechanism to
allocate a commit timestamp dynamically by keeping track of the items accessed and
conflicting transactions accessing the items using read and write markers. By performing
dynamic timestamp allocation during validation and commit, MaaT is able to reduce
aborts under contention.
Past techniques proposed to reduce aborts in lock-free concurrency control tech-
niques [134, 37, 135] have been implemented and evaluated in standalone prototypes.
Implementing and analyzing the performance of dynamic timestamp ordering technique
in a full-featured database system like CockroachDB gives an insight into the perfor-
mance characteristics of the dynamic timestamp ordering like optimizations, and how to
integrate such optimizations in existing systems.
A benchmark is also developed to extensively evaluate the performance of dynamic
timestamp ordering based concurrency-control in CockroachDB. The benchmark evalu-
ates the performance while varying contention, the degree of concurrent access and the
ratio of read-only and read-write transactions. The source-code changes as well as the
benchmark are available on Github [136, 137].
CockroachDB’s architecture and transaction processing mechanism has already been
described in detail in Section 4.2.1 and Section 4.2.3, respectively. Next, we give an
overview of MaaT, and then describe how MaaT is adapted and integrated within the
concurrency control mechanism in CockroachDB.
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5.2 MaaT overview
MaaT (Multi-access as a Transaction) [37] re-designs the optimistic concurrency con-
trol (OCC) protocol in order to make it practical for distributed, high-throughput trans-
actional processing systems. To achieve high-throughput with update intensive work-
loads, MaaT assigns dynamic timestamps to the transaction, instead of fixed timestamps,
and re-designs the verification phase of OCC so as to reduce the transaction abort rate.
In particular, a mere conflict between two transactions should not be enough to restart
them; instead, the system should try to figure out whether this conflict really violates
serializability, and should tolerate conflicts whenever possible.
While performing read and write operations, each transaction maintains and updates
valid timestamp ranges it can commit in, based on the data items accessed and conflicting
operations on those data items. At commit time, if there is a valid timestamp range for
the transaction to commit, then a commit timestamp will be chosen from that valid
range. Employing timestamp ranges allows the flexibility to shift the commit timestamp
to fit it in the logical serializable order.
Design
MaaT assigns a timestamp range with a lower and upper bound for each transaction,
instead of a fixed timestamp. Initially, the lower bound is set to 0 and the upper bound is
set to∞. The lower and upper bounds are adjusted dynamically with respect to the data
conflicts of the transaction. MaaT employs soft locks, which do not block transactions,
to act as markers to inform transactions accessing a data item about other transactions
that have read or written that data item but not committed yet.
Each transaction can either be single-sited or distributed. For a distributed transac-
tion, one of the servers involved in the transaction is declared the transaction coordinator.
121
Dynamic Timestamp Allocation for Tackling High Contention Workloads Chapter 5
Timestamp range is maintained at each of the servers accessed by the transaction. Next,
we describe how the timestamp range are dynamically adjusted, and used to allocate
commit timestamp to a transaction. This is one of the core components of MaaT, which
leads to reduced aborts under contention.
If T and T ′ are two transactions, with lower bounds, lowerbound(T) and lowerbound(T ′)
and upper bounds, upperbound(T ) and upperbound(T ′). Whenever T reads a data item,
which has a write soft lock by T ′, MaaT adjusts the upperbound(T ) to be less than
lowerbound(T ′), so that T executes as if did not see the updates made by T ′.
Whenever T writes a data item, which has a read soft lock by T ′, MaaT adjusts the
lowerbound(T ) to be greater than upperbound(T’), so that T ′ executes as if it did not
see the updates that will be made by T .
Whenever T writes a data item, which has a write soft lock by T ′, MaaT adjusts the
lowerbound(T ) to be greater than upperbound(T’), so that T ′ executes as if it did not
see the updates that will be made by T .
In the validation phase, the timestamp range of T and/or the timestamp ranges
of other transactions are adjusted to ensure that the timestamp ranges of conflicting
transactions do not overlap. The outcome of these validation operations is to determine
whether the constraints on the commit timestamp of T can be satisfied or not; that is,
whether T can commit or not, by finding a timestamp to fit T in the logical serialization
order. Transaction T is aborted if there is an overlap of the timestamp range with other
concurrent transactions or if the lower bound of T is greater than its upper bound; other-
wise, T is committed, and the client picks an arbitrary timestamp from the intersection
range to be the commit timestamp of T .
If T is a distributed transaction, each data server accessed by T adjusts the timestamp
range on the server based on the items accessed there. All these ranges are sent to the
coordinator of the distributed transaction. If there is a valid intersecting range in the
122
Dynamic Timestamp Allocation for Tackling High Contention Workloads Chapter 5
timestamp ranges sent by all the servers, the transaction is committed. Otherwise, the
transaction aborts.
5.3 Abstract Overview of Dynamic Timestamp Or-
dering Adaptation in Cockroach DB
Employing SSI in CockroachDB ensures correctness, but it decreases the performance
at high contention. Adapting SSI approach in CockroachDB to work with dynamic times-
tamps will avoid aborting transactions that can be serialized by changing their times-
tamps with regards to their data conflicts. Next, an example is analyzed to illustrate how
dynamic timestamping can lead to reduced aborts as compared to the current concur-
rency control technique employed in CockorachDB. We then describe the data structures
introduced in CockroachDB to enable dynamic timestamping mechanism.
5.3.1 Reducing aborts with dynamic timestamping
When the isolation level in CockroachDB is set to SSI, transactions are aborted in
following cases:
1. Conflicts are analyzed at every write, to check whether any later transactions have
read or written the data item currently being written by the transaction. If this is
the case, the transaction is aborted.
2. When reading an item, if there is a write intent created with a lower timestamp,
then the SSI approach in CockroachDB will abort one of the transactions. The
transaction to abort will be decided based on the priority of the transactions in-
volved.
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Dynamic timestamp allocation can help reduce some of the aborts in the above cases.
It allows more concurrent operations to commit by dynamically trying to commit the
transaction on a logical timeline based on order of access of items. Consider the following
example.
Example 1 Lets consider the following two transactions.
T1 : r1(y) r1(x)
T2 : r2(x) w2(x)
Suppose the execution history comprising the two transactions is as follows.
H1 : b2 r2(x) b1 r1(y) r1(x) c1 w2(x) c2
Transaction T2 begins before T1, and hence is assigned an earlier timestamp than
T1. At w2(x), the SSI approach in Cockroach DB sees that x is read by T1, which is a
transaction with a later timestamp. To ensure timestamp ordering given by the fixed
timestamp allocation, transaction T2 is aborted since it causes RW conflict with T1, and
violates the logical timestamp order according to the allocated timestamps.
In case of using the dynamic timestamping technique, suppose lowerbound(T1) and
lowerbound(T2) are the lower bounds and upperbound(T1) and upperbound(T2) are the
upper bounds of the transactions T1 and T2 respectively. On detecting the RW conflict
at w2, the lowerbound(T2) is made greater than upperbound(T1) so that history will be
equivalent to the serialization order T1 −→ T2. Rather than aborting the transaction due
to an initially allocated timestamp order, the dynamic timestamp allocation can re-order
the logical transaction order, and lead to commitment of both the transactions in this
case.
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5.3.2 Data Structure changes in CockroachDB
Transaction Record
CockroachDB maintains a transaction record for each transaction, which maintains
the transaction ID and transaction state. We add two fields to hold the lower and
upper bounds of the transaction. CommitBeforeQueue field is added to hold the list of
transactions, which have the condition that the current transaction has to be serialized
before them. CommitAfterQueue holds the list of transactions after which the current
transaction can commit.
Timestamp cache
For each data item CockroachDB maintains the timestamp of last read and last
written transaction in its timestamp cache. In the SSI approach, this can be updated
even by uncommitted transactions. We modify the mechanism updating the timestamp
cache in CockroachDB to ensure timestamps in the read cache are updated only by
committed transactions.
Soft Locks and Soft Lock Cache
Soft Locks are non blocking markers to inform other transactions about ongoing
transactions. Soft Locks comprise transaction-metadata, which is used to locate the
transaction record of the transaction that placed the soft lock. A read soft lock is placed
while reading and a write soft lock is placed while writing the data items. The Soft Lock
Cache holds the read soft locks and write soft locks per key.
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5.4 Integrating dynamic timestamp ordering in Cock-
roachDB
We now describe the integration of dynamic timestamping mechanism in CockroachDB.
First, handling of different operations of the transaction is described. Then, we describe
the changes implemented at different layers in CockroachDB, for integrating the dynamic
timestamp ordering based concurrency-control mechanism.
5.4.1 Transaction Lifecyle
As described earlier, a transaction comprises of begin, read, write and commit opera-
tions. On every read operation, a soft read lock is placed on the key being read and soft
write locks that are already placed on the key are collected. The soft write locks are then
placed in the corresponding transaction record. The CommitBeforeQueue is populated
with the transactions which correspond to the soft write locks on the data item, indi-
cating that the transaction reading the item should commit before all the transactions,
which have a soft write lock on the item. As the read of the item does not reflect the
update of the transactions intending to write the item, its logical commit order should
be before such transactions. CommitBeforeQueue is used during transaction validation
to enforce the transaction ordering implied by the queue.
On every write, instead of aborting transactions on detecting a conflict based on
fixed timestamps, a soft write lock is placed on the key being written and, read and write
soft locks that are already placed on the key are collected and placed in the transaction
record. The CommitAfterQueue is populated with the transactions which correspond to
the soft read locks on the data item, indicating that the current transaction intending
to write the data item, should commit after the transactions which have a soft read
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lock on the item (implying the intention to read the data item). As the read performed
by the transactions placing the soft read lock, does not reflect the write operation of
the current transaction, the current transaction’s logical commit order should be after
the transactions with the soft read lock. CommitAfterQueue is also populated with
the transactions which correspond to the soft write locks on the data item, indicating
that the current transaction intending to write the data item, should commit after the
transactions which have a soft write lock on the item.
Along with the above described processing, on every read or write operation, the lower
bound of the transaction is adjusted to be equal to the last committed write timestamp
(or read timestamp), which is retrieved from the timestamp cache.
When a commit request for the transaction is sent, a validation phase is executed.
During the validation phase, the lower and upper bounds of the transaction are ad-
justed such that the transaction commits before all the entries in CommitBeforeQueue
and commits after all the entries in CommitAfterQueue. The CommitBeforeQueue and
CommitAfterQueue have been populated with all the transactions, which have conflict-
ing operations with the given transactions. Hence, respecting the commitment order
enforced by the queues, guarantees that the transaction orders all conflicting operations
and preserves serializability. The upper bound of the transaction is updated to be the
minimum of its current upper bound and the lower bound of each transaction in the
CommitBeforeQueue. Similarly, the lower bound of the transaction is updated to be
the maximum of current lower bound and the upper bound of each transaction in the
CommitAfterQueue.
The timestamp range of the transaction is then checked to see if the lower bound
of the transaction is less than its upper bound. If so, the transaction is committed by
picking the lower bound, as the commit timestamp; otherwise the transaction is aborted.
The transaction status in the transaction record is updated accordingly as COMMITTED
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or ABORTED.
On both commit and abort of the transaction, soft read locks and soft write locks
held by that transaction are released. On commit, the write soft locks will be resolved to
actual write operations in the DB. The read and write timestamps of the items accessed
by the committed transaction will be updated in the timestamp cache.
If the transaction spans across multiple ranges, RPCs are used to update the transac-
tion record during read and write operation and to validate the transaction at the remote
range (employing the validation strategy to update transaction bounds described above)
during validation phase. The soft locks in the remote ranges are resolved asynchronously
using RPCs, while the soft locks local to the range are resolved synchronously during the
end transaction request.
The dynamic timestamp allocation based proposed design makes use of the soft locks
to detect the conflicting transactions. It then tries to reorder the transactions by ana-
lyzing these conflicts and allocating dynamic timestamps to the transactions to fit them
in a logical serializable timestamp order.
5.4.2 Implementation Details
Multiple components have been modified in CockroachDB to integrate the dynamic
timestamp ordering approach.
The Transaction Coordinator is modified to send the begin transaction request to
create transaction record on the first operation of the transaction rather than on first
write of the transaction. Transaction coordinator now additionally tracks the keys read
by the transaction along with the keys written by the transaction.
Transaction record is modified to hold the lower bound and the upper bound of the
transaction, with zero and infinity being the initial values respectively. Two new queues,
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namely CommitBeforeQueue and CommitAfterQueue, are introduced in the transaction
record. These queues are used at validation to adjust the lower and upper bounds of the
transaction based on conflicts of the transaction.
At each replica, the timestamp cache is modified to hold only the timestamps of the
committed transactions. A replica is also responsible for maintaining the soft lock cache
for all the keys in that replica.
APIs for performing writes at the MVCC layer (such as MVCCPut, MVCCInitPut
etc.) are modified to not place the intent, and instead place soft write locks against the
key intended to write. Read operation APIs in MVCC (such as MVCCGet, MVCCScan
etc.) are modified to place soft read lock on the key being read along with reading the
value for the key. New MVCC APIs are created to resolve write soft lock on commit,
and write the committed values to the key-value store and to garbage collect soft locks
on abort.
New RPCs are created to update the transaction record at the remote range for
distributed transactions. Additionally, these RPCs are also used to perform validation
on the transaction record in the remote range. Additional RPCs are created to execute
commit or abort processing after the validation phase and to resolve remote soft locks
asynchronously on commit. Another RPC is introduced to garbage collect remote soft
locks asynchronously on aborting a transaction.
The Store layer is modified to handle the asynchronous resolving and garbage collect-
ing of remote soft locks, like the asynchronous resolving of write intents that was done
before, for the pessimistic timestamp allocation mechanism.
The source-code changes are available on Github [136].
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5.5 Evaluation
CockroachDB is extensively evaluated to compare the performance of the fixed times-
tamp allocation scheme, with the dynamic timestamp ordering scheme, under varying
levels of concurrent access, contention and read-write ratios.
5.5.1 Experimental Setup
Benchmark Description
A YCSB-like [48] benchmark is designed for performing the evaluation. The bench-
mark provides support for transactions, rather than only key-value operations, like in
YCSB. Every transaction generated by the benchmark can be a read-only transaction or
a read-write transaction, with both read and write operations. Every transaction consists
of 5 operations. The benchmark has 3 parameters that can be altered to test different
scenarios. The configurable parameters for the benchmark are described below.
• Concurrent transactions. This parameter is used to define the number of trans-
actions that occur concurrently, with a default value of 50. If the concurrent trans-
actions is set to 50, the benchmark creates 50 threads and each thread runs a
transaction sequentially i.e., if a transaction is performing 3 reads and 2 writes,
each of the operations is blocking and the thread executes these operations one
after the other.
• Contention ratio. To define and vary data access skew in our experiments, we
employ the parameter, contention ratio, which indicates skew on a subset of data.
The contention ratio 70:30 indicates 70% of the data items will be accessed by 30%
of the transactions, while the remaining 30% of the data items will be accessed
130
Dynamic Timestamp Allocation for Tackling High Contention Workloads Chapter 5
by remaining 70% of the transactions. The default contention ratio is a uniform
distribution of 50:50, which corresponds to the lowest contention of 50%.
• Read-only ratio. In order to see how the dynamic timestamp ordering works
for various scenarios such as write intensive transactions or read-dominant trans-
actions, we introduced the read-only ratio parameter. Read-only ratio defines the
ratio or the percent of transactions that perform only read operations. For the
default value 50:50, 50% of the transactions have only read operations (5 per trans-
action) and rest of the transactions will be read-write transactions with 3 read
operations and 2 write operations. Before beginning a new transaction, we toss a
coin with the defined bias based on the read-only ratio parameter value and decide
whether the transaction is going to be read-only or read-write.
Experimental Configuration
Every experiment was performed on a cluster with 3 servers. Each machine in the
cluster runs a 8-core Intel Xeon E5620 processor clocked at 3.8 GHz and has 16 GB of
RAM. Each server had one instance of CockroachDB node running on it and the data
was replicated three ways. The experiments were run with 100,000 key-value data items
without data partition, hence the experiments did not have distributed transactions.
Each data point in the benchmarking process corresponds to an experiment performed
with 100,000 transactions accessing 100,000 data items. 10000 warm-up reads are per-
formed before starting each experimental run. Each data point reported in the results
is an average of 3 repetitions of such an experiment. The benchmark is available on
Github [137].
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Experimental Methodology
As mentioned in 5.3.2, for dynamic timestamp ordering, the creation of a transaction
record happens on the first operation, be it a read or a write, rather than on the first write
operation, as is the case with fixed timestamp ordering. In fixed timestamp ordering,
if the transaction consisted of all read-only operations, no transaction record is created.
Furthermore, the creation of the transaction record also encompasses the replication
of the transaction record (to the replicas holding the range associated to the first key
accessed by the transaction) using Raft, both at the begin and when the commit decision
is made. Hence using this approach in a read-dominant system, adds significant delays
compared to the original implementation of CockroachDB. There are many approaches
to avoid the bookkeeping done by MaaT for read-only transactions. One such solution
was proposed by Agrawal et al. [138], which can be implemented in CockroachDB along
with MaaT. A read-frontier based on this approach proposed by Agrawal et al. [138] can
be continuously maintained, which provides access to the latest commit timestamp below
which no transaction can commit. The timestamp corresponding to the read frontier can
be used as the timestamp to read the items accessed in the read-only transactions.
In order to apply optimized solutions for read-only transactions, we first need to iden-
tify if the transaction will be read-only. After a discussion with CockroachDB developers,
we learnt that there is no provision as of now in the database to specify a transaction
as read-only. Implementing this change will require modification in multiple layers of
the database and is a complex task, and it is not in the scope of this paper. In order
to overcome this issue, in our experiments, we assume that every read-only transaction
is successful and will not have the overhead of creating and maintaining a transaction
record. If the optimization was to be implemented, read-only transactions would hit only
one server, which would respond to the client without creating and replicating transac-
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(a) Aborts (b) Throughput
Figure 5.2: Varying contention with 80% read-only transactions
(a) Aborts (b) Throughput
Figure 5.3: Varying contention with 50% read-only transactions
tion record among the replicas of the queried data. So we do not account for the time
taken to process and perform read-only transactions. Because of the above mentioned
assumption, the throughput displayed in the following sections will be an upper bound
of the actual throughput for dynamic timestamp ordering. But the number of aborts or
retries is accurate because if the read-only optimization is implemented, it does not cause
any read-only transaction to fail; all the aborts will be due to read-write transactions
which is captured in our experiments.
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5.5.2 Evaluation Results
Varying Contention
First, we analyze the performance of the concurrency-control schemes under varying
levels of contention on the data items. We performed two experiments with varying
contention from 50% to 99%. In one, we set the read-only ratio and concurrency level with
the default values of 80:20 and 50 respectively. Figure 5.2a plots the number of aborts for
every 1000 transactions with increasing contention for both dynamic and static timestamp
ordering. Even for 20% write transactions, when the contention is at its highest, the fixed
timestamp ordering scheme has roughly 3 times more aborts for every 1000 transactions,
as compared to dynamic timestamping. Figure 5.2b compares the throughput of both
the techniques and we observe that dynamic timestamp ordering has significantly higher
throughput. In the second experiment with varied contention, the read-only ratio was
lowered to 50:50, while keeping the concurrency level to 50. Figures 5.3a and 5.3b
illustrate the results. As mentioned in the methodology, the throughput for dynamic
timestamp ordering is an upper bound, especially for higher read-only ratios.
In both Figures 5.2a and 5.3a, although both the techniques started with small abort
numbers on low contention, dynamic timestamp ordering results in significantly lower
number of aborts with the increase in contention. When contention is high, say 99:01,
99% of the transactions are trying to access 1% of data. Dynamic timestamp ordering
ends up accomodating more transactions for commitment due to its flexibility in shifting
the lowerbound and upperbound of commit timestamps for all contending transactions.
In case of statically assigned timestamps, conflicts arise since large number of transactions
are competing to access same set of data simultaneously and the timestamps are fixed,
leading to higher aborts.
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(a) Aborts (b) Throughput
Figure 5.4: Varying concurrency with 99% contention
Varying Concurrency
Next, the performance of the concurrency control protocols is analyzed under varying
concurrent number of transactions. The experiment is performed with the high contention
ratio of 99:01 and 80% read-only transactions. Figure 5.4 illustrates the results. When the
workload is highly concurrent (90 concurrent threads), fixed timestamp ordering has more
than 2x aborts compared to the number encountered with dynamic timestamp ordering.
This difference is seen because when many transactions are concurrently accessing small
set of data, the dynamic timetamping technique adjusts the commit timestamp bounds
of concurrent transactions, allowing many of those transactions to commit which would
have failed otherwise.
Varying Read-only ratio
In the next experiment, the performance of the concurrency-control protocols is ana-
lyzed under varying read-only transaction ratio. With 90% contention and 50 concurrent
threads, increase in the read-write transactions (decrease in read-only transactions) leads
to an increase in the number of aborts for both protocols. Figure 5.5a illustrates that in
the case of increased write transactions, there is high number of aborts for the default
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(a) Aborts (b) Throughput
Figure 5.5: Varying read-only ratio with 90% contention
pessimistic fixed timestamp ordering scheme as compared to the dynamic timestamp
ordering. Figure 5.5b captures the throughput for decreasing read-only transactions per-
centage from 90% to 10%. At 10% read-only transactions, fixed timestamp ordering is
performing slightly better compared to dynamic timestamp ordering due to the reduced
bookkeeping in the former approach. But with higher ratio of read operations, the aborts
decrease and throughput increases for both the techniques.
5.6 Related Work
Snapshot Isolation (SI) has been implemented in major database systems, like Oracle
and PostgreSQL. Fekete et al. [139] illustrated that SI does not provide serializability
and then subsequently Fekete et al. [140] studied the transaction patterns occurring in
SI violations. Various techniques have been proposed to make Snapshot Isolation seri-
alizable. Some of the techniques [140, 141] perform static analysis of application code
and detect SI violation patterns. The potential violations are translated into write-write
conflicts, which are then detected by snapshot isolation. However, these techniques are
limited in scope and cannot be applied to systems dynamically generating transactions.
Cahill et al. [142] develop a SSI (Serializable Snapshot Isolation) methodology to detect
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SI violations at run-time and implement the technique over existing snapshot isolation
providing database, BerkleyDB. CockroachDB’s technique for providing serializable snap-
shot isolation is inspired by a multi-version timestamp ordering [143] variant proposed
by Yabandeh et al. [144].
Various mechanisms have been proposed to reduce aborts in pessimistic as well as
optimistic concurrency control (CC) algorithms. For locking algorithms, variants of 2PL
such as Order-shared [145] locking, Altruistic Locking [96] and Transaction chopping [146]
techniques have been proposed to reduce aborts and achieve higher throughput. Recent
works [147] have also explored performing static analysis of application code to order
locking requests, such that lock contention is minimized.
Among the lock-free concurrency control schemes, many pessimistic, as well as opti-
mistic techniques employ timestamps to enforce serializable order. The timestamp allo-
cation may be done at the beginning or at the end of the transaction. If a transactional
operation violates the timestamp order, the transaction is aborted. Dynamic timestamp
allocation [148] schemes have been developed to allocate transactions dynamically, rather
than using a fixed timestamp allocation scheme. MaaT [37] employs dynamic timestamps
in a distributed setting. MaaT dynamically allocates logical timestamps during validation
phase and utilizes soft read and write locks to avoid locking of items during two-phase
commit (2PC) between the prepare and commit phase. Our proposed technique builds
on MaaT. Tic-toc [135] uses the idea of dynamic timestamp allocation in a single-server
setting. BCC [134] (Balanced Concurrency Control) defines essential patterns which
occur in non-serializable patterns in Optimistic concurrency control (OCC) algorithms.
Rather than aborting a transaction on detecting an anti-dependency, as in OCC, BCC
tracks dependencies to abort transactions only when these non-serializable patterns are
detected. Although a BCC like technique would reduce the number of aborts, it adds
extra overhead to track dependencies.
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Deterministic transaction scheduling [86] has also been proposed to eliminate transac-
tion aborts and improve performance under high contention. However, such techniques
need a priori knowledge of read-write sets and do not work in an ad-hoc transaction
access setting, like in CockroachDB.
CockroachDB’s [33] SSI technique employs timestamp allocation, is lock-free and can
support distributed transactions. Hence, dynamic timestamping proposed in MaaT is
a good fit for CockroachDB, since it is timestamp based and lock-free. The SI imple-
mentation in CockroachDB also provides a mechanism to push commit timestamps for
distributed transactions. However, this technique cannot be applied to the Serializable
variant in CockroachDB, SSI [149] (Serializable Snapshot Isolation).
5.7 Summary
Data access skew is an integral characteristic of modern web applications. A dynamic
timestamp ordering based concurrency-control scheme modeled on the MaaT protocol
is integrated in the transaction processing mechanism of CockroachDB, to improve its
performance under contention. Rather than allocating a fixed commit timestamp at the
start of the transaction, the commit timestamp is dynamically allocated, in such a way
that it can be best fit on a logical serializable timeline, based on conflicts on the items
accessed.
Initial results show that the integration of dynamic timestamp ordering in Cock-
roachDB leads to a decrease in the number of aborts, and a lower drop in throughput
in high contention settings. However, the extra processing needed to perform dynamic
timestamp allocation, and creation of transaction records for read-only transactions,
cause extra overhead.
Integrating dynamic timestamp ordering based concurrency-control in a fully-featured
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distributed database like CockroachDB, needed extensive changes at multiple layers. We
have implemented and evaluated the changes, and have open-sourced them on Github.
To the best of our knowledge, this is the first evaluation of dynamic timestamp allocation
technique in a commercial and production cloud database such as CockroachDB.
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Chapter 6
Data processing architecture for IoT
Applications
6.1 Overview
Internet of Things (IoT) applications like smart cars, smart cities and wearables are
becoming widespread and are the future of the Internet. Gartner has predicted [150]
that there would be 26 billion IoT devices by the end of 2020. These physical devices
touch many aspects of life, and have the potential to improve health, commerce and the
overall quality of our lives. One of the most challenging aspects for the IoT ecosystem is to
manage and get insights from data, which is being continuously collected and transmitted
from diverse sensors connected to physical devices [151].
IoT applications continuously collect and process the data received from these devices.
One of the major challenges for IoT applications is to efficiently store and process this
data. Some of the IoT applications might receive data from a diverse set of sensors. For
example, an app might collect both current traffic and weather data to route smart cars.
The second fundamental challenge for IoT applications is to integrate the data from a
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diverse set of sensors, so that decisions can be made. Third, the data from these diverse
set of sensors needs to be continuously monitored for detecting events and anomalies in
the physical environment, even in the presence of delayed or missing sensor data.
In this chapter, we focus on designing a data management architecture to efficiently
process and store the data for IoT applications. In the next chapter, we will tackle the
physical heterogeneity of the sensors and the need to support monitoring on uncertain
data from such diverse sensors.
IoT applications and workloads illustrate a wide range of variety in access methodolo-
gies. Such applications require to support a high update rate, to support the continuous
stream of incoming data from connected sensors, as well as demand real-time analytics
on the data being ingested. A heart-rate tracker is an example where continuous inges-
tion of data, as well immediate access to analytics on that data, is required, so that the
application can take actions based on the results of the analytics.
This chapter proposes a data-processing architecture to satisfy the diverse access
demands for IoT applications. We design a multi-representation architecture, and tailor
it to the need of IoT applications. The data transfer pipeline required to transfer the
data between the representations is completely removed, and a deterministic update
mechanism is employed to update the representations
6.2 IoT and Multi-Representation Architecture
The multi-representation architecture, described in Section 1.2.1 lends itself well to
IoT applications because of the variety of data processing needs of these applications.
The multi-representation architecture benefits from the different characteristics of diverse
engines. High frequency of incoming updates from connected sensors and simple look-ups
of recent values can be handled at OLTP engines like VoltDB, or key-value stores like
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Cassandra; continuous event detection can be processed using stream processing engines
like Storm; analytics can be performed on engines optimized for analytics, like Vertica
and Druid; and batch analytics could be performed by using processing engines such as
Spark [152].
However, the need of continuous ETL or CDC pipelines in multi-representation ar-
chitecture, needed to transfer data, is a big drawback for IoT applications. As IoT
applications have to support a very high rate of incoming data from connected sensors,
data transfer pipelines consume a high network bandwidth while continuously transfer-
ring the data. Additionally, the write-heavy workloads also pose a higher load to support
real-time analytics.
Another important characteristic of IoT applications is the need for periodically cal-
culating pre-defined aggregate values. For example, values from a heart-rate or blood
sugar-level monitor, might be used to calculate health indexes over a pre-defined past
interval and generate alerts if needed. Traditionally data management systems use mate-
rialized views to store such pre-defined aggregate values. The views can either be updated
asynchronously or synchronously with the update to the base data. If the view is updated
asynchronously, the view computation has to be delayed for the update to be applied to
the base data to decide on the order of updates. If the view is updated synchronously,
the footprint of the update transaction increases, which adversely impacts both system
throughput and latency.
To support IoT applications, we need an architecture which can still benefit from the
advantages of using different data processing engines, while removing the bottleneck of
continuous data transfer, and providing support for specialized IoT analytics like pre-
defined aggregates. IoT applications might have some dependencies between incoming
data from the sensors, but many updates are independent, and transactional data is
not the core characteristic of IoT applications. Because of this reason, and the need to
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support pre-defined aggregates and write-heavy workload, we do not employ the data-
movement pipeline in Janus, described in Chapter 2, which transfers data at scale, and
maintains transactional consistency of data. Based on IoT application characteristics,
we employ a solution, where we completely remove the need for data-transfer pipelines.
We propose a multi-representation based data processing architecture, where copies of
the data are stored in multiple representations. Storing data in different representations
will help perform the various update and analytics operations on the representations most
suited for them. All representations of the data are updated in a unified manner and
hence, completely removing the need to maintain micro-ETL and CDC data pipelines.
The different representations can be configured with different schemas to aid in specialized
analytical operations like pre-defined aggregates, employed by IoT applications.
A deterministic ordering scheme is employed to update the different data repre-
sentations, rather than updating the representation supporting updates, and then trans-
ferring the data between representations. One of the reasons for using micro-ETL and
CDC data transfer pipelines is that most systems providing transactional or single-item
update support are non-deterministic in nature. Hence, the insert, update and delete re-
quests are first sent to an update processing engine, where the operations are processed in
a particular order. The applied updates are then periodically transferred and ingested at
other datastores, which support read-only analytical queries. This ensures that the order
of updates is the same at all the datastores, and hence analytical queries would return
valid results. Non-determinism aids in achieving more concurrency as operations can be
processed in any order as long as the transactional or update semantics (serializability,
snapshot isolation, atomic updates etc) offered by the given data management system
are satisfied. But this leads to the bottleneck of using data transfer pipelines.
A deterministic ordering scheme is suited to IoT applications due to the nature of the
data. Many IoT applications either do not need any ordering guarantees, or the ordering
144
Data processing architecture for IoT Applications Chapter 6
is naturally enforced by the timestamp of the values. However, some IoT applications,
might receive data values (corresponding to a physical world state) from multiple sensors,
and resolve the final state by a last-writer like approach. In such cases, there is a need
for all the representations of the data to have the same final state. The deterministic
approach will guarantee that there is one global order enforced at all representations and
help in optimizing for latency by removing the data transfer pipelines.
Deterministic ordering has been previously proposed in partitioned [86] and main
memory databases [87, 153, 8] to increase performance by reducing aborts using a
pre-determined transaction order. We adapt the deterministic scheme to the multi-
representation architecture and IoT application characteristics, and use the determinis-
tic order to update the different representations of data. The order of updates will be
pre-decided by a sequencer layer and the requests and their corresponding processing
order will be then sent to all the data representations. As the update order is pre-
defined, each representation can update at its own rate. This allows the decoupling of
updates at multiple representations, while removing the need for data transfers between
the representations.
To support pre-defined aggregates, different representations may support different
schemas. One of the representations can store the entire copy of the data, whereas
another representation can be used to store schemas with attributes having aggregate
values of base data. Because of the properties of IoT data, and due to the deterministic
update mechanism providing a pre-determined update order, the aggregate computation
does not have to wait for updates to be applied to base data and can be updated separately
from the base data. The decoupling of the aggregate computation from the base data
provides the ability to reduce the latency of computation of pre-defined aggregates.
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6.3 Architecture
The system architecture is illustrated in Figure 7.2. The data processing architecture
comprises of two main components: the Execution Engine (EE) and the Data Storage
Layer (DSL). Values from IoT devices are aggregated by sensor aggregators and sent
to the application. The IoT application client sends the data management requests
(updating the collected data values as well as client read / analytical requests) to the
execution engine (EE), which processes the requests and sends them to the data storage
layer (DSL). The EE is also responsible for collecting the results of the reads and returning
them to the client.
The IoT application client operations are classified into two categories: write transac-
tions and read-only queries. Providing a transaction interface gives the IoT applications
the capability to express dependencies, such as values from multiple sensors which should
be ingested atomically. Independent events can be expressed as transactions comprising
a single operation. A characteristic of IoT applications is that the incoming values from
the sensors represent new values and do not depend on existing values as in traditional
databases. To model this aspect, each write transaction is comprised of blind writes. EE
is responsible for ordering the write transactions. EE sends the deterministic order and
the corresponding write transactions to the data storage layer.
A read-only query is specified to be executed at a particular representation. This
information is included in the query sent to the EE by the IoT application client. The
read-only query is expressed in the query language supported by the representation.
The data storage layer (DSL) stores the data in multiple representations, like row,
column, graph and streams. Each representation receives the update transactions as well
as read-only queries from the EE. Each representation is responsible for applying the
update transactions in the order specified by the EE. As the update order is pre-defined,
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Figure 6.1: System Architecture
each representation can update at their own rate.
Each representation can be integrated with a different existing data storage engines.
For example, MySQL can be used as one of the row representation and H-Store can be
used as another row representation. Neo4j can be used for graph-based representation.
Each representation can also have a different schema. This characteristic is essential
for taking advantage of different representations for efficiently calculating pre-defined ag-
gregates. One representation can store the entire base data, while another representation
might store attributes which are aggregates of base data values. As write transactions
contain blind writes, pre-defined aggregates and incremental view computation can be
computed directly on the aggregated data. The combination of different representa-
tions with different schemas and a deterministic update mechanism provides an efficient
mechanism to calculate pre-defined aggregates with low latency.
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6.4 Deterministic Update Mechanism
Deterministic scheduling is employed to update the data representations. EE receives
the transactional write requests from application clients and pre-determines the order of
transaction execution. Each representation then applies the transaction writes in the
order-specified by the EE. A limitation for the deterministic mechanism is that entire
read and write set of a transaction has to be known in advance. However, this aspect
does not affect IoT applications, since write transactions are blind writes and the entire
transaction (values to write) is known in advance. The deterministic update mechanism
comprises 2 stages: sequencing at the EE and applying the ordered updates at each
representation.
6.4.1 Deterministic Ordering at the EE
Write transactions are sent to the EE. EE comprises a sequencer component, which
determines the order of execution of the write transactions. Each write transaction is
assigned a monotonically increasing logical timestamp. The timestamp order assigned by
the sequencer is the transaction execution order. The pre-determined execution order is
then sent to each representation in the DSL. The sequencer uses a batching mechanism to
efficiently process the received write transactions, rather than sending each transaction
individually to the representations. In particular, the sequencer batches the received
transactions, orders them and then sends the batch to each of the representations.
To ensure that the sequencer is not a single point of failure and performance bottle-
neck, multiple machines are combined to create a highly available sequencer component.
As in [86], each machine shares the sequencing in a round-robin fashion, and is responsi-
ble for sequencing in the defined epoch period. Using multiple machines for the sequencer
helps in the efficiently handling a large volume of write requests.
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6.4.2 Applying the pre-determined order
Each representation receives a batch of update transactions from the EE. Each rep-
resentation is responsible for applying the update transactions in the order specified by
the EE. The sequencer sends batches of transactions to each representation. The size
of the transaction batch send by the EE is configured for the representations, which are
optimized for updates. Some of the data representations are optimized for analytics, and
might be overwhelmed by the continuous batches of write transactions sent to them. To
overcome this bottleneck, each representation has an additional level of batching to make
the writes to the representation more efficient. The batch size at each representation is
separately configured, based on the characteristics of the representation.
A challenging aspect of the deterministic scheduling is how to execute the sequence
of transactions in the given order efficiently. A naive technique is to use a single thread
to process the transaction batch. But this technique limits the throughput achievable
by the scheme on modern day multi-core processors. Existing deterministic schemes use
different mechanisms to apply the deterministic order in a multi-core setting. H-store [8]
partitions the data among the cores and each cores executes the transactions accessing the
data under its control, in a single threaded execution. However, the performance is highly
dependent on partitioning scheme, as any transaction accessing data across its partition,
will lead to stalling the execution to ensure the pre-determined order. Calvin [86] uses a
locking mechanism and a locking thread guarantees that access to the data is provided
according to the pre-determined transaction order. Bohm [87] is designed for a main
memory multi-version environment and divides the concurrency control and execution
steps. The concurrency control threads divide the data among them and pre-process
the transactions accessing the data under their control and create place holder versions
for the transactions to access. The execution threads also divide the data among them
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and execute the transactions, blocking when the place holder versions needed have not
been created yet. LADS [153] also pre-processes the transactions and examines the
transactions for their dependencies, and creates a dependency graph, which captures the
dependencies between all the operations (within a transaction and across transactions).
It then divides the dependency graph into different sub-graphs while minimizing the edge-
cuts among the sub-dependency graphs. The sub-graphs are then executed by different
worker threads.
The technique employed in the proposed multi-representation architecture has some
similarities to the one employed in LADS, but catered to workloads supported by the IoT
applications. The update component of each representation comprises a pre-processing
thread and multiple executor threads. To efficiently execute the transactions, the deter-
ministic schedule is applied in a multi-threaded environment in two phases.
Pre-Process
In the first phase, known as the pre-process phase, a transaction batch with a pre-
determined schedule is pre-processed to construct the dependency graph of transactions
within the batch. The dependency graph expresses the ordering dependencies between the
transactions present in a given transaction batch. The dependency graph is constructed
by the pre-processing thread at the granularity of the transaction batch. Transactions are
the nodes in a dependency graph. If any two transactions access a common data item,
then they are termed as dependent and the graph has a directed edge from the transaction
earlier in the schedule to the one later in the schedule. Each edge is also labelled with
the data item(s) causing the dependency. The dependency graph is then uniformly
partitioned (each partition gets the same number of vertices) into components known
as batch-partitions. Each batch-partition is then assigned to a different executor thread.
The number of batch-partitions can be configured. Since each partition is assigned to a
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different thread, a possible configuration is for the number of partitions to be set to the
number of cores in the machine.
Execution
In the second phase, known as the execution phase, multiple executor threads are
invoked to execute the different batch partitions. Before executing a transaction in the
assigned batch partition, the executing thread ensures that all the transactions corre-
sponding to the incoming edges of the transaction have been executed. Each thread
executes the batch partition assigned to it. After all the executor threads finish process-
ing, the next transaction batch can be processed.
The proposed technique is catered towards low conflict workloads like write trans-
actions among IoT applications. As opposed to LADS [153], we do not partition the
dependency graph for minimum edge-cuts. This would lead to stalls in a high conflict
setting, but in a low conflict setting, it reduces the time taken to partition the graph. As
we partition the graph dynamically for each batch, the proposed technique would bet-
ter utilize the CPU, as compared to static partitioning of the data among the threads,
employed in H-Store [8].
Representations supporting long running read queries, employ multi-versioning to
update the data in parallel. Ingestion of each transaction batch leads to the creation
of a new version. The entire transaction batch will be made atomically visible with the
creation of a new version. As each transaction comprises blind writes and the transaction
batch is made visible atomically, the execution phase for applying the deterministic order
at such representations is modified to only ingest the last value corresponding to a data
item. For executing a transaction in the assigned batch partition, the executor thread
does not have to wait for incoming dependencies of a transaction to execute. During the
execution of a transaction present in a batch partition, the executor thread first inspects
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the outgoing edges of the transaction. If there is an outgoing edge corresponding to write
of a data item, then that particular write of the data item is ignored. This ensures that
only the last write corresponding to each data item is executed. As the entire transaction
batch is made atomically visible, the values after the entire execution of the batch will
be consistent.
6.5 Application Scenarios
We now discuss some application scenarios for IoT applications to illustrate the ben-
efits of the system architecture presented.
Weather Monitoring: Consider a weather monitoring application which receives
data values corresponding to air pressure, temperature, humidity and wind speed from a
diverse set of sensors. The application can be used by clients to execute online queries co-
relating different data values, run prediction models and to view the current temperature
displayed on the application dashboard.
The proposed system architecture is well suited to such an application. One repre-
sentation can be a row-based representation backed by a relational engine like MySQL.
This representation will store the entire data (with timestamp as the primary key) and
will allow clients to write queries co-relating different weather statistics like wind, humid-
ity, temperature etc. The second representation will be used to maintain a pre-defined
aggregate like average temperature in a timestamp range (for example a range can be
equivalent to 10 readings in base data). The second representation can be updated di-
rectly without waiting for the updates to be applied to the first representation and then
calculating the average temperature over a range. The average temperature over the
most recent range will then be used to update the application dashboard. Since, the
second representation needs a simpler data model, we can employ a main memory store
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like Redis. A third representation can be used to store the entire data and will be used
to execute prediction models. Since, this representation is used to execute oﬄine jobs, it
can be backed by a data processing engine like Spark.
Smart City: Consider a future city with self driven cars. These cars are routed
based on the weather and traffic conditions, which are monitored using multiple sensors
placed between each set of intersections. There are multiple sensor devices on each such
road stretch, each sending traffic information and the current weather condition, along
with other statistics. The values are sent to the data management system for storage
and processing.
The multi-representation architecture can be used for data management of such an
application. One of the representation can be a row-based representation (a key-value
store like Cassandra can be used) which keeps the current traffic and weather reading
for each stretch of the road. This information is used by the application to route traffic.
Since, there are application components which query the data and use it to route the
traffic, the weather and traffic information is atomically ingested to make sure every
decision is made based on a consistent state. A second representation can be used to
store the average traffic values in a time-range. Since, the second representation needs a
simpler data model, we can use a main-memory store like Redis to store the aggregate.
A third representation stores the traffic information over last month and provides the
ability to run queries co-relating values at different times (a relational columnar engine
can be used). Since, different sensors send information related to the same stretch of
the road, a last writer like approach can be used to resolve conflicting values. The
deterministic ordering mechanism ensures that all representations write the data in the
same order, so every representation will return consistent results. The transactional
engine allows the weather and traffic information to be ingested atomically, and using the
different representations allows the data management system to handle diverse analytics
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and ingestion demands.
6.6 Related Work
Several academic and industrial solutions have been proposed in the past to tackle
heterogeneous data processing demands, some of which are akin to current IoT appli-
cation needs. A detailed discussion of many systems mentioned below is presented in
Section 2.7.
There have been several past attempts at using more than one representation for
specific needs [21, 43, 57]. Most of the systems target hybrid OLTP-OLAP workloads,
and either need a data transfer mechanism or synchronously update the data.
Main-memory database approaches have been proposed to satisfy both OLTP and
OLAP demands [56, 54, 59]. These systems also remove the need for data transfer
pipelines; by either using a single efficient representation [56, 59] or OS capabilities [54]
to separate transaction and analytics. However, these systems concentrate on OLTP
and OLAP workloads, and co-locate them. The multi-representation architecture on the
other hand, is a solution for diverse operations such as stream processing, graph-based
operations, pre-defined aggregates, online queries, batch-processing queries and provide
the ability to separate the processing of such diverse operations, while removing the need
for transferring data between the systems. SnappyDB [59] supports stream-processing, in
addition to enabling execution of OLTP and OLAP workloads in a main-memory setting,
but has to choose a single efficient representation for various needs.
The recently proposed Lambda Architecture[78] stores data in two layers, a batch-
ing layer (like HDFS) optimized for batch processing and a speed layer, like Apache
Storm [154], which processes data streams. However, such an architecture, only deals
with simple events and does not support updating multiple values atomically, and does
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not provide any ordering mechanism. Furthermore, it deals with stream and batch pro-
cessing operations, which are only a subset of diverse requirements of IoT applications.
6.7 Summary
IoT applications have diverse data processing needs; from high frequency update
support and event detection, to real-time and batch-analytics. We propose a multi-
representation based data processing architecture for supporting IoT applications. Data
is stored in multiple representations, and a deterministic ordering mechanism is used
to update the data, to remove the overhead of data transfer pipelines completely. The
proposed data processing architecture allows the ability to perform real-time analytics,
tackles diverse requirements of IoT applications, and reduces the latency of computation
of pre-defined aggregates.
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M-Stream: A Continuous
Monitoring Framework for
Uncertain and Diverse Sensor Data
7.1 Overview
With the proliferation of IoT devices, the IoT ecosystem comprises of multiple dif-
ferent physical devices transmitting diverse info about the surroundings. Although data
from these different devices might be disparate, it is related to the same physical environ-
ment. For example, in a smart home like setting, a surveillance camera and thermostat
placed in a room, send different physical attributes related to the same physical location.
More value can be extracted from these devices if the data from multiple diverse phys-
ical devices can be integrated [155]. One of the major challenges for IoT ecosystem is
to process and integrate data from heterogeneous IoT devices, which are collecting and
sending disparate data.
Multiple sensors might be transmitting different sensor values related to a physical
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event. In such cases, fusing data from multiple sensors gives higher confidence in detecting
a physical event. This is also referred to as Sensor fusion [156]. Some such examples can
be multiple camera sensors used to detect a person in smart homes like applications, or
tracking motion in sports analytics, or integrating data from multiple medical sensors
to monitor patients [7]. Additionally, an application should be able to fuse and take
decisions based on multiple values from the same sensor. For example, applications
collecting vibration data from sensors connected to turbines, want to detect an abnormal
vibration only when multiple values are above a threshold [157].
A core challenge faced by IoT applications is handling the underlying uncertainty of
the sensor data. Sensor data represents values observed at the devices, and attributes
through which we can study the properties of the physical environment related to the
sensor. However, the sensed data may have errors, due to the underlying device errors
or an error / failure in the communication pipeline. Additionally, sensor data being
processed might be delayed or missing due to network connectivity issues, failure of the
IoT devices, or due to energy saving mechanisms at IoT devices.
IoT applications also need to continuously monitor and gain real-time insights from
such uncertain sensor data. For example, detection of abnormal vibration in turbines
or monitoring medical data of a patient needs to be done continuously and in real-time.
Over the last decade, data management applications have employed stream processing
architectures [158, 159, 19, 18] for continuous real-time processing of data ingested from
multiple sources. However, these architectures have some bottlenecks for the IoT data
use-case. The push based processing model of stream processing does not fit well with
continuous monitoring requirements and the nature of the sensor data. As described
above, sensor data can be missing or delayed. Push-based architectures might delay or
block processing waiting for delayed or missing sensor data. From the IoT application
point of view, processing has to be performed in real-time. Furthermore, these architec-
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tures do not provide any abstractions to the application developer to express the inte-
gration of sensor data. Any logic for integration or expressing computation over missing
and delayed values from the sensors needs to be written by the application developer.
In this chapter, we propose solutions to effectively integrate and continuously monitor
uncertain and diverse sensor data. We first propose Model-based Operators (MBO),
as abstractions to the IoT application developer, to express integration of diverse sensor
data. Model-based Operators provide the ability to express the underlying uncertainty
of the data, and can integrate data in spatial, temporal or spatio-temporal domains.
We also propose a computation framework namedM-Stream, to perform continuous
monitoring of sensor data. M-Stream provides application developers the ability to use
model-based operators to define computations integrating multiple sensor and non-sensor
values. In M-Stream, these model-based operators are combined in the form of a dataflow
graph, which represents the data processing pipeline of the application. M-Stream con-
tinuously executes the model-based operator executions at a defined time interval, to
support continuous data processing and monitoring. M-Stream can deal with missing
or delayed sensor data, by relying on the model-based operators to express uncertainty
in the defined computation, and then utilizing the dataflow graph to ensure that the
uncertainty flows through the subsequent computations.
7.2 Designing Model-based Operators
There are many advantages of providing abstractions (model-based operators) to
integrate sensor and non-sensor data at the data management layer, rather than writing
the logic at the application layer. Offering the model-based operator abstraction at the
datastore layer provides the advantage of hiding the complexity of enforcing the guarantee
from the IoT application developer. This allows for better modularity and code re-use
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as multiple IoT applications can be built using model-based operator abstractions.
Model-based operators are abstractions to define computations, which are defined to
be executed successfully, with a certain confidence, based on the model specified by the
application developer. We now two present use-cases to show how model-based operators
can be in useful.
7.2.1 Use cases
Abnormal vibration detection can be encapsulated as a model-based operator execu-
tion. An abnormal vibration in a turbine is detected if a defined percentage of sensor
values in a given period are over a pre-defined threshold [157]. The sensor value thresh-
old, the time period and specified percentage for successful execution in this case, can
be seen as a model specified by the application developer. The operator is successfully
executed if the specified model is satisfied.
Another example of a model-based operation can be a decision to provide drug doses
to patients, based on multiple medical sensors calculating, blood pressure, heart rate etc.
The application can specify that a drug dose would be given only when the blood pressure
is over a particular threshold and heart rate is in a particular range. Such combination
of data from multiple sensors can help reduce the uncertainty of the detection and can
also hide the underlying errors in values coming from each individual sensor.
7.2.2 Challenges
There are multiple challenges in designing operators for integrating data from sen-
sors and in enforcing the designed model-based operator abstraction guarantee at the
datastore layer. We list and discuss some of the challenges below.
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• Exposing the right abstractions for Integration. One of the biggest chal-
lenges is to develop the right abstractions which can help in capturing the use cases
of integrating sensor and non-sensor data for IoT applications, and make it easy
for the developer to write the business logic.
• Delayed or Missing Sensor Values. The sensors continuously send the sensed
values to the data management system. But, as discussed above, due to network
connectivity issues, or intermittent failures at the sensors, some of the values might
be delayed or missing. However, the integration of sensor values needs to be done
in real-time, and the application can not wait indefinitely for the sensor values to
arrive. The defined abstraction should be able to handle the underlying uncertainty
of sensor data.
• Time Synchronization. While fusing data from multiple sensors, another chal-
lenge is determining which corresponding sensor values to fuse together. If each
sensor is synchronized and sending values at the same time, then sensor values with
the same timestamp can be fused or integrated together. However if the clocks at
sensors are not synchronized, then the integration of the values has to account for
the clock offsets. Can there be a model of integrating values from sensors which has
clock offsets as a parameter or employs some other form of time synchronization?
7.3 Model-based Operator Abstraction
Model-based operators provide the ability to integrate sensor data in both the spatial
and temporal domain. An IoT application developer should be able to express both
the integration of values from multiple sensors, as well as values from a single sensor
over a time period. In this section we introduce four different Model-based operators to
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integrate data over temporal, spatial, and spatio-temporal domains.
Temporal Model-based Operator
We first provide an abstraction to integrate the data from a single sensor in the
temporal domain, where a model-based operator T−MBO receives a set of values from
the sensor s in a time window [ts; tf ]. A model-based operator is said to be executed with
confidence c, if at least p percent of the values receiving from the sensor satisfy threshold
τ (based on operator σ). O = {o1, ..., on} is also a set of outputs of the model-based
operator, if the operator is considered to be executed successfully. The outputs can be
seen as analogous to writes of a traditional transaction.
Definition: A Temporal Model-based Operator is a tuple T−MBO =(s, V, ts, tf ,
T , γ, τ, σ, p, c, ϕ,O) where
1. s is a single sensor,
2. V ⊂ R is a set of (sensor) values,
3. ts and tf (ts ≤ tf ) are two real valued variables (time-points) representing the
boundary of time window,
4. T is a finite set of time-points where for each t ∈ T , ts ≤ t ≤ tf ,
5. γ : T → V is a partial mapping that assigns value to time-points,
6. τ ∈ R is a threshold,
7. σ ∈ {<,>,≤,≥,=, 6=} is an inequality operator,
8. p, c ∈ [0, 1] ⊂ Q are the percentage and confidence,
9. ϕ is a (user-defined) mapping that returns confidence c based on the time-points
T , mapping γ, threshold τ , operator σ and percentage p, and
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10. O is a set of outputs.
For example, in case of vibration detection use-case described earlier, the application
developer wants the detection to be made based on values received from a single sensor
over a time period. Consider a time window [1, 9], and set of time-points T = {2, 4, 6, 8}
where γ(2) = 5, γ(4) = 7, γ(6) = 10, and γ(8) = 6 are the received values. Let threshold
τ = 8 and operator “<” says that a sensor value satisfies the threshold if it is less than
the threshold. Let p = 0.7 and function ϕ returns |V |<τ|T | (ratio of values that satisfy the
threshold τ to the number of time-points) as the confidence. Here, since in 0.75 of the
time-points (time-points 2, 4, and 8) the threshold condition is satisfied, the model-based
operator executes successfully and ϕ also return 0.75 as the confidence. The definition of
ϕ given here, is one way of computing the confidence. Applications might use a different
definition based on the context.
Spatial Model-based Operator
The next model based operator is defined to integrate data over the spatial domain.
For integrating over the spatial domain, we want the ability to integrate the values from
multiple sensors. Values from different sensors can represent values from different related
locations, like soil moisture readings from different locations in a farm. Alternatively,
they might provide information about different physical attributes of a single location. An
example of this case is multiple sensors in a room, sending temperature, humidity and air-
pressure respectively. Another example of integrating data from multiple sensors in the
scenario with medical dataset explained above. Data from sensors sending information
patient’s blood pressure, heart rate, insulin level etc, might be integrated to perform
continuous health monitoring and administer medicines.
The system is composed of n sensors, s1, s2, ..., sn. Each sensor si has a value
associated with it, vi, which is emitted periodically. A spatial model-based operator
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S−MBO is said to be executed with confidence c, if at least p percent of the n sensors
values satisfy their defined thresholds. Note that spatial model-based operators can fuse
non-sensor inputs with sensor inputs as well. A non-sensor input such as a data-item
with key k and value val can be represented as input from sensor k with value val.
Definition: A Spatial Model-based Operator is a tuple S−MBO = (S, V, γ, T, τ, σ, p, c, ϕ,O)
where
1. S is a set of sensors,
2. V ⊂ R is a set of (sensors) values,
3. γ : S → V is a partial mapping that assigns values to sensors,
4. T ⊂ R is a set of thresholds,
5. τ : S → T is a total mapping that assigns thresholds to sensors,
6. σ : S → {<,>,≤,≥,=, 6=} is a total mapping that assigns operators to sensors,
7. p, c ∈[0, 1] ⊂ Q are the percentage and confidence,
8. ϕ is a (user-defined) mapping that returns confidence c based on sensors S, map-
pings γ, τ , and σ, and percentage p, and
9. O is a set of outputs.
Spatio-Temporal Model-based Operators
The last two model based operators are defined to integrate data over both spatial
and temporal domain where the system is composed of n sensors, s1, s2, ..., sn and each
sensor si has a set of values vi1, vi2, ..., vim over m time-points. We define two different
operators ST−MBO and TS−MBO where in ST−MBO we first integrate data over
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Figure 7.1: Spatio-temporal Operators
spatial domain and then over temporal domain, and in TS−MBO we first integrate data
over temporal domain and then over spatial domain.
In ST−MBO, as can be seen in Figure 7.1(a), a user-defined function ψ integrates
data in each time-point ti and returns some value vi. Then similar to the temporal
model-based operator, the operator is said to be executed with confidence c, if at least p
percent of the values returned by the function ψ satisfy threshold τ (based on operator
σ).
Definition: A Spatio-Temporal Model-based Operator is a tuple ST−MBO =(S, V, ts, tf ,
T , γ, τ, σ, P, c, ψ, ϕ,O) where
1. S is a set of sensors,
2. V ⊂ R is a set of (sensor) values,
3. ts and tf are two real valued variables (time-points) representing the start and the
end of the time window,
4. T is a finite set of time-points where for each t ∈ T , ts ≤ t ≤ tf ,
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5. γ : S × T → V is a partial mapping that assigns a value to each sensor at each
time-point,
6. τ ∈ R is a threshold,
7. σ ∈ {<,>,≤,≥,=, 6=} is an inequality operator,
8. p, c ∈ [0, 1] ⊂ Q are the percentage and confidence,
9. ψ is a (user-defined) mapping that aggregates values in each time point and returns
a single value,
10. ϕ is a (user-defined) mapping that returns confidence c based on the mapping ψ,
threshold τ , operator σ and percentage p, and
11. O is a set of outputs.
In TS−MBO, as can be seen in Figure 7.1(b), we assign a separate threshold and
percentage to each sensor and similar to temporal operator compute a value corresponding
to each sensor using the user-defined function ψ. These confidences then aggregate
over the spatial domain using another user-defined function ϕ that returns a value for
confidence c.
Definition: A Spatio-Temporal Model-based Operator is a tuple TS−MBO =(S, V, ts, tf ,
T , γ, T, τ, σ, P, c, ϕ, ψ,O) where
1. S is a set of sensors,
2. V ⊂ R is a set of (sensor) values,
3. ts and tf are two real valued variables (time-points) representing the start and the
end of the time window,
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4. T is a finite set of time-points where for each t ∈ T , ts ≤ t ≤ tf ,
5. γ : S × T → V is a partial mapping that assigns a value to each sensor at each
time-point,
6. T ⊂ R is a set of thresholds,
7. τ : S → T is a total mapping that assigns thresholds to sensors,
8. σ : S → {<,>,≤,≥,=, 6=} is a total mapping that assigns operators to sensors,
9. P : S → [0, 1] ⊂ Q is a total mapping that assigns percentage to sensors,
10. c ∈ [0, 1] ⊂ Q is the confidence,
11. ψ is a (user-defined) mapping that returns a value (confidence) for each sensor
based on mappings γ, τ , and σ, and percentages P ,
12. ϕ is a (user-defined) mapping that aggregates values from different sensors (resulted
from ψ) and returns a confidence value c, and
13. O is a set of outputs.
7.4 M-Stream Design
M-Stream is a computation framework, which aims to provide the IoT application
developer, the ability to efficiently and easily write the business logic of the application,
define computations on continuous streams of data, and be able to handle the underlying
uncertainty of the data. First, we given an overview of how the M-Stream framework
combines the model-based operators to design a computation pipeline for continuous
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data processing and monitoring of IoT applications. An instance of M-Stream is then
described to illustrate its working.
7.4.1 M-Stream Overview
M-Stream is a computation framework, designed to support the continuous real-time
data processing and monitoring needs of IoT applications. M-Stream employs the model-
based operation abstraction to integrate sensor and non-sensor data, and provides the
ability to combine the defined model-based operation executions in a data processing
pipeline, to represent the computational needs of IoT applications. To support the re-
quirement for continuous data processing, M-Stream employs a continuous processing
model to compute the model-based operations periodically after a defined time period.
M-Stream combines the continuous processing model with the traditional push-based
stream processing model to perform computations. M-Stream is designed to be fault-
tolerant, to be able to deal with missing or uncertain sensor data. It utilizes the confidence
in the computation of model-based operations to capture the uncertainty of the data and
the decisions made. M-Stream also provides the ability to integrate a prediction model
within the data processing pipeline.
We now illustrate how M-Stream operates. First, the computation model of M-Stream
is discussed briefly. Then, we abstractly describe the integration of the model-based
operations within M-Stream’s computational model. We then discuss how M-Stream
can be integrated with a statistical prediction model to handle missing or delayed sensor
values.
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Figure 7.2: M-Stream’s computational model: Dataflow architecture employing mod-
el-based operator abstraction
Computational Model
The data management pipeline in M-Stream consists of incoming values from multiple
sensors, and persistent sources like datastores. The pipeline can be represented as a
directed acyclic graph of computation. Each node in the graph represents a computation.
For now, lets assume that each computation is represented by a model-based operator.
Each node has incoming and outgoing edges. The incoming edges are inputs to the model-
based operator, which can be inputs from the sensors or inputs from other model-based
operators. The outgoing edges are the outcome of the model-based operations, including,
whether the model-based operation is successful and the confidence in its success.
Figure 7.2 illustrates a dataflow graph architected using model-based operators. mo1,
mo2 andmo3 represent model-based operators. v1..vn+1 represent inputs from the sensors
s1, .. sn+1 respectively. ds is a datastore which stores some key and value data items. x
and y are two such items. x is an input to mo3, and y is an output of mo3. c1, c2 and c3
represent the confidence of the model-based operator executions.
Each model-based operator can be performing either a spatial, temporal or a com-
bined spatio-temporal integration of sensor values. Each model-based operator is com-
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puted continuously after a defined time period. The periodic computation is performed
to support the continuous data processing and monitoring needs of IoT applications.
Once all the inputs to the model-based operator arrive, and after the pre-defined period,
the model-based operator is executed. Once the operator is computed, the confidence in
the operator execution is produced as output. This can be an input to other model-based
operator executions. Additionally, the operator execution can have other outputs, like
writing to a persistent datastore. The reading and writing from the persistence store can
be executed as a transaction, to ensure that other concurrent operations accessing the
datastore have not modified the accessed items. Some of the applications might require
transaction isolation guarantees for their reliability. For ensuring that corresponding val-
ues are fused together, M-Stream checks the timestamps corresponding to sensor values,
and ensures that the values fused together are not more than a defined delta time period
apart. M-Stream does not deal with time synchronization, and assumes an outside en-
tity is responsible for this purpose. If the timestamp corresponding to the sensor value
being fused, is more than delta apart from the timestamp of the data fusion, the value
is considered to be missing, and is treated as defined in the section below.
In Figure 7.2, mo1 integrates values from sensors s1, .. sn and outputs the confidence
of the outcome, c1 as output. mo2 integrates the value from sn+1 and outcome of mo1,
and outputs the confidence of the outcome of the execution, c2. mo3 integrates a non
sensor output, with the confidence of the outcome of mo2. If mo3 succeeds, which is
determined by the thresholds specified in the abstraction defining mo3, then data item y
will be updated in the datastore ds.
Delayed or Missing Sensor data
As described earlier, one of the major challenges for sensor data integration is that
some of the values needed for integration of sensor values can be delayed or missing.
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As M-Stream employs model-based operators to encode the computations needed by the
applications, it is well suited to handle delayed or missing sensor data. The confidence of
the model-based operator execution can be used to reflect the uncertainty of the underly-
ing data and decisions. For example, suppose the t-MBO operator temporaly integrates
data from sensors, s..1, ..s..n. Consider the confidence being computed as a function
returning the ratio of sensor values that satisfy the threshold to the number of values
fused together. If at the time of a periodic t-MBO computation, the value from sensor si
is missing, or reflects a stale value (based on the delta time period specification by the
application developer), then the model-based operator can continue processing assum-
ing that si does not satisfy the threshold specified for the successful operator execution.
Even if the execution is successful, the reduced confidence of the operator execution will
reflect the increased uncertainty in the occurrence of the physical event represented by
the defined t-MBO.
Additionally, statistical prediction models can also be used to help in dealing with
missing or delayed values. A prediction model can be used to predict any missing input to
the node at a particular timestamp, with a probability. If some of the values are missing
or delayed, and do not arrive up-to a defined grace period after the periodic computation
interval, the operator is executed using the predicted values. The estimation of the
predicted value being above or below the threshold (returned by the statistical model)
defined in the model-based operator definition, is then integrated in the confidence of the
execution. If the prediction model reflects that there is a low probability of a missing
input to satisfy the threshold condition in the model-based operator execution, then the
confidence of the operation execution will reflect that.
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Figure 7.3: An instance of M-Stream’s dataflow for Patient Monitoring
7.4.2 An Instance of M-Stream
Figure 7.3 shows an instantiation of M-Stream for patient monitoring in a futuristic
setting. The setting is similar to the one envisioned by other works handling healthcare
data [7, 160]. Sensors connected to the patient continuously send information such as
blood pressure, PAP, heart rate and other metrics, which has to be continuously mon-
itored, and is used for administering drugs and raising alerts and notifications. The
application developer can use a model-based operator to integrate the data from these
sensors, and based on thresholds decide the confidence in administering the drug (mon-
itor operator in the figure). The drug administer operator takes the confidence of the
prediction, and the last time the medication (and any medication which should not be
administered together with this medication) was given an input, and decides whether the
drug should be administered. The medication datastore is then updated. Note that there
might be other dataflows monitoring other parameters, and writing to the medication
datastore. Hence, the drug administer operation should be executed with transaction
isolation guarantees. Secondly, we have to ensure that even on failures, “exactly-once”
guarantee of execution is provided. Since, the sensors might fail or have delays in sending
data, each computation can access a prediction model, which can be used to predict the
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missing or delayed values, and execute the defined operations periodically in spite of such
errors. Both the monitor and drug administer operators also output the confidence of
their execution. This confidence is used as input to other operators, which ensures that
underlying uncertainty in the sensor data flows through the graph.
7.5 Related Work
Traditional database systems expose transactions [161] as abstractions to the applica-
tion developer. The application developer can express that an event would be considered
to be executed only if all the sub-events comprising the transaction take place atomically.
Stored procedures [162] are used by developers to express a set of functions to be executed
on the data. They allow the application developer to express the business requirements,
and consolidate logic and computations at the data management layer. Triggers [163]
in databases allow a set of functions to be executed, in response to a certain event, like
data insertion. Model-based Operators, like stored procedures and triggers, are executed
given that a set of defined conditions are met, and allow for code-reuse, ease in pro-
gramability, and pushing the computation to the data management layer. However, each
model-based operator execution also outputs a confidence in the execution, to reflect the
uncertainty of the underlying data. Model-based Operator abstraction is designed to deal
with uncertain data, to cater to IoT applications, and does not need any specifications
to be provided if the data is missing or delayed. Confidence of computation can used to
reflect the uncertainty of the data, which can be utilized by combining the model-based
operators, as done in M-Stream.
Stream processing architectures [158, 18, 19] have been employed to perform contin-
uous real-time data processing. Stream processing architectures like Storm [19] use a
dataflow architecture and push-based processing, to perform computation and push the
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results, once the data arrives. M-Stream builds on the stream-processing model and de-
fines each node in the dataflow graph to be executed at defined time periods, so as to not
block for missing or delayed sensor values. And each computation node in the dataflow
graph is expressed using a model-based operator. M-Stream can be implemented over
the top of existing open-source distributed stream-processing architecture like Storm, as
to reuse the basic dataflow constructs and communication between components. Archi-
tectures to combine traditional transaction processing and stream processing have been
proposed as well [164]. Like the traditional stream processing architectures, they are not
suitable for handling the underlying uncertainity of sensor data.
Previous work in the context of wireless sensor networks, have proposed techniques
for probabilistic event detection [165], efficient data collection [166, 167] and approximate
querying over sensor data [168], to reduce communication with sensor devices for energy
efficiency. M-Stream is build for an environment where sensor data is being continu-
ously transmitted and collected, but can be delayed or missing. Some of the proposed
probabilistic models [168, 169] could be used to design Statistical models in M-stream,
to provide probabilistic values of missing data, which can be utilized in model-based
operator executions.
7.6 Summary
IoT applications need to continuously monitor incoming data from a diverse set of
sensors, and handle the uncertainty of sensor data. We propose the initial design of M-
Stream, which is a novel computation framework, to enable continuous monitoring and
real-time data-processing of sensor data. M-Stream can enable the developers to em-
ploy a continuous monitoring architecture, by combining model-based Operators, which
are abstractions to the application developer to express computation over sensor data.
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Model-based operators can handle the uncertainty of the sensor data, by allowing the
developer to express the computation to be successful, based on a subset of conditions
expressed over spatial and temporal domains. The developer can also define a function
to compute the confidence in each model-based operator execution, which can reflect
the errors or uncertainty in the data fused in the operator execution. M-Stream com-
bines these operators in a dataflow graph, with each node of the graph expressing the
computation as a model-based Operator.
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Part IV
Concluding Remarks
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Chapter 8
Conclusion and Future Work
Data variety is a core challenge posed by modern-day data-intensive applications. In this
dissertation, we have proposed solutions for tackling diverse challenges posed by variety
of the data, workloads processing such data, and heterogeneity in the data infrastruc-
ture supporting the processing. Specifically, we tackle problems related to variety of
structure and access workloads, distribution heterogeneity within workloads, and physical
heterogeneity and data processing variety of IoT applications.
Variety in structure of the data and diverse access methodologies is one of the essential
elements of the data management ecosystem. This variety in structure and the different
accesses, has resulted in heterogeneity at the data infrastructure level. Applications now
employ a multitude of data management systems with different underlying representa-
tions for their data processing needs. The resultant multi-representation architecture can
individually cater to many workloads, but has many challenges. This dissertation tackles
some of these challenges and proposes solutions: 1) to provide support for consistent
real-time analytics while supporting a high throughput of transactions, and 2) defining
consistency semantics in a multi-representation architecture setting.
In this dissertation, we propose Janus, a hybrid multi-representation cloud datastore,
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to efficiently support both transactions and diverse, consistent real-time analytics. Janus
uses multiple representations to support a high throughput of transactions, as well as
support diverse real-time analytics. Transactions and analytics are executed on different
representations, but the novel data-movement pipeline in Janus guarantees that each
analytical query observes the same order of transaction execution, and does not observe
the partial impact of any transaction. Janus is a cloud datastore and supports large-scale
data via partitioning, and allows distributed transactions as well as different partitioning
strategies, to support diverse characteristics of representations. Experiments on AWS, a
public cloud platform, demonstrate that Janus can support consistent real-time analytics
at scale.
For better understanding of consistency semantics over heterogeneous data represen-
tations, we propose Typhon, which defines a formal consistency model for data split
across representations. The consistency model in Typhon uses a notion of entities for
relating data items and defines dependencies at the granularity of an entity. These
dependencies capture the happens-before relationships for accesses to data across repre-
sentations. The model is integrated with the traditional conflict-graph model, and can
be used to analyze the consistency guarantees provided by existing protocols. We also
design a protocol, Cerberus, which enforces the implicit-casual dependencies introduced
in Typhon. Cerberus operates in a single-entity transaction model, which is ideal for
social media and other such applications, which require consistency guarantees at the
granularity of an entity, but do not want to employ a general purpose transaction model
across their entire dataset. We perform extensive experimental evaluation to demon-
strate that Cerberus is scalable, and offers a practical solution for providing consistency
in a multi-representation setting. It can prevent consistency violations by only adding a
small performance overhead, as compared to a solution providing no consistency guaran-
tee across multiple representations.
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To deal with distribution heterogeneity within the workloads, this dissertation stud-
ies the impact of workloads with skew in access distribution (high contention), and
operation-type distribution (read-heavy). The impact of such workloads is studied in the
context of a distributed database setting in CockroachDB, an open-source distributed
database, which supports large-scale data processing via data distribution and repli-
cas, which are synchronized using a consensus layer. We propose protocols to scale
read-heavy workloads in consensus protocols like Raft. Evaluation results demonstrate
that the proposed strongly-consistent quorum reads, and their combination with existing
leader-replica based reads, leads to an improvement in both throughput and latency, and
provides a configurable trade-off between read and write latencies. For supporting high
contention in a distributed OLTP database, we integrate an existing dynamic timestamp
allocation scheme in CockroachDB. To the best of our knowledge, this is the first study
of dynamic timestamp allocation like technique in an open-source commercial database
like CockroachDB. Initial results bring out the performance improvements of using dy-
namic timestamping under high contention, and the overheads which need to be tackled
to deploy such solutions in production settings.
This dissertation also analyzes the issue of variety in the context of IoT applications,
which have to handle both the physical heterogeneity of diverse sensors, which capture
the different elements of the physical environment, as well as different data processing
needs. We propose a multi-representation architecture catered to IoT applications, which
removes the data transfer pipeline, in order to better support IoT workloads. Using
deterministic scheduling to update all the representations ensures that data transfer
pipelines are not needed. The resultant architecture can support computation of pre-
defined aggregates with low latency, by separating their update processing from the
update to base data, and by using different schema for the representation supporting the
aggregate storage and computation.
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We finally present the initial design of M-Stream, a computation framework for mon-
itoring uncertain and diverse sensor data. Model-based operators are proposed as ab-
stractions to the IoT application developer, to spatially and temporally integrate sensor
data. A model-based operator execution also expresses the underlying uncertainty of
integrated data. The proposed design of M-Stream combines the model-based operators
in the dataflow graph, and employs a continuous processing model to cater to monitoring
requirements of IoT applications. We illustrate the utility of the architecture, by describ-
ing some application scenarios, and demonstrating how M-Stream, and the underlying
model-based operators, can be used to architect a real-time monitoring pipeline.
8.1 Future Work
This dissertation presents solutions to critically understand and tackle several dif-
ferent problems related to data variety. There are still many problems that need to be
addressed, to efficiently cater to an increasing set of variety challenges posed by modern-
day applications.
Query execution in multi-representation architectures poses several novel challenges.
Currently, even when multiple representations are employed, the application developer
has to choose between the different representations, either at the granularity of the access
workload or for each query. However, this decision might not be always trivial. Apart
from the consistency trade-offs between primary and secondary representations, the most
efficient representation in terms of execution time might not be easy to choose. Further-
more, for larger queries, executing part of the query at different representation might be
beneficial. A possible line of research is to analyze and use traditional query optimiza-
tion [170] like techniques for choosing the best representation for an incoming query, or
break the query into different fragments, to be executed at different representations.
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We propose Typhon, which defines implicit causal guarantees for transactions access-
ing data across representations. The consistency model in Typhon is valid for general-
purpose transactions, where each transaction accesses data related to multiple entities.
Cerberus presents a protocol in the single-entity transaction model, allowing it to of-
fer a practical solution for applications which require guarantees only at the granularity
of an entity. However, some applications might need to support transactions accessing
more than one entity across representations. A future line of research is to evaluate
and study applications with such requirements, and attempt to build protocols to pro-
vide Typhon’s consistency guarantees in a general transaction model. Analysis needs to
be done to evaluate whether the resultant protocol(s) can provide such guarantees at a
lower cost, as compared to approaches providing global serializability across all the data
representations.
This dissertation proposes and studies separate solutions for tackling read-heavy and
high-contention workloads respectively. The strongly-consistent quorum reads operate
at the consensus layer, and enables reading the latest value without going to the leader.
For supporting high contention transaction workloads, we integrate dynamic timestamp
allocation at the concurrency-control layer. The two proposed solutions can be integrated
to offer a solution which can address both aspects of distribution heterogeneity together.
Both proposed solutions are compatible as well. Transactions in CockroachDB currently
perform read at the lease-holder replica. However, after the integration of the two solu-
tions, multiple reads of the transaction can be performed from non-lease holder nodes.
Dynamic timestamp ordering technique allocates the commit timestamp at the end of
the transaction, and can verify whether versions read at non-leader nodes are still valid.
In the line of research for handling the physical heterogeneity of IoT applications,
the next step is to build and implement M-Stream. M-Stream can be implemented on
top of a stream-processing engine like Storm. Model-based operators can be built using
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bolts (execution nodes), and incoming sensor data could be ingested into the system
using Kafka [44] queues and spouts (data generation nodes). Additionally, the under-
lying model-based operator abstraction can be explored further. The current design of
the abstraction is well suited to event detection, which is a common scenario for IoT
applications. Further work needs to investigate whether more generic operators can
be defined, which can model statistical aggregation like use-cases. For such cases, the
confidence function could be expressed by providing confidence intervals for aggregate
output values, rather than the current form of model-based operator execution, where
the confidence is expressed as a single value between 0 and 1.
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