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Abstract— The common definition of modal participation
factors was intended to provide a measure of participation
of modes in states and of states in modes for linear time-
invariant (LTI) systems. In this paper, recent work by the
authors that revisited this common definition is extended to
yield definitions and calculations for quantifying the relative
contribution of system modes in system outputs. When the
system outputs are simply the system states, the mode-in-output
participation factors are found to reduce to the original mode-
in-state participation factors. A numerical example is given to
illustrate the issues addressed and the results obtained.
I. INTRODUCTION
The concept of modal participation factors is an impor-
tant component of the Selective Modal Analysis (SMA)
framework introduced in [7] and [9]. Participation factors
provide a mechanism for assessing the level of interaction
between system modes and system state variables for linear
systems. They have been used for stability analysis, sensor
and actuator placement, order reduction, and coherency and
clustering [7], [9], [8], [2], [3].
In their study of modal participation factors, the authors
of [7] and [9] selected particular initial conditions and
introduced definitions of mode in state and state in mode
participation factors using those initial conditions. Based
on their selected initial conditions, the authors of [7] and
[9] gave a single formula for both mode in state and state
in mode participation factors. Until recently, it has been
routinely taken for granted that the measure of participation
of mode in state is identical to that of participation of states
in modes. However, the recent work [4] presented a new fun-
damental approach to modal participation analysis by using
averaging over an uncertain set of system initial conditions.
Based on this new approach, it has been shown in [4] that
participation of modes in states and participation of states in
modes should not be viewed as interchangeable and a new
formula for measuring the participation of states in modes
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was proposed. Furthermore, the formula for participation
factors measuring participation of modes in states based on
the averaging approach taken in [4] was found to coincide
with the commonly used formula originally introduced in [7]
and [9].
Previous work on participation factors [7], [9], [1] and [4]
has focused mainly on participations associated with the state
variables of linear time-invariant systems. In many practical
situations, not all system states are available for measurement
and only system outputs can be measured. The goal of
this paper is to develop a notion of participation factors
measuring the participation of system modes in system
outputs. Such a notion can be useful in applications such
as system monitoring, actuator placement, clustering studies,
detection of closeness to instability and local and coordinated
control design.
Other related concepts have been considered in the litera-
ture. For example, the concept of “mode observability factor”
and transfer function residues introduced by [5], were used
to determine the most suitable location for installing power
system stabilizers. In [6], a concept of “extended eigen-
vector” was introduced and used to identify the dominant
output variable associated with a critical mode. However, a
drawback of using these definitions is that they do not reduce
to the conventional state participation factors when the output
is simply a state variable.
Motivated by the discussion above, we focus on defining
a notion of output participation factors for continuous-time
LTI systems
ẋ(t) = Ax(t), (1)
y(t) = Cx(t), (2)
where x ∈ Rn is a vector of states, y ∈ Rm is the vector of
outputs, A is a real n × n matrix and C is an m × n matrix.
This paper continues our previous work [4], and the
approach taken here follows that in our previous work [1],
[4]. In this approach, participation factors are formulated as
the average relative contribution of modes in outputs over an
uncertain set of system initial conditions. The new definition
proposed here has the desirable property that it reduces to
the original state participation factors definition when the
outputs are simply the system states.
The paper proceeds as follows. In Section II, the origi-
nal definition of participation factors [7], [9] and the new
definitions of participation factors [1], [4] are recalled. In
Section III, the definition and calculation of participation of
modes in outputs are given. In Section IV, a mechanical
system example is provided to illustrate the effectiveness of
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the developed theory. Conclusions and suggestions for future
work are collected in Section V.
II. BACKGROUND AND MOTIVATION
In this section, the definition of participation factors for
linear systems are recalled from [7], [9], [1] and [4]. Consider
the linear time-invariant continuous-time system
ẋ = Ax(t), (3)
where x ∈ Rn, and A is a real n × n matrix. In the
previous studies [1], [4], [7], [9] and in this paper, the
blanket assumption is made that A has n distinct eigenval-
ues (λ1, λ2, . . . , λn). Let (r
1, r2, . . . , rn) be right (column)
eigenvectors of the matrix A associated with the eigenvalues
(λ1, λ2, . . . , λn), respectively. Let (l
1, l2, . . . , ln) denote left
(row) eigenvectors of the matrix A associated with the
eigenvalues (λ1, λ2, . . . , λn), respectively. The right and left
eigenvectors are taken to satisfy the normalization,
lirj = δij , (4)
where δij is the Kronecker delta:
δij =
{
1, i = j
0, i 6= j
.
The solution of the dynamic system (3) satisfying the
initial condition x(0) = x0 is
x(t) = eAtx0. (5)
Since the eigenvalues of A are assumed distinct, A is similar












A. Original definition of participation factors
In order to determine the relative participation of the i-th
mode in the k-th state, the authors of [7] and [9] selected
an initial condition x0 = ek, the unit vetor along the k-th





















are taken in [7] and [9] as measures of relative participation
of the i-th mode in the k-th state; pki is defined in [7] and
[9] as the participation factor for the i-th mode in the k-th
state.
On the other hand, the relative participation of the k-th
state in the i-th mode is investigated in [7] and [9] by first
applying the similarity transformation
z := V −1x, (10)
to system (3), where V is the matrix of right eigenvectors of
A :
V = [r1 r2 · · · rn] (11)

















Then z follows the dynamics
ż(t) = V −1AV z(t)
= Λz(t), (13)
where Λ := diag(λ1, λ2, . . . , λn), with initial condition
z0 := V −1x0. Hence, the evolution of the new state vector




λit = lix0eλit. (14)
Obviously, zi(t) represents the evolution of the i-th mode.
To determine the relative participation of the k-th state in
the i-th mode, the authors of [7] and [9] selected an initial
condition x0 = ri, the right eigenvector associated with λi.



























as a measure of the relative participation of the k-th state
in the i-th mode. Note that this is the same formula as (9)
which was proposed as a measure of participation of modes
in states.
B. Recently proposed new definition of participation factors
The authors of [1] and [4] presented a new approach to
defining modal participation factors for the linear system (3).
This approach involves taking an average or a probabilistic
expectation of a quantitative measure of relative modal
participation. The average is performed with respect to all
possible values of the initial state vector and is assumed to
be unknown but to lie in a known set or satisfy a known
probability distribution.
Since (9) and (16) provide identical formulas for participa-
tion of modes in states and participation of states in modes,
respectively, the same notation pki was used for both types
of participation factors and the participation of modes in
states and the participation of states in modes have been
viewed as interchangeable. However, the recent work of [4]
demonstrated through simple examples that the participation
of modes in states and the participation of states in modes
should not in fact be viewed as interchangeable and the origi-
nal state-in-mode participation factors formula is inadequate.
Moreover, the authors of [4] proposed a new definition and
957
calculation to replace the existing state-in-mode participation
factors formula, while the previously existing participation
factors formula should be retained but viewed only in the
sense of mode-in-state participation factors.
Next, we recall from the previous work in [1] and [4] the
new definitions of mode-in-state and state-in-mode partici-
pation factors. Denote by “E” the expectation operator. The
general definition for the participation factor pki measuring







where the expectation is evaluated using some assumed joint
probability density function f(x0) for the initial condition
uncertainty. Under the assumption that the initial condition
components x01, x
0
2, . . . , x
0
n are independent with zero mean,






which is the same expression originally introduced by [7],
[9] for the participation of the i-th mode in the k-th state.
For a complex eigenvalue λi, the mode can be viewed
as consisting of the combined contributions from λi and its
complex conjugate eigenvalue λ∗i [4]. In this case, an alter-
native expression for the participation factor of a complex






The participation factor measuring contribution of the k-th






























, if λi is complex
(20)
whenever this expectation exists. Note that in (20), the
notation z0i means zi(t = 0) = l
ix0 and and the asterisk
denotes complex conjugation. In order to obtain a simple
formula from definition (20), the authors of [4] assumed
that the probability density function f(x0) is such that the
components x01, x
0
2, . . . , x
0
n are jointly uniformly distributed
over the unit sphere in Rn centered at the origin. Under
this assumption, a new formula (21), was given based on
definition (20) for the participation factor for the k-th state















Under the initial condition uncertainty assumption based
on which (21) was obtained, the participation factor for the
i-th mode in the k-th state is equal to the participation factor
for the k-th state in the i-th mode (i.e., πki = pki) if the
eigenvectors of the system matrix A are mutually orthogonal,
which is a very restrictive case.
III. OUTPUT PARTICIPATION FACTORS
In this section, definitions and calculations are given for
participation factors measuring the relative contribution of
modes in outputs for the system (1)-(2). The solution to (1)




















where Ck is the k-th row of C.
The participation factor measuring participation of the i-th
mode in the k-th output yk is defined as follows.
Definition 1. For the continuous LTI system (1)-(2), the


















, if λi is complex
(25)
whenever this expectation exists.
Note that in (25), the notation y0k means C
kx0. To
obtain a simple closed-form expression for the mode in
output participation factors pyki using (25), we need to find
an assumption on the probability density function f(x0)
governing the uncertainty in the initial condition x0 that is
intuitively appealing and allows us to explicitly evaluate the
integrals inherent in the definition. In the reminder of this
section, we make the following assumption.
Assumption 1. Assume that the units of the state variables
have been scaled to ensure that the probability density
function f(x0) is such that the components x01, x
0
2, . . . , x
0
n
are jointly uniformly distributed over the unit sphere in Rn
centered at the origin:
f(x0) =
{
k, ‖x0‖ ≤ 1,
0, otherwise.
(26)




f(x0)dx0 = 1. (27)
The value of the constant k can be determined by evaluating








2 . . . dx
0
n = kVn = 1,
(28)
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where Vn is the volume of the unit sphere in R
n. The





The following Lemma will be used below.










where dnx denotes the differential volume element
dx1dx2 · · ·dxn, and Vn is the volume of a unit sphere in





2, n = 1,
π, n = 2,
2π
n
Vn−2, n ≥ 3.
A. Real-mode-in-output participation factors
To determine the participation of a mode associated with a

















































































In general, the second term in (32) does not vanish.
This is true even in case the components x01, x
0
2, . . . , x
0
n
representing the initial conditions of the state are assumed to
be independent. This is due to the fact that the second term
involves the components which need not to be independent
even under the assumption that the x0k are independent, due




We now use Lemma 1 to simplify the expression (32) for
the participation factor for the i-th (real) mode in the k-th






and b = (Ck)T and note that
a is orthogonal to b. Using Lemma 1, the expectation term





























Therefore, the second term in (32) vanishes under As-






Another way to obtain formula (34) under Assumption 1 is
as follows. Recall from Definition 1, the general averaging-
based definition for mode-in-output participation factors for












Denote a = (li)T and b = (Ck)T . Using Lemma 1 and the









which is exactly (34).
B. Complex-mode-in-output participation factors
To determine the participation factor for a complex mode,
i.e., a mode associated with a complex conjugate pair of
nonreal eigenvalues λi and λ
∗
i , in an output, we use the







































are the projections of li and li∗












































can be written in terms of li,















































































It is easy to show that the last two terms in (41) vanish as















Next, we give another way to obtain formula (42) un-
der Assumption 1. Recall from Definition 1, the general
averaging-based definition for mode-in-output participation


















































which is exactly (42).
Note that in formula (44), the participation factors for the
k-th output depend on the matrix C only through its k-th row
Ck. An immediate implication of this is that when an output
coincides with a state variable, the modal participations in
the output equal the traditional modal participations in the
state.
IV. NUMERICAL EXAMPLE
The following example is borrowed from [10]. Consider
the translation mechanical system depicted in Fig. 1, where
d1(t) and d2(t) denote the displacements of mass 1 and
mass 2, respectively, from the static equilibrium. The system
Fig. 1 Mechanical system.
parameters are the masses m1 and m2, viscous damping
coefficients c1 and c2, and the spring constants k1 and k2.
A state space representation is obtained by defining the
system states as
x1(t) = d1(t), x2(t) = ḋ1 = ẋ1,
x3(t) = d2(t), x4(t) = ḋ2 = ẋ3.
According to [10], the system dynamics can be described
by a linear time-invariant differential equation
































With the system parameters selected as m1 = 39kg, m2 =
17kg, c1 = 19Ns/m, c2 = 33Ns/m, k1 = 374N/m, k2 =





0 1 0 0
−14.6154 −1.3333 5.0256 0.8462
0 0 0 1





The eigenvalues of A are λ1,2 = −0.217 ± j2.315 and
λ3,4 = −1.4203± j4.2935. We denote the modes associated
with the eigenvalues as z1(t) and z2(t), respectively. The
dominant modes are the ones associated with the complex
conjugate pair of eigenvalues closest to the imaginary axis,
i.e., λ1,2. Modes associated with eigenvalues close to the
imaginary axis are of considerable interest since they can
be used as an indication of closeness to system instability.
Hence, our emphasis will be on z1(t).
The right (column) eigenvectors of the system matrix A




























respectively. Since λ2 = λ
∗
1 and λ4 = λ
∗
3, we have that
r2 = r1∗ and r4 = r3∗, where asterisk represents complex
conjugation. The left (row) eigenvectors of the system matrix






























respectively, and l2 = l1∗ and l4 = l3∗.
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TABLE I
MODE IN OUTPUT PARTICIPATION FACTORS FOR SYSTEM (45), (46)
BASED ON FORMULA (42)























MODE IN OUTPUT PARTICIPATION FACTORS FOR SYSTEM (45), (46)
BASED ON AVERAGING 100000 INITIAL CONDITIONS






















Next, the output of the system (45) is chosen as




1 0 0 0
0 1 0 0
0 1 0 1
]
.
The mode in output participation factors pyki evaluated using
formula (42) are given in Table I. To validate this formula
numerically, a set of 100000 different initial conditions of
the state vector x0 that lie in the unit sphere is randomly
generated and the relative contribution of the mode in the
output for each of these initial conditions is evaluated. The
average of all mode in output participation from all 100000
initial conditions is computed as shown in Table II. The
values of the mode in output participation factors of Table
II are in good agreement with the values of Table I obtained
based on formula (42).
To verify that the formula of mode in output participation
factors (42) reduces to the formula of mode in state participa-
tion factors (19), we consider the same system with outputs
taken as system states
ẋ(t) = Ax(t), (47)
ỹ(t) = C̃x(t), (48)
where A is the same matrix defined in (45) and
C̃ =
[
1 0 0 0
0 1 0 0
0 0 0 1
]
.
For this output matrix C̃ , the mode in output participation
factors are given in Table III whereas the mode in state
participation factors (19) are shown in Table IV. Clearly, the
output participation factors reduce to the state participation
factors when the output is simply a state variable.
V. CONCLUSION
In this paper, we have presented an approach to quantify-
ing the participation of system modes in system outputs for
TABLE III
MODE IN OUTPUT PARTICIPATION FACTORS FOR SYSTEM (47), (48)
BASED ON FORMULA (42)























MODE IN STATE PARTICIPATION FACTORS FOR THE SYSTEM (45) BASED
ON FORMULA (19)
mode 1 mode 2
x1 p11 = 0.4598 p12 = 0.5402
x2 p21 = 0.4211 p22 = 0.5789
x3 p31 = 0.5224 p32 = 0.4776
x4 p41 = 0.5967 p42 = 0.4033
linear time-invariant systems. We have proposed a definition
and a formula for these output participation factors by using
averaging over an uncertain set of system initial conditions.
An example was given to demonstrate the usefulness of
the results obtained. The case of participation of outputs in
modes requires a different analysis and will be considered
in future work.
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