Transition metals and transition metal compounds are important to catalysis, to photochemistry and to many superconducting systems. We study the performance of diffusion Monte-Carlo (DMC) applied to transition metal containing dimers (TMCDs) using single-determinant Slater-Jastrow trial wavefunctions and investigate the possible influence of the locality and pseudo-potential errors. We find that the locality approximation can introduce non-systematic errors of up to several tens of kcal/mol in the absolute energy of Cu and CuH if Ar or Mg core pseudo-potentials (PPs) are used for the 3d transition metal atoms. Even for energy differences such as binding energies, errors due to the locality approximation can be problematic if chemical accuracy 1 is sought. The use of the Ne-core PPs developed by Burkatzki et al. (J. Chem. Phys., 129, 164115, 2008), the use of linear energy minimization rather than unreweighted variance minimization for the optimization of the Jastrow function and the use of large Jastrow parametrizations reduce the locality errors. In the second section of the paper, we study the general performance of DMC for 3d TMCDs using a database of binding energies of twenty TMCDs, for which comparatively accurate experimental data is available. Comparing our DMC results to these data, in our results that compare best with experiment, we find a mean unsigned error (MUE) of 4.5 kcal/mol. This compares well with the achievable accuracy in CCSDT(2) Q (MUE = 4.6 kcal/mol) and the best all-electron DFT results (MUE = 4.5 kcal/mol) for the same set of systems (Truhlar and co., J. Chem. Theory and Comp., 234105, 2015). The mean errors in DMC depend less on the exchange-correlation functionals used to generate the trial wavefunction than the corresponding mean errors in the underlying DFT calculations.
Introduction
Transition metals and their compounds constitute interesting chemical systems. They are omnipresent in catalytic reactions due to their numerous oxidation states and their ability to adsorb molecules on their surfaces; furthermore, they often have interesting magnetic and attractive transport properties (electronic transport, superconductivity, thermal transport). Unfortunately, the energetic properties of transition metal compounds are difficult to calculate due to their complicated electronic structure and the presence of strong correlation.
Although the ultimate goal may be to study catalytic reactions, superconductivity and other bulk properties, small transition metal containing molecules are ideal test-cases for electronic structure methods, since the small number of electrons involved still allows comparatively complex calculations such as large scale CASPT2 or CI calculations to be performed.
Furthermore, the correct description of the interaction with the transition metals, which can be tested easily in these small systems, will also be of crucial importance when describing bulk phenomena and interactions with transition metal surfaces. Consequently, various studies on transition metal containing dimers (TMCDs) have been published. The methods used include high level quantum chemical methods such as CASPT2, CI and CCSD(T) (e.g. Ref.
1-3), and also DFT or DFT+U (e.g. Ref. [4] [5] [6] [7] . Although some DFT functionals give astonishingly accurate results on average 7 , the strong correlation leads to a large dependence on More recently, also quantum Monte Carlo (QMC) methods have been applied to transition metal atoms 11, 12 , TMCDs 10,13-17 , clusters 18 and to solids 19, 20 including transition metals.
The interest in applying QMC methods, such as reptation Monte Carlo and diffusion Monte
Carlo (DMC), to these systems is sparked by the fact that QMC methods are able to treat correlation effects explicitly rather than using approximate density functionals, while scaling
, where c is a small constant and N is the number of particles, if a constant statistical error-bar in the total energy is sought and localized basis functions are used 21, 22 .
This scaling with system size allows the treatment of large molecular complexes and solids such as transition metal oxides. This would be impossible to achieve with CCSD(T) and other explicitly correlated quantum chemistry methods.
In spite of the comparative wealth of DMC studies applied to transition metal containing 9,10 DMC(B97-1) denotes a DMC calculation based on a Slater-Jastrow trial wavefunction generated from a B97-1 Slater function. The last result for DMC(B3LYP) with the note "Padé func." was obtained using a Jastrow factor parametrized by Padé functions in QWALK, while all other DMC calculations were obtained with polynomial Jastrow functions in CASINO. dimers (e.g. Refs. 10, [13] [14] [15] [16] [17] , the results do not allow one to judge the overall performance of QMC for TMCDs for several reasons. First, the above references only cover transition metal oxides and transition metal sulfides. Next, the studies all used different computational set-ups (different pseudo-potentials, some of which are not readily available, different trial wavefunction generation methods, different parametrizations of the Jastrow function and different move schemes in DMC). Additionally, all mentioned references compare the DMC energies directly to the experimental energies, taking the scalar relativistic effects included in the pseudo-potentials into account but ignoring the effect of spin-orbit coupling. This effect can, however, be on the order of several kcal/mol in TMCDs. Last but not least, no reliable experimental data exists for comparison for most molecules studied and -as mentioned above -even the comparison to CCSD(T) results is problematic for TMCDs.
In our present work, we therefore aim at reassessing the performance of DMC by studying the bonding in a wide range of TMCDs in a systematic and consistent way. More precisely, we study a database of 20 TMCDs with experimental error bars in the dissociation energy lower than 2 kcal/mol. As mentioned above, such a database has been published by Truhlar and co. 7 and it includes best estimates of the bond length and estimates for the spin-orbit coupling calculated by quantum chemistry methods. On the basis of this database, we address important questions, such as "How well can DMC describe the bonding in transition metal systems when using single-Slater-Jastrow trial wavefunctions?", "Does it perform as well as or better than the best density functionals without depending so strongly on the functional used in the trial wavefunction generation?" and "Can QMC, in spite of its good scaling with system size, compete with CCSD(T)?" Additionally, we address several other questions, which are of specific relevance for DMC calculations including transition metals.
Most importantly, we address the performance of different optimization schemes for the trial wavefunctions and the influence of the locality approximation 23, 24 -an approximation, which is necessary in DMC calculations when non-local PPs are used (see Sec. 2).
The paper is structured as follows: in Sec. 2, we introduce the methods used and present the computational details. In Sec. 3, we discuss tests performed for Cu and CuH concerning the choice of pseudo-potentials and optimization method. Sec. 4, focuses on the results obtained for the database of transition metal molecules tested. Sec. 5 comprises the summary and the conclusion.
Methods

Variational Monte Carlo and diffusion Monte Carlo
In the course of this work, we use two quantum Monte Carlo methods, namely variational
Monte Carlo (VMC) and diffusion Monte Carlo (DMC). These methods are described in length in, for example, Refs. 25-27. Here, we shall therefore only give a brief introduction.
In VMC, a variational wavefunction
is constructed by multiplying a Slater determinant, ψ S , by a so-called Jastrow factor e J . The Jastrow function J is a function of electron-electron distances r ij and ion-electron distances (r Ii and r Ij ) and serves to introduce many particle correlation effects. Since the integrals involved in evaluating the energy of the resulting many-particle correlated wavefunction are high-dimensional, the variational energy
is evaluated stochastically using
Monte Carlo sampling and the Metropolis algorithm.
The Jastrow function J is parametrized, generally by several tens to a few hundreds of parameters, and is optimized either by minimizing the variance of the local energies
("variance optimization") or by minimizing the variational energy ("energy optimization") for a finite set of configurations {R = (r 1 , . . . , r N )} of the electronic coor- In DMC, an initial wavefunction ψ(τ = 0) = ψ T is propagated in imaginary time τ according to the imaginary time Schrödinger equation − dψ dτ =Ĥψ (atomic units are used).
Subject to the fixed-node constraint, in which the nodes of the wavefunction ψ(τ ) are fixed to those of the trial wavefunction ψ T , this allows the fixed-node ground-state ψ
to be projected out and the fixed-node energy E to be calculated. The projection itself is carried out using stochastic approaches and moving a set of configurations according to a drift-diffusion and rate equation resulting from the imaginary time Schrödinger equation at a finite time-step ∆τ .
If non-local pseudo-potentials are used, an additional approximation is necessary in DMC calculations. The use of PPs is very common in DMC due to the unfavourable scaling of the computational cost 30,31 with the nuclear charge Z (O(Z 5.5 ) to O(Z 6.5 )). The evaluation of the non-local potential, however, requires approximations. The so-called locality approximation consists in evaluating the non-local part of the pseudo-potential on the trial wavefunction ψ T , instead of on ψ. Traditionally 23, 24 , this localized potential was added to the local potential.
This has the disadvantage of giving DMC energies that may or may not satisfy the variational principle (i.e., which can be lower than the true fixed-node energy). There is, however, a slightly different way of treating the non-local pseudo-potential, which is known as the "T-move" scheme. This scheme, in which the non-local potential is not fully localized, re-establishes the variational principle 32-34 .
Computational details
Four our comprehensive study on TMCDs, we use the same database of TMCDs as Ref. Although all-electron DMC calculations may be achievable for TMCDs, the computational cost associated with all-electron computations of crystals and solids including heavy atoms renders such large-scale calculations impossible with current computational resources.
We therefore chose to apply pseudo-potentials (PP) even for the dimer calculations. The choice of pseudo-potential is of special relevance in DMC, since the PP does not only determine the physical description of the system in terms of core-valence correlation but can also have a large impact on the errors in DMC due to the locality approximation 23, 24, 33, 34 . The QMC part of the calculations was mainly performed using the CASINO program 51 .
In some cases, QWALK 53 was used additionally in order to take advantage of slightly differing capabilities. In all calculations, the Jastrow function J is taken as a sum of one-, two-and three-body terms (χ(r iI ), u(r ij ) and f (r ij , r iI , r jI ))
In the calculations performed with the CASINO program package, the functions χ(r iI ) and u(r ij ) are given by a polynomial of degree N multiplied by a cutoff-function for each of their variables x:
Here, P N (x) is a polynomial of degree N , L x denotes the cutoff-length with respect to variable x and Θ is the Heavyside Theta function, which is zero for negative values and one otherwise 54 . The three-body function f (r ij , r iI , r jI ) is given equivalently as a polynomial in the three independent variables multiplied with a cutoff-function in r iI and r jI . The cutofflength L x and the polynomial coefficients are optimizable parameters. Different parameters are used for spin up and spin down electrons in the χ term and for the different spin pairs in the u and the f term. The u(r ij ) term is restricted to satisfy the electron-electron cusp conditions. Unless explicitly stated, the polynomial degree of the u and the χ terms is 4 and the polynomial degrees in r ij , r iI and r jI in the f term is 2. In the PP tests (Sec. 3), we use several different Jastrow parametrizations, which we discern by the number of parameters Calculations performed with the QWALK program package use a different form of the Jastrow function. In this case, the one-, two-and three-body terms are parametrized using functions P k (x), which have the form of a Padé approximant
In this expression, β k = exp(β 0 + 1.6k) − 1 and z(y) = y 2 (6 − 8y + 3y 2 ). The one-, and two-body terms are each parametrized by a function g 1
where the index k runs from zero to 3 if x denotes an electron-electron variable and from zero to 4 if x denotes an electron-nucleus variable 55 . The optimizable parameters are the c k and β 0 . These parameters differ for the χ-function (c 
Several of the c f klm are restricted to zero and only a total of 12 terms is used for the ffunction. Since the Padé functions cannot satisfy the cusp conditions, these are taken care of by a function
where x is the distance between the two electrons, c is 1/4 or 1/2, for same-spin and opposite-spin electrons respectively, andz(y) = y − y 2 + y 3 /3. The parameter γ is optimizable.
In all calculations performed with CASINO, the Jastrow factor J is optimized first by minimizing the variance without reweighting the summands according to the wavefunction change at the walker location ("variance optimization") 56, 57 and thereafter by minimizing the energy of the trial wavefunction ψ T = ψ S · e J ("energy optimization") via a linear method 28, 54, 58 . For the initial variance optimization, 50 000 configurations are used in each of the 5 optimization cycles. Several optimization cycles are used to allow the configurations to adapt to the optimized function. In the energy minimization 100 000 configurations are used in each of the five optimization cycles to allow the linearized method to converge. Tests on several of the atoms and molecules in the database showed that an additional energy optimization cycle with twice as many configurations slightly lowered the variational Monte Carlo (VMC) energy in some cases, but no relevant influence on the DMC energies was found. The optimization strategy is thus considered to give converged results (the observed differences were within the statistical error bars of less than 0.5 kcal/mol). The general procedure for the PP test calculations is similar, but the exact parameters may deviate.
In the calculations performed with QWALK, the procedure is similar, with the only difference that the cutoff-length L x is kept fixed at 7.5 a u and that only one optimization cycle (i.e. one set of configurations) is used for both variance and energy optimization.
The number of configurations used in QWALK also differs from that used in CASINO: For variance minimization close to 10 000 configurations were used, for energy optimization up to about 300 000 configurations were used, depending on the convergence.
For some of the calculations in Sec. 4.3.3, also a backflow transformation 59 ζ({r i }) is applied to the coordinates r i of the Slater determinant (in addition to multiplying with a Jastrow factor):
Such a transformation allows the nodes of the trial wavefunction to be shifted and to introduce further correlation to the trial wavefunction. Similarly to the Jastrow function, ζ({r i })
is expanded in one-, two-and three-body terms, each described by a polynomial function with a cutoff function. The polynomial orders used are N = 6 for the one-and two-body terms and N = 2 for the tree-body terms. The parameters in the backflow transformation are optimized in an additional energy optimization step, in which both the parameters of the backflow function and the parameters of the Jastrow function are allowed to vary.
The optimized trial functions are subsequently used in diffusion Monte Carlo (DMC) 60 calculations, again using the software package CASINO 51 or QWALK 53 . Unless otherwise stated, all energies are computed using the "T-move" scheme 33, 34 in order to re-establish the variational principle for the DMC results in spite of the use of non-local pseudo-potentials. In the DMC calculations performed in CASINO, a target number of 7680 configurations is used.
After an equilibration length of 850, 1600 or 2000 steps (depending on the time step), the DMC data is accumulated for statistical analysis. The equilibration length used is probably not optimal in terms of computer time for most calculations. Shorter equilibration length could have been chosen thereby reducing the computational effort, but the constant equilibration length allowed straightforward automatic input generation and does not make up a large amount of computing time for most calculations. On the other hand, the equilibration length is checked to be long enough, by comparing the results with results of using a longer equilibration time. To obtain statistical error bars on the data, the DMC data accumulated after equilibration is re-blocked 61 using the automatic re-blocking facility of CASINO.
In QWALK, 9600 configurations are used. Instead of performing a reblocking analysis, the energies are averaged over subsequent blocks of 1 a.u. in the imaginary time propagation.
The equilibration length is automatically determined by detecting the blocks at the beginning of the time series that lie outside the error bars. In order to minimize time-step errors, we perform calculations at τ = 0.008 au, τ = 0.005 au and τ = 0.002 au. Subsequently, a linear extrapolation is performed for τ → 0. We note that the choice of time-step is not the most efficient in terms of computational cost 62 , but it allows us to check the validity of the linear extrapolation by comparing the results with results from an extrapolation using only the two shorter time steps in an extrapolation. The parameters used in the PP tests are similar, but the exact values used may differ.
The bond dissociation energies D e are calculated from the zero-time-step extrapolated DMC energies E as
where M denotes the transition metal atom and X is the other atom (H, O, S or Cl).
The equilibrium geometry of the molecules M X is taken from Ref. Finally we note that a spin-orbit-correction using MCSCF results may not be possible for larger systems than addressed here due to the unfavourable scaling of MCSCF. For large systems, a spin-orbit correction using relativistic TDDFT 63 may be an option. Furthermore, depending on the system under investigation, spin-orbit corrections may not be necessary, as is also in the case for some of the systems addressed here (CuH → Cu + H).
3 Pseudo-potential tests and the locality approximation
As mentioned above, the use of PPs is favorable from a computational point of view, but their use is linked to approximations. First of all, the PP gives only an approximate description of the real, all-electron system. Although it has been shown that the use of PPs does not degrade the DMC results for the G2 set of molecules 64, 65 , the PP error may become more important in more complicated systems, especially if very high accuracy is sought in QMC calculations (e.g. Refs. 66, 67) . Apart from these frozen core induced shortcomings of the PPs, the locality error is another source of error in DMC calculations. In the following, we focus on this type of error.
We analyze this error using the Cu atom and the CuH molecule as examples. We start our discussion by demonstrating that the common assumption of a negligible error due to the locality approximation is not generally true for single determinant trial wavefunctions.
Then, we discuss how to treat systems in which the errors due to the locality approximation tend to be large. Finally we study the performance of pseudo-potentials with different core sizes in DMC and anlayze error cancellation effects for the CuH binding energy.
Absolute locality errors in large core PPs
Using an Ar core Troullier-Martins-type 35 PBE PP from the standard PP set in abinit 36 for the Cu-Atom, we found DMC total energies that differed by nearly 80 kcal/mol (3.4 eV) depending on whether variance or energy optimization was used to generate the Jastrow function (see Fig. 1 ). In calculations which use local potentials only (i.e. no locality approximation), the fixed-node approximation remains the only fundamental approximation in DMC for finite systems and the energies obtained in DMC should, in principle (after converging the population and timestep bias), not depend on the Jastrow function 51 , since the latter does not change the nodes. In this case, the DMC results would be independent of the method used to optimize the parameters in the Jastrow function, in spite of the fact that different optimization methods may converge to different Jastrow parametrizations due to the limited flexibility of the parametrization and due to the possibility to get stuck in local minima. The dependence of the DMC energy on the Jastrow function can thus only be ascribed to the locality approximation. Similar results were also found for the other Ar core PPs given in Sec. 2.2.
A possible explanation for the large locality errors might be a failure of the KleinmanBylander representation: plane-wave atom/molecule-in-a-box calculations and the Kleinman- var. opt. 1 Figure 1 : Cu atom absolute DMC energies obtained using a Jastrow factor from energy optimization or variance optimization for an Ar core PP (see text for details). "var. opt. 1" and "var. opt. 2" denote two variance optimization cycles with different sets of configurations used in the optimization. Circles: results using the locality approximation as introduced in Refs. 23,24; triangles: results using T-moves.
Bylander form of the PP were used to generate the Slater-wavefunction for all the above calculations. However, bypassing the atom-in-a-box plane wave calculation entirely by constructing the trial wavefunction based on the pseudo-orbitals obtained from the PP generator fhi98PP, we could show unambiguously that it is not the Kleinman-Bylander representation of the PP which leads to the large locality error.
We therefore conclude that the use of these large core PPs for heavy atoms such as Cu can lead to considerable locality errors and, as shown in the following, care has to be taken in calculations involving such PPs.
Handling locality errors occurring for the large core PPs used
In principle, a large locality error does not necessarily pose a problem in practical calculations, since the error may largely cancel out when calculating energy differences. This necessitates though, that the results obtained in DMC are stable with respect to stochastic fluctuations in the wavefunction optimization. However, we found the DMC results to vary several tens of kcal/mol when using variance optimization with the results depending strongly on the exact Jastrow function resulting from the optimization (see Fig. 1 ), which may lead to problems with error cancellation as explained below.
A large enough number of configurations used in the optimization should in principle allow one to obtain a stable convergence to a minimum, and thus a stable Jastrow function and stable DMC energies. With variance optimization, however, we found that even very large numbers of configurations do not stabilize the Jastrow function sufficiently to obtain stable DMC results. A particularly alarming example was found for a case where we used a very large set of 800 000 configurations in the variance optimization procedure optimizing 49 parameters. Using two different sets of configurations, we found two different Jastrow functions, which gave the same (comparatively low) VMC energy and would thus be expected to give similar DMC results. However, the two trial wavefunctions lead to a DMC energy difference of more than 20 kcal/mol (see Fig. 1 ). This "instability" in the DMC energies hinders error cancellation when calculating energy differences since we cannot expect "randomly" changing errors to cancel.
For trial wavefunctions resulting from energy optimization, on the other hand, we never observed such drastic changes in energy (although we did observe changes on the order of a few kcal/mol in some cases). We explain the possible superiority of energy minimization over variance minimization as follows: there are indications that the wavefunction itself is better represented when using energy optimization than when using variance optimization. This claim is based on the observations that expectation values other than the energy, which are based on a mixed estimator, can be computed more accurately using energy minimized trial wavefunctions 68, 69 . A better trial wavefunction would also decrease the locality error, which is proportional to the difference between the trial wavefunction and the exact eigenstate squared 24 . We therefore suggest energy minimization as the preferable optimization scheme when using pseudo-potentials.
Using the T-move 33,34 scheme instead of normal moves, we made two interesting observations: First, we found that the energies obtained using energy optimized Jastrow functions are generally lower in energy than those found using variance optimization (see Fig. 1 as example). Secondly, we found that the dependence of the DMC energy on the Jastrow function is much reduced. To give an example, we only obtain an energy difference of about 5 kcal/mol between the above mentioned energy and variance optimized results, instead of the 80 kcal/mol difference when using the locality approximation from Refs. 23,24 (see Fig. 1 ).
The difference in DMC energy for the two examples of variance minimization was even reduced to 0.8 ± 0.6 kcal/mol. The first observation (lower DMC energies for energy optimized trial wavefunctions) backs our suggestion that energy optimization should be the preferred optimization scheme and the second observation (smaller dependence of DMC energies on the Jastrow function) is of interest for obtaining more stable results.
From our experience, we therefore conclude that, contrary to variance minimization, energy minimization and T-moves allow us to generate stable DMC results to be obtained even for large core PPs. Energy optimization, and T-moves should therefore be used if non-local potentials are present.
Locality errors with different core sized PPs
To get a quantitative estimate of the locality error with different PPs, we studied four Figure 3 : DMC dissociation energy of CuH (see Fig. 2 for details). Note that the y-axis is shifted between the different plots, but that the scale is constant throughout the 4 plots.
To test the effect of error cancellation, Figure 3 shows the CuH dissociation energies obtained with and without T-moves. In the case of the Ar-core PPs, for the smallest Jastrow parametrization (which did not include three-body terms), the CuH dissociation energy changes by nearly 8 kcal/mol depending on whether T-moves are used or not. Furthermore, if no T-moves are used, the dissociation energy changes by more than 6 kcal/mol from the smallest to the largest Jastrow parametrization. This suggests that the influence of the locality error is too large to obtain precise results for the large core PPs with small Jastrow parametrizations and without T-moves. If T-moves are used, the dependence on the Jastrow parametrization is weaker. Large Jastrow parametrizations, including three-body terms are also clearly favourable. For the in-house Ar core PP, the dissociation energies then vary only by slightly more than 1 kcal/mol and for the Mg core PP the observed variations are then even lower than 1 kcal/mol. If the Ne-core PP is used, independently of the Jastrow parametrization used and of whether T-moves are used or not, the dissociation energy does not change by more than 1 kcal/mol. In all these cases, error cancellation leads to changes in the binding energies (i.e., energy differences) that are much smaller than the changes in the absolute energies.
Nevertheless, the PPs with different core sizes result in strongly different values for the dissociation energy (Ar-core ∼ 74 kcal/mol; Mg-core ∼ 56 kcal/mol; Ne-core ∼ 60 kcal/mol; experiment 62.6 kcal/mol 7 ). Although this difference may still be influenced by the locality approximation, the fact that the energy differences become stable for large enough Jastrow parametrizations suggest that the "physical" deficiencies (transferability problems) of the PP and the fixed-node approximation rather than the locality error cause the deviation from the experiment. Large core PPs can be expected to result in sizeable errors, since core-valence correlation has been shown to be important even for atomic properties of 3d transition metals as early as the 1980's (e.g. Refs. 8,41-47). However, in systems where (some) transition metal atoms act as spectators and are not directly involved in the process of interest, the errors due to the missing core-valence correlation may cancel out to a high extent allowing for the use of large core PPs, but only if the "random" errors stemming from the locality approximation are not too large.
Although we have shown in Fig. 3 that the use of large enough Jastrow parametrizations and the use of T-moves in principle allows using the large(r) core PPs in DMC, we choose the Ne-core BFD-PPs for the remaining work for several reasons: 1.) we expect semi-core valence correlation to be of considerable importance in some of the transition metal atoms and transition metal containing molecules (see above). This is also confirmed by the CuH results shown above, for which the BFD-PP result is closest to the experiment, indicating that the other PPs suffer from missing core-valence correlation; 2.) the results for the BFD-PP depend the least on the choice of Jastrow parametrization.
With this, we now turn to the more general assessment of the achievable accuracy of DMC for TMCDs and discuss our results for the database of 20 transition metal containing molecules.
4 Database results
DFT results
We start our discussion of the database results with the DFT and Hartree-Fock (HF) results.
This discussion is important for the DMC results, since the DFT and HF results will determine the quality of the wavefunction nodes and may in turn be influenced by the quality of the pseudo-potentials and basis set used. Unlike DMC results, which follow the variational principle if T-moves are used, the absolute energies for different XC-functionals in DFT cannot be compared against each other since they to not follow the variational principle.
To judge the quality of these results, we therefore look at the deviations of the dissociation energies from the experimental values. For UHF, PBE, B3LYP and B97-1, we obtain a mean unsigned error (MUE) in the dissociation energy of 35.2 kcal/mol, 8.4 kcal/mol, 7.9 kcal/mol and 6.3 kcal/mol, respectively (see Tab. 4). As expected, the Hartree-Fock results are considerably worse than the DFT results and within the DFT results there is a considerable spread: As one might expect, the hybrid functionals B3LYP and B97-1 perform better than PBE, which is based on the generalized gradient approximation. The results for B3LYP and B97-1 are, however, often considerably different for a specific molecule, in spite of the fact that they both show comparatively small mean errors (see Fig. 4a ). This makes it difficult to decide a priori which of the two functionals is better for a particular system.
To asses the quality of the PPs and the basis set used, we also compare our results with results from Ref. is found for B97-1. The errors we obtain are thus about 1.2 kcal/mol to 1.8 kcal/mol larger.
As mentioned in Sec. 2.2, the states we obtain may not in all cases correspond to the lowest possible DFT energy. We reanalyzed our database performing a stability analysis in Gaussian09 70 and reoptimizing the orbitals if necessary. This procedure slightly lowers the DFT errors (see Tab. 3), but the MUE we observe are still larger than those in Ref. 7 . We also verified that the following DMC results are not strongly affected by the choice of procedure (see supplementary information for more details). A priori, this difference in MUE could be ascribed to a.) the pseudo-potential and b.) the basis set used since both can easily lead to errors of this order of magnitude as shown, for example, in Refs. 7 and 13. In an attempt to distinguish between basis set and PP errors, we applied the quadruple zeta basis set to five of the molecules with especially small experimental errors, namely CuCl, ZnH, ZnO, ZnS and ZnCl. For this basis set increase, the absolute energy of the molecules and transition metal atoms constituting these molecules dropped by 0.3 ± 0.2 kcal in the DFT. The average error in the dissociation energy, however, decreased only by 0.2 ± 0.1 kcal/mol. It is therefore likely that the increase in error between the results obtained here and in Ref. 7 are mainly due to our use of pseudo-potentials rather than due to the limited basis set we use. If the PPs are a source of error in DFT, this will also be true in DMC.
Optimization of the Jastrow function
The next step in obtaining DMC results is the optimization of the Jastrow function. As noted in Sec. 2.2 and motivated in Sec. 3, this optimization was done in a two step process, first minimizing the variance of the wavefunction and then using the resulting parameters in a linearized optimization of the energy. Using energy minimization, the ratio
was above 85 % in all cases, showing that a large portion of the correlation energy captured in DMC is already present in variational Monte Carlo (VMC) after the optimization of the Jastrow function, which is in the range of typical values 17 .
As we will demonstrate in the following our calculations clearly illustrate that energy minimization should be used for transition metal containing molecules even if the small core BFD-PPs are used, thus corroborating our findings from Sec. 3. First, we observe a clear difference in the trial wavefunctions obtained from energy and from variance optimization:
for our database results we find that the energy optimization step decreases the VMC energy of the transition metals and transition metal compounds typically by more than 10 kcal/mol compared to results obtained after variance optimization. Increasing the quality of the variance optimization step by increasing the number of configurations used in the optimization to 200 000 , on the other hand, lowered the VMC energy only slightly. Energy optimization thus leads to considerably lower VMC energies. At the same time, the energy optimization increases the variance by more than 0.2 au 2 . These two facts clearly indicate that the wavefunction obtained from energy minimization does not coincide with that found using variance minimization. Finding lower VMC energies for a certain trial wavefunction does not indicate by itself that the corresponding DMC calculations are also lower in energy. However, for the DMC(B3LYP) calculations, for which this was tested, the observed differences in energy prevail at the DMC level: For the atoms and molecules in the database, we found the DMC energies after energy minimization to be lower in energy by more than 2 kcal/mol, and often even by more than 6 kcal/mol. We thus conclude once more that the use of energy optimization is certainly favorable for accurate work with BFD pseudo-potentials.
DMC results
We now turn to the DMC energies themselves. To simplify the notation, DMC(x) will denote a DMC calculation for a trial wave function in which the Slater determinant is obtained with method x, where x denotes UHF, PBE, B3LYP and B97-1. First, we analyse the absolute energies and compare DMC energies for different trial wavefunctions. Figure 5 shows the DMC energies relative to the lowest DMC energy obtained. The unrestricted Hartree-Fock (UHF) trial wavefunction's performance is significantly worse than that of the DFT trial wavefunctions -a fact that has already been noted in Ref.
17 for transition metal oxides. Additionally, the performance of DMC(UHF) is significantly worse for the molecules than for the atoms, which is most likely due to an insufficient description of the d-p hybridization 15 . We note that in most cases where DMC(UHF) performs badly, the UHF calculation is quite strongly spin contaminated. The only exceptions to this rule (difference to best DMC result > 10 kcal/mol but no significant spin contamination in the UHF result) are CrH and CrCl, which show a large error in DMC in spite of having a correct S 2 value in UHF.
For the DFT-trial wavefunctions studied (PBE, B3LYP and B97-1), the two hybrid functionals (B3LYP and B91-1) perform significantly better than the GGA functional PBE, following the general trend observed in the DFT results. However, except for V, Fe and Co, the differences between the QMC results obtained based on PBE, B3LYP and B97-1 with respect to the lowest energy DMC result obtained for a particular system are never larger than about 3 kcal/mol. For V, the initial PBE result is strongly spin contaminated Judging by the absolute energies, we expect DMC with a B3LYP or B97-1 Slater-Jastrow trial wavefunction to perform best also with respect to the dissociation energies. This expectation is indeed met as can be seen in Fig. 4 (note also the comparison with the DFT results in the same figure) . The corresponding mean unsigned and signed errors (MUE and MSE) are given in Tab. 4 (and Fig. 6 ) together with the corresponding standard error of the mean unsigned error significantly less than half a kcal/mol, which is considerably lower than most experimental uncertainties.
As expected, DMC(B3LYP) and DMC(B97-1) perform best for the dissociation energies, with a MUE of 5.3 kcal/mol and 5.4 kcal/mol respectively. Taking the standard deviation of the mean absolute error into account (see Table 4 ), it is basically impossible to say whether DMC(B97-1) or DMC(B3LYP) performs better. However, even for these best performing trial wavefunctions, MUEs obtained for this database of TMCDs are considerably larger than those obtained in DMC for the G2 set: Using a triple zeta basis, a single Slater determinant trial wavefunction with Hartree-Fock orbitals, and all-electron potentials, the mean unsigned error for the G2 set is given by MUE = 3.2 kcal/mol 65 . This demonstrates the difficulty associated with the accurate determination of dissociation energies for TMCDs.
Since the database is limited to only 20 molecules and the MUE are thus subject to an uncertainty quantified by σ(MUE) (Eq. 10), we use statistical hypothesis testing to calculate the probability p that DMC performs better than the best performing DFT functional used
where N (x) denotes a normal distribution and
The values for µ and σ are taken from the MUE and σ(MUE) values in Tab For DMC(PBE), the MUE is significantly higher than that of DMC(B97-1) and DMC(B3LYP) and even lies slightly above that of the DFT(B97-1) results. This clearly shows that, if the DMC calculations are based on GGA functionals (which do not perform particularly well for this database), the DFT calculations that are based on hybrid functionals can compete with DMC for this database of TMCDs. A similar conclusion was drawn in Ref.
7 for DFT compared to CCSD(T), where it was shown that DFT can even outperform CCSD(T) for this particular database. However, in spite of this good performance of hy-brid DFT, it should be noted that the errors of DFT(PBE) are significantly higher than those of DMC(PBE). Furthermore, for DMC, the MUE increases only by 1.0 kcal/mol from DMC(B97-1) to DMC(PBE), while for DFT the MUE increases by 2.1 kcal/mol for the same functional change. This shows that the errors in DMC are not so strongly dependent on the XC-functional used to generate the trial wavefunction. The weak dependence on the XCfunctional becomes even more evident when the molecules containing V, Fe or Co, which were marked as "outliers" in PBE, are excluded from the analysis. Then, the MUE of the remaining 13 molecules for DMC(PBE) is reduced to 5.1 kcal/mol, while those of DMC(B97-1) and DMC(B3LYP) decrease only slightly to 5.3 kcal/mol and 5.1 kcal/mol respectively.
The fact that mean errors in the DMC results depend only weakly on the functional used for the trial wavefunction generation is a very important result: As also obvious from the present results, hybrid functionals often allow a comparatively good description of molecular properties. Their use is, however, problematic in metallic systems [72] [73] [74] [75] . In systems, such as heterogeneous catalysis, where both, the molecular interaction and the metallic surface are important, this limits the performance of hybrid DFT in spite of its good performance for molecules. DMC calculations, which seem to depend less on the XC-functional used in the trial function, may thus well amend some of the problems hybrid DFT encounters in such systems (see Refs. 72-75, and also Refs. 76,77, which mention these problems). Differently phrased, since the performance of DMC(PBE) is as good as that of hybrid functionals for the TMCDs, the use of DMC(PBE) for molecule-metal surface systems might lead to a similar increase of accuracy as that observed when changing from the use of standard GGA functionals like PBE to that of hybrid functionals in the description of molecular systems.
Looking at the errors obtained for each molecular species in more detail (see Fig. 4a and Fig. 4b ), an interesting feature of the DMC results strikes the eye: putting the previously discussed outliers aside, the errors in the DMC calculations seem to be nearly constant for different functionals used in the trial wavefunction generation for most of the molecules. This is in stark contrast to the DFT results, where the errors often even have different signs depending on the functional, and where even the two hybrid functionals often give astonishingly different results. To put this observation onto more solid ground, we calculate the mean of the corrected sample variance of the dissociation energy of the molecules in the data set for different XC-functionals
where i runs over the N mol = 20 molecules, j runs over the N xc = 3 XC-functionals and These numbers show clearly that not only does the average error of DMC depend less on the XC-functional used in the trial wavefunction generation, but also the actual DMC errors are more or less independent of the functional, which is in strong contrast to the DFT results .
The remaining discrepancies between DMC and experiment can have several different origins: 1.) the experimental values come with error bars of up to 2 kcal/mol, 2.) although the locality error was shown to cancel out to a high degree in CuH if BFD PPs are used, the influence of the locality error may still be present in other molecules 3.) the fixed-node approximation may lead to imprecise results (including errors due to a restricted basis in the trial wavefunction generation) and 4.) the pseudo-potentials may not exhibit the required transferability in such systems.
We will investigate each of these influences in more detail in the following.
Influence of uncertainties in the experimental results
Since the uncertainty in the experimental results is on the same scale as the MUE, these errors may considerably influence the results, especially since the DMC results are so strongly consistent for different trial wavefunction generations. To check the influence of the experimental error, we analyzed a smaller database of 9 molecules with an experimental error smaller than 1.2 kcal/mol. This value was chosen such that the experimental error is considerably smaller than that of the total database, but that it retains the ratio of molecules with strong single-and multi-determinant character compared to the full set. In most cases the MUE did not change significantly. We thus conclude that the experimental quality of the database is sufficient -a conclusion that was also drawn in Ref. 7 , based on different arguments.
Influence of residual locality errors
To test for the influence of the locality approximation on the above results, we switch from the CASINO code to QWALK. This allows us to change the computational approaches (most importantly, the form of the Jastrow factor and the optimization techniques; for details see Sec. 2.2) much more drastically than just going to a larger parametrization of the Jastrow function, and permits us additionally to test for code related problems. Reanalyzing the DMC(B3LYP) results with QWALK using its standard Jastrow factor given by Padé functions, we find an improved MUE of 4.5 kcal/mol, compared to the MUE of 5.3 kcal/mol, which we found using a polynomial form in the Jastrow function in CASINO (see Tab. 4).
Since both calculations use the same PPs and the same Slater function in the trial wavefunctions, this improvement can only be due to the changes in the Jastrow functions, and, therefore, the locality approximation. Obviously, the mean error in the dissociation energies is not only determined by the fixed-node and PP errors, but also by locality errors.
To allow a more detailed investigation, we show in Fig. 7 pounds, the Padé function parametrization tends to give a lower DMC result, suggesting that for these elements the structure of the Jastrow factor used in QWALK is more appropriate. For ZnO, ZnS, ZnCl and NiCl, the differences in absolute energy between the two parametric forms are even greater than 2 kcal/mol. We can therefore conclude that, at least for some TMCDs, the locality approximation adds a systematic uncertainty to the results which is larger than the error bars aspired to when seeking chemical accuracy.
In the end, we are, however, only interested in relative energies and the change in locality error may be consistent among the atoms and molecules and thus cancel out. In Figs. 8 and 9, we therefore investigate the dissociation energy itself. Analyzing Fig. 8 , we note first of all that for some molecules like ZnO, ZnS, ZnCl and NiCl, for which the total energies differ strongly, a large part of the Jastrow-related energy change cancels out when calculating energy differences. On the other hand, we also observe that the opposite is true for other molecules and that large differences in the dissociation energy of two or more kcal/mol are observed for some of the TMCDs, namely for TiCl, CrCl and MnS. We can thus conclude that, for the dissociation energies as well as the total energies of TMCDs described by DMC using single-Slater-Jastrow trial wavefunctions, we have to deal with systematic uncertainties related to the Jastrow parametrization that are in the order of considerably more than 1 kcal/mol. At this point, it should be stressed once more that the presence of comparatively large locality errors is not a flaw of DMC in itself: first of all, many systems, especially those only containing first row elements, will suffer from considerably smaller locality errors and second, the trial wavefunction can be improved, thereby reducing the fixed-node and locality error. The use of multi-determinant trial wavefunctions and orbital optimization is, while not entirely straightforward due to the necessity of good optimization schemes, common practice for small systems. For the large systems, which we ultimately have in mind, this is, however, not feasible. The awareness of the possible influence of the locality error on the accuracy of the results and an estimate of its size are thus important.
Although the locality errors we observe are large compared to chemical accuracy, Fig. 9 clearly suggests that it is nonetheless not the locality error which dominates the errors in the dissociation energies: the change of Jastrow parametrization only seems to add a comparatively small fluctuation in the error to an overall often large error bar. In order to decrease this uncertainty, it might be desirable to eliminate or decrease the uncertainties coming from the locality approximation as much as possible and thus to optimize the Jastrow factor as well as possible. We therefore re-investigated the cases for which the largest dependence on the Jastrow function was found, namely TiCl, CrCl and MnS, with larger Jastrow parametrizations: in CASINO we go from order 4 in the polynomial describing u and χ to order 6 and in the f -term we go to an order 3x3x3 in the three variables. In QWALK we go from an f -function with 12 terms to an f -function with 30 terms. The corresponding results are given in detail in the supplementary information. For the three systems considered, the added flexibility obtained through the larger Jastrow expansions influenced the result on the order of about 1 kcal/mol, but it did not systematically lead to smaller deviations between the computed and the experimental dissociation energies, for both parametric forms.
We therefore conclude our analysis on the Jastrow parametrization by emphasizing that our results, while not yet allowing a final elimination of the locality error within the singleSlater Jastrow framework, clearly show that the use of single-Slater-Jastrow trial wavefunctions in DMC can and will lead to considerable uncertainties (of the order of several kcal/mol) in the dissociation energies of certain TMCDs due to the presence of locality errors. On the other hand, the large deviations observed between the calculated and the experimental re-sults (e.g. for MnS) seem to be dominated by errors other than the locality error (fixed-node or PP related errors), since the deviations from the experimental values observed in the dissociation energy are considerably larger than the fluctuations observed when varying the Jastrow function.
Influence of fixed-node errors and PP related errors
We now turn to the fixed-node and the pseudo-potential errors. The fixed-node error may be considered as controllable to a certain extent in small systems, since the trial wavefunction can be improved by adding more determinants. An improvement of the trial wavefunction will also decrease the locality errors discussed in the previous section. In large systems, however, the fixed-node error becomes uncontrollable, since there is so far no way to improve the trial wavefunction systematically until convergence is reached, although embedding schemes may provide a step in this direction 78 .
The fixed-node error might be expected to be smaller for molecules with a strong singledeterminant character 7 . Following Ref. 7, we split the database into 7 molecules with strong single-determinant character (CuCl, ZnH, ZnS, ZnCl, CrCl, MnCl, FeCl) and 13 molecules with multi-determinant character. The resulting MUE is shown in Table 5 . For molecules with single-determinant character wavefunctions, the DMC errors are clearly smaller, suggesting that a portion of the remaining error is indeed due to the fixed node approximation. This is especially true for DMC(UHF), where the MUE decreases from 14.1 kcal/mol for molecules with multi-determinant character to 5.8 kcal/mol for molecules with single determinant character -a value close to the DMC(PBE) result. On the other hand, the decrease in error is considerably smaller in DMC than in DFT. This may indicate that the pseudo-potentials do really constitute another source of error, which would also explain the consistency in the DMC results for different trial wavefunctions: a PP error would introduce a systematic error that is different for each molecular system, but might not much depend on the exchange-correlation functional used in obtaining the trial wavefunction. In terms All calculations were performed at a time-step τ = 0.002 au, without zero-timestep ex-trapolations. However, the remaining corrections should be small.
We start our discussion with Cu and CuH. The results from multi-determinant expansions and when using backflow are shown in Fig. 10 . Figure 10 : Absolute DMC energies obtained for Cu and CuH using spin unrestricted (s.u.) and spin restricted (s.r.) B3LYP Slater-Jastrow trial wavefunctions, a CI expansion up to the minimal weight specified, or backflow transformations on the unrestricted B3LYP trial wavefunction.
For Cu, we used all determinants with a weight larger than 1 × 10 for Cu and CuH, indicating that the fixed node error, while being quite large, cancels out quite well.
Tests using backflow for MnS also showed the absolute energies to decrease by several kcal/mol, but no relevant change in the dissociation energy was observed. This observation is very similar to that made for CuH. Further test for compounds showing a large discrepancy with the experimental values would be desirable, in order to distinguish further between fixed-node and pseudo-potential errors.
Summary and Conclusion
We present a systematic investigation of the performance of diffusion Monte Carlo (DMC) for transition metals and transition metal containing dimers (TMCDs). Studying the database of twenty 3d-TMCDs, we were able to gauge the accuracy of DMC for such systems. With a mean unsigned error (MUE) of 5.3 kcal/mol (4.5 kcal/mol when using the structure of Jastrow which is default in QWALK) our DMC error lies below the MUE we obtain with DFT with pseudo-potentials. The best performing XC-functional tested (B97-1) shows a MUE which is 1 kcal/mol higher than that of the best performing DMC calculation, DMC ( using a very extensive basis set).
Our DMC results exhibit several favorable characteristics: first, the MUE of the DMC results has a smaller sample variance than the MUE of DFT. This indicates the presence of fewer cases with exceptionally high (or low) errors. DMC thus has fewer unpredictable "outliers" that make it difficult to judge the quality of a specific result. Furthermore, the errors we obtain for each individual molecule are very robust against changes in the XCfunctional used to generate the trial wavefunction. This observation, and the fact that the use of trial functions based on GGA functionals does not strongly degrade the quality of the DMC results, are extremely relevant for molecule-metal surface systems relevant to heterogeneous catalysis. For these systems one does not only need to describe the molecule to very high precision but also the metallic surface. This is difficult to achieve with hybrid functionals which generally perform very well for molecular systems but suffer from difficulties for metals and furthermore exhibit an increased computational cost in DFT calculations.
In the context of this work, we performed an extensive error analysis. Regarding the achievable accuracy of DMC for TMCDs, our results indicate that locality errors, remaining in spite of the effort made to keep them small, as well "physical" shortcomings of the PPs due to limits in their transferability and the missing core-valence interaction, add to the fixed-node error and hence to the mean error observed for the TMCDs. The use of He core PPs or PPs with improved transferability may therefore further reduce the MUE obtained in DMC. In order to address the remaining discrepancies between experimental data and DMC results and in order to reduce the observed MUE, we encourage further investigations aimed at separating the fixed-node error from pseudo-potential errors.
Taking the performance of a method in describing small molecules as an indicator of its ability to correctly describe interactions in solids and at transition metal surfaces, we expect the present work to establish DMC further as an interesting candidate for calculations on large or periodic systems in which the interaction with transition metals is important. For such systems, higher level quantum chemistry methods cannot be applied directly any more due to the large size of the system. Quantum chemistry calculations of systems embedded in a DFT environment 78 might still be feasible, but such methods come with additional challenges due to the requirement to perform the embedding correctly and accurately. DFT, on the other hand, while being scalable to large systems, often does not yield accurate enough results and depends strongly on the XC-functional. Since we found the error in DMC for
TMCDs to depend only weakly on the functional used to generate the trial wavefunction, DMC may be of interest especially for systems such as transition metal surfaces interacting with molecules, where the hybrid DFT functionals that perform best for the molecular database offer no improvement over GGA functionals.
Our results provide useful guidelines for achieving greater accuracy in DMC calculations on transition metal containing systems, such as the use of small core BFD-PPs b , of large Jastrow functions, and of energy optimization of the trial wavefunction, and provide insights in the accuracy achievable with QMC. We expect these results to be valuable in view of the increasing interest in treating strongly correlated, transition metal containing systems in DMC (e.g. Ref. 15, 19, 20, 88 ) , and the inherent relevance of transition metals to catalysis and superconducting materials. 
