Meta-analyses of diagnostic test accuracy (DTA) studies have been gaining prominence in research in clinical epidemiology and health technology development. In these DTA meta-analyses, some studies may have markedly different characteristics from the others, and potentially be inappropriate to include. The inclusion of these "outlying" studies might lead to biases, yielding misleading results. In this article, we develop Bayesian methods for detecting outlying studies and their influence diagnostics in DTA metaanalyses. Synthetic influence measures based on the bivariate hierarchical Bayesian random effects models are developed because the overall influences of individual studies should be simultaneously assessed by the two outcome variables and their correlation information. We propose five synthetic measures for the influence analyses: (1) relative distance, (2) standardized residual, (3) Bayesian p-value, (4) posterior distribution of scale parameter of scale mixtures of normals, and (5) influence statistic on the area under the summary receiver operating characteristic curve. We also show conventional univariate Bayesian influential measures can be applied to the bivariate random effects models, which can be used as marginal influential measures. We illustrate the effectiveness of the proposed methods by applying them to a DTA meta-analysis of airway eosinophilia in asthma.
Introduction
Evidence synthesis methods have been gaining prominence in diagnostic test accuracy (DTA) research in clinical epidemiology and health technology development 1, 2 . Due to the methodological developments of DTA meta-analysis, the bivariate meta-analysis model is one of the standard methods for these studies, as it enables synthesis of the two primary correlated outcomes of diagnostic studies, sensitivity and false positive rate (FPR; = 1−specificity), thus borrowing their strengths in statistical inference. In addition, the bivariate modeling framework provides a unified formulation that also identifies the corresponding summary receiver operating characteristic (SROC) curve [3] [4] [5] [6] [7] .
In DTA meta-analysis, there are systematic heterogeneities between studies in general, e.g., study designs, participant characteristics, regions, sites, cut-off of diagnostic markers, and outcome definitions. Therefore, the heterogeneity of the diagnostic measure should occur commonly, and random effects models are usually adopted 4, 8 . However, some studies might have markedly different characteristics from others, and may exceed the degree of statistical heterogeneity that can be adequately explained by the random effects model. These "outlying studies" might lead to biases, potentially yielding misleading results. These biases might have serious influences on technology assessments and policy-making. Therefore, identification and influence diagnostics of the outlying studies are relevant to the practice of evidence synthesis research.
For outlier detection in DTA meta-analysis, several exploratory methods and graphical tools have been discussed in the literature [9] [10] [11] [12] , but they have limitations due to their heuristic and subjective approaches 13 . Recently, to address these issues, Negeri and Beyene 13 proposed more objective approaches based on the Reitsma's frequentist bivariate random effects model 4 . They proposed a bivariate residual-based diagnostic method and a test-based method using a mean-shift outlier model within the frequentist 2 framework 13 . Besides, Bayesian influence diagnostic methods are another effective approaches for these problems 14 . In particular, the influence diagnostic methods of Carlin and Louis 14 have been widely applied to various statistical problems as useful tools for outlier detections. In evidence synthesis methods, Zhang et al. 15 recently developed detection and handling methods for trial-level outliers in network meta-analyses using the Carlin-Louis-type influence diagnostic methods. However, no such effective methods have been established for DTA meta-analyses, although the Bayesian hierarchical modeling is another effective approach for these meta-analyses 9, 16 .
In this article, we propose Bayesian methods for the identification and influential diagnostics of outlying studies in DTA meta-analyses. Especially, we develop synthetic influence measures based on the bivariate hierarchical Bayesian random effects models because the overall influences of individual studies should be simultaneously assessed by the two outcome variables and their correlation information. We propose five methods within the Bayesian framework of DTA meta-analyses to detect outlying studies: (1) relative distance (RD), (2) standardized residual (SR), (3) Bayesian p-value, and (4) posterior distribution of scale parameter of scale mixtures of normals, and (5) influence statistic on the area under the SROC curve. We illustrate the effectiveness of the proposed methods by applying them to a DTA meta-analysis of airway eosinophilia in asthma 17 .
The remainder of this paper is organized as follows. In Section 2, we briefly review the Bayesian bivariate model for DTA meta-analysis. In Section 3, we present the five methods for assessment of outlying studies and influence diagnostics. In Section 4, we demonstrate the effectiveness of these methods via application to a DTA meta-analysis of airway eosinophilia in asthma 17 . Finally, we provide a discussion in Section 5.
Detections of outlying studies and influence diagnostics

Relative distance
To assess whether individual studies have remarkably different characteristics, we propose quantifiable measures that are suitable for DTA meta-analyses. The first measure is RD, which was proposed by Zhang et al. 15 for network meta-analysis in order to assess the influence on the estimate of mean parameter by deleting the th study from the calculation (i.e. leave-one-out cross-validation). This was proposed as a measure resembling Cook's distance for linear regression analyses 20 . The marginal RD for sensitivity and FPR of the th study are defined by straightforwardly applying the RD measure of Zhang et al.
15
,
where ̂ and ̂ are the estimators of and obtained from all the data, and ̂ and ̂ are those obtained from the leave-one-out data without the th study.
These estimators are obtained by the Bayesian hierarchical random effects model in Section 2 (usually, the posterior means are adopted). Studies with large RD are regarded as influential, and then they are judged as outliers in the sense of marginal measures.
Besides, in DTA meta-analysis, the primary target to be estimated is substantially the grand mean parameter , and it is estimated using both the sensitivity and FPR information, as well as their correlation information. Thus, it is more reasonable that the influences are assessed as a two-dimensional measure. We then propose a synthetic measure for DTA meta-analysis, synthetic relative distance (SRD), which that accounts for both sensitivity and FPR,
Note that SRD is defined as a relative Euclidean distance in two-dimensional space that quantifies the divergence of the obtained estimates from the leave-one-out dataset.
Another synthetic measure might be the mean of the two marginal measures of and
which corresponds to the average RD (ARD) measure of Zhang et al. 15 . Geometrically, the ARD is solely an averaged relative measure of two one-dimensional Euclidean distances.
In addition, to assess the influences synthetically, another approach is to evaluate them using a synthetic diagnostic measure. A well-used measure is the diagnostic odds ratio (DOR) 21 , which is defined as a ratio of positive likelihood ratio ( ) and negative likelihood ratio ( ),
The influences on sensitivity and FPR can also be evaluated jointly by the relative distance using DOR, log log log .
Here log is estimated from the full data by log ̂ ̂ . log is the estimate obtained from the full data, except for the th study, by log ̂ ̂ . Note that because DOR is a ratio measure, we transformed them to logarithm scale to circumvent having a highly skewed distribution.
Standardized residual
In another approach based on leave-one-out cross validation, Carlin and Louis 14 and Zhang et al. 15 proposed using the SR. The SR is defined as a deviation measure, which is the difference in the observed outcome of the ith study and the posterior predictive mean obtained from the leave-one-out dataset, standardized by the posterior predictive standard deviation. Zhang et al. 15 proposed the SR as a univariate influence diagnostic measure for network meta-analysis, and it can be applied to DTA analyses Here, indicates an entire parameter vector, , , , . Note that the SSR is defined as the standardized deviation in two-dimensional space that quantifies the divergence of the observed statistics of the ith study from those of the leave-one-out dataset. In addition, the average SR (ASR), which was proposed by Zhang et al. 15 , can also be applied to the DTA analyses as another synthetic measure,
Also, we can discuss the standardized measure of DOR as a synthetic diagnostic measure,
Here, log is observed log-transformed diagnostic odds ratio for the th study, and log | and log | are the posterior predictive mean and variance obtained from the leave-one-out dataset, respectively. Because DOR is defined as an odds ratio of and , the posterior predictive distribution can be straightforwardly constructed in the MCMC.
Bayesian p-value
The Bayesian p-value is a well-established measure for posterior predictive model checking 14, 22 , which evaluates the discrepancy between the observed data and the posterior predictive samples obtained from the hierarchical Bayesian model by p-value.
To introduce the Bayesian p-value, we define the following discrepancy measures for sensitivity and FPR, respectively If the p-values or are substantially small, it indicates that the observed data are extreme compared to the posterior predictive distribution. Then, the corresponding study is considered to be an outlying study, and possibly an influential one.
Although the previous two p-values are marginal diagnostic measures, we can also discuss another Bayesian p-value using the synthetic discrepancy measure defined in the previous sections. We use the two-dimensional discrepancy measure to define the diagnostic measure,
and we propose the Bayesian p-value using the two-dimensional information, * , , | * , , | | .
The Bayesian p-value reflects the discrepancy information in two-dimensional space, and would be suitable for assessing the influences in DTA meta-analyses. Also, we can simply define the Bayesian p-value for averaged marginal discrepancy measures according to
Also, we can define the Bayesian p-value for DOR, log * , log , | .
where log , log log | log | .
Here, log is the observed log-transformed diagnostic odds ratio for the th study, and log * is hypothetical future data from a posterior predictive sample for the th study. The posterior mean and variance for log-transformed DOR for the th study are also obtained from MCMC.
Posterior estimate of scale parameter of scale mixtures of normals
In another approach to assessing the outliers, we consider the posterior estimate of scale parameter of scale mixtures of normals. Here, and are the overall mean parameters and ， , and are the heterogeneity variances and correlation coefficient. Assuming adequate prior distributions to these parameters, we can obtain posterior estimates of them using MCMC.
Note that using the scale mixture of normals, we can assess the adequacy of the assumption of normal errors, i.e., when or equals 1, the assumed distribution accords to the ordinary normal distribution, but if not, it would be non-normal heavily tailed distributions. Thus, if a study has posterior distributions of scale parameter or greater than 1 with large probability, the study may be considered to have non-normal error, and therefore might be considered to be an outlying study. For the prior distributions of and , two types of distribution are widely used; inverse gamma distribution , ~ 2 ⁄ , 2⁄
and exponential distribution , ~ 2 . The two choices correspond to useful parametric error models; the former is the Student's t error with degrees of freedom, and the latter is the double exponential error.
In addition to the methods described above, another approach would be to assume equality of the two scale parameters, , in the Bayesian model, and then conduct the posterior inference of the common scale parameter (CSP) ; we refer to this as the CSP model. Using this model, the resultant posterior estimate of reflects the joint information of the discrepancy of the corresponding ith study; thus, we can assess the potential outlying study via a single parameter.
Influence on the area under the summary receiver operating characteristic curve
In DTA meta-analyses, the AUC of the SROC curve is widely used to assess overall diagnostic ability. Influence analyses can be straightforwardly adapted to the AUC by deleting a study from the full data. Because the AUC can be directly interpreted as a summary measure of diagnostic performance, it would be useful to assess how influential each individual study is. After the posterior estimates of bivariate hierarchical random effects model in Section 2 are obtained, the SROC curve and AUC are estimated as 2. Transform the regression line from logit scale back to the original (0-1) scale.
3. Estimate the AUC using the SROC curve by the ordinary method 2, 5 .
Then, influences of individual studies are evaluated using the following measure, where is estimated from the full data and is the corresponding value after deletion of the th study. A study with a large value of the would be considered as an outlying study.
Applications: DTA meta-analysis of airway eosinophilia in asthma
To illustrate the proposed methods, we analyzed a dataset from a DTA meta-analysis of airway eosinophilia in asthma of Korevaar et al.
17
. Although eosinophilic airway inflammation is associated with elevated corticosteroid responsiveness in asthma, direct airway sampling methods are invasive or laborious. Thus, minimally invasive markers for diagnosis have been investigated. Korevaar et al. 17 conducted meta-analyses of several minimally invasive diagnostic markers using DTA meta-analysis methods. Here, we applied our methods to their meta-analysis, especially, to their meta-analysis of the fraction of exhaled nitric oxide (FeNO), which involved 12 diagnostic studies. The data from these 12 studies are presented in Table 1 . In computations of these analyses, we used OpenBUGS version 3.2.3 18, 19 and R version 3.5.1 24 . We conducted 120,000 iterations and discarded the first 20,000 iterations as the burn-in period for MCMC.
In Figure 1 
15
; therefore, they would be considered as possible outlying studies. Because study 3 had the lowest FPR and study 10 the lowest sensitivity, they might be influential for estimating the mean parameter .
For the SSR, only study 1 had an SSR larger than 4.61, which is in the upper 10th
percentile of the chi-square distribution with two degrees of freedom. Thus, we considered that study 1, which has the highest FPR, might be an outlying study. Studies 3 and 10 had also relatively large SSRs, but their values were smaller than the threshold.
In regard to DOR, studies 3 and 8 had larger RD than other studies, and study 3 had the largest SR in absolute scale; therefore they were considered as outlying studies and may have been influential on the DOR.
In Table 2 , we show the Bayesian p-values for sensitivity, FPR, synthetic discrepancy measure, average discrepancy measure, and DOR. Study 3 had the smallest p-values, < 0.10, for FPR, synthetic discrepancy measure, average discrepancy measure, and DOR; some of these values were less than 0.05. Thus, study 3 was identified as a potentially outlying study based on the Bayesian p-values.
In Table 3 , we present the results of posterior estimate of scale parameter of scale mixtures of normals. In the table, we show that the posterior probabilities of the scale parameter were greater than 1 for sensitivity, FPR, and CSP. We used inverse gamma IG(1, 1) and exponential EXP(2) as prior distributions for . For heuristic evaluations, using 0.7 as the threshold value, studies 1, 3, and 5 had Pr 1 0.7 for CSP, indicating that these studies should be considered as possible outlying studies. Studies 1 and 3 had the largest and smallest FPR, respectively, and study 5 had high sensitivity and a large number of subjects. The selection of prior distributions for had little impact on the results of our application.
In Figure 2 , we present the results of influence analyses on AUC by deleting each study individually. Although was smaller than 0.01 for most of the 12 studies, the values for studies 5, 6, and 8 were 0.031, 0.016 and -0.016, respectively. These three studies had relatively large values, suggesting that they are influential studies.
Studies 5 and 6 had high sensitivity, and studies 5 and 8 had large numbers of subject;
consequently, these studies had large influences on the AUC.
Finally, we compared the results of a DTA meta-analysis involving all 12 studies with those of a meta-analysis lacking the potentially outlying studies. In Table 4 , we present the summaries of the potentially outlying studies, identified by the preceding analyses. 
Discussion
In this paper, we proposed Bayesian methods for detecting outlying studies and influence diagnosis for DTA meta-analyses. Similar methods have been already discussed for network meta-analysis 15 , but the marked characteristic of DTA meta-analysis is that the outcomes are evaluated by bivariate joint models, and the primary outputs are special diagnostic measures, e.g., DOR, the SROC curve, and its AUC
25
. Thus, special methods that are suitable for these assessments are needed for more appropriate scientific evaluations of diagnostic tools or markers.
In our methods, we need to specify some threshold values for identifying potential outlying studies explicitly. This might make it difficult to apply these methods in practice, but this is a common and general problem in outlier detections and influence diagnostics 26, 15 . Adequacy depends on the case-by-case situation, and strict guidelines would be difficult to set up. However, several characteristics of these methods would be useful for these evaluations. First, if sensitivity or FPR is near 0.5, the denominator of RD ̂ or ̂ has a value near zero, and RD tends to have large value. On the other hand, if ̂ or ̂ has a relatively large absolute value, RD tends to be small even if there is a meaningful impact of deleting a study. Second, if the number of studies in a meta-analysis is small, the weight of each study becomes large, and the detection methods based on leave-oneout cross validation (i.e. RD, SR and influence on the AUC) tend to generate relatively large values. In addition, we should be careful about the multiplicity of these analyses.
Because we must conduct a large number of analyses for these evaluations, extreme results may be observed by chance. This is also a common problem in influence diagnostics, and should be taken into account in practical situations.
We illustrated the effectiveness of the proposed methods by applying them to a DTA meta-analysis for airway eosinophilia in asthma in Section 4. Our methods enabled us to identify potential outlying studies and quantitatively evaluate their influence the overall results. Although any significant numerical evidence that there were some influential studies possibly to change the overall conclusions was not found, various quantitative evidence certainly supports the robustness of the main conclusions of that study. Such quantitative evidence would also be useful for policy-making and health technology assessments that use integrated evidence from these meta-analyses.
Data Availability Statement
The DTA meta-analysis dataset used in Section 4 is involved in published data in Korevaar et al. 17 . 
