In developing complex engineering systems, model-based design approaches often face critical challenges due to pervasive uncertainties and high computational expense. These challenges could be alleviated to a significant extent though informed modeling decisions, such as model substitution, parameter estimation, localized re-sampling, or grid refinement. Informed modeling decisions therefore necessitate (currently lacking) design frameworks that effectively integrate design automation and human decision-making. In this paper, we seek to address this necessity in the context of designing wind farm layouts, by taking an information flow perspective of this typical model-based design process. Specifically, we develop a visual representation of the uncertainties inherited and generated by models and the inter-model sensitivities. This framework is called the Visually-Informed Decision-Making Platform (VIDMAP) for wind farm design. The eFAST method is used for sensitivity analysis, in order to determine both the first-order and the total-order indices. The uncertainties in the independent inputs are quantified based on their observed variance. The uncertainties generated by the upstream models are quantified through a Monte Carlo simulation followed by probabilistic modeling of (i) the error in the output of the models (if high-fidelity estimates are available), or (ii) the deviation in the outputs estimated by different alternatives/versions of the model. The GUI in VIDMAP is created using value-proportional colors for each model block and inter-model connector, to respectively represent the uncertainty in the model output and the impact (downstream) of the information being relayed by the connector. Wind farm layout optimization (WFLO) serves as an excellent platform to develop and explore VIDMAP, where WFLO is generally performed using low fidelity models, as high-fidelity models (e.g. LES) tend to be computationally prohibitive in this context. The final VIDMAP obtained sheds new light into the sensitivity of wind farm energy estimation on the different models and their associated uncertainties.
I. Introduction

A. Model-based Complex System Design
Computational approximation models, both physics-based (e.g., FEA) and statistical models (e.g., surrogates), are crucial building blocks of most design processes. An informed application of such computational models demands the knowledge of how uncertainties, both inherited and introduced by such models, propagate through the design process. In a broader sense, the complexity of a system and/or the inability to fully understand and address it can also be perceived as uncertainty. In the context of this paper, by "design process" we refer to a repeatable analysis-to-design run, where different independent and coupled analysismodels feed into the final quantitative design-search (or optimization) algorithm. It is important to note that, this interpretation of "design process" is different from the typical understanding of "engineering design process" as the entire evolutionary process of system design starting from conceptual design to preliminary design to detailed design.
There exists very few design frameworks that determine the uncertainty in the information flowing along a design process. Allaire et al. 1 presented a new definition of system complexity and a quantitative measure of that complexity based on information theory. They performed sensitivity analysis to indicate key contributors to system complexity. This method created opportunities to use the complexity information, to make better modeling decisions, towards increasing the reliability of the resulting designs. While making a uniquely important contribution towards model-based complex system design, in its current form, this method does not provide a strategy to actually integrate design automation and human decision-making. In this paper, we hypothesize that "such integration could be accomplished by a visualization platform that will enable the user/designer to be cognizant of the criticality, fidelity, and expense of information at any stage/model-level of the design process". In other words, such a visual platform will allow the designer to make informed modeling decisions in a model-based complex system design (MB-CSD) process. In this paper, we specifically develop a framework to quantify and visualize the inter-sensitivity of models in the process of designing wind farm layouts. A brief discussion of the concept of information characteristics in MB-CSD is provided next, which is followed by a summary of the visually-informed wind farm design platform developed (in this paper) based on this concept.
B. Information Flow Perspective
A design process can be perceived as a"flow of information" among quantitative models/methods/algorithms − every model leverages the incoming information to predict or estimate quantities of interest. Figure 1 provides a generic representation of this flow of information with respect to a single model. From this information flow perspective, at any stage of a MB-CSD process a user is interested in three characteristics of information, namely (i) the criticality of the information being generated, (ii) the fidelity of the information being generated, and (iii) the expense of generating this information. The (often-overlooked) exploration of these information characteristics (criticality, fidelity, and expense) is crucial to effective decision-making in model-based systems design. Information fidelity can also be represented as the "uncertainty in the information", and hence ideally there should be a quantitative attribution of the uncertainty in the outgoing/output information to various sources, e.g., incoming information fidelity, parametric variability, code uncertainty, and model inadequacy − In practice, attributing uncertainty to various sources could be an extremely challenging task.
The end goal of understanding (and analyzing) the information characteristics along a MB-CSD process is to accomplish a desirable level of reliability in the final solutions (or designs) at an acceptable expense and within a reasonable time-frame. To this end, the user is required to make modeling decisions, such as: (i) model selection, (ii) specification of prescribed model parameters and/or kernel functions, (iii) sampling or design of experiments, (iv) model improvement, (v) grid refinement, and (vi) computational resource allocation. These modeling decisions can be partly automated, if measure(s) of pertinent information attributes are available to guide quantitative decision-making.
For example, Allaire and Willcox 2 developed a probabilistic approach to attribute uncertainties to analysis models, and used this uncertainty measure to guide multifidelity analysis and to provide design risk assessment. This multifidelity design and analysis method 2 presents a unique ability to fuse information from high, medium, and low fidelity sources. Another example of automatizing modeling decisions is the surrogate model selection method presented by Mehmani et al., 3, 4 which uses a new model-independent and outlier-insensitive error measure called PEMF. When applied to standard test problems and a wind farm design problem, PEMF-based model selection was found to be significantly more reliable than that performed using typical cross-validation based methods. 4 While making important contributions towards their intended objectives, these methods do not provide a holistic approach towards making modeling decisions. Some of the limiting assumptions made by these methods include: (i) the uncertainty in model outputs follow Gaussian distributions; (ii) the constitutive models could be used only in the current form with no model-improvement options; or (iii) the design framework is already using all analysis models and data (e.g., experimental or reported data) that is available to be used.
In addition, modeling decisions often cannot be automated in practice, due to their dependence on human knowledge, user experience, and user preference. This scenario is particularly applicable in the earlier stages of design (e.g., conceptual design and feasibility study stages). In other words, an effective model-based systems design process necessitates an integration of design automation, evolving heuristics, and human decision-making. Such an integrative approach to model-based systems design could be accomplished through an interactive decision-making platform.
C. An Informed Approach to Model-based Wind Farm Design
The steady evolution of renewable energy technologies is necessary to drive the world towards a more sustainable and environment-friendly energy demographics. 5, 6 Wind power plants or wind farms lie at the forefront of such renewable energy technologies. A wind farm system is characterized by a high degree of inter-disciplinary coupling and pervasive uncertainties. Hence, model-based complex system design is one of the primary tools used in the conception, feasibility study, and engineering planning of wind energy projects.
Wind farms generally consist of multiple wind turbines located in a particular arrangement over a substantial stretch of land (onshore) or water body (offshore). The total power extracted by a wind farm is significantly less than the simple product of the power extracted by a standalone turbine and the number of identical turbines (N) in the farm. 7 This deficiency can be in part attributed to the loss in the availability of energy due to wake effects − i.e., the shading effect of a turbine on other turbines downstream from it.
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The wake losses in a wind farm can be reduced by optimizing the selection and the arrangement of turbines over the site, a process commonly known as wind farm layout optimization (WFLO). Two primary classes of turbine arrangement (or layout optimization) methods exist in the literature: (i) methods that divide the wind farm into a discrete grid in order to search for the optimum grid locations of turbines, 8, 9, 10, 11 (ii) more recent methods that define the turbine location coordinates as continuous variables, thereby allowing turbines to take up any feasible location within the farm. 12, 13, 14 A few of the above methods also allow optimal selection of commercial turbines along with optimal turbine arrangement.
14, 15 A majority of these wind farm layout optimization methods seek to either directly or indirectly maximize energy production. Hence, an effective wind farm layout design process necessitates a robust yet computationally-efficient estimation of energy production.
Wind farm layout optimization (WFLO) can be readily perceived as a complex system design process. The energy production of a wind farm depends on several compound factors, such as (i) atmospheric boundary layer (ABL) variations, (ii) local topography, (iii) turbine geometry, (iv) turbine power characteristics, (v) arrangement of turbines over the site. These factors themselves comprise of multiple sub-factors or characteristics; e.g., the ABL, even in its simplest representation, consists of (i) mean wind speed and direction, (ii) turbulence intensity, (iii) wind shear, and (iv) air density, all of which vary with time and space. Several of these factors are highly uncertain, and the implicit functional relationships are highly nonlinear. In addition, high-fidelity estimations of some of these functional relationships have extensive computational footprint, making them practically prohibitive in the context of designing utility-scale wind farms − e.g., with current high-fidelity LES wake models (e.g., NREL SOFWA ), one will require approximately 600 million CPU-hours for optimizing a 25-turbine wind farm. 16, 14 WFLO frameworks comprise a series of interdependent/interconnected models. A information flow perspective to WFLO can therefore enable significant advancements in informed decision-making compared to the state of the art. With this hypothesis, in this paper we seek to develop a visual platform that quantifies and illustrates some of the key characteristics of information flowing across a WFLO process. We call this platform the Visually-Informed Decision-Making Platform (VIDMAP) for wind farm layout design. To the best of the author's knowledge, there does not such exist a quantitative framework that estimates and illustrates the inter-model sensitivities and the propagation of uncertainty in the process of wind farm design. In its complete form, VIDMAP could provide a major leap forward not only in addressing issues of "wind farm underperformance" and "concept-to-installation delays", but also in effective "risk mitigation" in wind energy projects.
The specific objective of VIDMAP (in this paper) is to quantify and illustrate:
1. the criticality of information exchanged between different models (i.e., inter-model sensitivities) in the WFLO process, and 2. the uncertainties introduced by the different models in the WFLO process.
To this end, VIDMAP develops a synergistic implementation of sensitivity analysis, uncertainty quantification, and a novel visual interface. The development of algorithms/strategies for decision-making based on VIDMAP (which is the next milestone in this direction of research) is however not within the scope of this paper. A few qualitative examples of the potential unique benefits of this platform in decision-making (in WFLO) is provided. We adopt the Unrestricted Wind Farm Layout Optimization (UWFLO) methodology, introduced by Chowdhury et al., 14, 17 to develop the VIDMAP for WFLO. UWFLO is an advanced layout optimization method that (i) does not assume any layout pattern, (ii) can simultaneously select the optimal turbine type and optimal land configuration (instead of being prescribed), and (iii) accounts for wind resource uncertainties.
The following section describes the major components of VIDMAP in the context of WFLO. Section E illustrates the final VIDMAP obtained under certain numerical settings for WFLO.
II. Visually-Informed Decision-Making Platform (VIDMAP)
A. Major Components of VIDMAP
The Visually-Informed Decision-Making Platform (VIDMAP) for wind farm design comprises the following three major components:
1. Uncertainty Quantification: Uncertainty quantification (UQ) is in general performed in VIDMAP to gauge the fidelity or quality of information at any stage in the design process; in other words, UQ techniques are applied to estimate the uncertainty in the originating information (i.e., inputs to the most upstream models), and to subsequently estimate the uncertainty generated by the models (themselves) along the design process.
2. Sensitivity Analysis: Sensitivity analysis is performed for each constitutive model (in the design process) to gauge the relative impact of different inputs (incoming information) on the model output (outgoing information). In doing so, it essentially illustrates the inter-model dependency/sensitivities within the design process.
3. Informed Graphical Representation: A graphical user interface (GUI) is created to illustrate the uncertainty in the information generated by each model and the inter-model sensitivities.
The GUI component of VIDMAP is described first (in the following sub-section), in order to provide an immediate understanding of the utility of VIDMAP, especially in the context of wind farm design. This is followed by the description of how we quantify some of the natural sources of (incoming data) uncertainty and some of the model-generated uncertainties in wind farm design.
B. Graphical Representation of Information Flow in Systems Design
Apart from providing a visualization interface to promote effective decision-making in model-based systems design, the GUI in VIDMAP aims to serve a broader objective − initiate a much-needed conversation in the design community regarding what and how best information could be presented to users/designers to enable robust yet cost-effective decision-making. The engineering design (and the MDO) community has mostly been an end-user of information systems, thereby missing the opportunity to impact the paradigm in human-computer-interaction with the goal of advancing model-based complex system design approaches. The VIDMAP GUI is therefore intended to be an important step towards integrating design automation, evolving heuristics, and human decision-making in the context of model-based design.
The VIDMAP GUI is developed as a two-fold interface:
1. "VIDMAP-design": It provides a visualization of the information flow and its attributes (quality, cost, and sensitivities) along the entire design process, including all analysis models and algorithms and their inter-connections;
2. "VIDMAP-model ": It provides a more comprehensive exploration of a particular model, − i.e., visualization of the computational expense of the current model and distribution of the model-output across different model alternatives.
Both VIDMAP GUI will be developed using the MATLAB GUI toolbox, and associated in-built functions.
An illustrative example of the "VIDMAP-design" GUI for wind farm design is shown in Fig. 2 . Before moving on to discussing the visual interface (the essence of the coloring scheme), it is important to understand the components of WFLO and the inter-model relationships shown in Fig. 2 . In this example, wind farm layout optimization (WFLO) is performed by Particle Swarm Optimization (PSO) to minimize the Cost of Energy (COE), subject to land area constraints. The land area model estimates the total land area covered by the wind farm based on the turbine locations (of a candidate wind farm layout) and associated practical land footprint considerations.
The Cost of Energy (in $/kWh), which is estimated by the COE model, can be expressed as
where C f arm and the E f arm are respectively the average annual cost (in $) of the wind farm and the average annual energy production (in kWh) of the wind farm. There are several wind farm cost models, 18, 19, 20 most of which are empirical in nature, and represent cost in terms of different sets of parameters such as turbine features, nameplate capacity, and labor costs. The energy production model in the UWFLO framework is a complex model that represents the wind farm energy production as a function of the features and locations of turbines and the incoming wind conditions over a certain period of time.
The energy production model is a collection of several models: (i) the wind distribution model that estimates the frequency of wind speeds based on the measured site data; (ii) the wind shear model that determines the wind speed at a given height above the ground (generally the hub height) based on measured/reference wind speed at a different height; (iii) the wake model that estimates the wake width and the wind speed in the wake downstream from each turbine within the farm; and (iv) the turbine power response model that yields the power generated by each turbine with respect to the wind speed directly encountered by the turbine. The energy production of the wind farm (E f arm ) is estimated as a numerical integration of the wind farm power generation over a distribution of wind conditions, which can be expressed as:
where P f arm U i , θ i represents the power generated by the farm (in kW) for the i th sample wind speed (U i ) and direction θ i − estimated using the wind shear model, the turbine power response model, and the wake model. In Eq. 2, p U i , θ i represents the probability of the occurrence of the i th sample wind wind condition, which is given by the wind distribution model. The parameters U max and N p are respectively the reference maximum wind speed at a site (e.g., 15 m/s) and the number of sample wind conditions considered (20 in this paper).
As evident from Eq. 2, during the practical execution of the WFLO process, the wind distribution model is called by the energy production model only once, whereas the other three models are called by the energy production model multiple times in estimating the energy production of a single candidate wind farm layout. In the VIDMAP-design figure 2, (i) the color of a model block depicts the uncertainty in the corresponding model output; and (ii) the color of a connector depicts the sensitivity of the corresponding downstream model output to the upstream model output. In this example, the color bar shows a qualitative representation (e.g, high and low) of the uncertainty and sensitivity. In practice, this could be replaced by quantitatively-defined color-bar. The probabilistic measure of uncertainty (represented by variance, as described in Section C is normalized to allow ready comparison across different models. The measure of sensitivity used in this case is the variance-based first-order index (further described in Section D, which can take any positive real value less than or equal to 1. The VIDMAP visualization shown here is a first generation representation; in practice, a comprehensive VIDMAP could be more complex. For example, considering that the most upstream models (e.g., wind distribution model) generally receive information from experiments or commercial sources, the information source could also be depicted by a colored block. Additionally, inter-model relationships could also be more complex such as two way relationships. We are more likely to encounter this complexity when a multidisciplinary modeling and optimization approach is adopted to designing a complex system.
The "VIDMAP-model " GUI can be enabled by the user from the "VIDMAP-design" GUI, by selecting (clicking) on a model, with the objective to explore it in more detail. The "VIDMAP-model " GUI will illustrate the probability distribution plots for each input and output of the model. The "VIDMAP-model " GUI will also show the various model alternatives available for performing the particular function of that model (at that design stage), and whether the alternatives are in the same class in terms of fidelity and computational expense. A visual illustration of the "VIDMAP-model " GUI, although not included in the paper, is shown in the conference presentation of this research.
C. Uncertainty Propagation: Quantification and Source Attribution
Both forward propagation of uncertainty and inverse assessment of model uncertainty can be employed to quantify uncertainty in the information flowing through the design process. In this paper, we perform inverses assessment of uncertainty using Monte Carlo simulations. Owing to the ease and universality of illustration and comparison across models, the colored representation of uncertainty in VIDMAP (Fig. 2) will be defined in terms of the standard deviation of the quantity of interest (model output or outgoing information), normalized by a user-defined reference value of that quantity.
The inverse assessment of model uncertainty is sometimes limited by the lack of availability of independent high-fidelity models (from simulations or experiments) of model outputs, or even by the computational impracticality of performing large-scale Monte Carlo Simulation of the typically expensive high-fidelity models. In developing VIDMAP for WFLO in this paper, we take a more unique non-traditional approach − we define uncertainty in the output of different models as the variation in the output given by different alternatives for the same model, where the alternatives are in the same class of computational expense and fidelity. For example, different types of analytical wake models are available, and are popularly used for WFLO (since computational wake models are generally too expensive in this context); the ones considered in the UWFLO framework include the Jensen model, 21 the Frandsen model, 22 the Ishihara model, 23 and the Larsen model. 24 These models have been shown to yield significantly different wake speed and wake width values; however, a comprehensive understanding of which analytical wake model provides better fidelity when compared to high-fidelity computational models (e.g, LES or DNS models) is mostly lacking in the literature.
A slightly different approach is adopted to quantify uncertainty where different same-fidelity-level model alternatives cannot be readily employed or are unavailable. In this approach, the deviation of the output parameters estimated by the (single-available) model with respect to the actual outputs given by experimental or measured data (under particular set of conditions) is used to quantify the uncertainty. This approach assumes the deviation under the particular scenario to be representative of the deviation in general, which is not really a limitation of the VIDMAP methodology (rather a practical constraint), since if experimental data is available for a wide range of scenarios, a more comprehensive uncertainty analysis can be readily performed. The approaches to quantify the uncertainty in the various models (feeding into the WFLO energy production model ) is discussed below, followed by a description of how we quantify the uncertainty in the independent input parameters.
Quantifying Uncertainty in the Wake Models
The estimation of the wake characteristics (by the wake model) in front of a downstream turbine depends primarily on (i) the wind speed encountered by the upstream turbine, (ii) the features of the upstream turbine, and (iii) the distance between the upstream and the downstream turbines. This dependence in the case of the wake estimated with respect to two turbines, i and j, is shown below:
In Eq. 3, U w and D w respectively represents the wake speed and the wake diameter in front of downstream turbine-j; U 0 is the incoming wind faced by the upstream turbine-i, and T i is a vector of the features (e.g., thrust coefficient and rotor diameter) of the upstream turbine; d ij is the distance between the two turbine.
Certain wake models also require information regarding the ambient turbulence intensity to make the wake estimation; in this paper, we assume a constant value of 10% for the ambient turbulence intensity. The uncertainty in the outputs (U w , D w ) of the wake model is defined as the distribution of the deviation of the wake model outputs yielded by the different analytical wake models (with respect to a reference model).
Assuming that the uncertainty introduced by the wake model is not dependent on the wake model inputs, the deviation is scaled as:
where U w,ref and D w,ref are respectively the reference wake speed and the reference wake diameter values.
In order to quantify the uncertainty in the wake model outputs, we perform a design of experiments on the wake model inputs, where a set of N wa sample inputs are generated based on their independent natural distributions. The four different wake models are then applied to the designed set of experiments, and the scaled deviation in their outputs (ǫ Uw , ǫ Dw ) is estimated using Eq. 4, where the Frandsen model serves as the reference wake model. An appropriate probability distribution is then fitted to represent the (4 × N wa )-sized data set of wake speed and wake diameter deviations. The probability distribution representing the uncertainties in the wake speed and wake width estimated by wake model are shown in Fig. 3 (a) and 3(b), respectively.
Quantifying Uncertainty in the Wind Shear Models
A similar approach is adopted to quantify the uncertainty in the wind shear model. The candidate wind shear models considered include the (i) log law models corresponding to roughness lengths for smooth ground, snow cover, lawn grass, rough pasture and fallow field, and (ii) the power law models corresponding to exponents for smooth ground, short grass, and foot-high grass. 25 Again, there is hardly a comprehensive understanding (in the literature) of which wind shear model would most accurately represent the wind shear for a particular site (within a particular time period); this is more so as the associated ABL characteristics is strongly sensitive to other highly uncertain temporal and spatial factors (e.g., variation in vegetation cover within the site). The input to the wind shear models is the hub height of a concerned turbine and the incoming wind speed at 80 m, which is the reference height for the wind speeds shown in the US wind map given by NREL. 26 The functional form of the wind shear model can thus be expressed as
where U h is the wind speed at the hub height estimated by the shear model, and U av is the average incoming wind speed at the 80 m (reference height) above ground level as given by the US wind map.
The scaled deviation in the wind shear output is estimated as
where U h,ref is the wind speed estimated by the reference wind shear model, which is assumed to be the log law model for rough pasture (roughness length of 0.01). Once again, to quantify the uncertainty in the wind shear models, we perform a design of experiments on the inputs (based on their natural distributions), and an appropriate probability distribution is then fitted to represent the (4 × N ws )-sized data set of hub-height wind speed deviations (obtained from applying 7). The probability distribution representing the uncertainty in the wind speed at hub-height, estimated by the wind shear model, is shown in Fig. 3(c) .
Quantifying Uncertainty in the Wind Turbine Power Response Models
In the case of the turbine power response model, it is challenging to directly employ the above approach for quantifying the uncertainty. This is because, turbine manufacturers mostly provide a single power curve (generally a polynomial function), and data on the actual power response of the commercially-available turbines under field operation is not readily available owing to proprietary restrictions. However, it has been shown that the actual power response of wind turbines can deviate significantly from the manufacturer reported smooth power curve, primarily due to atmospheric stability effects. 27 The input to the power response model is the incoming wind speed at hub height (U 0 ) and the turbine features (T ), i.e., the power generation (P g ) estimated by a turbine power response model can be expressed as
In this paper, we assume the relative variance in the turbine power response to be the same as that estimated by Wharton and Lundquist 27 for turbines with 80 m hub-heights (located at a Western N. America wind farm). A Gaussian distribution with mean zero is assumed along with the above-stated relative variance to represent the uncertainty in the power response model. The probability distribution representing the uncertainty of the turbine power response model is shown in Fig. 3(d) .
Quantifying Uncertainty in the Wind Distribution Models
In this paper, for ease of illustration, we only consider the distribution of wind speed, where the wind direction is assumed to be fixed (unidirectional scenario). The uncertainty in the wind distribution model is defined as the distribution of the error in the wind speed frequency (or probability) estimated by the Rayleigh distribution. The Rayleigh distribution is used, since other than being one of the popular wind distribution models, 28 it provides another advantage in the context of performing such a comprehensive sensitivity and uncertainty analysis of wind farm energy production − Being a one-parameter distribution, it can be readily generated from a single average wind speed value given by the wind map, as demonstrated by Chowdhury et al. 29 Therefore, the input to the wind distribution model in this case is the averaged wind speed value given by the US wind map. 26 The output of the wind distribution model is a vector of wind speed probabilities (p), estimated with respect to the set of N p sample input wind speed conditions (U i from Eq. 2), as given by
In order to quantify the uncertainty, we use available 10-year wind speed data from a site in Baker, ND to estimate the Rayleigh distribution. This site data has been previously used to illustrate the effectiveness of the UWFLO method, 14, 17 and hence serves as a suitable reference. The mean squared value of the differences between (i) the histogram of the wind speed values and (ii) the corresponding appropriately scaled wind speed probabilities estimated by the Rayleigh model is considered as the variance of the Rayleigh wind distribution model (with a zero mean). More specifically, it yields the variance of the error (ǫ p i ) in the estimated wind speed probabilities, subject to the constraint, Np i ǫ p i = 0. The probability distribution representing the uncertainty in the wind speed probabilities/frequencies, estimated by the wind distribution model, is shown in Fig. 3(e) .
Variation of the Independent Input Parameters
The wake model, the wind shear model, the wind distribution model, and the turbine power response model depends on the following independent input parameters: (i) the type of turbine or turbine features (T ), (ii) the average wind speed at any location given by the US wind map, and (iii) inter-turbine spacing. In this paper, we assume a standard wind farm layout comprising 100 identical turbines, which are arranged in a uniform 10 × 10 layout that follows a 7/3 aspect ratio. The inter-turbine spacing is therefore given by the following equation.
where d S and d L are the streamwise and lateral spacing between turbines, respectively; p R and A pMW respectively represent the turbine rated power and the land area per MW installed for the wind farm. The turbine rated power is already an element of the turbine type vector (T ); hence, we replace the third independent input parameter (inter-turbine spacing) by the land area per MW installed or LAMI. A NREL report estimated the range of LAMI in the case of wind farms installed in US to be 34.5 ± 22.4 ha/MW.
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Hence, the samples for LAMI are generated by the Latin Hypercube sampling method using a range very similar to that reported by NREL. For turbine types, we use a comprehensive set of 131 commerciallyavailable turbines from major manufacturers, as considered in the paper by Chowdhury et al. 29 The turbine type is therefore allowed to follow a uniform (random) distribution between 1 and 131.
The uncertainty in the dependent parameters estimated by the various models discussed above, and the stochastic variation of the average wind speed over US are illustrated in Figs. 3(a) to 3(f) .
D. Extraction of Model-to-Information Sensitivities
There exists few examples of the application of sensitivity analysis in the general area of the case study performed in this paper (i.e., wind farm design). Rocklin and Constantinescu 31 presented an approach to estimate the adjoint sensitivity of wind power generation using numerical weather prediction (NWP) models. In the National Energy Modeling System (NEMS), Osborn et al. 32 analyzed the sensitivity of wind development to a series of assumptions that affect wind resource development. Rose and Hiskens 33 used trajectory sensitivities to quantify the effects of individual parameters on the dynamic behavior of wind turbine generators. Zack et al. 34 performed the ensemble sensitivity analysis of the wind speed forecast with respect to changes in the prior values of atmospheric state variables. Capps et al. 35 evaluated the sensitivity of the energy production of a wind farm (in Southern California) to the variations in key turbine characteristics, including hub height, rated power, rotor diameter, and turbine characteristic incremental costs. Tong et al. 36 used the eFAST method to analyze the sensitivity of the power generation of both array-like and layout-optimized wind farms to wind speed, ambient turbulence, land configuration, and the choice of wake models. The use of eFAST method in VIDMAP is motivated by the effectiveness of this sensitivity analysis performed by Tong et al.
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The GUI interface in VIDMAP can be used to illustrate both the first-order and total-order indices of the output-to-input variance-based sensitivity. Hence, we employ the Extended Fourier Amplitude Sensitivity Test (eFAST) developed by Saltelli and Bolado, 37 which is a variance-based sensitivity analysis method that estimates both these indices. The eFAST method is an evolution from the original FAST method. 38, 39, 40, 41 In the original FAST method, the input factors of a model are transformed into a frequency domain by Fourier transformation, thereby reducing a multi-dimensional model into a single dimension. For a model with N input factors, X 1 , X 2 , . . . , X N , the output of the model, Y , can be expressed as
By assigning a frequency ω j , each input factor can be transformed into a frequency domain spanned by a scalar s, as follows
Therefore, the model output can be represented by its expectation, E(Y ), which can be approximated as
where f (s) = f (x 1 (s), x 2 (s), . . . , x m (s)). By using the properties of Fourier series, 38 an approximation of 
where
The first-order indices provide a way to rank individual input factors on the basis of their contribution to the variance of the output. They are computed by evaluating the A j and B j for the fundamental frequency ω i and its higher harmonics denoted by pω i for p = 1, 2, . . . , ∞. Hence, the conditional variance s 2 Y /Xi can be approximated by
Since the Fourier amplitudes decrease as the value of p increases; s 2 Y /Xi can thus be further approximated by
where M is the maximum harmonic, and is normally taken to be 4 or 6. 40 Therefore, the first-order indices denoted by S i are calculated as the ratio of the conditional variance of each input factor to the variance of the output (s 2 i ), as given by
The primary advantage of the eFAST method over the original FAST is its ability to deal with the total-order indices of the input factors, which includes the interactions between the input factors of any order. The basic idea behind the computation of the total-order indices by the eFAST method is to consider the frequencies that do not belong to the set {p 1 ω 1 , p 1 ω 2 , . . . , p m ω m } for p i = 1, 2, . . . , ∞ and ∀i = 1, 2, . . . , m. Here, we use = i to represent all except i. 42 By doing so, the conditional variance, s 2 Y /X =i , can be expressed as
Therefore, the total-order indices are given by
E. Application of VIDMAP
In this paper, we illustrate VIDMAP for a particular section of the wind farm design framework shown in Fig. 2 . Sensitivity analysis is performed to quantify and illustrate the sensitivity of the energy production model to the incoming information, which include both independent parameters (e.g., type of turbine, T ), as well as the dependent parameters (e.g., wake speed). In order to decouple the variance of the upstream model parameters (on the energy production model ) from that of the independent parameters, the inputs from the upstream models to the energy production model are represented by the relative error or deviation in the outputs of the upstream models. The effective set of input parameters for the sensitivity analysis of the energy production model is provided in Table 1; this table also shows the upper and lower bounds of the input parameters, and the sampling strategy for these parameters. The first three inputs are the independent inputs, and the next five are respectively the estimations of the wind shear model, turbine power response model, wake model, again wake model, and the wind distribution model. (Fig. 3(c) ) Error in Turbine Power Response (ǫ P g ) -0.2596 0.2528 Normal Distribution (Fig. 3(d) ) Deviation in Wake Speed (ǫ U w ) -0.2483 0.0007 Lognormal Distribution (Fig. 3(a) ) Deviation in Wake Width (ǫ Dw ) -0.6258 0.6288 Normal Distribution (Fig. 3(b) ) Error in the wind speed probability (ǫ p i ) -0.0154 0.0139 Normal Distribution (Fig. 3(e) )
Based on the uncertainty quantification performed in Section C and sensitivity analysis performed using eFAST, we develop the VIDMAP GUI, which is shown in Fig. 4 It is observed from Fig. 4 , that among the independent parameters, turbine features have the strongest impact on the energy production of the wind farm. Among the upstream models, the turbine power response model and the wake width estimation portion of the wake width model are observed to have the strongest impact on the energy production model. These two models (power response and wake width) also exhibit the highest degrees of uncertainty, therefore calling attention (of the WFLO community) towards better modeling of turbine power response and wake growth.
III. Concluding Remarks
Model-based design is one of the most powerful methodologies to analyze and design complex engineering systems. However, the presence of inter-disciplinary coupling, pervasive uncertainties, and high computational expense often presents critical challenges towards successful application of model-based systems design. To be able to effectively address these challenges, a user should be well informed about the sources and degrees of uncertainties and inter-model sensitivities, while also considering the computational expense of each model. These challenges could be addressed in a major part by making informed modeling decisions, e.g., model selection, parameter prescriptions, grid refinement, or localized sampling. Unfortunately, there exist very few design frameworks that provide a visual interface to integrate design automation and human decision-making (in the context of modeling decisions).
In this paper, we develop a Visually-Informed Decision-Making Platform (VIDMAP) for wind farm layout optimization (WFLO). In VIDMAP, the sensitivity of each model to its downstream models or to sources of information is represented by the color of the corresponding model connecter, and the uncertainty generated by each model is represented by the color of that model block. The color scheme in the jet colormap is used for this purpose. Sensitivity analysis is performed using the eFAST method, and the model-connecter colors are determined by the estimated first-order indices. The upstream models in this case include the wind shear model, wake model, turbine power response model, and the wind distribution model. The uncertainty in these upstream models are quantified using Monte Carlo simulation, followed by the probabilistic modeling of the model output errors or deviations. The final VIDMAP obtained is found to be extremely helpful in clearly pointing out which models in the WFLO process have stronger impact on the energy production calculations (e.g., turbine power response and wake width estimations), and hence should be carefully considered. It also showed which models still involve high uncertainties, while also having a strong impact, therefore demanding exploration of methods (by the WFLO community) to mitigate these uncertainties. Such a visualization of model-based systems design process is unique, and is expected to provide important benefits towards informed decision-making in wind farm design and other similar complex systems.
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