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Abstract
We study an optimal investment problem under incomplete information and power utility. We
analytically solve the Bellman equation, and identify the optimal portfolio policy. Moreover, we compare
the solution to the value function in the fully observable case, and quantify the loss of utility due to
incomplete information.
c© 2005 Elsevier B.V. All rights reserved.
1. Summary of results
We consider a financial market with one riskfree asset and d risky assets. The riskfree asset
pays a constant interest rate. The prices of the risky assets are modeled by anRd -valued stochastic
process {(S1t , . . . , Sdt ) : t ≥ 0}. We assume that S1t , . . . , Sdt follow the stochastic differential
equations
dSit = Sit
(
f it dt +
n∑
m=1
σ imS dW
m
t
)
(1)
for 1 ≤ i ≤ d , where W 1t , . . . ,W nt are independent Wiener processes and σS is a fixed d × n
matrix. The random variable f it can be interpreted as the mean rate of return of the i th risky
asset. We assume that {( f 1t , . . . , f dt ) : t ≥ 0} is a mean-reverting process with values in Rd . In
other words, the drift terms f 1t , . . . , f
d
t satisfy a system of stochastic differential equations of
the form
d f it = −
d∑
j=1
λi j ( f jt − f j ) dt +
n∑
m=1
σ imf dW
m
t (2)
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for 1 ≤ i ≤ d , where f is a fixed vector in Rd and λ and σ f are fixed matrices of size d × d and
d × n, respectively.
Without loss of generality, we may assume that the riskfree rate is 0 (this can be achieved
using a change of numeraire). To exclude arbitrage opportunities, we assume that the diffusion
matrix σS has rank d . In particular, this implies n ≥ d . Note that we do not require markets to be
complete. In other words, n may be strictly greater than d.
The instantaneous covariances among the prices of the traded assets are given by
dSit
Sit
· dS
j
t
S jt
= Σ i jS dt,
where the d × d matrix ΣS is defined by ΣS = σS σ TS . The matrix ΣS is positive definite since
σS has full rank. Similarly, if we define Σ f = σ f σ Tf , then we have
d f it · d f jt = Σ i jf dt.
Finally, the instantaneous covariances between the asset prices (S1t , . . . , S
d
t ) and the components
of the drift vector ( f 1t , . . . , f
d
t ) are given by
dSit
Sit
· d f jt = Ri j dt,
where R = σS σ Tf .
Consider an investor who maximizes their expected utility at some time T in the future. We
assume that the utility function is either of the form U (x) = −xγ for some γ < 0, or of the
formU (x) = − exp(−γ x) for some γ > 0. The main part of this paper is concerned with power
utility. Similar results can be established for the exponential utility function. These results are
stated, without proof, in the Appendix A.
We denote by X t the investor’s wealth at time t . The process {X t : t ≥ 0} follows the
stochastic differential equation
dX t =
d∑
i=1
θ it
dSit
Sit
=
d∑
i=1
X t pi
i
t
dSit
Sit
. (3)
Here, θ it denotes the amount of capital invested in the i th risky asset. Moreover, pi
i
t = θ
i
t
X t
can be
interpreted as the fraction of wealth invested in the i th risky asset. Given an initial endowment
x , the investor selects a trading strategy (θ1t , . . . , θ
d
t ) so as to maximize the expected value
E[U (XT )].
At each time t ≤ T , the investor chooses the portfolio positions (θ1t , . . . , θdt ) based on
the information available to them at that time. The investor’s information can be modeled by
a filtration. There are two filtrations that can be used for that purpose:
Case 1. Suppose that the investor observes both the asset prices (S1t , . . . , S
d
t ) and the drift vector
( f 1t , . . . , f
d
t ). In this case, we require that the trading strategy (θ
1
t , . . . , θ
d
t ) is adapted to the
filtration {Ft : t ≥ 0}, where
Ft = σ {Su, fu : 0 ≤ u ≤ t}.
This case will be referred to as the case of full information.
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Case 2. Suppose that the investor observes the asset prices (S1t , . . . , S
d
t ), but not the drift vector
( f 1t , . . . , f
d
t ). In this setting, the trading strategy (θ
1
t , . . . , θ
d
t ) should be adapted to the filtration
{Gt : t ≥ 0}, where
Gt = σ {Su : 0 ≤ u ≤ t}.
This leads to a problem of optimal stochastic control under incomplete information (see [2,11]).
The value function for the fully informed investor is of the form J (x, ft , t), where J (x, η, t)
is the solution of the Bellman equation for this problem. For power utility, the value function is
of the form
J (x, η, t) = −xγ exp(ηT A(t) η + B(t)T η + C(t)),
where A(t) is a symmetric d × d matrix and B(t) is a vector in Rd . The functions A(t), B(t),
and C(t) satisfy a system of ordinary differential equations. This system can be solved in closed
form in a market model with one risky asset (see [7]).
The solution of the problem in the partially observable case involves two steps. In the first step,
we need to determine the conditional distribution of the drift vector ft , given the information
available at time t . Let pt (η) be the conditional density of ft given Gt . By definition, we have
P[ ft ∈ E |Gt ] =
∫
E
pt (η) dη
for every Borel set E ⊂ Rd . Finding the conditional density pt (η) is a problem of filtering theory
(see [12]). To simplify the analysis, we assume that the conditional density is Gaussian. In this
case, the entire distribution is determined by its mean and its covariance matrix:
pt (η) = (2pi)− d2 (detΩ(t))− 12
× exp
(
−1
2
(η − fˆt )T Ω(t)−1 (η − fˆt )
)
.
Here, fˆt = E[ ft |Gt ] and Ω(t) = E[( ft − fˆt )( ft − fˆt )T |Gt ] denote the conditional mean and
covariance matrix of ft given Gt . The conditional mean fˆt follows the stochastic differential
equation
d fˆ it = −
d∑
j=1
λi j ( fˆ jt − f j ) dt +
d∑
j=1
[
(Ω(t)+ RT )Σ−1S
]i j (dS jt
S jt
− fˆ jt dt
)
for 1 ≤ i ≤ d . Moreover, the covariance matrix Ω(t) satisfies the Riccatti equation
dΩ(t)
dt
= Σ f − λΩ(t)− Ω(t) λT − (Ω(t)+ RT )Σ−1S (Ω(t)+ R).
This is the famous Kalman filter. (The case of non-Gaussian initial distributions is discussed
in [1].)
In the second step, we express the value function in terms of the conditional distribution of
the drift vector ft . This is a difficult problem in general since the conditional distribution must
be updated continuously as new information becomes available. In the Gaussian case, the value
function for the partially informed investor is of the form Jˆ (x, fˆt ,Ω(t), t), where x denotes the
initial endowment at time t . For power utility (U (x) = −xγ ), the value function is of the form
Jˆ (x, η, ω, t) = −xγ exp(ηT Aˆ(ω, t) η + Bˆ(ω, t)T η + Cˆ(ω, t)).
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As above, Aˆ(ω, t) is a symmetric d × d matrix and Bˆ(ω, t) is a vector in Rd . We show that the
functions Aˆ(ω, t), Bˆ(ω, t), and Cˆ(ω, t) can be written in the form
Aˆ(ω, t) = (I − 2A(t)ω)−1 A(t), (4)
Bˆ(ω, t) = (I − 2A(t)ω)−1 B(t), (5)
and
Cˆ(ω, t) = C(t)+ 1
2
B(t)T (I − 2ωA(t))−1 ω B(t)
− 1− γ
2
log det(I − 2ωA(t))
+ γ
2
log det(I − 2ωL(t))− γ F(t).
(6)
The functions A(t), B(t), and C(t) are the coefficients appearing in the formula for the
value function under full information. Moreover, L(t) and F(t) are auxiliary functions, which
can be computed by solving a system of ordinary differential equations. The proof of the
identities (4)–(6) is based on an analysis of the relevant differential equations, and does not
require explicit solution formulas.
To assess the economic significance of these results, we consider an investor with initial
capital x who is able to observe the drift vector immediately after time t . The optimal utility
that can be attained by such an investor is given by the conditional expectation E[J (x, ft , t)|Gt ].
Using (4)–(6), we obtain
E[J (x, ft , t)|Gt ] =
(
det(I − 2Ω(t)L(t))
det(I − 2Ω(t)A(t))
) γ
2
exp(γ F(t))
× Jˆ (x, fˆt ,Ω(t), t) (7)
(see Proposition 5 below). The expression on the right hand side is the optimal utility that can be
attained by a partially informed investor with initial capital
xˆ =
(
det(I − 2Ω(t)L(t))
det(I − 2Ω(t)A(t))
) 1
2
exp(F(t)) x . (8)
The difference xˆ− x is always non-negative, and can be viewed as a measure of the loss of utility
due to incomplete information. The first factor in (8) reflects the investor’s inability to observe
the drift at time t . However, even if the drift is known initially, the investor may not be able to
keep track of the vector ft as it evolves. The resulting loss of utility is quantified by the second
factor in (8). The formula (8) is equivalent to
xˆ = exp
(
1
2
1
1− γ
∫ T
t
h(s) ds
)
x, (9)
where
h(t) = tr
[
(I − 2Ω(t)A(t))−1 Ω(t) (I + 2A(t)RT )Σ−1S (I + 2RA(t))
]
(10)
(see Lemma 1 below).
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It is interesting to explore the link between the optimal investment strategies. The optimal
portfolio policy under full information is given by pi∗( ft , t), where
pi∗(η, t) = 1
1− γ Σ
−1
S [(I + 2RA(t)) η + RB(t)] .
The optimal strategy for the partially informed investor is of the form pˆi∗( fˆt ,Ω(t), t), where
pˆi∗(η, ω, t)
= 1
1− γ Σ
−1
S
[
(I + 2RA(t)) (I − 2ωA(t))−1 (η + ω B(t))+ RB(t)
]
(see Proposition 6 below). One might expect that the optimal portfolio position under incomplete
information agrees with the conditional expectation of pi∗( ft , t). This is not true in general
(cf. [3]). However, it follows from (4)–(6) that∫
Rd
pi∗(η, t) qt (η) dη = pˆi∗( fˆt ,Ω(t), t), (11)
where the density qt (η) is defined by
qt (ξ) = exp(ξ
T A(t) ξ + B(t)T ξ) pt (ξ)∫
Rd exp(η
T A(t) η + B(t)T η) pt (η) dη
(see Corollary 8 below). In other words, the optimal portfolio position under incomplete
information can be expressed as a weighted average of pi∗(η, t). Each value η ∈ Rd carries a
weight qt (η), which is proportional to the product of J (x, η, t) and pt (η). It is also interesting to
compute the covariance matrix of pi∗(η, t) with respect to the density qt (η). Using Corollary 8
below, we obtain∫
Rd
(
pi∗(η, t)− pˆi∗( fˆt ,Ω(t), t)
)T
ΣS
(
pi∗(η, t)− pˆi∗( fˆt ,Ω(t), t)
)
qt (η) dη
= 1
(1− γ )2 h(t), (12)
where h(t) is given by (10).
Optimal investment problems under incomplete information have been studied by numerous
authors, including Brennan and Xia [3,4], Cvitanic´, Lazrak, Martinelli, and Zapatero [5],
Karatzas and Zhao [6], Knox [8], Lakner [9,10], Rishel [13], Rodriguez [14], and Zohar [16].
Most of these works are concerned with the case of power utility. Lakner studies the portfolio
selection problem under incomplete information using the martingale approach. In this way,
the problem can be reduced to the calculation of a certain expected value. Brennan and Xia
assume that the drift vector ft is constant, but cannot be observed by the investor. They show
that the Bellman equation can be reduced to a system of ordinary differential equations, which
is solved numerically. Knox considers a market model with only one risky asset, whose mean
rate of return is constant. In this setting, he provides an explicit formula for the value function
under incomplete information (see [8], Proposition 4). Cvitanic´, Lazrak, Martinelli, and Zapatero
extended the results in [8] to a model with numerous risky assets. As in [4], the drift is assumed
to be constant. Rodriguez also studies a market model with numerous risky assets. However, the
results in [14] are limited to the case of “steady-state learning”, meaning that the conditional
covariance matrix Ω(t) is constant in t . A similar condition is imposed in recent paper by
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Scheinkman and Xiong [15]. This assumption is rather restrictive, but it considerably facilitates
the analysis. Rishel considers a model with time-varying drift, and reduces the Bellman equation
to a system of ordinary differential equations. Finally, Zohar studies an optimal investment
problem for general utility functions. In the special case of power utility, he computes the
value function in closed form. The market model considered in [16] contains only one risky
asset. Furthermore, Zohar assumes that fluctuations in the stock price St and the drift ft are
uncorrelated, i.e. dSt · d ft = 0 (see [16], p. 476). No such condition is imposed in the present
paper.
In Section 2, we consider the portfolio selection problem under full information. We show
that the Bellman equation can be reduced to system of ordinary differential equations for the
coefficients A(t), B(t), and C(t). In Section 3, we study the optimal investment problem under
incomplete information. In Section 4, we derive the relations (4)–(6). These formulas are used in
Section 5 to quantify the loss of utility due to incomplete information. Finally, in Section 6, we
consider a market model with one risky asset and one riskfree asset. In this setting, we provide
explicit formulas for the functions A(t), B(t), C(t), L(t), and F(t).
2. The value function for the portfolio selection problem under full information
The value function under full information can be written in the form J (x, ft , t), where
J (x, η, t) satisfies the Bellman equation
max
pi
{
∂
∂t
J (x, η, t)+ 1
2
d∑
i, j=1
pi i pi j Σ i jS x
2 ∂
2
∂x2
J (x, η, t)
+ 1
2
d∑
i, j=1
Σ i jf
∂2
∂ηi∂η j
J (x, η, t)
+
d∑
i, j=1
pi i Ri j x
∂2
∂x∂η j
J (x, η, t)+
d∑
i=1
pi i ηi x
∂
∂x
J (x, η, t)
+
d∑
i, j=1
λi j f
j ∂
∂ηi
J (x, η, t)−
d∑
i, j=1
λi j η j
∂
∂ηi
J (x, η, t)
}
= 0
(13)
with boundary condition J (x, η, T ) = −xγ . Here, pi i denotes the fraction of wealth which is
invested in the i th risky asset. The solution is of the form
J (x, η, t) = −xγ exp(ηT A(t) η + B(t)T η + C(t)), (14)
where A(t) is a symmetric d × d matrix and B(t) is a vector in Rd for every t ≥ 0. Then the
functions A(t), B(t), and C(t) satisfy the ordinary differential equations
dA(t)
dt
= −2 A(t)
(
Σ f + γ1− γ R
TΣ−1S R
)
A(t)+ λT A(t)+ A(t) λ
− γ
1− γ Σ
−1
S R A(t)−
γ
1− γ A(t) R
T Σ−1S −
1
2
γ
1− γ Σ
−1
S (15)
dB(t)
dt
= −2 A(t)
(
Σ f + γ1− γ R
TΣ−1S R
)
B(t)
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− 2A(t) λ f + λT B(t)− γ
1− γ Σ
−1
S R B(t) (16)
dC(t)
dt
= −tr(Σ f A(t))− 12 B(t)
T
(
Σ f + γ1− γ R
TΣ−1S R
)
B(t)
− B(t)T λ f (17)
with boundary condition A(T ) = B(T ) = C(T ) = 0.
3. The value function associated with the optimal investment problem under incomplete
information
The value function under incomplete information is of the form Jˆ (x, fˆt ,Ω(t), t), where
fˆt and Ω(t) denote the conditional mean and covariance matrix of ft conditional on Gt . The
conditional mean fˆt satisfies
d fˆt = −λ ( fˆt − f ) dt + (Ω(t)+ RT )Σ−1S (σS dZ t − fˆt dt), (18)
while the covariance matrix Ω(t) satisfies the Riccatti equation
dΩ(t)
dt
= Σ f − λΩ(t)− Ω(t) λT − (Ω(t)+ RT )Σ−1S (Ω(t)+ R). (19)
Here, the process Z t is defined by
Z t = Wt +
∫ t
0
σ TS Σ
−1
S fs ds. (20)
Note that {Z t : t ≥ 0} is an Rn-valued process. Therefore, Eq. (1) can be rewritten as
dSit = Sit
(
n∑
m=1
σ imS dZ
m
t
)
for 1 ≤ i ≤ d .
Fix an initial value Ω(0). It follows from (19) that Ω(t) is a deterministic function of time.
Hence, we may write the value function in the form Jˆ (x, fˆt , t). The function Jˆ (x, η, t) satisfies
the Bellman equation
max
pi
{
∂
∂t
Jˆ (x, η, t)+ 1
2
d∑
i, j=1
pi i pi j Σ i jS x
2 ∂
2
∂x2
Jˆ (x, η, t)
+ 1
2
d∑
i, j=1
[
(Ω(t)+ RT )Σ−1S (Ω(t)+ R)
]i j ∂2
∂ηi∂η j
Jˆ (x, η, t)
+
d∑
i, j=1
pi i (Ω(t)+ R)i j x ∂
2
∂x∂η j
Jˆ (x, η, t)+
d∑
i=1
pi i ηi x
∂
∂x
Jˆ (x, η, t)
+
d∑
i, j=1
λi j f
j ∂
∂ηi
Jˆ (x, η, t)−
d∑
i, j=1
λi j η j
∂
∂ηi
Jˆ (x, η, t)
}
= 0
(21)
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with boundary condition Jˆ (x, η, T ) = −xγ . As above, pi i denotes the fraction of wealth
allocated to the i th risky asset. The solution can be written in the form
Jˆ (x, η, t) = −xγ exp(ηT Aˆ(t) η + Bˆ(t)T η + Cˆ(t)), (22)
where Aˆ(t) is a symmetric d × d matrix and Bˆ(t) is a vector in Rd . The functions Aˆ(t), Bˆ(t),
and Cˆ(t) satisfy the ordinary differential equations
d Aˆ(t)
dt
= − 2
1− γ Aˆ(t) (Ω(t)+ R
T )Σ−1S (Ω(t)+ R) Aˆ(t)+ λT Aˆ(t)+ Aˆ(t) λ
− γ
1− γ Σ
−1
S (Ω(t)+ R) Aˆ(t)−
γ
1− γ Aˆ(t) (Ω(t)+ R
T )Σ−1S
− 1
2
γ
1− γ Σ
−1
S (23)
dBˆ(t)
dt
= − 2
1− γ Aˆ(t) (Ω(t)+ R
T )Σ−1S (Ω(t)+ R) Bˆ(t)
− 2 Aˆ(t) λ f + λT Bˆ(t)− γ
1− γ Σ
−1
S (Ω(t)+ R) Bˆ(t) (24)
dCˆ(t)
dt
= −tr
[
(Ω(t)+ RT )Σ−1S (Ω(t)+ R) Aˆ(t)
]
− 1
2
1
1− γ Bˆ(t)
T (Ω(t)+ RT )Σ−1S (Ω(t)+ R) Bˆ(t)
− Bˆ(t)T λ f (25)
with boundary condition Aˆ(T ) = Bˆ(T ) = Cˆ(T ) = 0.
Given an initial value Ω(0), we need to solve the Riccatti equation (19) to determine the
function Ω(t). Once this is accomplished, we can solve (23)–(25) backward in time to determine
the functions Aˆ(t), Bˆ(t), and Cˆ(t).
4. The link between the functions A(t), B(t), and C(t) and the functions Aˆ(t), Bˆ(t), and
Cˆ(t)
Let L(t) be a function which takes values in the vector space of symmetric d × d matrices.
We assume that L(t) is the solution of the ordinary differential equation
dL(t)
dt
= −2 L(t) (Σ f − RTΣ−1S R) L(t)+ λT L(t)+ L(t) λ
+Σ−1S R L(t)+ L(t) RT Σ−1S +
1
2
Σ−1S (26)
with boundary condition L(T ) = 0. Moreover, let F(t) be a real-valued function such that
dF(t)
dt
= −tr
[
(Σ f − RTΣ−1S R) (A(t)− L(t))
]
(27)
with F(T ) = 0.
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It follows from (15) and (26) that A(t) − L(t) is positive semi-definite for all t ≤ T . Since
the matrix
Σ f − RTΣ−1S R = σ f (I − σ TS Σ−1S σS) σ Tf
is positive semi-definite, it follows that
dF(t)
dt
≤ 0
for all t ≤ T . This implies F(t) ≥ 0 for all t ≤ T .
Lemma 1. The functions L(t) and F(t) defined above satisfy
d
dt
[
1
2
log det(I − 2Ω(t)A(t))− 1
2
log det(I − 2Ω(t)L(t))− F(t)
]
= 1
2
1
1− γ tr
[
(I − 2Ω(t)A(t))−1 Ω(t) (I + 2A(t)RT )Σ−1S (I + 2RA(t))
]
.
Proof. Using (15) and (19), we obtain
d
dt
(Ω(t) A(t)) = (I − 2Ω(t)A(t)) (Σ f − RTΣ−1S R) A(t)
+ 1
2
Ω(t)Σ−1S (I − 2Ω(t)A(t))
− 1
2
1
1− γ Ω(t) (I + 2A(t)R
T )Σ−1S (I + 2RA(t))
+Ω(t) A(t) λ− λΩ(t) A(t)
+Ω(t) A(t) RT Σ−1S − RT Σ−1S Ω(t) A(t).
This implies
d
dt
log det(I − 2Ω(t)A(t))
= −2 tr
[
(I − 2Ω(t)A(t))−1 d
dt
(Ω(t) A(t))
]
= −2 tr
[
(Σ f − RTΣ−1S R) A(t)
]
− tr(Ω(t)Σ−1S )
+ 1
1− γ tr
[
(I − 2Ω(t)A(t))−1 Ω(t) (I + 2A(t)RT )Σ−1S (I + 2RA(t))
]
.
Similarly, it follows from (19) and (26) that
d
dt
(Ω(t) L(t)) = (I − 2Ω(t)L(t)) (Σ f − RTΣ−1S R) L(t)
+ 1
2
Ω(t)Σ−1S (I − 2Ω(t)L(t))
+Ω(t) L(t) λ− λΩ(t) L(t)
+Ω(t) L(t) RT Σ−1S − RT Σ−1S Ω(t) L(t).
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From this we deduce that
d
dt
log det(I − 2Ω(t)L(t))
= −2 tr
[
(I − 2Ω(t)L(t))−1 d
dt
(Ω(t) L(t))
]
= −2 tr
[
(Σ f − RTΣ−1S R) L(t)
]
− tr(Ω(t)Σ−1S ).
Putting these facts together, we obtain
d
dt
[
log det(I − 2Ω(t)A(t))− log det(I − 2Ω(t)L(t))]
= −2 tr
[
(Σ f − RTΣ−1S R) (A(t)− L(t))
]
+ 1
1− γ tr
[
(I − 2Ω(t)A(t))−1 Ω(t) (I + 2A(t)RT )Σ−1S (I + 2RA(t))
]
.
Therefore, the assertion follows from (27). 
We next define functions A˜(t), B˜(t), and C˜(t) by
A˜(t) = (I − 2A(t)Ω(t))−1 A(t), (28)
B˜(t) = (I − 2A(t)Ω(t))−1 B(t), (29)
and
C˜(t) = C(t)+ 1
2
B(t)T (I − 2Ω(t)A(t))−1 Ω(t) B(t)
− 1− γ
2
log det(I − 2Ω(t)A(t))
− γ
2
log det(I − 2Ω(t)L(t))− γ F(t).
(30)
We will show that A˜(t), B˜(t), and C˜(t) satisfy the differential equations (23), (24) and (25).
Proposition 2. The function A˜(t) satisfies the ordinary differential equation
d A˜(t)
dt
= − 2
1− γ A˜(t) (Ω(t)+ R
T )Σ−1S (Ω(t)+ R) A˜(t)+ λT A˜(t)+ A˜(t) λ
− γ
1− γ Σ
−1
S (Ω(t)+ R) A˜(t)−
γ
1− γ A˜(t) (Ω(t)+ R
T )Σ−1S
− 1
2
γ
1− γ Σ
−1
S
with boundary condition A˜(T ) = 0. Therefore, we have Aˆ(t) = A˜(t) for all t ≤ T .
Proof. Note that
d A˜(t)
dt
= (I − 2A(t)Ω(t))−1 dA(t)
dt
(I − 2Ω(t)A(t))−1
+ 2 (I − 2A(t)Ω(t))−1 A(t) dΩ(t)
dt
A(t) (I − 2Ω(t)A(t))−1,
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Using (15) and (19), we deduce that
dA(t)
dt
+ 2 A(t) dΩ(t)
dt
A(t)
= − 2
1− γ A(t) (Ω(t)+ R
T )Σ−1S (Ω(t)+ R) A(t)
+ (I − 2A(t)Ω(t)) λT A(t)
+ A(t) λ (I − 2Ω(t)A(t))
− γ
1− γ (I − 2A(t)Ω(t))Σ
−1
S (Ω(t)+ R) A(t)
− γ
1− γ A(t) (Ω(t)+ R
T )Σ−1S (I − 2Ω(t)A(t))
− 1
2
γ
1− γ (I − 2A(t)Ω(t))Σ
−1
S (I − 2Ω(t)A(t)).
From this it follows that
d A˜(t)
dt
= − 2
1− γ (I − 2A(t)Ω(t))
−1 A(t) (Ω(t)+ RT )
×Σ−1S (Ω(t)+ R) A(t) (I − 2Ω(t)A(t))−1
+ λT A(t) (I − 2Ω(t)A(t))−1
+ (I − 2A(t)Ω(t))−1 A(t) λ
− γ
1− γ Σ
−1
S (Ω(t)+ R) A(t) (I − 2Ω(t)A(t))−1
− γ
1− γ (I − 2A(t)Ω(t))
−1 A(t) (Ω(t)+ RT )Σ−1S
− 1
2
γ
1− γ Σ
−1
S .
This proves the assertion. 
Proposition 3. The function B˜(t) satisfies the ordinary differential equation
dB˜(t)
dt
= − 2
1− γ A˜(t) (Ω(t)+ R
T )Σ−1S (Ω(t)+ R) B˜(t)
− 2 A˜(t) λ f + λT B˜(t)− γ
1− γ Σ
−1
S (Ω(t)+ R) B˜(t)
with boundary condition B˜(T ) = 0. Therefore, we have Bˆ(t) = B˜(t) for all t ≤ T .
Proof. Using the identity
dB˜(t)
dt
= 2 (I − 2A(t)Ω(t))−1 dA(t)
dt
Ω(t) (I − 2A(t)Ω(t))−1 B(t)
+ 2 (I − 2A(t)Ω(t))−1 A(t) dΩ(t)
dt
(I − 2A(t)Ω(t))−1 B(t)
+ (I − 2A(t)Ω(t))−1 dB(t)
dt
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and (16), we obtain
dB˜(t)
dt
= 2 (I − 2A(t)Ω(t))−1 dA(t)
dt
Ω(t) (I − 2A(t)Ω(t))−1 B(t)
+ 2 (I − 2A(t)Ω(t))−1 A(t) dΩ(t)
dt
(I − 2A(t)Ω(t))−1 B(t)
− 2 (I − 2A(t)Ω(t))−1 A(t)
(
Σ f + γ1− γ R
TΣ−1S R
)
B(t)
− 2 (I − 2A(t)Ω(t))−1 A(t) λ f + (I − 2A(t)Ω(t))−1 λT B(t)
− γ
1− γ (I − 2A(t)Ω(t))
−1 Σ−1S R B(t).
Using (15) and (19), we deduce that
2
dA(t)
dt
Ω(t)+ 2 A(t) dΩ(t)
dt
− 2 A(t)
(
Σ f + γ1− γ R
TΣ−1S R
)
(I − 2A(t)Ω(t))
+ λT (I − 2A(t)Ω(t))− γ
1− γ Σ
−1
S R (I − 2A(t)Ω(t))
= − 2
1− γ A(t) (Ω(t)+ R
T )Σ−1S (Ω(t)+ R)
+ (I − 2A(t)Ω(t)) λT − γ
1− γ (I − 2A(t)Ω(t))Σ
−1
S (Ω(t)+ R).
Thus, we conclude that
dB˜(t)
dt
= − 2
1− γ (I − 2A(t)Ω(t))
−1 A(t) (Ω(t)+ RT )
×Σ−1S (Ω(t)+ R) (I − 2A(t)Ω(t))−1 B(t)
− 2 (I − 2A(t)Ω(t))−1 A(t) λ f + λT (I − 2A(t)Ω(t))−1 B(t)
− γ
1− γ Σ
−1
S (Ω(t)+ R) (I − 2A(t)Ω(t))−1 B(t).
From this the assertion follows. 
Proposition 4. The function C˜(t) satisfies the ordinary differential equation
dC˜(t)
dt
= −tr
[
(Ω(t)+ RT )Σ−1S (Ω(t)+ R) A˜(t)
]
− 1
2
1
1− γ B˜(t)
T (Ω(t)+ RT )Σ−1S (Ω(t)+ R) B˜(t)
− B˜(t)T λ f
with boundary condition C˜(T ) = 0. Therefore, we have Cˆ(t) = C˜(t) for all t ≤ T .
Proof. Using the identity
d
dt
[
C(t)+ 1
2
B(t)T (I − 2Ω(t)A(t))−1 Ω(t) B(t)
]
= B(t)T (I − 2Ω(t)A(t))−1 Ω(t) dA(t)
dt
Ω(t) (I − 2A(t)Ω(t))−1 B(t)
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+ 1
2
B(t)T (I − 2Ω(t)A(t))−1 dΩ(t)
dt
(I − 2A(t)Ω(t))−1 B(t)
+ B(t)T (I − 2Ω(t)A(t))−1 Ω(t) dB(t)
dt
+ dC(t)
dt
and the evolution equations (16) and (17), we obtain
d
dt
[
C(t)+ 1
2
B(t)T (I − 2Ω(t)A(t))−1 Ω(t) B(t)
]
= B(t)T (I − 2Ω(t)A(t))−1 Ω(t) dA(t)
dt
Ω(t) (I − 2A(t)Ω(t))−1 B(t)
+ 1
2
B(t)T (I − 2Ω(t)A(t))−1 dΩ(t)
dt
(I − 2A(t)Ω(t))−1 B(t)
− 2 B(t)T (I − 2Ω(t)A(t))−1 Ω(t) A(t)
(
Σ f + γ1− γ R
TΣ−1S R
)
B(t)
+ B(t)T (I − 2Ω(t)A(t))−1 Ω(t) λT B(t)
− γ
1− γ B(t)
T (I − 2Ω(t)A(t))−1 Ω(t)Σ−1S R B(t)
− tr(Σ f A(t))− 12 B(t)
T
(
Σ f + γ1− γ R
TΣ−1S R
)
B(t)
− B(t)T (I − 2Ω(t)A(t))−1 λ f .
Using (15) and (19), we deduce that
Ω(t)
dA(t)
dt
Ω(t)+ 1
2
dΩ(t)
dt
−Ω(t) A(t)
(
Σ f + γ1− γ R
TΣ−1S R
)
(I − 2A(t)Ω(t))
− (I − 2Ω(t)A(t))
(
Σ f + γ1− γ R
TΣ−1S R
)
A(t)Ω(t)
+ 1
2
Ω(t) λT (I − 2A(t)Ω(t))
+ 1
2
(I − 2Ω(t)A(t)) λΩ(t)
− 1
2
γ
1− γ Ω(t)Σ
−1
S R (I − 2A(t)Ω(t))
− 1
2
γ
1− γ (I − 2Ω(t)A(t)) R
T Σ−1S Ω(t)
− 1
2
(I − 2Ω(t)A(t))
(
Σ f + γ1− γ R
TΣ−1S R
)
(I − 2A(t)Ω(t))
= −1
2
1
1− γ (Ω(t)+ R
T )Σ−1S (Ω(t)+ R).
This implies
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B(t)T (I − 2Ω(t)A(t))−1 Ω(t) dA(t)
dt
Ω(t) (I − 2A(t)Ω(t))−1 B(t)
+ 1
2
B(t)T (I − 2Ω(t)A(t))−1 dΩ(t)
dt
(I − 2A(t)Ω(t))−1 B(t)
− 2 B(t)T (I − 2Ω(t)A(t))−1 Ω(t) A(t)
(
Σ f + γ1− γ R
TΣ−1S R
)
B(t)
+ B(t)T (I − 2Ω(t)A(t))−1 Ω(t) λT B(t)
− γ
1− γ B(t)
T (I − 2Ω(t)A(t))−1 Ω(t)Σ−1S R B(t)
− 1
2
B(t)T
(
Σ f + γ1− γ R
TΣ−1S R
)
B(t)
= −1
2
1
1− γ B(t)
T (I − 2Ω(t)A(t))−1 (Ω(t)+ RT )
×Σ−1S (Ω(t)+ R) (I − 2A(t)Ω(t))−1 B(t).
Therefore, we obtain
d
dt
[
C(t)+ 1
2
B(t)T (I − 2Ω(t)A(t))−1 Ω(t) B(t)
]
= −tr(Σ f A(t))
− 1
2
1
1− γ B(t)
T (I − 2Ω(t)A(t))−1 (Ω(t)+ RT )
×Σ−1S (Ω(t)+ R) (I − 2A(t)Ω(t))−1 B(t)
− B(t)T (I − 2Ω(t)A(t))−1 λ f .
Using the formula
d
dt
(Ω(t)A(t)) = (I − 2Ω(t)A(t))Σ f A(t)
− (Ω(t)+ RT )Σ−1S (Ω(t)+ R) A(t)
− 1
2
γ
1− γ Ω(t) (I + 2A(t)R
T )Σ−1S (I + 2RA(t))
+Ω(t) A(t) λ− λΩ(t) A(t)
and the cyclic property of the trace, we obtain
d
dt
log det(I − 2Ω(t)A(t))
= −2 tr
[
(I − 2Ω(t)A(t))−1 d
dt
(Ω(t) A(t))
]
= −2 tr(Σ f A(t))+ 2 tr
[
(Ω(t)+ RT )Σ−1S (Ω(t)+ R) A(t) (I − 2Ω(t)A(t))−1
]
+ γ
1− γ tr
[
(I − 2Ω(t)A(t))−1 Ω(t) (I + 2A(t)RT )Σ−1S (I + 2RA(t))
]
.
On the other hand, we have
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d
dt
[
−γ
2
log det(I − 2Ω(t)A(t))+ γ
2
log det(I − 2Ω(t)L(t))+ γ F(t)
]
= −1
2
γ
1− γ tr
[
(I − 2Ω(t)A(t))−1 Ω(t) (I + 2A(t)RT )Σ−1S (I + 2RA(t))
]
by Lemma 1. This implies
d
dt
[
1− γ
2
log det(I − 2Ω(t)A(t))+ γ
2
log det(I − 2Ω(t)L(t))+ γ F(t)
]
= −tr(Σ f A(t))+ tr
[
(Ω(t)+ RT )Σ−1S (Ω(t)+ R) A(t) (I − 2Ω(t)A(t))−1
]
.
Putting these facts together, we obtain
dC˜(t)
dt
= −tr
[
(Ω(t)+ RT )Σ−1S (Ω(t)+ R) A(t) (I − 2Ω(t)A(t))−1
]
− 1
2
1
1− γ B(t)
T (I − 2Ω(t)A(t))−1 (Ω(t)+ RT )
×Σ−1S (Ω(t)+ R) (I − 2A(t)Ω(t))−1 B(t)
− B(t)T (I − 2Ω(t)A(t))−1 λ f ,
and hence
dC˜(t)
dt
= −tr
[
(Ω(t)+ RT )Σ−1S (Ω(t)+ R) A˜(t)
]
− 1
2
1
1− γ B˜(t)
T (Ω(t)+ RT )Σ−1S (Ω(t)+ R) B˜(t)
− B˜(t)T λ f .
This completes the proof. 
5. The loss of utility due to incomplete information
In this section, we quantify the loss of utility due to incomplete information. To this end,
we compare the value function under incomplete information to the value function under full
information. In the case of constant drift, this was accomplished by Karatzas and Zhao [6].
Proposition 5. We have
E[J (x, ft , t)|Gt ] =
(
det(I − 2Ω(t)L(t))
det(I − 2Ω(t)A(t))
) γ
2
exp(γ F(t)) Jˆ (x, fˆt ,Ω(t), t).
Proof. By assumption, the conditional distribution of ft given Gt is Gaussian with mean fˆt and
covariance matrix Ω(t). This implies
E
[
exp( f Tt A(t) ft + B(t)T ft )|Gt
]
= (2pi)− d2 (detΩ(t))− 12
×
∫
Rd
exp
(
−1
2
(η − fˆt )T Ω(t)−1 (η − fˆt )
)
× exp(ηT A(t) η + B(t)T η) dη,
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and hence
E
[
exp( f Tt A(t) ft + B(t)T ft )|Gt
]
= exp
(
fˆ Tt (I − 2A(t)Ω(t))−1 A(t) fˆt
+ B(t)T (I − 2Ω(t)A(t))−1 fˆt
+ 1
2
B(t)T Ω(t) (I − 2A(t)Ω(t))−1 B(t)
− 1
2
log det(I − 2A(t)Ω(t))
)
.
Using the results of the previous section, we obtain
E
[
exp( f Tt A(t) ft + B(t)T ft + C(t))|Gt
]
=
(
det(I − 2Ω(t)L(t))
det(I − 2Ω(t)A(t))
) γ
2
exp(γ F(t))
× exp( fˆ Tt Aˆ(Ω(t), t) fˆt + Bˆ(Ω(t), t)T fˆt + Cˆ(Ω(t), t)).
Since
J (x, ft , t) = −xγ exp( f Tt A(t) ft + B(t)T ft + C(t))
and
Jˆ (x, fˆt ,Ω(t), t) = −xγ exp( fˆ Tt Aˆ(Ω(t), t) fˆt + Bˆ(Ω(t), t)T fˆt + Cˆ(Ω(t), t)),
the assertion follows. 
By Proposition 5, we have
E[J (x, ft , t)|Gt ] = Jˆ (xˆ, fˆt ,Ω(t), t),
where the initial capital xˆ is defined by
xˆ =
(
det(I − 2Ω(t)L(t))
det(I − 2Ω(t)A(t))
) 1
2
exp(F(t)) x .
Since A(t)− L(t) is positive semi-definite, we have
det(Ω(t)−1 − 2L(t)) ≥ det(Ω(t)−1 − 2A(t))
for all t ≤ T . From this it follows that
det(I − 2Ω(t)L(t)) ≥ det(I − 2Ω(t)A(t))
for all t ≤ T . Moreover, we have F(t) ≥ 0 for t ≤ T . Putting these facts together, we conclude
that xˆ ≥ x .
We next study the optimal portfolio policies under both complete and incomplete information.
In particular, we derive the identities (11) and (12) stated in the introduction.
Proposition 6. The optimal portfolio policy under full information is of the form pi∗( ft , t), where
pi∗(η, t) = 1
1− γ Σ
−1
S [(I + 2RA(t)) η + RB(t)] .
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The optimal portfolio policy under incomplete information is of the form pˆi∗( fˆt ,Ω(t), t), where
pˆi∗(η, ω, t)
= 1
1− γ Σ
−1
S
[
(I + 2RA(t)) (I − 2ωA(t))−1 (η + ω B(t))+ RB(t)
]
.
Hence, the two strategies are related by
pˆi∗(η, ω, t) = pi∗
(
(I − 2ωA(t))−1 (η + ω B(t)), t
)
.
The vector
(I − 2Ω(t)A(t))−1 ( fˆt + Ω(t) B(t))
can be viewed as the “effective” drift at time t.
Proof. Substituting the formula (14) into the Bellman equation (13), we obtain
pi∗(η, t) = 1
1− γ Σ
−1
S [(I + 2RA(t)) η + RB(t)] .
Similarly, it follows from (21) and (22) that
pˆi∗(η, ω, t) = 1
1− γ Σ
−1
S
[
(I + 2 (ω + R) Aˆ(ω, t)) η + (ω + R) Bˆ(ω, t)
]
.
Using the results of the previous section, we obtain
pˆi∗(η, ω, t)
= 1
1− γ Σ
−1
S
[
(I + 2RA(t)) (I − 2ωA(t))−1 (η + ω B(t))+ RB(t)
]
.
This proves the assertion. 
Proposition 7. Let
qt (ξ) = exp(ξ
T A(t) ξ + B(t)T ξ) pt (ξ)∫
Rd exp(η
T A(t) η + B(t)T η) pt (η) dη
for ξ ∈ Rd . The function qt (ξ) is the density of a Gaussian distribution with mean
(I − 2Ω(t)A(t))−1 ( fˆt + Ω(t)B(t))
and covariance matrix
(I − 2Ω(t)A(t))−1 Ω(t).
Proof. We have
ηT A(t) η + B(t)T η − 1
2
(η − fˆt )T Ω(t)−1 (η − fˆt )+ 12 fˆ
T
t Ω(t)
−1 fˆt
= −1
2
ηT Ω(t)−1 (I − 2Ω(t)A(t)) η
+ ( fˆt + Ω(t)B(T ))T Ω(t)−1 η.
From this the assertion follows. 
718 S. Brendle / Stochastic Processes and their Applications 116 (2006) 701–723
Corollary 8. We have∫
Rd
pi∗(η, t) qt (η) dη = pˆi∗( fˆt ,Ω(t), t)
and ∫
Rd
(
pi∗(η, t)− pˆi∗( fˆt ,Ω(t), t)
) (
pi∗(η, t)− pˆi∗( fˆt ,Ω(t), t)
)T
qt (η) dη
= 1
(1− γ )2 Σ
−1
S (I + 2RA(t)) (I − 2Ω(t)A(t))−1 Ω(t) (I + 2A(t)RT )Σ−1S .
Proof. By Proposition 7, we have∫
Rd
η qt (η) dη = (I − 2Ω(t)A(t))−1 ( fˆt + Ω(t)B(t))
and ∫
Rd
(
η − (I − 2Ω(t)A(t))−1 ( fˆt + Ω(t)B(t))
)
×
(
η − (I − 2Ω(t)A(t))−1 ( fˆt + Ω(t)B(t))
)T
qt (η) dη
= (I − 2Ω(t)A(t))−1 Ω(t).
Hence, the assertion follows from Proposition 6. 
6. Closed form solutions for a model with one risky asset
In this section, we consider a market with one risky asset and one riskfree asset (d = 1). The
price of the risky asset is modeled by a stochastic process {St : t ≥ 0}. We assume that
dSt = ft St dt + σS St dW St .
Moreover, we assume that the drift ft follows the stochastic differential equation
d ft = −λ ( ft − f ) dt + σ f dW ft .
Here, {W St : t ≥ 0} and {W ft : t ≥ 0} are two Wiener processes such that dW St · dW ft = ρ dt .
In this case, the matricesΣS , R, andΣ f reduce to real numbers. Note thatΣS = σ 2S ,Σ f = σ 2f ,
and R = ρσ f σS .
Hence, the value function under full information can be written in the form
J (x, ft , t) = −xγ exp(A(t) f 2t + B(t) ft + C(t)),
where A(t), B(t), and C(t) satisfy the differential equations
dA(t)
dt
= −2 1− γ + γ ρ
2
1− γ σ
2
f A(t)
2 + 2λ A(t)
− 2γ
1− γ
ρσ f
σS
A(t)− 1
2
γ
1− γ
1
σ 2S
dB(t)
dt
= −2 1− γ + γ ρ
2
1− γ σ
2
f A(t) B(t)
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− 2λ f A(t)+ λ B(t)− γ
1− γ
ρσ f
σS
B(t)
dC(t)
dt
= −σ 2f A(t)−
1
2
1− γ + γ ρ2
1− γ σ
2
f B(t)
2 − λ f B(t)
(cf. [7]). For abbreviation, let
D = 1
1− γ λ
2σ 2S −
γ
1− γ (1− ρ
2) σ 2f −
γ
1− γ (λσS + ρσ f )
2.
Note that D ≥ 0 since γ < 0. We define
a = −1− γ
γ
√
D,
b = −1− γ
γ
λσS + ρσ f ,
and
β =
√
D
σS
.
The functions A(t), B(t), and C(t) can be written in the form
A(t) = − 1
2σS
sinh(β(T − t))
a cosh(β(T − t))+ b sinh(β(T − t))
B(t) = 1− γ
γ
λ f
1
a
cosh(β(T − t))− 1
a cosh(β(T − t))+ b sinh(β(T − t))
C(t) = −1
2
γ
1− γ + γ ρ2
b
σS
(T − t)+ 1
2
1− γ
γ
λ2 f
2 1
a2
(T − t)
− 1
2
1− γ
1− γ + γ ρ2 log
a cosh(β(T − t))+ b sinh(β(T − t))
a
− (1− γ )
2
γ 2
λ2 f
2 σSb
a3
1
a cosh(β(T − t))+ b sinh(β(T − t))
+ (1− γ )
2
γ 2
λ2 f
2 σS
a3
a sinh(β(T − t))+ b cosh(β(T − t))
a cosh(β(T − t))+ b sinh(β(T − t))
− 1
2
(1− γ )2
γ 2
λ2 f
2 σS
a2
sinh(β(T − t))
a cosh(β(T − t))+ b sinh(β(T − t)) .
We next calculate the functions L(t) and F(t). The function L(t) satisfies the differential
equation
dL(t)
dt
= −2 (1− ρ2) σ 2f L(t)2 + 2
λσS + ρσ f
σS
L(t)+ 1
2
1
σ 2S
.
This implies
L(t) = − 1
2σS
sinh(α(T − t))
σSα cosh(α(T − t))+ (λσS + ρσ f ) sinh(α(T − t)) ,
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where
α =
√
(1− ρ2)σ 2f + (λσS + ρσ f )2
σS
.
Hence, the function F(t) satisfies
dF(t)
dt
= − 1
2σS
(σ 2Sα
2 − (λσS + ρσ f )2)
× sinh(α(T − t))
σSα cosh(α(T − t))+ (λσS + ρσ f ) sinh(α(T − t))
− 1
2σS
γ (1− ρ2)
1− γ + γ ρ2 (a
2 − b2)
× sinh(β(T − t))
a cosh(β(T − t))+ b sinh(β(T − t)) .
This implies
dF(t)
dt
= −1
2
α
σSα sinh(α(T − t))+ (λσS + ρσ f ) cosh(α(T − t))
σSα cosh(α(T − t))+ (λσS + ρσ f ) sinh(α(T − t))
+ 1
2
(1− γ ) (1− ρ2)
1− γ + γ ρ2 β
a sinh(β(T − t))+ b cosh(β(T − t))
a cosh(β(T − t))+ b sinh(β(T − t))
+ 1
2
ρ2
1− γ + γ ρ2 λ+
1
2
1
1− γ + γ ρ2
ρσ f
σS
.
Therefore, the function F(t) is given by
F(t) = 1
2
log
σSα cosh(α(T − t))+ (λσS + ρσ f ) sinh(α(T − t))
σSα
− 1
2
(1− γ ) (1− ρ2)
1− γ + γ ρ2 log
a cosh(β(T − t))+ b sinh(β(T − t))
a
− 1
2
ρ2
1− γ + γ ρ2 λ (T − t)−
1
2
1
1− γ + γ ρ2
ρσ f
σS
(T − t).
Appendix A. Results for the exponential utility function
In this section, we state without proof some results for the exponential utility function. We
continue to assume that the investor has utility over terminal wealth. Moreover, we assume that
the utility function is given by U (x) = − exp(−γ x) for some γ > 0. In this case, the value
function under full information is of the form J (x, ft , t), where
J (x, η, t) = − exp(−γ x) exp(ηT A(t) η + B(t) η + C(t)).
The functions A(t), B(t), and C(t) satisfy
dA(t)
dt
= −2 A(t) (Σ f − RTΣ−1S R) A(t)+ λT A(t)+ A(t) λ
+Σ−1S R A(t)+ A(t) RT Σ−1S +
1
2
Σ−1S (31)
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dB(t)
dt
= −2 A(t) (Σ f − RTΣ−1S R) B(t)
− 2A(t) λ f + λT B(t)+ Σ−1S R B(t) (32)
dC(t)
dt
= −tr(Σ f A(t))− 12 B(t)
T (Σ f − RTΣ−1S R) B(t)
− B(t)T λ f (33)
with boundary condition A(T ) = B(t) = C(T ) = 0.
Similarly, the value function under incomplete information is of the form Jˆ (x, fˆt ,Ω(t), t),
where
Jˆ (x, η, ω, t) = − exp(−γ x) exp(ηT Aˆ(ω, t) η + Bˆ(ω, t) η + Cˆ(ω, t)).
The function Aˆ(ω, t) takes values in the vector space of symmetric d × d matrices, while the
function Bˆ(ω, t) takes values in Rd .
One can show that the functions Aˆ(ω, t), Bˆ(ω, t), and Cˆ(ω, t) are given by
Aˆ(ω, t) = (I − 2A(t)ω)−1 A(t), (34)
Bˆ(ω, t) = (I − 2A(t)ω)−1 B(t), (35)
and
Cˆ(ω, t) = C(t)+ 1
2
B(t)T (I − 2ωA(t))−1 ω B(t)
− 1
2
log det(I − 2ωA(t))+ tr
[
(I − 2ωA(t))−1 ωM(t)
]
+ F(t). (36)
Here, M(t) is the solution of the ordinary differential equation
dM(t)
dt
= −1
2
(I + 2A(t)RT )Σ−1S (I + 2RA(t))
− 2 A(t) (Σ f − RTΣ−1S R)M(t)− 2M(t) (Σ f − RTΣ−1S R) A(t)
+ λT M(t)+ M(t) λ+ Σ−1S R M(t)+ M(t) RT Σ−1S
(37)
with the final time condition M(T ) = 0. Moreover, the function F(t) satisfies
dF(t)
dt
= −tr
[
(Σ f − RTΣ−1S R)M(t)
]
(38)
and F(T ) = 0.
If there is only one risky asset (d = 1), then the functions A(t), B(t), C(t), M(t), and F(t)
are given by the following formulas:
A(t) = − 1
2σS
sinh(α(T − t))
σSα cosh(α(T − t))+ (λσS + ρσ f ) sinh(α(T − t))
B(t) = −λ f 1
σSα
cosh(α(T − t))− 1
σSα cosh(α(T − t))+ (λσS + ρσ f ) sinh(α(T − t))
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C(t) = 1
2
1
1− ρ2
λσS + ρσ f
σS
(T − t)− λ2 f 2 1
2σ 2Sα
2
(T − t)
− 1
2
1
1− ρ2 log
σSα cosh(α(T − t))+ (λσS + ρσ f ) sinh(α(T − t))
σSα
− λ2 f 2 1
σ 2Sα
3
λσS + ρσ f
σSα cosh(α(T − t))+ (λσS + ρσ f ) sinh(α(T − t))
+ λ2 f 2 1
σ 2Sα
3
σSα sinh(α(T − t))+ (λσS + ρσ f ) cosh(α(T − t))
σSα cosh(α(T − t))+ (λσS + ρσ f ) sinh(α(T − t))
− λ2 f 2 1
2σSα2
sinh(α(T − t))
σSα cosh(α(T − t))+ (λσS + ρσ f ) sinh(α(T − t)) .
M(t) = 1
8α
(α2 + λ2) sinh(2α(T − t))+ 2λα cosh(2α(T − t))
(σSα cosh(α(T − t))+ (λσS + ρσ f ) sinh(α(T − t)))2
+ 1
4
(α2 − λ2) (T − t)− λ
(σSα cosh(α(T − t))+ (λσS + ρσ f ) sinh(α(T − t)))2
F(t) = 1
8α2
[
(α2 + λ2) sinh(2α(T − t))+ 2λα cosh(2α(T − t))
+ 2 (α2 − λ2) α (T − t)− 2λα
]
× σSα sinh(α(T − t))+ (λσS + ρσ f ) cosh(α(T − t))
σSα cosh(α(T − t))+ (λσS + ρσ f ) sinh(α(T − t))
− 1
8α2
[
(α2 + λ2) cosh(2α(T − t))+ 2λα sinh(2α(T − t))− (α2 + λ2)
]
− 1
2
ρ2
1− ρ2 λ (T − t)−
1
2
1
1− ρ2
ρσ f
σS
(T − t)
+ 1
2
ρ2
1− ρ2 log
σSα cosh(α(T − t))+ (λσS + ρσ f ) sinh(α(T − t))
σSα
.
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