In this paper we derive spectral gap estimates for several Piecewise Deterministic Markov Processes, namely the Randomized Hamiltonian Monte Carlo, the Zig-Zag process and the Bouncy Particle Sampler. The hypocoercivity technique we use, presented in [14] , produces estimates with explicit dependence on the parameters of the dynamics. Moreover the general framework we consider allows to compare quantitatively the bounds found for the different methods.
Introduction
Consider a probability distribution π defined on the Borel σ-field X of some domain X = R d or X = T d where T = R/Z . Assume that π has a density with respect to the Lebesgue measure also denoted π(x) and of the form
where U : X → R is referred to as the potential. Sampling from such distributions is of interest in computational statistical mechanics and in Bayesian statistics and allows one, for example, to compute efficiently expectations of functions f with respect to π by invoking empirical process limit theorems, e.g. the law of large numbers. In practical set-ups, involving non-standard U and/or large dimension d, sampling exactly from π directly is either impossible or computationally prohibitive. A standard and versatile approach to sampling from such distributions with arbitrary precision consists of using Markov Chain Monte Carlo (MCMC) techniques [19, 24, 33] , where the ability of simulating realisations of ergodic Markov chains leaving π invariant is exploited. Markov Process
Monte Carlo (MPMC) methods are the continuous time counterparts of MCMC but their exact implementation is most often impossible on computers and require additional approximation, such as time discretisation of the process in the case of the Langevin diffusion. A notable exception, which has recently attracted significant attention, is the class of MPMC relying on Piecewise Deterministic Markov Processes (PDMP) [12] , which in addition to being simpler to simulate than earlier PMCMC are nonreversible, offering the promise of better performance. We now briefly introduce a class of processes covering existing algorithms. Known PDMP-MCs rely on the use of the auxiliary variable trick, that is the introduction of an instrumental variable and probability distribution µ defined on an extended domain, of which π is a marginal distribution, which may facilitate simulation. In the present set-up one introduces the velocity variable v ∈ V ⊂ R d associated with a probability distribution ν defined on the σ-field V of V, where the subset V is assumed closed. Standard choices for ν include the centered normal distribution of covariance m 2 × I d , where I d is d-dimensional identity matrix, the uniform distribution on the unit sphere S d−1 , or the uniform distribution on V = {−1, 1} d . Let E = X × V and define the probability measure µ = π ⊗ ν. The aim is now to sample from the probability distribution µ.
We denote by C 2 b (E) the set of bounded functions of C 2 (E). The PDMP-MC algorithms we are aware of fall in a class of processes associated with generators of the form, for f ∈ C 2 b (E) and (x, v) ∈ E,
where K ∈ N, F k : X → X, λ ref : X → R + , λ k : E → R + for k ∈ {1, . . . , K}, (R v , D(R v )) and (B k , D(B k )) are operators we specify below, and
which is assumed to be finite. The choice of jump rates (x, v) → (v ⊤ F k (x)) + , which together with other conditions ensures that µ is an invariant distribution of the associated semi-group. In the case where V = R d and ν is the zero-mean Gaussian distribution on R d with covariance matrix m 2 I d , we also consider generator of the form for any f ∈ C an event occurs one chooses between the K possible updates of the state available, with probability proportional to λ 1 (x, v), . . . , λ K (x, v), with the particularity here that the position x is left unchanged.
We will refer to R v as the refresh operator, a standard example of which is R v = Π v − 1 where Π v the following orthogonal projector in L 2 (µ)
in which case the velocity is drawn afresh from the marginal invariant distribution, while the position is left unchanged. In this scenario the informal description of the process given above carries on with λ ref = 0 added to the Poisson intensity and Π v now one of K + 1 possible updates, chosen with probability proportional to λ ref . Another possible choice is the generator of a Ornstein-Uhlenbeck operator leaving ν invariant. For any k ∈ {1, . . . , K}, the jump operators B k we consider are of the form
They correspond to bounces on the hyperplanes orthogonal to F k (x) at the event position x, i.e. a flip of the component of the velocity in the direction given by F k . We now describe how various choices of K and F k lead to known algorithms. For simplicity of exposition we assume for now that V = R d , ν is the zero-mean Gaussian distribution with covariance matrix m 2 I d and R v = Π v − Id, but as we shall see later our results cover more general scenarios.
• The particular choice K = 0 and F 0 = ∇U corresponds to the procedure described in [15] as a motivation for the popular hybrid Monte Carlo method. This process is also known as the Linear Boltzman/kinetic equation in the statistical physics literature or randomized Hamiltonian Monte Carlo and was recently studied theoretically in [14, 8, 7] . In this scenario the process follows the isocontours of µ for random times distributed according to an inhomogeneous Poisson law of parameter λ ref , triggering events where the velocity is sampled afresh from ν.
• The scenario where K = d, F 0 = 0 and for k ∈ {1, . . . , d}, x ∈ X, F k (x) = ∂ k U (x)e k where (e k ) k∈{1,...,k} is the canonical basis, corresponds to the Zig-Zag (ZZ) process [3] , where the x component of the process follows straight lines in direction v which remains constant between events. In this scenario, the choice of B k to update velocity consists of negating the k-th component of the velocity; see also [18] for related ideas motivated by other applications.
• The standard Bouncy Particle Sampler (BPS) of [32] , extended by [9] , corresponds to the choice K = 1, F 0 = 0 and F 1 = ∇U .
• More elaborate versions of the ZZ and BPS processes, motivated by computational considerations, take advantage of the possibility to decompose the energy as U = K k=0 U k and corresponds to the choice F k = ∇U k [26, 9] , where in the former the sign flip operation is replaced with a component swap.
• We remark that the well-known Langevin algorithm corresponds to K = 0, F 0 = ∇U and the situation where R v is the Ornstein-Uhlenbeck process.
More general bounces involving randomisation (see [34, 37, 27] ) can also be considered in our framework, at the cost of additional complexity and reduced tightness of our bounds, see Section 5 for a discussion.
The main aim of the present paper is the study of hypercoercivity [35, 36] for the class of processes described above. More precisely, consider (P t ) t≥0 the semigroup associated to the PDMP with generator L as above, we aim to find simple and verifiable conditions on U, F k , R v and λ ref ensuring the existence of C ≥ 1 and α > 0, and their explicit computation in terms of characteristics of the data of the problem, such that for any f ∈ L ,
where (X t , V t ) t≥0 is a PDMP process corresponding to L i for i = 1, 2, which is a performance measure of the Monte Carlo estimator of E f dµ. For a class of problems of, say, increasing dimension d → ∞, d-uniform boundedness of C and ν away from infinity and zero respectively indicates scalability of the method. It is worth pointing out that the result above is equivalent to the existence of C ≥ 1 and ν > 0 such that for any
where the leftmost inequality is standard and a consequence of the Cauchy-Schwarz inequality. Our hypocoercivity result therefore also allows characterisation of convergence to equilibrium of PDMP-MC in various scenarios and regime and, for example, that the method is scalable.
Notation
The canonical basis of R d is denoted by (e i ) i∈{1,...,d} and the d-dimensional identity matrix I d . The Euclidean norm on R d is denoted by | · |. For f : X → R and i ∈ {1, . . . , d}, x → ∂ xi f (x) stands for the partial derivative of f with respect to the i th -coordinate, if it exists. Similarly, for
We set for k ≥ 0,
Id stands for the identity operator. For two self-adjoint operators (A, D(A)) and (B, D(B)) on a Hilbert space H equipped with the scalar product ·, · and norm · , denote by
For a bounded operator A on H, we let~A~= sup f ∈H Af / f . Denote by 1 F the constant function equals to 1 from a set F to R. For any unbouded operator (A, D(A)), we denote by Ran(A) = {Af : f ∈ D(A)} and Ker(A) = {f ∈ D(A) : Af = 0} For any probability measure m on a measurable space (M, F ), we denote by L 2 (m) the Hilbert space of measurable functions
For any x ∈ M denote by δ x the Dirac distribution at x. We define the total variation distance between two probabilities measure m 1 , m 2 on (M, F ) by m 1 − m 2 TV = sup A∈F |m 1 (A) − m 2 (A)|. For a square matrix A we let diag(A) be its main diagonal and for a vector a we let diag(a) be the square matrix of diagonal a and zeros elsewhere. For a, b ∈ R we let a ∧ b denote their minimum. For
Main results and organisation of the paper
We now state our main results. In the following, for any operator (C, D(C)) we let (C * , D(C * )) denote its L 2 (µ)-adjoint. First we specify conditions satisfied by the potential U .
A2.
The potential U ∈ C 3 poly (X) and satisfies (a) there exists c 1 ≥ 0 such that for any x ∈ X,
From [31, 1] , A2-(b) is equivalent to assuming that π satisfies a Poincaré inequality on X, that is the existence of
Further, A2-(b) also implies the existence of c 2 > 0 such that for any x ∈ X,
A2-(b) indeed implies that the quantity considered is bounded from below, the scaling in d in front of c 2 will appear natural in the following. We have opted for this formulation of the assumption required of the potential to favour intuition and link it to the necessary and sufficient condition for geometric convergence of Langevin diffusions, but our quantitative bounds below will be given in terms of the Poincaré constant C P for simplicity (see [ 
A3. The family of vector fields
(c) for all k ∈ {0, . . . , K} there exists a k ≥ 0 such that for all x ∈ X,
This assumption is in particular trivially true for the Zig-Zag and the Bouncy Particle Samplers.
A4.
Assume that V and ν satisfy the following conditions.
(a) V is stable under bounces, i.e. for all (x, v) ∈ E and k ∈ {1, . .
(c) for any bounded and measurable function g :
(d) ν has finite fourth order marginal moment
and for
Note that in the case where V and ν are rotation invariant, i.e. for any rotation O on R d , OV = V and for any A ∈ V, ν(OA) = ν(A), then A4 is automatically satisfied. Under A4-(d), from the Cauchy-Schwarz inequality, we obtain that
and that in the Gaussian case we have the relation m 4 = m 2,2 = m 2 2 . In this paper we consider operators (R v , D(R v )) on L 2 (µ) satisfying the following conditions.
A5. The refresh operator R v satisfies (a) functions depending only on the position belong to the kernel of
(b) it satisfies the detailed balance condition:
) is a self-adjoint operator on L 2 (ν) with spectral gap equals 1. Then, condition A5-(a) is equivalent toR v (1 V ) = 0, which implies that for any g ∈ D(R v ), we have
so that the process associated withR v preserves the probability measure ν. 
Under the previous assumptions we can prove exponential convergence of the semigroup. The proof of the theorem and its corollaries can be found in Subsection 3.3. 
The constants C and α are explicitly given in Theorem 3, with
and
where
By Remark 4, in the case where C P is fixed, there exist
In the following, we assume that C P does not depend on the dimension and is fixed. 
We note that recent progress in the precise quantitative estimation of spectral gaps of certain probability measures [5, 6] allow for the strong convexity property to be relaxed to convexity and beyond, leading to quantitative estimates for C P .
First since C P does not depend on the dimension d, then C is always of order O(1) as d → +∞ in the case where R 0 ≥ 1 ∨ (λ/2) 1 /2 , which can always be assumed without any loss of generality. To discuss the dependence of α, given by Theorem 1, on the dimension, we need to specify m 2 , m 2,2 , m 4 since they depend in some cases on d, while we assume for this discussion that C P , c 1 , c 2 and (a k ) k∈{1,...,K} are fixed. In particular, we impose that m 2 /γ 1 upper bounded by a constant independent of the dimension.
Thus, if λ and c λ are fixed, we get that α −1 is of order O(m we obtain that α −1 is bounded by a constant independent of d since in that case K = 0 and m 2 = 1. For the ZZ process, the dependence on d is worse than for the BPS process, which is suboptimal. We refine our results for this particular process in Section 4, for which we obtain convergence rates independent of the dimension in some particular cases.
While nonreversibily of the processes considered here may be practically beneficial, it is only recently that the tools allowing our work have been developed [35, 36] . Our method of proof relies on the framework proposed recently in [14, 10] (see also [20, 21, 22] ) to study the solutions of the forward Kolmogorov equation associated with the linear kinetic process, but we study the dual backward Kolmogorov equation for a broader class of processes. This, combined with the flexibility of the framework of [14, 10] explains the differing inner product used throughout, which we have found to lead to simpler computations while yielding identical conclusions. The estimate (7) (with constant C = 1) would follow straightforwardly from a Gronwall argument if the generator L of the semigroup was coercive on L 2 (µ) equipped with ·, · 2 . Unfortunately, the symmetric part of the generator corresponding to a PDMP is degenerate in general, in the sense that it has a nontrivial null space. Hence, the aforementioned coercivity clearly fails to hold. However, it is possible to equip L 2 (µ) with an equivalent scalar product derived from ·, · 2 with respect to which L is coercive. The constant ν is then given by the coercivity bound, while the constant C can be obtained from estimates relating the two equivalent scalar products. The paper is organised as follows. In Section 3 we outline the main result of [14] , providing optimized constants and indicating what assumptions must be checked in every scenario, and prove Theorem 1. In Section 4 we specialise our results to the case of the Zig-Zag process for which better estimates are possible, leading to attractive scaling properties with dimension d.
The DMS framework for hypocoercivity
As explained earlier our results rely on the approach proposed by [14] , which we summarize and adapt slightly to our choices of Hilbert space and notations-we further provide explicit and precise estimates of the constants involved. We first present abstract results which form the core of all of our proofs and then establish more specific results common to all the processes considered in this paper, implying some of the abstract conditions. More specific results relating to the Zig-Zag process is treated in Section 4.
Abstract DMS results
We let S and T be the
and define the operator A as follows,
where Π v is given by (5) and m 2 by (3).
Lemma 2. Assume that (T Π v , D(T Π v )) is a densily defined closable operator, then the operators
Proof. The proof is a direct consequence of Proposition 18 and Remark 19.
The main result of [14] can be formulated under the following abstract assumption and the proof of our main theorem relies on sharp estimates of the constants involved.
A7 (DMS abstract conditions). Assume that there exists a core
Theorem 3. Assume that L satisfies A1 and A7.
with
and C(ǫ 0 ) < +∞ is well defined, with
Therefore, we get by (32) , that there exist
As a result, using (35) again and since ǫ 0 ≤ λ
The main idea of [14] behind the proof of Theorem 3 is the introduction of a modified entropy for ε ∈ R + (instead of the L 2 (µ) norm, which corresponds to ε = 0)
for which (P t ) t≥0 is a contraction. More precisely, [14, Theorem 2] shows that for any ε ∈ (−m
Then, the convergence in L 2 0 (µ) follows by Lemma 2 which implies that H ε defines a norm which is equivalent to
2 ) and for any f ∈ L 2 (µ), it holds
Therefore exponential decay of t → H[f t ] is equivalent to that of t → f t 2 2 , a property exploited in the following proof.
Proof of Theorem 3. Let f ∈ C and E f dµ = 0. For ease of notation, set for any t ≥ 0, f t = P t f . Using that for any t → f t is continuously differentiable on R + and df t /dt = Lf t = (S + T )f t for any t ∈ R + , we obtain
where we have used that S and T are self adjoint and anti-self adjoint respectively, by Lemma 2 and SAf t , f t 2 = SΠ v Af t , f t 2 = 0 from Lemma 28. This, together with A7 and Lemma 2 imply since f t ∈ C for any t ∈ R + ,
is the smallest eigenvalue of the symmetric matrix, positive for ε ≤ 4λ
From Grönwall lemma and Lemma 2, we obtain for ε ≤ m
For notational simplicity we let
2 ) and note that for ǫ < 4λ (32) which concludes the proof of (a).
From Proposition 17 and associated notation in Appendix A, ǫ → α(ǫ) has a unique, but intractable, maximum, ǫ * ∈ (0, 4λ x /(4λ x + R 2 0 )). However from Lemma 16 and Proposition 17 the unique maximum ǫ 0 ∈ (ǫ * , 4λ x /(4λ x + R 2 0 )) of ǫ → Λ(ǫ), defined by (65), provides us with a tractable proxy such that α(ǫ 0 ) < α(ǫ * ) < 3α(ǫ 0 ). In addition, since λ x ≤ 1, for R 0 ≥ (λ v /2) 1 /2 , we get
which implies that C(ǫ 0 ) is well defined.
DMS for PDMP: generic results
The following provides expressions for L 2 (µ)-symmetric and L 2 (µ)-skew-symmetric parts of L for all the PDMP processes considered in this paper.
Proposition 5.
Assume that A1, A2, A4, A5 and A6 hold. Let L i for i ∈ {1, 2} be defined in (2) or (4) with B k as in (6) .
Proof. (a) follows from Proposition 26 and the definitions of S and T . The first statement of (b) follows from the fact that for any f ∈ C Establishing A7-(a) (referred to as microscopic coercivity in [14] ) for the processes considered is fairly straightforward in the present framework. Proof. From A5-(c) and A6, it holds
In addition, note that for any f ∈ L 2 (µ) satisfying max k∈{1,...,K} v ⊤ F k f 2 < +∞, for any k ∈ {1, . . . , K}, by the Cauchy-Schwartz inequality and definition of B k (6), we obtain v
, therefore, we get and using Proposition 5-(a) it follows that in the sense of symmetric operators
Therefore the microscopic coercivity holds with λ v ≥ λ.
The following lemma establishes equivalence between A7-(b) and the Poincaré inequality A2 , which allows one to refer to the expansive body of literature on the topic and implies dependence on the properties of the potential U only. We define the directional derivative operator for any
Note that D is densily defined on L 2 (µ) and closable.
Lemma 7.
Consider a closed and densily defined generator L and its anti-symmetric part T given by (26) . Assume A2-(b) and
e. (30) holds with
Proof. The first statement is a direct consequence of the definition of D and the assumptions. As regards the second point, note that from the identity for any f ∈ D(DΠ v )
and the assumed Poincaré inequality (12) we have for any
Since T Π v = DΠ v on a dense subset of L 2 (µ) and DΠ v is densily defined, we get (DΠ v ) * = (T Π v ) * . This result and (45) implies that Spec(m Second, note that for any f ∈ C 2 b (E), 
which concludes the proof.
Corollary 8. Consider the generator L given by (2) and its anti-symmetric part T given by Proposition 5-(a). Then A2 implies A7-(b).

A7-(c)
is usually a more involved condition to check. For f ∈ L 2 (µ) denote by
omitting dependence on f for ease of notation. In the scenarios considered here, condition A7 (c) relies on estimates of u 2 , ∇ x u 2 and ∇ 2 x u 2 which are obtained by noticing that by definition u is solution of the following partial differential equation
In Lemma 29 and Lemma 32 we show how general, but rough, estimates can be obtained, while in Section 4 we show how tighter bounds can be obtained in specific scenarios where we can take advantage of the structure at hand, in particular when interested in the scaling properties of the algorithm with d.
Proof of Theorem 1
In this section we prove that A7 holds for the dynamics described in Section 2 in order to obtain Theorem 1 as a consequence of the abstract Theorem 3.
Under the assumptions of the theorem, we can set C to be C 
where we have used that ∇ 
The Zig-Zag sampler
In this section, we specify our results in the case of the Zig-Zag sampler for which better estimates can be obtained, leading to better scaling properties with d. The Zig-Zag process corresponds to the instantiation of (2) for which 
(48) In the next two subsections we first consider general velocity distributions and then show how our results can be specialised to the scenario where V = {−1, +1} d . 
General velocity distribution
In addition, assume that C 
Remark 10. From A2 we have for any g ∈ L 2 (π)
and therefore (49) holds if there existc 1 
which is itself implied byc
Note that this is the case when |diag(∇
2 x U (x))| ≤c 1 or |∇ 2 x U (x)| ≤c 1 for all x ∈ X, for example.
Proof. We again apply Theorem 3. Checking A7-(a)-(b) and (d) is identical to the work in the proof of Theorem 1 with the constants λ v = λ and λ x given by (44). We are left with checking A7-(c).
Let f ∈ C 2 b (µ) and u be defined by (84) where T is defined by (26) with respect to L given by (48).
Therefore, by Lemma 29-(a) and Lemma 32-(a) and the improved bounds from Lemma 11 and Lemma 12, we deduce that for any f ∈ C 2 b (E),
and we conclude.
We discuss in the following the dependence on the dimension of the convergence rate α(ǫ 0 ) and the constant C(ǫ 0 ) given by Theorem 3 based on the constant provided by Theorem 9. Similarly to the general case, we need to impose some conditions on m 2 , m 4 . Here, we assume that m In the case where π is the i.i.d. product of one-dimensional distributions π i on (R, B(R)) associated with potentials U i : R → R satisfying A2, i.e. for any x ∈ X, U (
for any x ∈ X and therefore (49) holds with c 3 = 0. Then, the convergence rate α(ε 0 ) and the constant C(ε 0 ) in Theorem 3 does not depend on the dimension but only on the constants c 1 , c 2 , λ, λ and C P associated to each U i .
Consider now the case where the potential U is strongly convex and gradient Lipschitz, i.e. there exist m, L > 0 such that (12) with C P = m. Then, the convergence rate α(ε 0 ) and the constant C(ε 0 ) in Theorem 3 do not depend on the dimension but only on L, m, λ and λ. In addition, we observe that the larger L − m is, the larger R 0 given in (50) is, which in turn make the convergence rate α(ε 0 ) worse since it is a O(1/R 2 0 ) as R 0 → +∞ by Remark 4. This result is expected in the Gaussian case U (x) = x ⊤ Σx for any x ∈ X, since L − m is the diameter of the set of eigenvalues of Σ which is a characterization of the conditioning of the problem. 
where A is defined in (27) , u is defined by (84) with respect to T and L given in (48) and (26) respectively.
Proof. Note that it is sufficient to show this result for f ∈ C 
In this setting and by (86), it follows that
We now bound diag(M) 2 2 . First, we apply the triangle inequality and use Lemma 21-(a), to deduce that
where we have used for the last inequality that (a + b) 2 ≤ 2a 2 + 2b 2 for any a, b ∈ R. By Lemma 21-(a), (74), (14) and the fact that U ∈ C 3 poly (X) using A2, using that same reasoning as to establish (77), it holds for any k ∈ {1, . . . , d},
These identities and the condition (49) imply
Combining (52) and (53), we obtain
From this inequality, (51) and Lemma 29, we deduce 
Lemma 12. Consider the Zig-Zag process with generator defined by
where S, A are defined in (26)- (27) , u is defined by (84) with respect to T and L given in (48) and (26) respectively.
In this setting and by (91), it follows that for any (x, v) ∈ E,
From the triangle inequality and since for
To bound the sum we note that for k ∈ {1, . .
Then, using that for a, b ≥ 0
Then combining (55) and (56) completes the proof by Lemma 32.
d-dimensional Radmacher distribution
We now consider the case V = {−1, +1} d and ν is the uniform distribution on V which corresponds to the original setting of the Zig-Zag process. This process has been proved to be ergodic [4] and m 2,2 = 1 which leads to simplified expressions for the bounds in Lemma 11 and Lemma 32 upon revisiting their proofs. However this has no qualitative impact. In this section we show that hypercoercivity holds with our techniques for λ ref (x) = 0 for "most of X" for a particular type of partial refreshment update.
Consider the scenario where R v is a mixture of the bounces 
with λ v = min k∈{1,...,d},x∈X
Remark 14. In other words A7-(a) holds if for any
We also note that a similar result holds for the case where
Proof. The first statement is a direct application of Proposition 5-(a). For the second statement, using that ν is the uniform distribution on V = {−1, 1} d , from the polarization identity, we get for any f ∈ C 2 b (E),
where λ v is defined in (59). Now by the Poincaré inequality for any g ∈ L 2 0 (ν), see e.g. [28, p. 52], it holds that
Now since for any
, then combining (60) and (61) and using Fubini's theorem concludes the proof of (59).
Discussion and link to earlier work
As pointed out earlier the scenario K = 0 where F 0 = ∇ x U is considered in [14] where the authors establish hypercoercivity but also in [8] where the authors establish V -geometric convergence, that is the existence of constants C ≥ 0, α > 0 and a Lyapunov function V : E → R + [8, Theorem 3.9] such that for any f : E → R satisfying E f dµ = 0 and |f
Similar results have been obtained in [13] and [16] for the Bouncy particle sampler and in [4] for the Zig-Zag process. All these methods rely on guessing such a suitable Lyapounov function V and establishing a so-called drift condition for this function, in conjunction with a minorization condition [25] . The existence of an L 2 (µ) spectral gap (which corresponds to C = 1 in (21)) always implies geometric ergodicity but the latter does not, in general, imply the former, except for reversible processes [23] . To our knowledge it is unclear when hypocoercivity and geometric convergence are equivalent, if at all. We note that our results do not allow for the initial probability distribution ρ 0 to be a delta Dirac mass. However an advantage of our approach is that it provides explicit and relatively simple bounds in terms of interpretable quantities which, we show, are informative, which is in contrast with those on minorization and drift conditions in most scenarios. One exception is the study of BPS on the torus carried out in [16] for U = 0, using an appropriate coupling argument, which leads to a rate of convergence for the total variation distance with a favourable O(d 1/2 ) scaling. Further we note that if a suitable Lyapunov function can be identified and associated drift condition found then our results automatically imply geometric ergodicity, but with our bounds on the spectral gap . Although we have shown that for the Zig-Zag sampler with Rademacher distribution λ ref is not required to be bounded away from zero on X, the results of [4] 
Although we have shown that the theory developed in this paper covers numerous scenarios in a unified set-up, various possible extensions are possible. For example we have restricted this first investigation to deterministic bounces of the type given in (6), but there does not seem to be any obstacle to the extension of our results to the more general set-ups such as considered in [34, 37, 27] . In the same vein, great parts of our calculations could be used to consider distributions of the velocity ν that are neither Gaussian, nor the uniform distribution on the hypersphere. For ν of density proportional to exp(−K(v)) with K : → R the Liouville operator involved in the definition of (4) would take the form
A Optimization of rate of convergence κ(ǫ)
We let
with and
where Λ is defined by (33) . We show that optimizing ǫ → Λ(ǫ) is a good enough proxy for optimizing ǫ →α(ǫ), whose maximum is unique, but intractable. Since ǫ → α(ǫ) defined by (32) is proportional to ǫ →α(ǫ), the same conclusion holds for this function.
Lemma 15. Let Λ : R → R be defined by (33) . Then with λ x ∈ (0, 1),
such that Λ(ǫ 0 ) > 0.
Proof. From (33) we see that Λ(ǫ) ≥ 0 requires
where the equality follows from λ x > 0, which completes the proof of (a). The proof of (b) is a simple calculation and is omitted. We now show (c). If we set Λ ′ (ǫ) = 0, it implies that ǫ > 0 satitisfies
and imposes the condition
Squaring both sides of the equality above implies the following sequence of equalities
that is
The two strictly positive roots are
where the inequality follows from λ x > 0 . Further
and since λ x ≤ 1, this yields the simplified expression for the two roots
From the conditions on ǫ given by (a) and (66), and the fact that λ x ≤ 1, we retain ǫ 0 = ǫ − only. The last statement follows from the second statement and the fact that Λ ′ is continuous.
The following lemma establishes in particular that ǫ 0 is a global maximum.
is maximum at ǫ 0 defined by (65) and
and the second order derivative follows 
From the concavity we deduce that ǫ 0 is a maximum, and the inequality on ǫ 0 follows from the fact that this is required for Λ(ǫ 0 ) ≥ 0.
Proposition 17.
The functionα : R + → R + , defined by (64), has a unique maximizer 0 < ǫ
Proof. First note thatα
Then from Lemma 16
Together with Ψ(0) = Λ ′ (0) = λ x > 0, Ψ(ǫ 0 ) = −λ v Λ(ǫ 0 ) < 0 and the fact that ǫ → Ψ ′ (ǫ) is continuous, we deduce the existence and uniqueness of ǫ * ∈ (0, ǫ 0 ) satisfyingα ′ (ǫ 0 ) = 0, and maximizingα on R + . Further sinceα ′ (ǫ * ) = 0 and ǫ → Ψ(ǫ) is non-increasing we deduce
and from classical calculusα
from which we conclude that
we have by (65) that
B Elliptic regularity estimates B.1 Proof of Lemma 2 and more
In this section we gather classical results concerning densely defined closed operators on a Hilbert space to which we repeatedly refer throughout the manuscript. 
In addition, for any f ∈ L 2 (µ),
B.2 Improved Poincaré inequalities
We preface this section with some complements on the adjoint of ∇ x seen as an operator on L 2 (µ)
Lemma 21. Consider the operator
∇ x from the Hilbert space L 2 (µ) to L 2 (µ) d endowed
with the inner product defined by (8). Then it holds (a) for any
i ∈ {1, . . . , d}, the L 2 (µ)-adjoint of ∂ xi is given for any f ∈ C 1 b (E) by ∂ * xi f = −∂ xi f + f ∂ xi U ; (71) (b) the L 2 (µ)-adjoint of ∇ x is given for any G ∈ C 1 b (E, R d ) by ∇ * x G = − div x G + ∇ x U ⊤ G ; (72) (c) if ν is the zero-mean Gaussian distribution on R d with covariance matrix m 2 I d , the L 2 (µ)- adjoint of ∇ v is ∇ * v G = − div v G + m −1 2 v ⊤ G .(73)
Remark 22. Note that Lemma 21 implies that for any
where we have defined ∇ *
Proof. (a) and (b) follow from integration by parts whereas (c) is a consequence of the first point.
Proposition 23.
Let m > 0 and assume A2. Then for any f ∈ L 2 (µ),
Proof.
, it is enough to show that for any g ∈ L 2 (π), we have
In addition, by density, we only need to deal with g ∈ C ∞ c (X). Let g ∈ C ∞ c (X) and consider u = (m Id +∇ *
poly (X). Therefore we obtain by (74), (14) and the fact that U ∈ C 3 poly (X) using A2,
From the definition of u, using Corollary 20-(c)-(b) and A2-(a) we conclude that
In order to bound terms of the form F ⊤ k ∇ x u in Appendix C we need the following Lemma which is a quantitative version of [14, Lemma 6] . Consider the function W :
Lemma 24 ([14, Lemma 6]). Assume A2. Then for any ϕ ∈ H 1 (π),
where c 2 and C P are defined in (13) and (12) respectively. As a corollary, it holds for any ϕ ∈ H 1 (π),
Proof. Note that we only need to consider
We then bound from below the left-hand side. Using the carré du champ identity, i.e. for any
By (13) and (12), we obtain
From this result and (80), it follows that
Rearranging terms and setting ε = 1/4 completes the proof. The last statement is a direct consequence of the first one using the definition of W in (78).
Put together with Proposition 23, this implies the following.
Corollary 25.
Let m > 0 and assume A2 and A3. For any f ∈ L 2 (µ) and k ∈ {1, . . . , K}, we have 
Therefore using Lemma 24 and Proposition 23 successively, we obtain
C Computation of R 0
We first establish general results used throughout the paper.
Proposition 26.
Assume that A1, A2, A3, A4, A5 and A6 hold. Then the L 2 (µ)-adjoint of L i for i ∈ {1, 2} defined by (2) or (4) (with B k as in (6) ) is given for any f ∈ C 2 b (E) by
Proof. We only consider the case i = 2 since the proof for i = 1 follows the same lines. In addition, since R v is self-adjoint by assumption, we can consider the case λ ref (x) = 0 for any x ∈ X. It can be easily checked that for any k ∈ {1, . . . , K}, B k is L 2 (µ)-self-adjoint and further satisfies b (E), we obtain g,
Using that K k=0 F k = ∇U by A3-(b) concludes the proof.
Corollary 27. Note that L * 1 = 0, which implies that µ is an invariant probability measure.
Lemma 28.
Assume that L satisfies A1and A7-(d). Then,
where S, T , A and Π v are defined by (26) , (27) and (5) For any f ∈ L 2 (µ), consider u f,i defined by
where T i is defined by (26) relatively to the generator L i , for i ∈ {1, 2} defined by (2) or (4) . Note that we used Lemma 7 and Proposition 5. To alleviate notation and whenever confusion is not possible, we may use u instead of u f,i .
Lemma 29.
Assume A1, A2, A3, A4, A5 and A6 hold. Consider L i for i ∈ {1, 2} defined by (2) or (4), its anti-symmetric part T i defined by (26) , and the operator A i defined by (27) relatively to T i .
(a) For any f ∈ D(T (Id −Π v )), we get
(b) For any f ∈ L 2 (µ) 
which implies the desired result.
Corollary 37. Given a symmetric matrix M ∈ R d×d and a constant c ∈ R,
