Abstract. The Poincaré difference equation
Introduction and Main Result
Let N and C denote the set of nonnegative integers and the set of complex numbers, respectively. Given a positive integer k, C k is the k-dimensional space of complex column vectors with the standard inner product (·, ·) and any norm · . The space of k × k matrices with complex entries is denoted by C k×k . Let A ∈ C k×k . The symbols A * , σ(A) and A denote the adjoint matrix (the conjugate transpose), the spectrum (the set of eigenvalues) and the operator norm of A, respectively.
Consider the linear difference equation
where the coefficients A n ∈ C k×k , n ∈ N, are asymptotically constant, that is
for some A ∈ C k×k . Equations of this type are called Poincaré difference equations. Note that Poincaré difference equations have applications in the theory of orthogonal polynomials, continued fractions and numerical mathematics [2] , [3] .
By a solution of (1.1), we mean a sequence x = (x n ) n∈N in C k such that (1.1) holds for all n ∈ N. A solution x = (x n ) n∈N of (1.1) is said to be nonvanishing if x n = 0 for all n ∈ N. Clearly, if the coefficients A n ∈ C k×k , n ∈ N, are invertible, then all nontrivial solutions of (1.1) are nonvanishing.
A key result in the study of Eq. (1.1) is the following Perron type theorem (see [7, Theorem 1] or [3, Chap. 8, Theorem 8.46]). Theorem 1.1. Suppose (1.2) holds. If x = (x n ) n∈N is a nonvanishing solution of (1.1), then the limit
exists and ρ = |λ| for some λ ∈ σ(A).
The quantity ρ defined by (1.3) is called the (exponential) growth rate of the solution x. Its logarithm is the Lyapunov exponent.
For an extension of Theorem 1.1 to a more general class of linear functional difference equations and further related results, see, e.g., [1] , [3] , [5] and [8] .
Let ρ be the growth rate of a nonvanishing solution of Eq. (1.1). By Theorem 1.1, the spectral set
is nonempty. In this note we will consider the case when the spectral set Λ(ρ) is a singleton, Λ(ρ) = {λ}, where λ is a simple eigenvalue of A. We will show that in this case an appropriate weighted limit of the solution exists and is equal to the corresponding eigenvector of the limiting matrix A. Our main result is the following theorem. Let v be an eigenvector of A corresponding to λ so that the adjoint matrix A * has a unique eigenvector w corresponding to λ, the conjugate of λ, such that (v, w) = 1. Then 5) and
Remark. As an easy consequence of the limit relations (1.5) and (1.6), we obtain that under the hypotheses of Theorem 1.2, we have
Note that condition (1.7) is stronger than conclusion (1.3) of Theorem 1.1. According to Perron's theorem, the spectral condition of Theorem 1.2 is satisfied if ρ is the spectral radius of a positive matrix A (see, e.g., [4, Sec. 1.7] ).
Recall that if Λ ⊂ σ(A) is a set of eigenvalues of A, then the eigenprojection (spectral projection) of A associated with Λ is defined by
where, for each λ ∈ σ(A), the symbol P λ denotes the eigenprojection of A corresponding to λ. For the definition of P λ , see, e.g., [4] or [8] .
Let x = (x n ) n∈N be a nonvanishing solution of (1.1) with growth rate ρ. By Theorem 1.1, the spectral set Λ(ρ) defined by (1.4) is nonempty. If we let
and we have the decomposition
In the proof of Theorem 1.2, we will need the following result from the proof of Theorem 1.3 in [8] .
n∈N is a nonvanishing solution of (1.1) with growth rate ρ, then
where Λ c (ρ) is given by (1.9).
Now we can give a proof of Theorem 1.2.
Proof of Theorem 1.2. By the triangle inequality, we have for n ∈ N,
Letting n → ∞ in the last system of inequalities and using (1.10) and (1.11), we obtain
By assumption, Λ(ρ) = {λ} and hence
Since λ is a simple eigenvalue of A, according to [4, Problem 3.19 ], the eigenprojection P λ is given explicitly by
where v is an eigenvector of A corresponding to λ and w is an eigenvector of the adjoint matrix A * corresponding to its eigenvalue λ such that (v, w) = 1. Hence
This, together with (1.12), implies
(1.14)
In particular, (x n , w) = 0 for all large n. Using (1.13) in (1.10), we obtain
From this, we find that
for all large n. From (1.11) and (1.14), we obtain
This, together with (1.15), implies (1.5). It remains to show (1.6). Rewrite Eq. (1.1) as 16) where B n = A n − A for n ∈ N. By virtue of (1.2),
From (1.16), we find that
Taking into account that for n ∈ N,
Eq.(1.18) can be written in the form
Further, using the l 2 -norm on C k , the Schwarz inequality implies for n ∈ N,
This, together with (1.14) and (1.17), yields
Letting n → ∞ in (1.19) and using the last limit relation, we conclude that (1.6) holds.
As a consequence of Theorems 1.1 and 1.2, we have the following result. Denote by w 1 , w 2 , . . . , w k the dual basis of C k consisting of eigenvectors of A * corresponding to the eigenvalues λ 1 , λ 2 , . . . , λ k so that
Then for every nonvanishing solution x = (x n ) n∈N of Eq. (1.1) there exists j ∈ {1, 2, . . . , k} such that
and
is an improvement of a result by Máté and Nevai (see [6, Theorem 2]).
In the special case when the limiting matrix A is diagonal,
where the diagonal elements λ 1 , λ 2 , . . . , λ k have distinct moduli, i.e. where x n,j denotes the jth coordinate of x n .
Convergence of the Normalized Solution
If the coefficients in Eq. (1.1) are constant matrices, A n = A for all n ∈ N, then Eq. (1.1) reduces to the constant coefficient equation
It is easily verified that if A has k different positive eigenvalues, then for every nontrivial solution x = (x n ) n∈N of Eq. (2.1) the normalized sequence
converges to a normalized eigenvector of A as n → ∞. This convergence is sometimes called as the ergodic Poincaré property of the solution [3] . In this section, we will extend the last property of the constant coefficient equation (2.1) to the perturbed equation (1.1) under the additional assumption that the entries of the coefficient matrices A n , n ∈ N, are real. The importance of the additional assumption will be illustrated by an example.
In the sequel R k denotes the k-dimensional space of real column vectors with any norm · . As a consequence of Theorem 1.2, we establish the following result.
Theorem 2.1. Suppose (1.2) holds, where matrices A n , n ∈ N, are real. Assume also that the initial vector x 0 and hence x n , n ∈ N, is also real. Finally, assume that the growth rate ρ of the solution x = (x n ) n∈N of Eq. (1.1) given by (1.3) is a simple positive eigenvalue of A and the moduli of all other eigenvalues of A are different from ρ. Let v ∈ R k be a normalized eigenvector of A corresponding to ρ, Av = ρv, v = 1. Then
as n → ∞.
Proof. Since A n , n ∈ N, are real matrices, so are the limiting matrix A and its adjoint A * . By assumptions, ρ is a positive eigenvalue of A, therefore the normalized eigenvector v of A corresponding to ρ and the eigenvector w of A * corresponding ρ can be chosen real and such that (v, w) = 1. In particular, the inner products (x n , w), n ∈ N, are also real. By Theorem 1.2, we have (
or (x n , w) < 0 for all large n. (2.5)
Using Theorem 1.2 again, we conclude that
x n , n ∈ N, and the limit relations (2.6) and (2.7) we find that in case (2.4)
while in case (2.5)
Theorems 1.1 and 2.1 yield the following corollary.
Corollary 2.2. Suppose (1.2) holds, where matrices A n , n ∈ N, are real. Assume also that the eigenvalues ρ 1 , ρ 2 , . . . , ρ k of the limiting matrix A are positive and mutually different and let v 1 , v 2 , . . . , v k be the corresponding normalized real eigenvectors of A. Then for every nonvanishing solution x = (x n ) n∈N of (1.1) with real initial vector x 0 there exists j ∈ {1, 2, . . . , k} such that
The following example shows that in Theorem 2.1 and Corollary 2.2 it is important that the coefficients A n , n ∈ N, are real matrices.
Example. Consider the scalar equation
iϕ n x n , n ∈ N, (2.9)
where i is the imaginary unit, ϕ 0 = 4π, and ϕ k = π 2 n−1 whenever 2 n ≤ k < 2 n+1 , n = 0, 1, 2, . . . , (2.10) so that ϕ 1 = 2π, ϕ 2 = ϕ 3 = π, ϕ 4 = ϕ 5 = ϕ 6 = ϕ 7 = π 2 , ϕ 8 = ϕ 9 = · · · = ϕ 15 = π 4 , etc. Eq. (2.9) is a special case of Eq. (1.1) when k = 1 and A n = e iϕ n , n ∈ N. Clearly, ϕ n → 0 as n → ∞ and therefore (1.2) holds with A = 1. The only (positive) eigenvalue of A = 1 is ρ = 1. According to Eq. (2.9), x n+1 can be interpreted as the point in the complex plane obtained from point x n by a couterclockwise rotation with angle ϕ n . It is easily verified that if x 0 = 1, then |x n | = 1 for all n ∈ N and the set of accumulation points of the solution (x n ) n∈N is the whole unit circle |z| = 1. Therefore the normalized sequence x n |x n | = x n has no limit as n → ∞.
