We analyse quantum state tomography in scenarios where measurements and states are both constrained. States are assumed to live in a semi-algebraic subset of state space and measurements are supposed to be rank-one POVMs, possibly with additional constraints. Specifically, we consider sets of von Neumann measurements and sets of local observables. We provide upper bounds on the minimal number of measurement settings or outcomes that are required for discriminating all states within the given set. The bounds exploit tools from real algebraic geometry and lead to generic results that do not only show the existence of good measurements but guarantee that almost all measurements with the same dimension characteristic perform equally well.
Quantum state tomography, which aims at identifying quantum states from the outcomes of an experiment, is a central task in quantum information science. Full state tomography is often challenging and sometimes infeasible. However, if there is some prior information about the state under investigation, this can considerably simplify the problem: the number of measurement settings necessary to uniquely identify a given state can significantly decrease if the state is not arbitrary but is known to lie on a confined subset of state space.
Using topological properties of the measurement map and the constrained set, lower bounds on the minimal number of measurement settings necessary to discriminate any two pure states were obtained in [1] . Relating these topological features of the measurement map to stability properties, it was shown in [2] that under the premise of stability the approach of [1] can be generally applied. Using this result, lower bounds on the necessary number of measurement settings for several other subsets were obtained in [2] .
The present paper deals with the issue of finding upper bounds: given a subset of state space, find a measurement scheme that can discriminate any two states of this subset with as few measurement settings as possible. This appears to be a rather hard problem in general. Already in the case of pure state quantum tomography it has received significant attention in topology [3, 4] , quantum information science [1, [5] [6] [7] [8] [9] [9] [10] [11] [12] [13] [14] and sampling theory [15] [16] [17] [18] .
In addition to constraining the set of states, we also restrict the set of measurements in order to capture the fact that arbitrary measurements may not be feasible in an experiment. The imposed constraints could for example be the restriction to von Neumann measurements or to local measurements when dealing with a multipartite system. The case of pure state tomography with von Neumann measurements was addressed in [11, 19, 20] . In [11, 19] it was shown that any two pure states can be discriminated by merely 4 von Neumann measurements. This is known to be sharp for pure states of an n-dimensional Hilbert space if n > 4 and [20] has a special focus on the cases n ≤ 4. The more general setting of low-rank matrix recovery with restricted measurements was considered in [21] . However, their focus is to determine the asymptotic behaviour, and this allows us to improve on some of their results.
We propose a method that can deal with these problems rather generally and we then apply it to different scenarios.
In this paper we neither consider the statistical aspects of quantum tomography nor the algorithmic problem of reconstructing the state from the measurement data.
Outline. In Section II we fix notation, introduce measurement schemes that are relevant in the following and give some preliminary results about hermitian matrices of bounded rank. Furthermore, we illustrate the connection between phase retrieval and quantum tomography.
In Section III, we propose a method to find sets of measurements that can discriminate any two states of a given subset of the state space, generalizing the approach taken in [15] to find frames for the phase retrieval problem. The method can be applied to all semi-algebraic subsets and it can naturally deal with constrained measurement like e.g. von Neumann measurements. Rather than giving explicit constructions, the method asserts that almost all sets of measurement that fulfil certain constraints allow for a unique identification. As a first example we apply this procedure to low-rank matrix recovery, showing that a generic frame with m > 4r(n − r) frame vectors can discriminate any two hermitian matrices of rank at most r. This generalizes [16] where the case r = 1 was considered. In Section V, it is shown that the statement also holds when restricting to Parseval frames.
In Section IV, we prove that under a further condition the sets of measurements obtained by the method introduced in Section III fulfil the stability property introduced in [2] . In the scenarios where the method is feasible this condition is satisfied and therefore the stability property holds rather generally.
In Section V, we present the main result of this paper. Loosely speaking, it asserts that one can perform tomography on all semi-algebraic subsets of the state space by measuring sets of positive operator valued measures that consist exclusively of rank one operators, in particular von Neumann measurements. From this result we straightforwardly obtain Whitney type embedding results for these measurement schemes. Furthermore, we consider the problem of discriminating states of bounded rank: In [1, 2] lower bounds on the number of measurement outcomes necessary to uniquely identify quantum states with bounded rank were established and these lower bounds turned out to be close to the upper bounds obtained in [1] where it was shown that 4r(n − r) measurement outcomes suffice in order to identify states of an n-dimensional system with rank at most r. However, the measurement that does realize this upper bound has a rather complicated structure. We prove that the same upper bounds as in [1] can be realized when measuring a positive operator valued measure which exclusively consist of rank one operators and we prove similar results for measuring sets of von Neumann measurements. Note that our results come with less measurement outcomes than the compressed sensing approach of [10] , however we do not provide a tractable reconstruction procedure.
Section VI deals with the problem of reconstructing states of multipartite systems from the expectation values of local observables. Just like in Section V, we first give a theorem stating that one can do tomography on all semi-algebraic subsets of the state-space by performing measurements of this type. Then we obtain Whitney type embedding results and also for the problem of identifying states of bounded rank we obtain corresponding results.
In Section VII, proofs of technical results are given. Most of our results assert that almost all measurements have a certain property. In the appendix we present the measure with respect to which this is true.
II. PRELIMINARIES
Throughout H denotes a finite-dimensional complex Hilbert space. H(H) denotes the real vector space of hermitian operators on H and S(H) denotes the set of quantum states on H, i.e. S(H) = {̺ ∈ H(H) : ̺ ≥ 0, tr(̺) = 1}. We regard H(H) as an inner product space, equipping it with the Hilbert-Schmidt inner product. The Hilbert Schmidt norm is denoted by · 2 . By SH(H) := {X ∈ H(H) : X 2 2 = tr(X 2 ) = 1} we denote the unit sphere in H(H). Furthermore, for a subset A ⊆ H(H), ∆(A) denotes the set of differences of operators in A, i.e. ∆(A) = {X − Y : X, Y ∈ A}. M (m, n, C) (M (m, n, R)) denotes the set of complex (real) m × n matrices and we write M (n, C) (M (n, R)) as shorthand for M (n, n, C) (M (n, n, R)).
Constrained Measurement Schemes
In quantum mechanics positive operator valued measures (POVMs) are used to describe general measurements [22, 23] . For the purpose of this paper a POVM on H is a tuple P = (Q 1 , ..., Q m ) of positive semidefinite operators on H such that
An element of P is called an effect operator. We define the dimension of P by dim P := |P |.
A whole measurement scheme might consist of measuring more than one POVM.
Definition II.1. A measurement scheme on H is a tuple M = (P 1 , ..., P k ) of POVMs on H. We define the dimension of M by dim M := dim P 1 + ... + dim P k .
A POVM P can be identified with the measurement scheme that just contains P . In the following we sometimes make use of this identification and regard POVMs as measurement schemes.
A POVM P = (Q 1 , ..., Q m ) induces a linear map
Similarly a measurement scheme M = (P 1 , ..., P k ) induces a linear map
Our main results are statements about rank one POVMs and von Neumann measurements, so let us define these terms: A POVM P is called rank one POVM if all effect operators are of rank one. We denote the set of m-dimensional rank one POVMs on H by M m 1 (H). In the following we implicitly assume that m ≥ dim H because otherwise M m 1 (H) would be empty. Later on we often use the following correspondence between linear isometries and M m 1 (C n ): The equations
can be considered as real algebraic equations under the identification M (m, n, C) ≃ R 2nm . The solution set U (m, n) is the set of linear isometries U :
is non-empty if and only if m ≥ n and that for n = m it is the set of unitaries. We write U (n) as shorthand for U (n, n). Let {|i } i∈{1,...,m} be the standard basis of C m . Then, the sought correspondence is given by the map
If the effect operators of a POVM are projections on mutually orthogonal subspaces, the POVM is called von Neumann measurement. In this paper, we just deal with rank one von Neumann measurements and therefore, in the following, the term von Neumann measurement always refers to rank one von Neumann measurements. Note, that the set of rank one von Neumann measurements is precisely the set of (dim H)-dimensional rank one POVMs.
The measurement scheme consisting of k m-dimensional rank one POVMs on H is denoted by
For m = dim H this is the set of k rank one von Neumann measurements which, we denote by M k vN (H).
Hermitian Matrices of Bounded Rank
In this section we prove a lemma about hermitian operators with bounded rank, which is frequently used in the following. Denote by P r (H) the set of hermitian operators on H with rank at most r, i.e. P r (H) := {X ∈ H(H) : rank(X) ≤ r}. We write P n r as shorthand for P r (C n ).
Lemma II.1. P n r is a real algebraic set of dimension r(2n − r).
Proof. First note that P n r is a real algebraic set: It is given by the set of points X ∈ M (n, C) for which all (r +1)×(r +1)-minors vanish and that satisfy X = X † . These conditions turn into a set of real algebraic equations under the canonical identification M (n, C) ≃ R 2n 2 .
To determine the dimension of P n r consider the semi-algebraic set V n r = {(P 1 , ..., P r ) :
The dimension of V n r is given by r(2n − r) − r. To see this, consider the smooth and transitive action of U (n) on the complex matrices M (n, C) given by (U, M ) → (U, U M U † ) and let V D be the orbit of the diagonal matrix D := diag(r, r − 1, ..., 1, 0, ...) under this action. Noting that the stabilizer subgroup of D is U (n − r) × U (1) r we obtain V D ≃ U (n)/(U (n − r) × U (1) r ) by Theorem 3.62 of [24] . But the semi-algebraic map ψ : V n r → V D , (P 1 , ..., P r ) → r j=1 jP j is clearly bijective. Hence we find dim V n r = dim(U (n)/(U (n − r) × U (1) r )) = n 2 − (n − r) 2 − r = r(2n − r) − r by Theorem 2.8.8 and Proposition 2.8.14 of [25] .
The semi-algebraic map
is clearly surjective. By Theorem 2.8.8 of [25] , we hence conclude that dim P n r ≤ dim V n r + r = r(2n − r) and furthermore that indeed dim P n r = r(2n − r) by noting that φ is injective if we require λ 1 > ... > λ r > 0.
Corollary II.2. The set D 1 := {X ∈ P n r : tr(X 2 ) = 2} is a real algebraic set of dimension r(2n − r) − 1 and the set D 2 := {X ∈ P n r : tr(X 2 ) = 2, tr(X) = 0} is a real algebraic set of dimension r(2n − r) − 2.
Proof. From the proof of Lemma II.1 it is immediate that both D 1 and D 1 are real algebraic sets. To determine the dimension of D 1 , one can go along the lines of the proof of Lemma II.1 and simply replace R n by the unit sphere S n−1 in the definition of the mapping η. Similarly, to determine the dimension D 2 , one can go along the lines of the proof of Lemma II.1 and this time replace R n by {x ∈ S n−1 : n i=1 x i = 0} in the definition of the mapping η.
Frames and Rank One POVMs
Finally, we discuss the connection between pure state tomography and the phase retrieval problem in sampling theory. A finite set
A frame F = {v 1 , ..., v m } induces a mapping
where x ∼ y iff there is a λ ∈ R such that x = e iλ y 2 . Since the task in phase retrieval is to reconstruct signals modulo phase from intensity measurements, one considers frames F such that M F is injective.
To each frame F = {v 1 , ..., v m } one can associate a tuple P F = (|v 1 v 1 |, ..., |v m v m |) of positive rank one operator on C n . P F induces a map
Noting that
A corollary of one of our main results is a statement about Parseval frames, so let us define this term. A frame F is called tight frame if a = b in inequality (3) . If in addition a = b = 1, F is called Parseval frame.
The following proposition shows the well-know fact that Parseval frames correspond to rank one POVMs.
Proposition II.3. Let F be a Parseval frame. Then the associated set of rank one operators P F is a POVM.
Since F is a Parseval frame, we obtain the following equality from inequality (3):
This can be rewritten as
But since this holds for all x ∈ C n we conclude that
Remark Note that the correspondence is given by the map φ defined in equation (1) where the frame vectors are given by the rows of the isometry.
Let P be a POVM. In pure state tomography, not h P | P n 1 is required to be injective, but h P | S n 1 where S n 1 := {̺ ∈ S(C n ) : ̺ 2 = ̺} is the set of pure states. However, by the definition of a POVM, 1 n ∈ P and this implies that if h P | S n 1 is injective, also h P | P n 1 is injective. From this point of view, pure state quantum tomography with rank one POVMs is equivalent to phase retrieval with Parseval frames.
III. METHOD AND FIRST EXAMPLE
Let us begin by explaining the basic idea of the method we utilize to find one-to-one measurement schemes which originates from the approach taken in [15] to find frames for the phase retrieval problem.
The method essentially relies on the following observation: A measurement scheme
is R-complete with respect to a subset R ⊆ S(H) if and only if the equations
have no solution for X ∈ ∆(R) − {0}. For a given subset R ⊆ S(H), we want to characterize non-injective measurement schemes via the equations (5) and use the dimension theory of semi-algebraic sets to show that these have measure zero. Therefore, we consider measurement schemes that are constrained by real algebraic equalities or inequalities. In the following, the set of measurement schemes is a semi-algebraic set M such that for all M ∈ M we have dim P = m, ∀P ∈ M and |M | = k where m, k ∈ N are some fixed numbers. For example, if k = 1, this could be the restriction to the set of m-dimensional rank one POVMs M m 1 (H). Furthermore, in order to ensure that the equations (5) in fact become real algebraic equations, we have to replace ∆(R) − {0} by a suitable semi-algebraic set. We do this by constructing a semialgebraic set D ⊆ H(H) 3 with the following property: If there is a measurement scheme M and an X ∈ ∆(R) − {0} with
If a semi-algebraic set D ⊆ H(H) with 0 / ∈ D has this property, we say that D represents ∆(R) − {0}.
The solution set of the equations (7) characterizes the non-injective measurement schemes: LetM be the real semi-algebraic set obtained from M × D by imposing the equations (7) . By construction of D, the non-injective measurement schemes are contained in the projection ofM ⊆ M × D on the first factor with the canonical projection
and thus the non-injective measurement schemes have measure zero in M. Here we used the well-know fact that, for a suitably chosen measure, the measure of a semi-algebraic subset S of a semi-algebraic set A has measure zero in A if dim A > dim S. For more details on the measure see Appendix A.
This approach is most efficient if the equations (7) are transversal to M × D. In this case dimM < dim M is equivalent to k(m − 1) > dim D and thus the quality of our result is determined by how low-dimensional we can choose the semi-algebraic set D.
To illustrate how this procedure works, let us consider the problem of low-rank matrix recovery with frames. We show that any two hermitian matrices of rank at most r can be discriminated from a generic frame with m ≥ 4r(n − r) frame vectors. The proof we give is inspired by the proof of Theorem 3.1 in [15] . Let r ∈ {1, . . . , [n/2]} 5 .
Proof. Let F = (v 1 , ..., v m ), v i ∈ C n , and consider the equations
in v i ∈ C n , X ∈ ∆(P n r ) − {0}. As explained above, these equations determine the subset N of F ∈ C nm ≃ R 2nm for which h P F | P n r fails to be injective. Note that ∆(P n r ) − {0} = P n 2r − {0}. Consider the algebraic set D := {X ∈ P n 2r : tr(X 2 ) = 1} and note that we have dim D = 4r(n − r) − 1 by Corollary II.2. Furthermore, D represents ∆(P n r ) − {0}: Clearly 0 / ∈ D. Next, consider a measurement scheme M and
Under the identification C nm ≃ R 2nm the equations (8) are m equations on the real algebraic set C nm × D and next we prove that imposing these equations decreases the dimension of C nm × D by at least m: Note that it suffices to prove that imposing the equation (8) on C nm , for fixed X ∈ D, decreases the dimension by at least m. But for fixed X ∈ D, the i-th equation of (8) just involves the variables of the i-th factor in (C n ) m . Thus it suffices to prove that for given X ∈ D imposing the equation
on C n ≃ R 2n decreases the dimension by at least one. But for given X ∈ D there is v ∈ C n such that p(v) = v|X|v = tr(X|v v|) = 0 because H(C n ) has a basis of rank one operators and X = 0. Thus, (9) is a non-trivial algebraic equation on the irreducible algebraic set C n ≃ R 2n . But this immediately implies that (9) does decrease the dimension 6 . Let M be the algebraic subset of C nm × D obtained by imposing the equations (8) and denote by π 1 : C nm × D → C nm the canonical projection on the first factor. For m > dim D = 4r(n − r) − 1, we find dim π 1 (M) < dim C nm = 2nm since imposing the equations (8) on C nm decreases the dimension by at least m. Thus, we conclude that π 1 (M) has Lebesgue measure zero 7 in C nm . Hence, the subset of F ∈ C nm for which M F is injective has full Lebesgue measure. Note, that the subset of frames in C nm has 5 Here [x] :=largest integer i such that i ≤ x. 6 Every proper algebraic subset of the irreducible algebraic set R 2m has dimension less than 2m. 7 The Lebesgue measure on R n is a rescaling of the n-dimensional Hausdorff-measure.
full Lebesgue measure for m ≥ n. Choosing the measure on the set of frames to be the restriction of the Lebesgue measure, also the subset of frames for which M F is injective has full measure.
In Corollary V.11 we obtain the corresponding result for Parseval frames. For r = 1, this is the phase retrieval problem and in this case Proposition III.1 reproduces the main result of [16] .
Proof. Let F = {v 1 , . .., v m }, v i ∈ C n , and consider the equations
in x, y, v i ∈ C n where |x x| − |y y| = 0. These equations determine the subset N of F ∈ C nm ≃ R 2nm for which M F fails to be injective. It is easily seen that the equations
where X ∈ ∆(P n 1 )−{0}, determine the same subset N . But the equations (10) are precisely the equations (8) for r = 1. Thus, the proof can be concluded by going along the lines of the proof of Proposition III.1.
IV. STABILITY
The measurement schemes obtained by the method presented in Section III typically come with a stability property. Let
In this section we denote M(n 1 , ..., n k ) by M. We equip M with the topology induced by the metric
Definition IV.1. Let R ⊆ S(C n ) be a subset. An R-complete measurement scheme M ∈ M is stably R-complete if there exists a neighbourhood N of M such that every measurement scheme M ′ ∈ N is R-complete.
Let R ⊆ S(C n ) be a subset and let D ⊆ S(C n ) be a semi-algebraic set that represents ∆(R) − {0}. Consider the semi-algebraic map Lemma IV.1. IfD is closed, every R-complete measurement scheme M ∈ M is stably R-complete.
Proof. Note thatD ⊆ SH(C n ). SH(C n ) is compact and thusD is compact being a closed subset of a compact set. By the continuity of the induced map h M and compactness ofD,
Thus all measurement schemes M ′ ∈ B(M, κ/2) are R-complete.
Remark Note thatD need not be closed for this lemma to apply: In the situations presented in the following the conclusions solely depend on the dimension ofD. By Proposition 2.8.2 of [25] the dimension ofD coincides with the dimension of its closureD in the norm topology on H(C n ). Furthermore, by Proposition 2.2.2 of [25] , the closure of a semi-algebraic set is semi-algebraic. ThusD represents ∆(R) − {0} and dimD ≤ dim D.
V. COMPLETE RANK ONE POVMS

Universality of Rank One POVMs
The following lemma is the main technical result of this paper. It asserts that the equations (7) are independent when restricting to rank one POVMs. More precisely let H = C n and denote by {|i } i∈{1,...,n} the standard basis of C n .
For a fixed non-zero X ∈ H(C n ), consider the equations
Under the canonical identification M (m, n, C) ≃ R 2nm , these can be considered as real algebraic equations in the 2knm variables (M 1 , ..., M k ).
Lemma V.1. Let X ∈ H(C n ) with X = 0. Imposing the equations (12) on Π k i=1 M (m, n, C) decreases the dimension by at least n 2 + k(m − 1).
Remark Regarding X ∈ D ⊆ H(C n ) as an variable, the equations (12) can be considered as equations on
Then, Lemma V.1 implies that imposing the equations (12) on k i=1 M (m, n, C) × D decreases the dimension by at least n 2 + k(m − 1) for every semi-algebraic set D ⊆ H(C n ) with 0 / ∈ D.
Since the proof of this result is rather technical we relegate it to Section VII. Lemma V.1 allows us to prove the main theorem of this section.
Remark Note that Theorem V.2 reduces the problem of finding an R-complete rank one POVM for some subset R ⊆ S(H) to finding a semi-algebraic subset D ⊆ H(H) which represents ∆(R) − {0} and in this sense Theorem V.2 guarantees the universality of rank one POVMs. Furthermore the quality of the result solely depends on the algebraic dimension of D.
The proof of this result can be found in Section VII. From this Theorem we directly obtain a Whitney type embedding result for rank one POVMs. Essentially, it is a direct consequence of the following lemma.
Lemma V.3. Let R ⊆ S(H). Then dim(∆(R) − {0}) ≤ 2 dim R.
Proof. We can assume w.l.o.g that R is algebraic, because if not we can take its Zariski closure 8 . Let Diag(R × R) := {(X, Y ) ∈ R × R : X = Y }. Noting that Diag(R × R) is an algebraic set, D := (R × R) − Diag(R × R) is quasi-algebraic. But the semi-algebraic map
is surjective, and thus dim(∆(R) − {0}) ≤ D = 2 dim R by Theorem 2.8.8 of [25] .
Proof. We can assume w.l.o.g. that R is algebraic because if not we can consider its Zariski closure. By the proof of Lemma V.3, ∆(R) − {0} is semi-algebraic and furthermore dim(∆(R) − {0}) ≤ 2 dim R. Finally, Theorem V.2 with D = ∆(R) − {0} concludes the proof.
Two special cases of this Theorem may be of particular interest. 8 The algebraic dimension is invariant under taking the Zariski closure, see Proposition 2.8.2 of [25] Corollary V.5. Let R ⊆ S(C n ) be a subset. If
Proof. This immediately follows from Corollary V.4 for m = n.
Corollary V.6. Let R ⊆ S(C n ) be a subset. If m − 1 > 2 dim R, almost all rank one POVMs M ∈ M m 1 (C n ) are stably R-complete.
Proof. This immediately follows from Corollary V.4 for k = 1.
Remark Effectively we have the bound m − 1 > max{2 dim R, n − 2} which is due to the fact that a rank one POVM on C n has to be at least n-dimensional. If we relax this to merely requiring the POVM to be projective this shortcoming can be avoided, i.e. for projective POVMs m − 1 = 2 dim R + 1 can be attained. This can be seen by modifying the proof of Lemma V.1.
Rank One POVMs for States of Bounded Rank and States of Fixed Spectrum
In this section we improve the Whitney type bounds of Corollary V.4 for the cases in which the subset R ⊆ S(H) is given by the states of bounded rank or the states of fixed spectrum. The results we obtain in this section easily follow from theorem V.2. Let us note that all results of this section can be immediately transferred to measurement schemes which fulfil a universality property analogous to theorem V.2.
In the following, r ∈ {1, ..., [n/2]}. Denote by S r (H) the states with rank at most r, i.e. S r (H) := {̺ ∈ S(H) : rank(̺) ≤ r}. We write S n r as shorthand for S r (C n ). In analogy to the proof of Proposition III.1, we first construct the set we use to represent ∆(S r (H)) − {0} and determine its dimension.
Lemma V.7. The set D := {X ∈ P 2r (H) : tr(X) = 0, tr(X 2 ) = 2} is an algebraic set that represents ∆(S r (H)) − {0} and dim D = 4r(dim H − r) − 2.
Proof. Note that S r (H) ⊆ P r (H) and thus ∆(S r (H)) ⊆ ∆(P r (H)) = P 2r (H). P 2r (H) is algebraic by Lemma II.1 and hence P 2r (H) − {0} represents ∆(S r (H)) − {0}. In fact ∆(S r (H)) − {0} can be represented by a smaller set. Namely one can consider set D := {X ∈ P 2r (H) : X Proof. Using the set of Lemma V.7 to represent ∆(R) − {0}, the result follows directly form Theorem V.2.
As explained in Section IV.A of [2] , the lower bounds on the immersion dimension of complex flag manifolds of [26] transfer to lower bounds on the dimension of S r (H)-complete POVMs. In addition, the discussion following this explanation suggests that the upper bound on m we obtain here is close to optimal.
Next, let us state some corollaries of this theorem.
Corollary V.9. If m(n − 1) ≥ 4r(n − r) − 1, almost all tuples of k von Neumann measurements M ∈ M m vN (C n ) are stably S n r -complete. Proof. This follows from Theorem V.8 for m = n.
For r = 1 this reproduces the main result of [11] . In Table I you can see how this result compares to the lower bounds of [26] for some explicit scenarios. Corollary V.10. If m − 1 ≥ 4r(n − r) − 1, almost all rank one POVM P ∈ M m 1 (C n ) are stably S n r -complete. Proof. This follows from V.8 for k = 1.
The following corollary is the analogue of Proposition III.1 for Parseval frames.
Corollary V.11. Let m ≥ 4r(n − r). Then, for almost all Parseval frames F := {v 1 , . . . , v m } the map h P F | P n r is injective.
Proof. By going along the lines of the proof of Lemma V.7, it is easily seen that D := {X ∈ P 2r (H) : tr(X 2 ) = 2} represents ∆(P n r ) − {0} and furthermore we have dim D = 4r(n − r) − 1 by Corollary II.2 9 . Applying Theorem V.2 10 to the set D then concludes the proof.
Finally we consider states of fixed spectrum. Let s 11 be a spectrum on C n and denote by S n s ⊆ S(C n ) the states with spectrum s.
Corollary V.12. Let s be a spectrum on C n such that the highest multiplicity of an eigenvalue in s is n − r. Then, if k(n − 1) ≥ 4r(n − r) − 1, almost all tuples of k von Neumann measurements M ∈ M k vN (C n ) are stably S n s -complete.
Proof. This follows directly from Theorem V.8 for m = n noting that ∆(S n s ) − {0} can be represented by the set of Lemma V.7 12 .
Corollary V.13. Let s be a spectrum on C n such that the highest multiplicity of an eigenvalue in s is n − r. Then, if m − 1 ≥ 4r(n − r) − 1, almost all POVMs P ∈ M m 1 (C n ) are stably S n s -complete.
Proof. This follows directly from Theorem V.8 for k = 1 noting that ∆(S n s ) − {0} can be represented by the set of Lemma V.7.
VI. COMPLETE MEASUREMENTS WITH LOCAL OBSERVABLES
In this section we address the problem of reconstructing states of multipartite systems from the expectation values of local observables.
Let H = k i=1 C n i and let n := k i=1 n i . We define the set H loc (H) of local observables on H by
Just like a POVM, a tuple of observables
.., tr(O m X)) and hence Definition II.2 and Definition IV.1 naturally generalize to finite tuples of observables. The following theorem is the analogue of Theorem V.2 and it is the main result of this section.
The proof of this Theorem is given in Section VII. Again, we directly obtain a Whitney type embedding result for subsets R ⊆ S(H) if the measurement consists of determining expectation values of local observables.
Corollary VI.2. Let R ⊆ S(H) be a subset. If m > 2 dim R, almost all O ∈ H loc (H) m are stably R-complete. 11 A spectrum on C n is a multiset of n increasingly ordered positive real numbers that sum up to one. We call the elements of s eigenvalues. 12 For more details see Lemma IV.3 of [2] .
Proof. We can assume w.l.o.g. that R is algebraic because if not we can consider its Zariski closure. By the proof of Lemma V.3, ∆(R) − {0} is semi-algebraic and dim(∆(R) − {0}) ≤ 2 dim R. Finally, Theorem VI.1 concludes the proof.
Just like in the case of rank one POVMs also this measurement scheme applies to the problem of discriminating states of bounded rank or states of fixed spectrum.
Proof. Let D be the quasi-algebraic set of Lemma V.7. Then the result follows directly from Theorem VI.1.
Corollary VI.4. Let s be a spectrum on H such that the highest multiplicity of an eigenvalue in s is n − r. If m ≥ 4r(n − r) − 1, almost all O ∈ H loc (H) m are stably S n s -complete.
Proof. This follows directly from Corollary VI.3 noting that the set of Lemma V.7 represents ∆(S n s ) − {0}.
Finally, let us apply Theorem VI.1 to local Pauli observables on qubit systems. Let
where H(C n i ) 0 := {X ∈ H(C n i ) 0 : tr(X) = 0} is the real vector space of traceless hermitian n i × n i matrices and SH(C n i ) 0 := {X ∈ H(C n i ) 0 : X 2 = 1} is the unit sphere in H(C n i ) 0 .
Proof. Theorem VI.1 also holds for H σ (H) 13 . The remainder of the proof is then along the lines of the proof of Corollary VI.3.
VII. TECHNICAL RESULTS
Proof of Lemma V.1
Before giving the proof of Lemma V.1 let us first explain the methods we use to compute the dimension of the relevant algebraic set.
We take advantage of the fact that the dimension of an algebraic set V is given by the dimension of the tangent space at non-singular points of V (see Definition 3.3.3 of [25] ). Let us make this more precise: Let R[x 1 , ..., x n ] be the ring of real polynomials in n variables and denote by dp the differential of a real polynomial p ∈ R[x 1 , ..., x n ], i.e. dp(y) = n i=1 ∂p ∂x i | y dx i . Let V I be the real common zero locus of a set of real polynomials
α i dp i (x) = 0
gives a system of linear equations in α 1 , ..., α m ∈ R. In the following we mainly use the following facts:
1. The rank of the system of linear equations (13) at a non-singular point of V I is given by n − d where d is the dimension of V I 14 .
2. The non-singular points of V I are an algebraic subset of dimension less than d by Proposition 3.3.14 of [25] .
. By computing these systems of linear equations, we prove that for a given non-zero X ∈ H(C n ), imposing the equations (12) 
First, let us state a lemma which allows us to efficiently compute the systems of linear equations for the equations (12) α R lo dp R lo (Y ) + α I lo dp
Proof. Let Let
Under the identification M (m, n, C) ≃ R 2mn given by the map ι defined above, also the equations
can be considered as real algebraic equations in the variables y R jk := (Re(Y )) jk , y I jk := (Im(Y )) jk , j ∈ {0, ..., m}, k ∈ {0, ..., n}.
Proof. The proof of this result can be obtained by going along the lines of the proof of Lemma VII.1, so we just give the calculation that differs: L(Y ) = 0 is equivalent to {L jk (Y ) = 0} j∈{1,··· ,m},k∈{1,··· ,n} where
Remark Note that combining the equations of Lemma VII.1 and Corollary VII.2 yields the system of linear equations
Let us now give the proof of Lemma V.1.
Proof. For a given non-zero X ∈ H(C n ) and i ∈ {1, ..., k}, consider the following equations
.., m}, and
Under the canonical identification k i=1 M (m, n, C) ≃ R 2knm , these equations can be regarded as real algebraic equations in 2knm variables. Let I i := {p j i } j∈{1,...,m} and J i := {q jl i } j,l∈{1,...,n} . We have to show that the dimension of the real common zero locus of the equa-
..) the inclusion in the first factor and let
.., M k ) → M i be the projection on the i-th factor. Then we find
and it suffices to reduce to k = 1. We stick to the notation introduced in the beginning of this section and denote the algebraic set obtained from M (m, n, C) by imposing the equations I := I 1 and J := J 1 by V I∪J .
Let us now determine the system of linear equations L associated to I ∪ J at U ∈ V I∪J . The contribution of the j-th equation of I to L is obtained from Lemma VII.1 by choosing A = j|, B = X, C = |j , Y = U and thus the contribution of I is given by
Similarly, by Corollary VII.2, the contribution of J to L is given by,
where (M γ ) jk := γ R jk +iγ I jk , i, j ∈ {1, ...n}, γ R jk , γ I jk ∈ R. Note that this just gives conditions on the hermitian part of M γ and define Γ ∈ H(C n ) by Γ := M γ + M † γ . Combining these two parts, the system of linear equations associated to the equations I ∪ J at U ∈ V I∪J is equivalent to the following system of linear equations in α 1 , ..., α m ∈ R and γ R kj ∈ R, γ I kj ∈ R, k, j ∈ {1, ..., n},
where
Observing that Γ is uniquely determined by the equations (14) , the rank of (14) is at least n 2 and we can reduce to the anti-hermitian part of (14) to find the remaining m − 1 independent equations:
Let M be a subset of {1, ..., m} and define the diagonal projection To show this, assume that there are a j ∈ R, j ∈ {1, ..., m}, with a k = a l for some k, l such that m j=1 a j [U XU † , D {j} ] = 0. Since the commutativity of hermitian matrices is determined solely by their eigenspaces, we deduce [U XU † , D E ] = 0, where E := {j ∈ {1, ..., m} : a j = a k }. But this is a contradiction since E is a proper subset of {1, · · · , m}. Hence, the only solution is a 1 = a 2 = · · · = a m and this proves the claim. Thus, in this case we conclude that the solution of the system of linear equations (15) is given by α 1 = ... = α m and hence there are m − 1 linearly independent equations. Next, we decompose V I∪J into quasi-algebraic subsets for which the argument we just gave can be applied. Let P [m] be the set of partitions of {1, ..., m}. We say that a subset S ⊆ {1, ..., m} is subordinate to a partition P ∈ P [m] if there is M ∈ P such that S is a proper subset of M . For given P ∈ P [m], define the quasi-algebraic set W P to be the set of U ∈ V I∪J such that
and [D N , U XU † ] = 0, ∀N ⊆ {1, ..., m} subordiante to P.
The set V I∪J can clearly be decomposed into the sets W P :
W P .
Lemma VII.3. Let X ∈ H(H) be non-zero. Imposing the equations (18) on (Π k i=1 SH(C n i )) m decreases the dimension by at least m.
Proof. The equation p i just involves the variables (O i 1 , . . . , O i k ) of the i-th factor of (Π k i=1 H(C n i )) m . Thus, it suffices to prove that, for given non-zero X ∈ H(H), imposing the equation
on Π k i=1 SH(C n i ) decreases the dimension by at least one. In order to see that this is true, note that there are (O 1 , . . . , O k ) ∈ Π k i=1 SH(C n i ) such that tr((O 1 ⊗ · · · ⊗ O k )X) = 0 because k i=1 H(C n i ) has a basis of normalized local operators and X = 0. But then, the equation (19) is a non-trivial algebraic equation on the irreducible algebraic set Π k i=1 SH(C n i ) and thus the dimension has to decrease since for a proper algebraic subset V of an irreducible algebraic set W we have dim V < dim W .
Remark By going along the lines of the this proof, it is easily seen that Lemma VII.3 also holds when going from hermitian matrices to traceless hermitian matrices, i.e. if we replace (Π k i=1 SH(C n i )) m by (Π k i=1 SH(C n i ) 0 ) m . Furthermore, the proof of Theorem VI.1 also holds when going from (Π k i=1 SH(C n i )) m to (Π k i=1 SH(C n i ) 0 ) m and considering H loc,0 (H) := {O 1 ⊗ ... ⊗ O k : O i ∈ SH(C n i ) 0 } instead of H loc (H). Now we can give the proof of Theorem VI.1.
Proof. Let ψ be the map defined in (11) . We can assume that D is a closed subset of SH(H) because if not we can replace it by the closure of ψ(D) without increasing its dimension 18 . Let M be the semi-algebraic set obtained from (Π k i=1 H(C n i )) m × D by imposing the equations (18) .
For m > dim D we get dim π 1 (M) < dim(Π k i=1 SH(C n i )) m by Lemma VII.3. Now consider θ(π 1 (M)) where Note that θ is a surjective semi-algebraic map and thus (H loc (H)) m is semi-algebraic with dim((H loc (H)) m ) ≤ dim((Π k i=1 SH(C n i )) m ). Furthermore, θ is injective when restricting to positive matrices and hence d := dim(H loc (H)) m = dim(Π k i=1 SH(C n i )) m . Finally, since dim π 1 (M) < d and θ is semi-algebraic, we have dim (θ(π 1 (M))) < d and thus θ(π 1 (M)) has zero d-dimensional Hausdorff measure. Stability follows directly from Lemma IV.1.
