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Given a pattern P of length n and a text T of length m, the permutation matching problem
asks whether any permutation of P occurs in T . Indexing a string for permutation matching
seems to be quite hard in spite of the existence of a simple non-indexed solution. In this
paper, we devise several o(n2) time data structures for a binary string capable of answering
permutation queries in O (m) time. In particular, we ﬁrst present two O (n2/ logn) time
data structures and then improve the data structure construction time to O (n2/ log2 n).
The space complexity of the data structures remains linear.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
In this paper, we study the Permutation Matching problem [7,2,3], which is an interesting but relatively unexplored
variant of the Pattern Matching problem.
Problem 1 (Permutation Matching). Given two strings T and P we need to ﬁnd whether any permutation of P occurs in T
as a substring.
The indexing version of the problem is deﬁned as follows.
Problem 2 (Indexed Permutation Matching). Given a string T which can be preprocessed, we have to answer queries of the
form Query(T , P ) where Query(T , P ) returns true if and only if some permutation of P occurs in T as a substring.
Apart from being very interesting from a theoretical point of view, Permutation Matching problem has practical motiva-
tions as well. For example, Burcsi et al. [2] discussed how this problem can be used to solve different scrabble and table
arrangement problems. Furthermore, Permutation Matching problem ﬁnds its application in molecular biology, notably in
interpretation of mass spectrometry data, alignment, SNP discovery, repeated pattern discovery and gene clusters (please
see [2] and the references therein). Furthermore, Permutation Matching is a special case of approximate pattern matching
and has been used as a ﬁltering step in the approximate pattern matching algorithms [5].
Interestingly, while the solution for Problem 1, i.e., (non-indexed) Permutation Matching is very easy, that for Problem 2,
i.e., Indexed Permutation Matching is very diﬃcult [7]. In fact, the Indexed Permutation Matching problem is very hard even
for a binary alphabet. And, in this paper, we focus on the Indexed Permutation Matching problem on a binary alphabet.
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be preprocessed. Now, we have to answer queries of the form Query(T , P ) where Query(T , P ) returns true if an only if some
permutation of P occurs in T as a substring.
In what follows, we will use the following convention: if a solution to a problem has preprocessing time and space com-
plexity f (n) and h(n) respectively and query time g(n), then we say that the algorithm has complexity 〈( f (n),h(n)), g(n)〉.
To the best of our knowledge, the ﬁrst published results in the literature on permutation matching is a very recent
work of Cicalese et al. [3]. In [3], the authors proposed a linear space data structure which is constructed in a lazy manner,
only computing those entries that are needed for the current query, and storing them for future queries. Once the data
structure has been completely constructed, any query can be answered in constant time.2 During the construction phase
however, answering queries may take either O (1) or O (n) time. In [3], the authors argued that the expected number of
queries needed to completely construct the data structure, i.e., to achieve the capability for constant time query, was n lnn
and the algorithm would require O (n2) time to answer these n lnn queries. In any case, in the conclusion, the authors
posed the question of whether there existed any sub quadratic time data structure for this problem. Later, Moosa and
Rahman [7] and independently Burcsi et al. [2] answered that question, positively, by devising an O (n2/ logn) data structure
to solve the Indexed Permutation Matching problem for binary alphabets. In this paper, we take a step further towards
improving the results of [7] and [2]. In particular, using different techniques, we ﬁrst present two new data structures with
complexity 〈(O (n2/ logn), O (n)), O (m)〉. Finally, by combining the above techniques we present an improved data structure
with preprocessing time O (n2/(logn)2). Notably, our data structures assume word RAM operations.
Notably, despite the name resemblance, the problem studied by Bose et al. [1] and Ibarra [4] is different from our
problem. In particular, the above two papers studied the problem of matching two permutations while we want to ﬁnd
whether some permutation of a string is a substring of another string. The rest of the paper is organized as follows.
Section 2 presents a few notations and deﬁnitions used in this paper while Section 3 discusses the main results. Finally, we
brieﬂy conclude in Section 4.
2. Preliminaries
In this section, we present the necessary notions and notations required to present our solution. Let S be a string. We use
|S| to represent the length of S . We write S[i],0 i <  = |S| to represent the element of S at position i. Note that we use
0 based indexing. If S is a string, then we use S(a, 1) to represent the substring S[a] . . . S[a + 1 − 1], that is the substring
starting from position a and having length 1. Now, assume that the string S is taken from a binary alphabet Σ = {0,1}.
We deﬁne one(S) to be the number of 1’s in the string S . Clearly, one(S) is suﬃcient to represent any permutation of S . In
what follows, whenever we refer to a binary alphabet Σ , we will safely assume that Σ = {0,1}. We will use maxOne(S())
and minOne(S()) to denote, respectively, the maximum and minimum number of 1’s in any -length substring of S .
The (min,+) convolution of two sequences A and B is another sequence C , such that Ci = min1 j<i(A j + Bi− j). The
readers may want to compare the deﬁnition with that of the usual convolution, also known as (+, .) convolution, which is
deﬁned as Ci =∑1 j<i(A j × Bi− j).
3. Main results
In this section, we present our main results. Firstly, in Section 3.1, we present a very brief review of the Moosa–Rahman
algorithm presented in [7]. Then, in Sections 3.2 and 3.3 we present two new data structures having O (n2/ logn) prepro-
cessing time. Finally, combining the techniques of Sections 3.2 and 3.3, we present an improved data structure in Section 3.4,
which can be constructed in O (n2/ log2 n) time. All the data structures presented here require linear space.
3.1. Review of the Moosa–Rahman algorithm of [7]
In this section, we brieﬂy review the work of [7]. Notably, the algorithm of [2] also uses a similar technique. The Moosa–
Rahman algorithm [7] utilizes the following lemma from [3].
Lemma 4 (Interpolation Lemma [3]). If S1 and S2 are two substrings of a string S on a binary alphabet Σ such that  = |S1| = |S2|,
i = one(S1), j = one(S2), j > i + 1, then, there exists another substring S3 such that  = |S3| and i < one(S3) < j.
The main idea of the Moosa–Rahman algorithm is as follows. For a particular window size , i.e., for all possible -length
substrings of T , we can compute maxOne(T ()) and minOne(T ()) in O (n) using the idea of the folklore algorithm [7]. After
we have calculated the above for all possible values of , answering a query is simple using Lemma 4 as follows: ﬁrst,
calculate p = one(P ) and then, check whether minOne(S(|P |)) p maxOne(S(|P |)). Since, we need to compute the length
and one(P ), this requires O (m). As there are O (n) different values of , total preprocessing time is still O (n2). Notably
2 The constant query time assumes that we give the number of 1’s as a query instead of the pattern.
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algorithm cleverly reduces the above idea to the (min,+) convolution problem. For details, the readers are referred to [7].
3.2. Four-Russian trick
In this section, we describe a new O (n2/ logn) time data structure employing a different technique. This solution uses
the four-Russian trick and requires word RAM operation. Notably the Moosa–Rahman algorithm was free from the above
assumption. Here, the basic idea is to calculate maxOne(T ()) and minOne(T ()) for a speciﬁc  in O (n/ logn) time and
thereby achieving the O (n2/ logn) time. The data structure is described below.
We will use two pre-computed tables A of size 2s × 2s and B of size 2s . The table B keeps the number of 1’s in a bit
pattern of length s. Given a window W of size , suppose its ﬁrst s bits are denoted by F and the s bits just following W are
denoted by G . Let us denote by W+q the window that we get after shifting W by q positions. Then, the set W is deﬁned by
W = {W+i |0 i < s}. Now, let One(W ) denote the number of 1’s in the window W and maxOne(W) denote the maximum
number of 1’s in the windows in the set W . Then we assign A[F ,G] = k if an only if maxOne(W) = One(W+0) + k ≡
One(W ) + k.
In this way we can shift the window by s, and we can update the maxOne using table A. The number of one in the
current window is calculated using B . By appending s zeros in front of our text, we can calculate maxOne(T ()) in O (n/s)
for an speciﬁc . Similarly, we can calculate minOne(T ()). Since, each entry of the pre-computed tables can be calculated
in O (s) time, the total data structure construction time is O (n2/s + s4s).
Lemma 5. The above data structure can be constructed in O (n2/ logn) time using O (n) space.
Proof. We can get the desired running time and space complexity by choosing the value of s wisely. If we choose s = logn6 ,
the running time becomes:
O
(
n2/s + s4s)= O (n2/ logn + (logn)4 logn6 )
= O (n2/ logn + (logn)2 logn3 )
= O (n2/ logn + (logn)(2logn)1/3)
= O (n2/ logn + (logn)(n)1/3)
= O (n2/ logn)
Similarly, the space complexity becomes:
O
(
n + 4s)= O (n + 4 logn6 )
= O (n + 2 logn3 )
= O (n + (2logn)1/3)
= O (n + n1/3)
= O (n) 
3.3. Table lookup
In this section, we describe another O (n2/ logn) time data structure using table lookup. The basic idea is to calculate
maxOne(T ()) and minOne(T ()) for  ∈ [a . . .a + Ω(logn)] in O (n) time and thereby achieving the O (n2/ logn) running
time. We will focus on calculating maxOne in this section as minOne can be calculated similarly. We will need the following
lemmas.
Lemma 6. The value of maxOne(T ( + 1)) −maxOne(T ()) is either 0 or 1.
Proof. It is obvious that maxOne(T (+1))−maxOne(T ()) 0. Now we only need to realize that the removal of a character
from either side of a window of length  + 1, can decrease the number of 1’s by at most one. 
The following lemma is an immediate consequence of Lemma 6.
Lemma 7. Any consecutive s entries of maxOne can be represented by the maximum number of 1′s for the initial position and an s bit
number representing the increment.
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length  = a,a + 1, . . . ,a + s in O (n) time. We are moving s + 1 windows of length a,a + 1, . . . ,a + s respectively. The
maximum number of 1′s in these windows can be represented by that in the windows of size a and an s bit number;
we will call it the s bit signature. When we shift the windows by one position, the signature of the new windows can be
calculated from the old signature in O (1) time using right shift instruction.
Now, to update the s bit maxOne signature, all we need is to “merge” the old s bit maxOne signature with the signature
of the current windows. To merge two signatures a1,b1 and a2,b2, the signiﬁcant information is a1 −a2,b1 and b2. Now the
value of a1 − a2 will be greater than or equal to −1 and if it is larger than s the old signature will not change; otherwise
we will use a pre-computed table C of size (s + 2) × 2s × 2s to ﬁnd the new signature.
In this way, we can calculate maxOne for windows having s consecutive lengths in O (n). As we need to preprocess for
O (n/s) different lengths, the time complexity will be O (n2/s + s24s).
Lemma 8. The above data structure can be constructed in O (n2/ logn) time and O (n) memory.
Proof. We can get the desired running time and space complexity by choosing the value of s wisely. By choosing s = logn6
the running time becomes:
O
(
n2/s + s4s)= O (n2/ logn + (logn)24 logn6 )
= O (n2/ logn + (logn)22 logn3 )
= O (n2/ logn + (logn)2(2logn)1/3)
= O (n2/ logn + (logn)2(n)1/3)
= O (n2/ logn)
Similarly the space requirement is:
O
(
n + s4s)= O (n + (logn)4 logn6 )
= O (n + (logn)2 logn3 )
= O (n + (logn)(2logn)1/3)
= O (n + (logn)n1/3)
= O (n) 
3.4. O (n2/ log2 n) preprocessing
In this section, we improve the preprocessing time to O (n2/ log2 n) by combining the ideas of Section 3.2 and Section 3.3.
We will calculate maxOne(T ()) for  = a,a + 1, . . . ,a + s in O (n/s) time and thereby achieving O ((n/s)2) time overall.
More speciﬁcally, we now want to shift the s + 1 windows in s steps. We will show how to update the signatures of
windows and maxOne in O (1). The signatures of windows can be updated in O (1) time using the table B as described
in Section 3.2. Now if we can calculate the signature of maximum number of 1’s among these s bit shifts, we can use
the table C of Section 3.3 to merge this with the old maxOne signature. To calculate the maxOne signature of these s bit
shifts we can make a table like A of Section 3.2. We will take s bits (denoted by F1) before the start of a window, s bits
(denoted by F2) from the window and s bits (denoted by G) after the window. We will use a pre-computed table D of size
2s × 2s × 2s , whose D[F1, F2,G] entry is a,b if an only if maximum number of 1’s is a more than the initial value and b is
the corresponding s bit signature. It is easy to see that each entry of the precomputed table can be calculated using a trivial
O (s) algorithm. So we can preprocess the whole text in O ((n/s)2 + s28s) time.
Lemma 9. The above data structure can be constructed in O (n2/ log2 n) time in O (n) space.




(n/s)2 + s28s)= O ((n/ logn)2 + (logn)28 logn9 )
= O (n2/ log2 n + log2 n2 logn3 )
= O (n2/ log2 n + log2 n(2logn)1/3)
= O (n2/ log2 n + log2 nn1/3)
= O (n2/ log2 n)
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O
(
n + 8s)= O (n + 8 logn9 )
= O (n + 2 logn3 )
= O (n + (2logn)1/3)
= O (n + n1/3)
= O (n) 
3.5. Query
It is easy to realize from Lemma 4 that, any query can be answered in O (m) time. Notably, the O (m) time complexity
arises from the fact that we need to count the length and the number of 1’s of the given query pattern. Hence, if the
query is given in the form 〈length, number of 1’s〉, then it can be answered in constant time. This may turn out to be an
additional advantage in some applications.
3.6. Lazy construction
Our algorithm can also be modiﬁed so that the data structure is constructed in a lazy manner like the lazy algorithm
of [3]. More speciﬁcally, our data structure can be constructed such that it only computes the entries relevant to current
query and storing them for future references. Initially all entries of maxOne will be marked as not calculated. When an-
swering a query, if maxOne for the current query length is already calculated then the query will take O (1) time. Otherwise
we can use the idea of Section 3.4 as follows. Let the length of the current query is a. Then, we will calculate maxOne for
 = a/s	, . . . , a/s	 + s − 1 in O (n/s) where s = Θ(logn). If we assume that the query length is uniformly distributed then
it will take O (n) queries to compute all entries of the table and it will take O (n2/ logn) time, which is better than the
result of [3].
4. Conclusion
In this paper, we have presented several data structures to solve the Indexed Permutation Matching problem for binary
alphabet eﬃciently. We have ﬁrst presented two data structures with complexity 〈(O (n2/ logn), O (n)), O (m)〉 matching
the results of [7,2]. Combining the ideas of the above two data structures, we have then devised a data structure with
complexity 〈(O (n2/ log2 n), O (n)), O (m)〉. Notably, our data structures assume word RAM operations.
It is an interesting question whether there exists an 〈(o(n2/ log2 n), O (n)), O (m)〉 data structure for permutation matching
for binary alphabet. We believe that an o(n2/ log2 n) solution to this problem will require signiﬁcantly different approach
than ours.3
A diﬃcult challenge is to ﬁnd an o(n2) indexing scheme for general alphabet. Notably, the interpolation lemma
(Lemma 4) can be extended for general alphabet. However, the extended lemma does not give us the adequate weapon
to tackle the general problem. Hence, for general alphabet, it seems to be more challenging to achieve an o(n2) construction
time. Another open problem is to equip the data structure with the capability of ﬁnding the occurrences of the patterns in
the text.
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