This article presents the calculation of the entropy of a system with Zipfian distribution and shows that a communication system tends to present an exponent value close to one, but still greater than one, so that it might maximize entropy and hold a feasible lexicon with an increasing size. This result is in agreement with what is observed in natural languages and with the balance between the speaker and listener communication efforts. On the other hand, the entropy of the communicating source is very sensitive to the exponent value as well as the length of the observable data, making it a poor parameter to characterize the communication process.
I. INTRODUCTION
Statistical linguistics makes uses of Zipf analysis, which is a statistical tool used as well in several research fields, such as economics [1] , gene expression [2] , and chaotic dynamic systems [3] . Zipf found a power-law relation for written texts in natural languages [4] . This empirical observation has become the most remarkable statement in quantitative linguistics. The observation of a Zipf behavior is necessary in a natural text, as much as it is a necessary behavior of any source producing information contents, since any randomly generated symbolic sequence will present a Zipf's law with an exponent between 1 and 2 [5, 6] . The systematic organization of language reflects the frequencies of usage of types. Studies have suggested that the frequency of usage is a key factor in the access of lexical items [7] and also a driving force in language change [8] . Frequency plays an important role in understanding how human communication works. A useful example of Zipf analysis is given by [9] , who suggested a dissimilarity measure of two Zipf plots, from two different sources, which will be smaller when the data come from the same source and larger when they come from different sources. This approach is used to perform authorship attribution [9] .
The definitions of entropy and redundancy of a language were introduced by [10] . Entropy is a measure of the average information produced by a source for each symbol produced in its output. Expressing the entropy in bits gives us the average number of bits necessary to express each produced by the source. Redundancy measures the restrictions imposed on a language due to its statistical structure, what might be an expression of physiological and phonological constraints.
The entropy of English printed words was estimated by [11] and [12] using a Zipfian distribution with a characteristic exponent s = 1. It is known that natural languages typically present s ≈ 1 [13] . Some types of human communications still present a greater exponent, for example, child speech has been reported to present s ≈ 1.66 and military combat text s ≈ 1.42. Studies on animal communication also present a Zipf's behaviour, for example, [14] present an exponent value of s ≈ 1.1 and s ≈ 0.87 for adult and infant dolphins, respectively. The value of the exponent s seems to describe the plasticity of the communication system, what leads to a potentially growing lexicon. Larger values of s characterize systems still in formation and small values systems well-grounded. In this paper, we are going to present the calculation of the entropy of a system using an arbitrary Zipfian distribution and verify the effect of the characteristic exponent s on the entropy of the system.
II. ENTROPY OF THE SYSTEM
The entropy of a system using N symbols of probabilities p k , where k = 1 to N , is given by
If we consider words as the symbols used by our system, the probabilities p k might be estimated by counting the frequency of occurrence of types and dividing it by our sample size. No matter how large our corpus is, there
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might always be words in the underlying lexicon that have no representation on that corpus. In order to acquire a better estimate of the probabilities, we should perform a Turing Somothing [15, 16] . George Kingsley Zipf made important contributions on language statistics, performing word count experiments, from which he determined that there is a relationship between word's frequency of appearance in texts and its rank, the product of them being roughly a constant [4] . The distribution of words in a language follows a power law: p k (s, N ) = Ck −s , where p k stands for probability of occurrence of the k-th most frequent word in the corpus; C is a normalizing constant, C −1 = N n=1 n −s , which is the generalized harmonic number; k is the word rank; s the slope, which characterizes the distribution; and N is the number of elements in the set.
Zipf's law seems to hold regardless the language observed [4] .
"Investigations with English, Latin, Greek, Dakota, Plains Cree, Nootka (an Eskimo language), speech of children at various ages, and some schizophrenic speech have all been seen to follow this law" [17] . Since a smoothing is necessary, in order to achieve a better approximation of the underlying probabilities, it is important to notice that there is a relation between the Turing's smoothing formula and Zipf's law: both are shown to be instances of a common class of re-estimation formula and Turing's formula "smooths the frequency estimates towards a geometric distribution. (...) Although the two equations are similar, Turing's formula shifts the frequency mass towards more frequent species" [18] .
Using the Zipfian value for the probabilities in Equation 1, we get
where the summation might be calculated following the steps proposed by [12] . Figure 1 presents the function f (k) = k −s ln k for different values of s greater than one, which is usually found in human languages. From the first derivative of f ,
we might conclude that f is a decreasing function for k > e 1/s , what might be verified in the Figure 1 . Particularly for s ≥ 1, the function f will be a decreasing function for k > 3. We might then approximate the summation using the Riemann sum approximation of an integral. The left Riemann sum S l is an overestimate and the right Riemann sum S r is an underestimate, 
Using Equation 4 we might write
and
From Equations 5 and 6 we conclude that
and, by adding the remaining terms to the summation, we get 
where the integration constant is omitted, since it is irrelevant when evaluating the integral in an interval. When s = 1 the integral will result in
Using Equations 2, 8 and 9 (or 10) we are able to calculate the bounds of the entropy of a Zipfian distributed source for a given s and N . Figure 3 presents some results for different corpora lengths. We might observe that the entropy decreases with s and increases with N . 
III. CONCLUSION
The entropy of a system with Zipfian distributed symbols is decreasing with the characteristic exponent s. A value of s greater than one is a necessary condition for the convergence of the generalized harmonic number. In the limit, it is regarded as the Riemann zeta function, which converges for real s > 1. An exponent s which satisfies this condition leads to a Zipfian distribution of the lexicon which will hold regardless how big the lexicon is.
This limiting value of s close to one is also found by [19] when they proposed "an energy function combining the effort for the hearer and the effort for the speaker". The minimization of this function leads to a Zipfian distribution with s = 1, which is consistent with what is found in human languages. An exponent s greater than 1 is necessary to guarantee an hypothetical growing lexicon without bounds. We might then expect a greater exponent when language acquisition is still in process and a smaller exponent, closer to one, when this learning period is consolidating. Rudimentary and severely restricted communication processes might experience an exponent smaller than one, since they are not expected to evolve and widen through time, and that choice maximizes the entropy of the source.
The maximum rank and the repertoire size are influenced by the length of our observation but, in practical aspects, it will always be limited due to our finite observation interval. It will always lead to a finite lexicon, the set of words observed in the sample. An infinite lexicon is only a hypothetical approximation, which is important to analyze under the assumption of the constantly growing underlying lexicon used in human communications. Figure 4 presents an adaptation from [20] , where the entropy of an finite and infinite lexicon are compared as a function of the Zipf exponent. From both figures 3 and 4, we might observe that the length of the observation sample is crucial in determining the entropy of the source. A simple truncation on the sample may lead to a severe distortion on the entropy estimate. It is also important to note that the entropy estimate is much more sensitive for s in the vicinity of 1, meaning that two sources with different characteristics might have similar values of their Zipf exponent, but present quite different entropy estimates. The exponent s might then be a poor parameter to characterize the information in a communication process whose symbols are Zipfian distributed. Therefore, if the Zipf distribution is used straightforwardly in the estimation of the entropy of the source, attention must be paid to its actual meaning [20] ).
