The impact of the length of the evolutionary window (EW) on the estimation of the predictability limit of the Lorenz-63 model using the nonlinear local Lyapunov exponent (NLLE) method is studied. The structure of the initial errors and error growth dynamics are analyzed. It is found that there exists an optimal EW, at which the estimated predictability limit is closest to its theoretical value. With a shorter EW, the predictability limit is underestimated, while at longer EWs it is overestimated. The optimal EW is approximately equal to the decorrelation time of the system. A preliminary explanation for this link, based on the loss of information from the initial state, is given.
Introduction
The field of predictability has been extensively studied, beginning with the pioneering work of Thompson (1957) . In particular, the idea of limits of predictability is considered to be of great importance (Lorenz 1963; Chou 1989) . Three approaches were proposed for investigating this problem, i.e. the empirical approach, the dynamical approach, and the dynamical-empirical approach (Lorenz 1969b ). The first is based upon the occurrence of natural analogues and use them to make forecast about the future events (Lorenz 1969a; Gutzler and Shukla 1984) . The second is based upon equations of the atmosphere and is referred as the numerical weather prediction (Smagorinsky, 1963; Lorenz 1982) . The last approach "is partly dynamical and partly empirical" as noted by Lorenz (1969b) and takes errors of different scales into account (1969c). Up to now, most studies concerning the limit of predictability are based upon models (Lorenz 1965; Leith 1983; Simmons et al. 1995; Mu et al. 2002) . Recently, several studies have shown that the limit of predictability achieved through models would depend on the calculation, the accuracy of computers and the numerical model itself (Feng et al. 2001; Li et al. 2000; Li et al. 2001; Li et al. 2006) In view of the limitations of quantifying the predictability limit by models as mentioned above, a theoretical approach based upon the nonlinear error growth dynamics was introduced. The so-called nonlinear local Lyapunov exponent (NLLE) method has been shown to be efficient at estimating predictability limits of chaotic systems. (Chen et al. 2005; Ding and Li 2007; Ding et al. 2008a Ding et al. , 2008b Li and Wang, 2008; Li and Ding 2011 , 2013 Ding et al. 2015) . The value of the NLLE depends on the initial condition in phase space, the magnitude of initial errors and the time. For chaotic systems whose governing equations are explicitly known, it is possible to simply integrate two analogous initial states forward in time and compare their trajectories.
However, in practice, the governing equations are unknown for chaotic systems. Often only one or several variables of the system are available for observations. In such cases, the dynamics of the chaotic system are hard to retrieve. Alternatively, some turn to the natural analogs, which mean that two states resemble each other in the atmospheric observational datasets. By observing the trajectory of the analogous point, we can gain knowledge about the trajectory of the referential point, thus the rate of error growth can be determined as long as the analogous trajectory mimics the referential trajectory (Lorenz 1969a; Gutzler and Shukla 1984) . Van den Dool (1994) estimated that good-quality analogs could be calculated from current data libraries, if the analogs were restricted to a small area and a small number of degrees of freedom. In view of this, a local dynamical analog (LDA) method was introduced for calculating the NLLE from experimental or observational time series . The methodology for LDA is based upon the assumption that two states can be considered to be analogous if their evolutionary trajectories are similar over a short period of time, which is referred to as an evolutionary window (EW). In other words, EW is a time interval during which the evolutionary distance between two states are calculated. Hence, not only the initial information but also the evolutionary information of the referential point and the analogous point are taken into consideration. Only when the sum of the initial distance and the evolutionary distance is minimized over all sampling points can we term this specific point as a LDA of the referential point. The algorithm of the LDA is applied to the Lorenz-63 model as well as real atmosphere. Li and Ding (2011) investigated the temporalspatial distribution of atmospheric predictability limit by the LDA method. Ding et al. (2015) estimated the limit of decadal-scale climate predictability using observational data.
By definition, the accumulated error between the referential trajectory and the analogous trajectory is a function of the EW. This implies that the choice of EW will be an important factor in determining the success of LDA. There are three more questions to be further explored and have not yet been discussed in previous studies. First, what influence does the EW have on the initial error and the error growth of the LDA? Second, what is the connection between the EW and the predictability limit calculated using NLLE? Finally, how should the correct EW be selected such that the predictability limit estimated is close to the theoretical value? This paper aims to investigate these important questions so as to further improve the NLLE estimation method.
The remainder of the paper is arranged as follows. A brief 
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The total distance then includes not only the initial separation but also the evolved separation distance, i.e.,
Therefore, d t can be considered to be a good metric by which to find the LDA in phase space of each reference point, that means, given a specific EW τ, we check each point in the time series { x (t j ), j = 0, 1, 2 … m − 1} to be its LDA by locating the minimum value of d t . Suppose d t acquires its minimum value at t = t k , x (t k ) is said to be the LDA of x (t 0 ). To conclude, the LDA of x (t 0 ) is defined by a point x (t k ) of which d t has the minimum value over all sampling points.
Of course, this approach may not exclude points for which x and the most closely related variables remain close in value while other variables evolve rather differently, a situation that is especially relevant in high-dimensional chaotic systems. Therefore, the analogs calculated based on the variable x can be regarded only as local analogs. However, by considering both initial distance and evolved distance, we will demonstrate here whether the method is capable of finding true analogs across all directions in phase space, especially when using the appropriate EW t k , as shown in Section 3.
Experiment design
We used N = 5 × 10 4 points in our experiment. For each reference point, we found its LDA using the algorithm described above. Integrating the Lorenz-63 model from each reference point, the geometric mean error (GME) can be calculated at each timestep l (l = 0, …, 3000) as
where f p and g p are the reference trajectory and its analogous trajectory at each point, respectively, p = 1, …, N. The use of GME in error dynamics is thoroughly discussed by Ding and Li (2011) . We calculate GME curves by incrementing K from 0 to 1200 in steps of 10. Thus the EW ranges from 0 to 12 by 0.1. The predictability limit is then estimated as 85% of the saturation error level in order to remove the problem of small fluctuations in the saturated error . All of the following calculations are based on the time series of variable x, unless explicitly stated.
Results and discussion
From the algorithm stated above, we know that the value of an EW is crucial to the LDA method. To illustrate this, we first measure the impact of an EW on the magnitude of the initial error between the reference point and its LDA. Here, the initial error of each variable is defined as the absolute difference between the referential point and its LDA, while the total error is the sum of initial errors in all variables.
When the EW length is set to zero, only Eq. (2) is applied to find the LDA. Since there is no evolutionary distance included, we would have d t = d 0 . Without considering the evolutionary information, the projection of the analog state on the x-axis being close to the reference state does not guarantee that initial errors will also be small in other directions. In fact, initial errors on the y-and z-axis are several magnitudes larger (Figs. 2b and 2c) , and so the total errors are also quite large (Fig. 2d) . With EW equal to zero, the method is thus liable to produce false analogs. As EW is increased, the initial errors on the x-axis become larger, but still are relatively small compared with its standard deviation (7.9 for variable x) (Fig. 2a) . Meanwhile, the initial errors in other directions are reduced dramatically and become much smaller than their individual standard deviations. The total errors are now much smaller, indicating that the method is finding true analogs description of the LDA method and the basic setup of our numerical experiment are given in Section 2. Section 3 presents the results of a quantitative comparison of different EWs using the Lorenz-63 system, followed by some preliminary interpretations. Finally, a summary is presented in Section 4.
Model and methods

Lorenz-63 model
The Lorenz-63 model (Lorenz 1963) can be expressed as
where the parameters used are σ = 10, r = 28, and b = 8/3. The integration scheme used here is the fourth-order Runge-Kutta method, with a stepsize h = 0.01. We use the Lorenz-63 model so that error growth can be calculated theoretically as well as estimated numerically. Also, the Lorenz-63 model is simple and well-studied.
LDA algorithm
For a chaotic system, often we cannot observe all the variables of it. In many cases, only one or several variables are available for observation. How can we estimate the predictability limit based on a single time series? That's what the NLLE is for. What we are trying to explore in our manuscript is how to improve the NLLE in estimating the predictability limit given only one or several variables are available for observations for a chaotic dynamical system. Suppose we can observe variable x from an n-dimensional system denoted by the time series { x (t j ), j = 0, 1, 2 … m − 1}, where m is the length in time steps of the series. We now describe an algorithm for finding local analogs, following Li and Ding (2011) .
For x (t 0 ), a reference point at time t 0 , we seek its LDA, denoted by x (t k ), from the raw series { x (t j ), j = 0, 1, 2 … m − 1}. Besides the initial distance between two points, the distance after an evolutionary period is also considered. For a random point x (t j ) (| t j − t 0 | > t d , where t d is the decorrelation time, or the time required for the autocorrelation of the time series to drop to zero to ensure that a good analog found is not purely due to persistence), the initial distance is given by (see Fig. 1 ):
We assume that two points are analogous if they evolve in a similar manner over a short time interval τ = K * Δ, where Δ is the sampling interval of the time series (i.e., Δ = t i − t i −1 ) and Δ equals 0.01. K is the number of sampling intervals. The time interval τ is an EW as previously defined. Within this certain EW, the evolutionary distance d e between the two points x (t 0 ) and x (t j ) is defined as ( Fig. 2d) . However, the distribution of the initial errors varies with EW. Figure 2d shows that the distribution of initial errors for all points used is become increasingly spread as EW increases from 0. There appears to exist an optimal value of EW between 0 and 3 for which the initial errors are least spread.
Examination of error growth dynamics can provide a clear view of the impact of EW on LDA. Figure 3 shows the GME of the variable x for several representative values of EW, along with the theoretical error evolution for an initial error of magnitude 10 −2 . The choose of initial error is based on the fact that initial distance for variables x, y, and z between the reference point and is LDA has their maximum probability distributions at the magnitude of 0.01 (not shown). The theoretical error growth equations are based on Equation (25) of Li and Ding (2011) , from which the practical predictability limit can be acquired. All the curves converge to the same saturation level (Wang et al. 2012) , and show almost the same error growth rates in the nonlinear error growth period. However, error growth rates vary considerably with EW in the linear error growth period. For an EW of zero, the error grows most rapidly, which is likely to lead to a shorter estimated predictability limit. As EW increases to 3, the error growth rate at the beginning of the integration period is almost identical to the theoretical one though a slight deviation after time exceeds 6. Afterwards, the error growth rate in the initial period falls below the theoretical value when EW becomes larger than 3. As a result, the predictability limit will be overestimated compared with its theoretical value.
From the initial errors and the error growth dynamics, it's easy to conjecture that there is a specific EW where the ratio of good analogs is the highest than other EWs. With this EW used in the LDA method, the estimated predictability limit would be closest to that calculated from the error growth equations. In fact, the accumulated differences between GME and the theoretical error from time 0 to 30 form a quadratic function of EW (Fig. 4b) . The function possesses a minimum at a time slightly less than 3. This minimum value is always the same regardless of the accumulated period (Fig. 4a) . In fact, we tested several accumulated time, and the minimum values stay the same (figure not shown). The EW corresponding to the minimum value of accumulated error is a unique property of the LDA method and is termed as the optimal evolutionary window (OEW).
The estimated predictability limits are shown as a function of EW in Fig. 5 . The point of intersection between the estimated predictability limit curve and the practical predictability limit corresponds to the OEW. Below (above) this point, the predictability limit is underestimated (overestimated). Nevertheless, the Fig. 3 . GME of the variable x as estimated by the LDA method using different values of EW (colors), and the theoretical error of x, calculated from the Lorenz-63 error growth equations for an initial perturbation of magnitude of 10 −2 (black). estimated predictability limit is in reasonable agreement with the practical predictability limit when EW is close to OEW. To conclude, the OEW is a specific time interval for calculating the evolutionary distance in the LDA method by which the error growth rate is most similar to the real one. With OEW used in the NLLE method, the accumulated error from the theoretical error growth is smaller, the ratio of good analogs is higher and the estimated predictability is more accurate. However, the value of OEW is yet to be explained. Previous studies have shown that the influence of the initial field decays over time (Li and Chou 1997) . Information from the initial state can be formally considered to be lost when the autocorrelation of the series drops to zero. In the LDA method, we improve the collinearity between integral vectors by minimizing the difference between the reference and analogous trajectories. As EW is increased, nonlinearity begins to dominate the error growth, which disrupts the LDA method. When EW exceeds the decorrelation time, there is no true signal from the initial state remaining from which to identify analogs. On the contrary, the noise included will make it harder to find good analogs. It may be concluded, therefore, that the decorrelation time is approximately equal to the OEW. To confirm this, the autocorrelogram for the Lorenz-63 model, using 1000 different random initial states, is plotted in Fig. 6 . The autocorrelation drops rapidly between times of 0 and 0.5. The rate of decay then decreases, until the autocorrelation finally reaches zero at a time of around the length of the OEW. After this point, information from the initial field is totally lost.
Conclusions
In this paper, the impact of EW on estimation of the predictability limit using NLLE has been studied. As EW is increased from zero, the distribution of the initial errors becomes less spread. More analogs are good analogs among all the reference points used. Thus the error growth rates based on the LDA method converge to the theoretical growth rate. Eventually, the estimated predictability limit approached to the accurate practical predictability limit. However, above a certain value of EW, the distribution of the initial errors becomes more spread. The ratio of good analogs decrease, which leads to the error growth curves diverge from the theoretical error growth curve. As a result, the predictability limit is overestimated. Between them, there exists an OEW for the NLLE method for which the error growth dynamics most closely follow theoretical calculations. At the OEW, the ratio of good analogs is higher which leads to a closer of error growth to the theoretical one. Ultimately, the predictability limit is estimated most accurately. For the Lorenz-63 system, this OEW is the time at which the autocorrelation falls to zero. As can be seen that the estimated predictability limit is close to the theoretical value whenever EW is fairly close to the OEW. So long as the EW used is close to OEW, further refinement of the OEW estimate will not be necessary.
Further investigation shows that the OEW may be related to the largest Lyapunov exponent (LLE) of the chaotic systems. By comparing the LLE with the OEW of the Lorenz-63 system with parameters σ = 16, b = 4.0 and parameter r varies from 51 to 100 by 1, we conclude that the larger the LLE, the shorter the OEW (Fig. 7) . The reason behind this is that with a larger LLE, the divergent rate of initial filed increases, thus lead to a shorter autocorrelation time and thus a shorter OEW.
More work remains to be done, including repeating the study using other chaotic dynamical models and eventually, the real atmosphere. Also, the LDA method should be more widely exploited. We plan to carry out such a study in future work. . Estimated predictability limit of x as a function of EW (solid curve). Predictability limit is defined as the time at which the error reaches 85% of its saturation level. The solid horizontal line indicates the predictability limit calculated from the theoretical error, and the dashed vertical line highlights the point of intersection between the estimated and practical limits.
