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Schyns).Bubbles is a classiﬁcation image technique that randomly samples visual information from input stimuli
to derive the diagnostic features that observers use in visual categorization tasks. To reach statistical sig-
niﬁcance, Bubbles performs an exhaustive and repetitive search in the stimulus space. To reduce the
search trials, we developed an adaptive method that uses reinforcement learning techniques to optimize
sampling by exploiting the observer’s history of categorization. We compared the performance of the ori-
ginal and the adaptive Bubbles algorithms in a model observer and eight human adults who all resolved
the same visual categorization task (i.e., ﬁve facial expressions of emotion). We demonstrate the feasibil-
ity of a substantial reduction (by a factor of 2) in the number of search trials required to locate the same
diagnostic features with the adaptive method, but only when the observer reaches a performance thresh-
old of 50% correct for each expression category. When this threshold is not reached, both the original and
adaptive algorithms converge in the same number of trials.
 2011 Elsevier Ltd. All rights reserved.1. Introduction
Classiﬁcation image techniques are widely used in vision re-
search to reveal the visual information subtending a range of tasks
(Eckstein & Ahumada, 2001). One inﬂuential approach uses addi-
tive white noise to partially mask the original stimuli. Classiﬁca-
tion images are then obtained by summing over the noise ﬁelds
weighted by the observer’s responses (Abbey & Eckstein, 2002).
Bubbles (Gosselin & Schyns, 2001) is a related technique in which
Gaussian apertures are randomly located to reveal parts of a stim-
ulus, a form of multiplicative noise. Since its introduction with
faces (Gosselin & Schyns, 2001), Bubbles has been applied in vari-
ous domains, including the categorization of natural scenes
(McCotter, Gosselin, Sowden, & Schyns, 2005), the perceptual
switching of ambiguous images (Bonnar, Gosselin, & Schyns,
2002), and several neuropsychological, single patient studies
(Adolphs, Gosselin, Buchanan, Tranel, & Schyns, 2005; Caldara
et al., 2005). In addition to behavioural studies, Bubbles has lately
been applied to brain imaging signals in EEG (Schyns, Jentzsch,
Johnson, Schweinberger, & Gosselin, 2003; Smith, Gosselin, &
Schyns, 2006; Schyns, Petro, & Smith, 2007; van Rijsbergen &
Schyns, 2009), fMRI (Smith et al., 2008) and MEG studies (Smith,
Fries, Gosselin, & Schyns, 2009).ll rights reserved.
(H.F. Wang), nial.friel@ucd.ie
, p.schyns@psy.gla.ac.uk (P.G.One general drawback of classiﬁcation image techniques is the
exhaustive search of the stimulus space (typically performed over
several thousand trials) that is required to isolate the subspaces
signiﬁcantly correlated with performance. High trial numbers limit
the range of applications, for example with clinical or children pop-
ulations, or with brain imaging technologies, either because it is
difﬁcult to maintain the constant attention of young observers,
or because it is too impractical to run observers across many ses-
sions in clinical settings.
In simple discrimination or detection tasks, when the stimuli
are of a small size, sophisticated estimators such as generalized lin-
ear models can be used to derive classiﬁcation images from exper-
imental data more efﬁciently and in fewer trials (Knoblauch &
Maloney, 2008; Mineault, Barthelmé, & Pack, 2009). Here, to cir-
cumvent the practical problems of exhaustive Bubbles searches
in complex recognition tasks, we developed an adaptive search
algorithm based on reinforcement learning (RL, Sutton & Barto,
1998). This algorithm increases bubbles sampling efﬁciency by
exploiting the observer’s past performance with sampled informa-
tion, i.e., the history of sampling. A MATLAB implementation of the
algorithm is available from the internet (http://www.psy.gla.ac.uk/
hongfang/ABubbles/ABubbles.zip).2. Bubbles
The sampling process of the original Bubbles algorithm (Goss-
elin & Schyns, 2001) starts by generating a mask comprising a
number of randomly located Gaussian apertures (the bubbles). A
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of a face) presents sampled stimulus information to the observer
(as illustrated in Fig. 1). The observer then attempts to categorize
the stimulus. This process is repeated over several thousand trials.
By recording the observer’s response to each sampled stimulus,
credits are assigned to pixels revealed by those bubbles associated
with correct categorization responses. Over the course of the
experiment, the number of Gaussian apertures (i.e., the sampling
density) is adjusted on each trial to maintain categorization accu-
racy at 75%. Following the experiment, bubble masks correspond-
ing to correct responses are summed together to form a correct
plane. All the masks generated for the experiment are also
summed up to form a total plane. An elementwise division of the
correct plane by the total plane assigns a probability value to each
pixel of the input space (Gosselin & Schyns, 2001). This resulting
proportion plane forms the classiﬁcation image and a P-value sta-
tistics ascribes signiﬁcance to the pixels diagnostic for the task
(Chauvin, Worsley, Schyns, Arguin, & Gosselin, 2005). To derive a
robust classiﬁcation image, an exhaustive search of the informa-
tion space is required with sufﬁcient repetitions to derive stable
proportions in the proportion plane. Consequently, with a typically
sized image space of 256  256 pixels, usually no fewer than 2000
trials are required per observer to reach statistical signiﬁcance in
the sort of multiple alternative forced choice task that character-
izes higher-level visual categorizations.3. Reinforcement learning and adaptive bubbles
To progress from an exhaustive to an adaptive Bubbles search,
our objective is to generate bubble masks in an adaptive manner.
Practically, this entails learning to assign bubbles to the locations
of the visual input space that lead to correct categorizations, i.e.,
those regions likely to represent diagnostic information (Schyns,
Goldstone, & Thibaut, 1998).
To this end, the adaptive algorithm construes Bubbles as a vari-
ety of reinforcement learning techniques (Sutton & Barto, 1998).
Reinforcement learning covers a class of problems in computa-
tional learning that are guided by a reward system or a goal. Such
problems usually involve an agent and its environment. In general,
the environment is represented as a state function, and it is also
responsible for providing feedback (in terms of reward) to the
agent. The role of the agent is to take actions on the basis of the
state of the environment, the feedback it has received, and the pol-
icy currently in use.(a) A face image with grid (b) Bubbles ma
possible bubbl
Fig. 1. (a) Original 375  240 pixels expressive face image with overlaid lattice of 15  15
lattice, with each bubble centered on a lattice cell. (c) Mask of random bubbles samplinIn the context of Bubbles, the agent is the bubbles generator,
which takes actions that probabilistically distribute bubbles in
areas of the input space that maximize reward. The observer re-
wards (vs. punishes) the actions of the bubbles generator by
responding correctly (vs. incorrectly) to the information sampled
with these bubbles. The bubbles generator then updates the ex-
pected total reward associated with each bubble location and then
generates the next distribution of bubbles for subsequent trials.
Speciﬁcally, we deﬁne the state spaceS as the extension of the
two-dimensional lattice of possible bubble locations: a space of
25  16 locations centred on a cell of 15  15 pixels of the original
375  240 pixels image (see Fig. 1b). The state space S therefore
comprises all possible conﬁgurations of a number of bubbles
encountered over each trial of the experiment. The algorithm com-
prises two main modes of operation. In the exploratory mode, the
bubbles generator randomly distributes Gaussian apertures (of
standard deviation r = 16 pixels) over the lattice, building from
Smith, Cottrell, Gosselin, and Schyns (2005). Together with the ob-
server’s categorization responses, the exploratory mode derives an
initial estimate of the distribution of diagnostic locations over the
lattice. In the exploitation mode, the bubble generator exploits the
accrued knowledge, and moves the bubbles on the lattice (restrict-
ing movements to local neighborhoods) to search for locations that
optimize reward. Throughout learning, the algorithm alternates
between exploration and exploitation, iterated in a number of
learning episodes. The balance between exploration and exploita-
tion is set by the agent’s policy.
More formally, on each trial t, the bubble generator analyzes the
bubbles in the lattice (which are in state st 2S), consults its policy
p to determine its operating mode (i.e., exploration or exploitation)
and performs action at (resulting in speciﬁc moves of bubbles on
the lattice, from the corresponding action space A). Following
the action, the bubbles generator receives from the environment
a reward signal rtþ1 2 R, i.e., the categorization response of the ob-
server, and moves to a new bubble conﬁguration state stþ1 2S.
The learning process is guided by the goal to maximize the ex-
pected reward for each lattice location. For each state s, the value
function represents the expected total reward that the agent would
gain if it were to start from this state in the next trial. On each trial
t, the agent updates the value function of the current state V(st) of
the lattice. The state values thus represent the probabilities of each
pixel being diagnostic for the current categorization task, and so
are regarded as the pixels of our ‘‘classiﬁcation image’’.
The learning algorithm uses the temporal difference learning
method (TD(k) (Sutton, 1988; Sutton & Barto, 1998)) to updatesk with all 
e centres
(c) A sample stimulus 
pixels per cell. (b) Gaussian bubbles (of r = 16 pixels) randomly distributed over the
g facial information from the original face image.
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strength of the updating feedback. When k = 0 the learning process
only uses the immediately preceding feedback for updating the
state of the lattice: TD(0) is
VðstÞ  VðstÞ þ aðrtþ1 þ ctVðstþ1Þ  VðstÞÞ; ð1Þ
where a is the learning rate, and ct 2 [0,1] weighs the future reward
into the estimate of the current lattice state. The future reward is
approximated by the value of the next state. For each lattice loca-
tion (and corresponding 15  15 image pixels), the current reward
value corresponds to the Gaussian value of the sampling bubble
that covers the lattice location and multiplied by a scalar of +1
(vs. 1) when the categorization is correct (vs. incorrect).
To balance exploration and exploitation during learning, we di-
vided the process into a number of learning episodes – here, each
episode comprised 75 trials randomizing 15 trials per expression.
In each episode, the policy p decides between the exploratory
and the exploitation mode. To this end, we ﬁrst compute the diag-
nosticity (D(s)) of each bubbles location s as follows:







where b is a constant (set to 625 in our experiments) which controls
how fast the learning process goes into the exploitation mode. V(i)
is the current estimate of state value of the pixels i within lattice
location s. When either std(V) or D(s) is below a predeﬁned thresh-
old the exploratory mode distributed bubbles over the lattice
according to a uniform distribution. When the state value and its
standard deviation are both above thresholds, a softmax procedure
implements the exploitation mode. Formally, the probability that






where s ¼ hk ; k represents the number of repetitions of a given
expression in the current episode, and h is a constant larger than
k. Ns is the neighborhood set of all possible states of state s, which
is a 3  3 neighborhood window based on the lattice, centred on
state s. At the beginning of the experiment, the bubble generator
will use exploration and move bubbles randomly in the lattice with-
in each episode. Fig. 2, Panel a, illustrates such random exploration.
With accrual of diagnosticity, based on the observer’s responses to
sampled information, the generator will gradually move bubbles to(b)(a)
Fig. 2. Examples of how a particular bubble changes lattice positions over time course w
indicate, for the expression and bubble considered, the movements of the bubble over the
policy is in its exploration mode, the bubble moves randomly over the lattice. (b) Exp
progressively moves towards the diagnostic eye in ‘‘surprise’’. (c) Exploitation mode. This i
movement away from the diagnostic corner of the mouth in happy.diagnostic lattice locations. Fig. 2 illustrates the situation when one
of the bubbles moves progressively to the lattice location corre-
sponding to the diagnostic eyes of ‘‘surprise’’ (Panel b) and to the
mouth in ‘‘happy’’ (Panel c). Since a bubble moves probabilistically,
it is likely that it will visit a non-diagnostic region after visiting a
diagnostic region, as shown in Panel c of Fig. 2.
The learning process described above starts with a number of
independent bubbles randomly located in the lattice. After each
learning episode, this number is increased or decreased according
to the observer’s performance to maintain categorization accuracy
at criterion (set to 75% correct in our experiments). Sampling bub-
bles are randomly relocated at the beginning of each learning epi-
sode. The learning rate a in Eq. (1) decays exponentially with the
accumulation of diagnosticity as computed in Eq. (2). Upon starting
exploitation, the algorithm records the number of exploitation epi-
sodes. When this number reaches a predeﬁned threshold (6 in our
examples with human observers), the learning task is considered
as completed and the bubbles will be moved randomly in the lat-
tice again. This is to ensure that the convergence of one expression
will not provide extra cues to the observer about the other catego-
rization responses and thus bias the results. The experiment
stopped when the diagnostic features were learned for each cate-
gorization task, or when all predeﬁned number of episodes were
completed.
4. Experiments
4.1. Facial expression categorization with a model observer
To benchmark the adaptive algorithm, we built a model obser-
ver similar to that of Smith et al. (2005) and compared its perfor-
mance to the non-adaptive original algorithm in a facial
expression categorization task (happy, surprised, disgusted, angry,
and neutral). We used a database of 50 original face images (5 male
and 5 female, FACS coded (Dailey, Cottrell, & Reilly, 2001), with im-
age size 375  240 pixels). We apposed a 25  16 lattice of possi-
ble bubble locations onto the original image space, where each
lattice location represents a cell of 15  15 pixels (Fig. 1b). For both
the adaptive and non-adaptive algorithms, we set the initial num-
ber of bubbles (with standard deviation = 16 pixels) to 10 for each
expression. To maintain performance at a 75% categorization crite-
rion, for each expression category we adjusted the number of bub-
bles after each episode.
For the learning rate a, in general a small number of is preferred
and this number should decrease gradually as learning progresses(c)
ithin one experimental episode. Numbers and colors (1–17 (a and c) and 1–14 (b))
lattice, at each time step of a given learning episode. (a) Exploration mode. When the
loitation mode. When the policy has moved to its exploitation mode, the bubble
























Happy Surprised Disgusted Angry 
Fig. 3. Results from the model observer. Diagnostic features are highlighted in red.
Colour intensity represents percentages of the corresponding pixel appearing in the
ﬁve independent runs. From top to bottom: Diagnostic features from non-adaptive
bubbles obtained after 37,500 trials; Diagnostic features obtained from adaptive
bubbles when stopping criteria were met and when the learning rate a is set to
a = 0.08, 0.10, 0.198 and 0.30, respectively.
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learning process might be too long if the learning rate is too small.
A large value of learning rate might fail to converge. To illustrate
the effect, we have run the simulation with a values initialized to
0.3, 0.198, 0.10, and 0.08, respectively, and decayed exponentially
as the computed diagnosticity grew.
We added a ﬁxed quantity of Gaussian white noise to a bubbled
face as input to the model observer. The model observer then com-
pared (i.e., cross-correlated) the input with all 50 possible original
face images, themselves masked with the same bubbles as the in-
put. The categorization response corresponded to the category of
the face image with the highest correlation coefﬁcient. The com-
puter programs for the experiments were written with the Psycho-
physics Toolbox (Brainard, 1997; Pelli, 1997) in MATLAB.
4.2. Facial expression categorization with human observers
We performed a similar experiment with human observers.
Observers categorized the input bubbled face by pressing a key la-
beled as happy, surprised, disgusted, angry, or neutral. Each stimulus
was displayed in the centre of a computer screen with a light gray
background until response. Ten paid adult subjects (four males),
from the University of Glasgow with normal or corrected to normal
vision participated in the experiments with both the adaptive and
non-adaptive algorithms. All observers initially learned to catego-
rize the original 50 face images on the same computer screen over
100 trials to conﬁrm that they understood the task, that they could
reach a 90% correct categorization rate, and became familiar with
the response keys. Two observers (one male) could not reach a
90% correct categorization criterion and so were removed from
the experiment.
A chinrest maintained a constant viewing distance of 0.7 m and
viewing angle of 3.90  6.10. We instructed observers to classify
the stimuli as accurately as they could and to guess if they were
unsure. Observers could take a break after every 75-trials episode
and the experiment was divided into several sessions over a few
days.
We counterbalanced the order of exposure to the adaptive and
non-adaptive algorithms as follows: EB, LF, ASR and KW started
with the adaptive algorithm; MBi, MB, TR and MC started with
the non-adaptive algorithm. We set the initial number of bubbles
to 9 for each expression and algorithm. This number drifted during
the experiment (between 7 and 15) to maintain categorization at
75% correct for each expression. The learning rate a is set to
0.198. All other parameters of the algorithm and experiment were
identical to those applied to the model observer.
4.3. Results
4.3.1. Classiﬁcation images
We analyzed the results from the non-adaptive Bubbles algo-
rithms as is typical: for each expression, we summed the masks
of bubbles leading to correct responses and subtracted from this
the sum of the masks of bubbles leading to incorrect responses.
This leads to a distribution of difference scores across the face
plane. For the adaptive algorithm, the value plane (i.e., the tabular
form of the learned state value function for each categorization
task) was the result plane. We then smoothed these result planes
with a Gaussian kernel (r = 10), z-scored the outcomes, applied a
threshold with pixel test and p 6 0.05 (Chauvin et al., 2005). We
used the MATLAB toolbox Stat4Ci for the computations. Only
clusters of at least 81 contiguous pixels were kept to minimize
noisy clusters. The thresholded pixels represent the classiﬁcation
image solution of each algorithm (see Figs. 3, 4).
To compare the performance between the original and adaptive
algorithms, we proceeded in two steps. First, we deﬁned the targetclassiﬁcation image for a given categorization (e.g. ‘‘happy’’) as the
classiﬁcation image that is obtained when the stopping criteria
are met (in the adaptive algorithm) and as the image obtained
when all trials as completed in the original algorithm. Second,
we derived the minimum number of trials required to reach a clas-
siﬁcation image that is sufﬁciently similar (to be explained below)
to the expected target classiﬁcation image (henceforth, we will re-
fer to these trials as the essential number of trials). To derive the
essential number of trials for each expression we computed the
correlation coefﬁcients q between the target classiﬁcation images
and the intermediate classiﬁcation images obtained after each epi-
sode. A criterion threshold of qP 0.75 was used to determine suf-
ﬁcient similarity between an intermediate and a target
classiﬁcation image. The corresponding number of trials required
to reach an intermediate classiﬁcation image with qP 0.75, when
all subsequent intermediate classiﬁcation images still satisfy the
criterion, corresponds to the essential number of trials for this
category.
















Fig. 4. Diagnostic features from classiﬁcation images of human observers from adaptive bubbles (shown in red) and non-adaptive bubbles after 4500 trials (shown in
blue), with overlapped features in magenta. (a) From top row to bottom row: observers EB, LF, ASR, and KW. (b) From top row to bottom row: observers MBi, TR, MB,
and MC.
Table 1
Number of trials for each observer to reach the stopping criterion for a target
classiﬁcation image for each expression with the adaptive bubbles algorithm. (For
interpretation of color in Table 1, the reader is referred to the web version of this
article.)
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We ﬁrst ran the model observer with the adaptive algorithm
with a learning rate a = 0.198 until the stopping criteria were
met. We further ran the model observer for a = 0.3,0.10, and 0.08,
respectively, to examine the effect of the learning rate. For each
a value, we repeated the experiment ﬁve times. As a comparison,
we then run the model observer with the non-adaptive algorithm
for 37,500 trials, and this experiment was again repeated ﬁve
times. In all the above experiments, the MATLAB random number
generator was set to a different state at the beginning of each run.
In Fig. 3, each image shows all the diagnostic features (high-
lighted in red) for the corresponding facial expression appearing
in the ﬁve target classiﬁcation images obtained from the ﬁve runs
of each experiment condition. Colour intensity represents the fre-
quency of the corresponding feature being detected in the ﬁve
runs. The ﬁrst row of the ﬁgure shows the features for facial
expressions Happy, Surprised, Disgusted, and Angry obtained from
the non-adaptive Bubbles. The remaining four rows show the re-
sults for each facial expression obtained from the adaptive algo-
rithm with each a value when the stopping criteria were met.
In the above experiments, the average number of essential trials
is 20,190 for the non-adaptive algorithm (25,545, 10,830, 30,045,
and 14,340) for expressions happy, surprised, disgusted, and angry,
respectively. The diagnostic features most similar to those from
the non-adaptive experiment were obtained when the learning
rate a = 0.08 (see Fig. 3). The average numbers of essential trials
from this case were 7395, 7440, 8835, and 8145, with an overall
average trial numbers of 7953.75. That is, when the learning rate
a is 0.80, the adaptive algorithm required only 39.39% of the
non-adaptive trial numbers to reach similar diagnostic features
for the same categorization task, i.e., it is about 2.54 times faster.
As the learning rate increases, the number of essential trials de-
creases. However, the diagnostic features obtained from a largerlearning rate are not as accurate as those obtained from a smaller
learning rate, or those obtained from the non-adaptive algorithm
(see Fig. 3).4.3.3. Human observers – essential number of trials
To compare performance between the two algorithms with hu-
man observers, we computed classiﬁcation images in one of two
possible ways. First, the adaptive algorithm stopped early when
the considered expression had a correct rate above 60% (see Table 1,
the number of trials associated with each observer and expres-
sion). Second, when the adaptive algorithm did not reach stopping
criterion (see crosses in Table 1), we computed the diagnostic fea-
tures after the 3000 trials limit. Visual inspection of Fig. 4 reveals
Table 2
Essential number of trials for three observers to reach a classiﬁcation image for each
expression with both algorithms. (For interpretation of color in Table 2, the reader is
referred to the web version of this article.)
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ensuring that the adaptive algorithm did not adversely bias
observers.
When the adaptive algorithm reached its stopping criterion for
all expressions (i.e., for observers EB, LF and TR), we computed the
essential number of trials using the same criteria as in the model.
As Table 2 illustrates, on average, the adaptive algorithm required
only 50.21% of trials compared with the non-adaptive version.
5. Summary
In this paper we have developed and tested a new adaptive
sampling method that learns to sample bubbles judiciously, based
on the observer’s history of categorization behaviour. The algo-
rithm reduces the number of trials required to reach a diagnostic
image by ﬁnishing the experiment as soon as it has learned the cat-
egorization information. The algorithm is framed in the reinforce-
ment learning family and is model free. This guarantees its results
are free from experimenter bias.
We tested the algorithm with ﬁve classic facial expression cat-
egorizations with a model observer and eight human observers.
The outcome revealed a lower number of trials in the experiments
(i.e., 39.39%) with the model observer and four different learning
rates with similar diagnostic information extracted. For human
observers, the number of trials was also reduced (with a = 0.198),
especially so for observers who reliably categorized the expres-
sions, with few confusions among different facial expression cate-
gories. Three such observers had a correct categorization rate
above 50% for each expression and only required an average of
50.21% (i.e., 293 trials per observer per expression) of the non-
adaptive number of trials to reach similar diagnostic features. Pool-
ing across observers, this faster rate of convergence accounted for
68.75% (22 out of 32) of the total expressions tested. The number of
experimental trials required with our adaptive algorithm is thus
much less than that in any of the original Bubbles experiments
for which no less than 1000 trials (and sometimes even 3000)
per expression per observer, e.g., (Gosselin & Schyns, 2001; Smith
et al., 2005; Schyns et al., 2007) were needed.For observers with very low correct categorization rates (e.g.,
<40%), the resulting classiﬁcation images are similar to those ob-
tained with at least the same number of trials and non-adaptive
Bubbles.
In sum, our adaptive algorithm has achieved its target by reduc-
ing the number of required trials by a factor of about 2, but the ex-
act reduction in trial number depends on observer’s categorization
accuracy.
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