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Abstract
We obtain alternative explicit Specht filtrations for the induced and the re-
stricted Specht modules in the Hecke algebra of the symmetric group (defined over
the ring A = Z[q1/2, q−1/2] where q is an indeterminate) using C-bases for these
modules. Moreover, we provide a link between a certain C-basis for the induced
Specht module and the notion of pairs of partitions.
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1 Introduction
For any Coxeter system (W,S) Kazhdan and Lusztig [13] introduced three preorders 6L,
6R and 6LR with corresponding equivalence relations ∼L, ∼R and ∼LR, the equivalence
classes of which are called left cells, right cells and two-sided cells respectively. From their
construction, these cells give rise to corresponding cell modules for the Hecke algebra H
(defined over the ring A = Z[q1/2, q−1/2] where q is an indeterminate) associated with
this Coxeter system. In the special case W is the symmetric group, the cell to which
an element belongs can be determined by examining the tableaux resulting from an
application of the Robinson-Schensted process to that element. In particular, elements
belonging to the same right cell have the same recording tableau.
In [13] Kazhdan and Lusztig introduced the C-basis for H and this basis turns out to be
extremely useful when investigating the representation theory ofH (orW ). In particular,
each cell of W provides an integral representation of W .
In [2], Barbasch and Vogan considering the case W is a Weyl group, showed that the
C-basis is compatible with induction and restriction of representations and established
very useful rules for naturally decomposing such representations. These results were gen-
eralized by Roichman [22] and Geck [5]. In [21] a description of how one can identify the
right cells occurring in an induced or restricted Kazhdan-Lusztig cell via their recording
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tableau is given. In view of this, also making use of the results in Geck [5] where the
approach is independent of the theory of primitive ideals, we obtain elementary con-
structions of Kazhdan-Lusztig cell module filtrations (and hence Specht filtrations) for
the induced or restricted cell modules of the Hecke algebra of W when W is the sym-
metric group Sm. In [19] it was observed that a suitable choice of a subset of a C-basis
of H gives in a natural way a corresponding C-basis for the Specht module. In Section 3
we obtain, by similar argument, a C-basis for the induced Specht module. These obser-
vations enable us to obtain alternative explicit Specht filtrations for the induced and the
restricted Specht module (see Theorems 3.5 and 3.7). These filtrations have the following
property: Denoting by ν(i) the partition associated to the ith factor of the filtration for
the induced or restricted Specht module, we get that ν(i) ⊳ ν(i+1) for all i.
We note here that corresponding filtrations for the symmetric group case already appear
in James [11] and can be deduced from the results in [3] for the Hecke algebra of the
symmetric group case. Also in Jost [12] branching theorems for Specht modules in the
Hecke algebra are obtained. Moreover, in [17] Mathas gives Specht filtrations for the
induced Specht module working in the more general context of Ariki-Koike algebras (see
also [18] for the restricted Specht module case).
In Section 4 we provide a link between a C-basis of the induced Specht module described
earlier on in the paper with the notion of pairs of partitions introduced by James in [10].
We remark here that in [10, 11], see also [3] for the Hecke algebra case, the notion of pairs
of partitions is used in order to construct Specht filtrations for certain modules which
are generalizations of induced Specht modules associated to partitions. In particular,
in this final section, we associate to each pair of partitions (λ, µ) for m (note that this
terminology allows µ to be a composition whereas λ is necessarily a partition) a subset
L(λ, µ) of the set L(µ) = {w ∈ W : w ≤L wJ(µ)} where wJ(µ) is the longest element in
the standard parabolic subgroup WJ(µ) of W = Sm corresponding to the composition µ
of m. (Recall that L(µ) = X−1J(µ)wJ(µ) where XJ(µ) is the set of distinguished right coset
representatives of WJ(µ) in W .) We show that L(λ, µ) is a union of left cells of W (see
Proposition 4.6), and relate this set to a certain C-basis for the induced Specht module
obtained in Section 3. Moreover, in Theorem 4.8 (see also Corollary 4.9) we show that the
set {e ∈ XJ(µ) : e
−1wJ(µ) ∈ L(λ, µ)} satisfies the Schreier property. A key observation
in proving some of the above results is given in Proposition 4.2 which relates the cells
occurring in the set {w ∈ W : w ≤L wJ(µ)} to semistandard tableaux of type µ.
2 Generalities and preliminaries
2.1 Hecke algebras: background
In this subsection, we outline some terminology and classical results of Hecke algebra
theory, with appropriate notation.
For basic concepts relating to Coxeter groups and Hecke algebras, see Geck and Pfeif-
fer [8], Kazhdan and Lusztig [13] and Humphreys [9]. In particular, for a Coxeter system
(W,S), the length l(w) (= lS(w)) of an element w ∈ W with respect to the generators
S is the length of the word in S with fewest generators which is equal to w, WJ = 〈J〉
denotes the parabolic subgroup determined by a subset J of S, wJ denotes the longest
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element of WJ and lJ is its length function (in fact, lJ(w) = l(w) for all w ∈ WJ), XJ
denotes the set of minimum length elements in the right cosets of WJ in W (the dis-
tinguished right coset representatives), 6 denotes the strong Bruhat order on W , and
w < w′ means w 6 w′ and w 6= w′ if w,w′ ∈ W . The pair (WJ , J) is a Coxeter system
whose length function is the same as the restriction of the length function of (W,S) to
it; consequently, wJ is determined entirely by J .
The Hecke algebra H corresponding to (W,S) and defined over the ring A = Z[q
1
2 , q−
1
2 ],
where q is an indeterminate, has a free A-basis {Tw : w ∈ W} and multiplication defined
by the rules
(i) TwTw′ = Tww′ if l(ww
′) = l(w) + l(w′) and
(ii) (Ts + 1)(Ts − q) = 0 if s ∈ S.
(1)
The basis {Tw : w ∈ W} is called the T -basis of H. (See [13]).
Result 1 ([13, Theorem 1.1]). H has a basis {Cw : w ∈ W}, the C-basis, whose terms
have the form Cy =
∑
x6y(−1)
l(y)−l(x)q
1
2
l(y)−l(x)Px,y(q
−1)Tx, where Px,y(q) is a polynomial
in q with integer coefficients of degree ≤ 1
2
(l(y)− l(x)− 1) if x < y and Py,y = 1.
There is a ring automorphism jH ofH defined by
(∑
y∈W ayTy
)
jH =
∑
y∈W ay (−q
−1)
l(y)
Ty,
where a 7→ a is the automorphism of A defined by q
1
2 7→ q−
1
2 (this is the ring involution
 in [13, p.166]). This automorphism is used to relate the C-basis of H to another basis
{C ′w : w ∈ W} known as the C
′-basis, which may be defined by C ′w = (−1)
l(w)CwjH.
There is another A-basis of H which has also been used in the literature instead of the T -
basis and sometimes called the T˜ -basis. This is defined by Lusztig [15] as {T˜w : w ∈ W}
where T˜w = (q
−1/2)l(w)Tw (w ∈ W ). In [5] Geck uses the T˜ -basis but calls it the T -basis.
Moreover, with q as in Result 1, and using the approach of Lusztig [15] with qs = q
for all s ∈ S, let Γ be the (multiplicative) abelian group generated by q1/2 and consider
the natural total order 6Γ on Γ given by Γ+ = {(q
1/2)m : m > 0}. Then q1/2 ∈ Γ+ as
required in [15, 5] and qi/2 6Γ q
j/2 if and only if i ≤ j—compare [15, pages 105–106].
The C ′-basis in [15] derived using this total order is precisely the C ′-basis in [13] and
described in Result 1 (see [15, pages 101,105–106]). So with the above order on Γ the
C-basis in [5] is, in fact, the C ′-basis in [13] (and in this paper).
In what follows we would like to use some results from [5]. The preceding remarks allow
us to translate directly from results in [5] to our notation. For example, applying the ring
involution H, we see that [5, Lemma 2.2 and Corollary 3.4] still hold for our C-basis and
T -basis. For convenience, we record the result corresponding to C ′ obtained by applying
H to Result 1.
Result 2 ([13]). H has a basis {C ′w : w ∈ W}, the C
′-basis, whose terms have the form
C ′y = q
− 1
2
l(w)
∑
x6y Px,y(q)Tx, where Px,y(q) is a polynomial in q with integer coefficients
of degree ≤ 1
2
(l(y)− l(x)− 1) if x < y and Py,y = 1.
We have an immediate corollary:
Corollary 2.1. For any y ∈ W and h ∈ H,
C ′yh =
∑
x∈W
αy,h,xC
′
x (2)
for suitable elements αy,h,x ∈ A.
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We now introduce the notation →s for a relation defined by y →s x if x, y ∈ W , s ∈ S
and αy,Ts,x 6= 0. This relation and others appearing in this paragraph have been described
in [13, 15], though the notation may differ. The preorder 6R on W is defined by u 6R v
if there is a sequence t1, . . . , tm of elements of S, not necessarily distinct, and a sequence
u = u0, u1, . . . , um = v such that ui →ti ui−1 for i = 1, . . . , m. The corresponding
equivalence relation is ∼R. The preorder 6L and equivalence relation ∼L are defined
in an analogous way using the equations defined by the products hC ′y instead of C
′
yh.
The preorder 6LR is generated by 6R and 6L, and ∼LR is the corresponding equivalence
relation. Using this notation, equation (2) can be rewritten
C ′yh =
∑
x6Ry
αy,h,xC
′
x. (3)
The equivalence classes of ∼L, ∼R and ∼LR are called left cells, right cells and two-sided
cells, respectively. If x, y ∈ W , we write x <L y to mean x 6L y and x 6∼L y; <R and
<LR have similar meanings. If x ∈ W and U, U
′ ⊆ W , we will write x 6L U
′ to mean
x 6L y for all y ∈ U
′ and U 6L U
′ to mean x 6L U
′ for all x ∈ U . We extend the use of
<L, 6R, <R, 6LR and <LR in a similar fashion.
On several occasions throughout the paper we will be working with a Coxeter system
(W,S) while, inside it, we have fixed a parabolic subgroupW ′ with corresponding Coxeter
system (W ′, S ′) for some S ′ ⊆ S. It will be convenient at this point to fix some notation
which we will follow throughout when we work in this context. In particular we will
write X′ = XS′ and X
∗ = {x−1 : x ∈ X′}, so X∗ is the set of distinguished left coset
representatives of W ′ in W . We will also denote by H′ the Hecke algebra corresponding
to the Coxeter system (W ′, S ′). The Kazhdan-Lusztig C-basis of H′ is obtained by
restricting the Kazhdan-Lusztig C-basis of H to those elements indexed by W ′ (see [6,
§ 2.7]). Let 6′L, 6
′
R, 6
′
LR, ∼
′
L, ∼
′
R, and ∼
′
LR denote the Kazhdan-Lusztig preorders and
equivalence relations of the Coxeter system (W ′, S ′) corresponding to those for (W,S)
mentioned above. Hence, if u, v ∈ W ′ then clearly u 6′R v implies u 6R v, u ∼
′
R v
implies u ∼R v, and u <
′
R v implies u <R v. In Geck [5] it was shown that the reverse
implications also hold, so 6′R, <
′
R and ∼
′
R are just the restrictions of 6R, <R and ∼R
respectively to W ′.
In this paper we will be making the following convention. In the cases the discussion
involves working with W ′ and W at the same time, statements such as w1 6
′
R w2 or
w1 ∼
′
R w2 will imply that w1, w2 ∈ W
′ and are not in W\W ′. Also for C a right cell of
W ′ the statement w 6′R C will imply that w ∈ W
′ and w does not belong to W \W ′.
Comparing with equation (3), now working inside W ′, we get (for y ∈ W ′ and h ∈ H′)
C ′yh =
∑
x6′Ry
α′y,h,xC
′
x. It follows from the basis property that αy,h,x = α
′
y,h,x (the αy,h,x
as in equation (3)) whenever y, x ∈ W ′ and h ∈ H′. Moreover, again with y, x ∈ W ′
and h ∈ H′, we see that the nonzero αy,h,x in equation (3) are necessarily ones for which
x 6′R y, so in this special case equation (3) becomes
C ′yh =
∑
x6′Ry
αy,h,xC
′
x (4)
One consequence of this is that when we restrict the relation “→s” from (W,S) to (W
′, S ′)
(that is, for x, y ∈ W ′ and s ∈ S ′) we see that this restriction is precisely the correspond-
ing relation for the system (W ′, S ′).
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The following result will be useful in what follows. For a proof see [16, Corollary 1.9(c)].
See also [6, Lemma 5.3] for a more elementary algebraic proof in the case that W is the
symmetric group.
Result 3 ([16, Corollary 1.9(c)]). If W is a crystallographic group and x, y ∈ W are
such that x ∼LR y and x 6R y then x ∼R y.
For w ∈ W , let Mw and Mˆw denote the H-modules with A-bases {Cy : y ∈ W and
y 6R w} and {Cy : y ∈ W and y <R w}, respectively, and let Sw = Mw/Mˆw. Then Sw is
a Kazhdan-Lusztig cell module and affords the cell representation corresponding to the
right cell containing w. If C denotes the right cell of W containing w, we also write SC
for Sw, MC for Mw and MˆC for Mˆw.
It will be convenient on occasion to extend the scalars of the algebras under consideration.
Let R be any commutative ring with 1 and let A → R be a ring homomorphism. With
each A-module L, we have an associated R-module R⊗A L, which we will denote briefly
as LR. In particular, we obtain an R-algebra HR, and HR-modules MR,w = R ⊗Mw,
MˆR,w = R ⊗Mw, and Kazhdan-Lusztig cell modules SR,w = MR,w/MˆR,w ∼= R ⊗ Sw.
In particular, we will use F to denote any field containing the field of fractions Q
(
q
1
2
)
of
A, and assume that the homomorphism A→ F is inclusion.
2.2 Specht modules
If N is a H-module, a filtration of N is an ascending sequence of H-submodules, 0 =
N0 ⊆ N1 ⊆ . . . ⊆ Nr = N . In the case W is the symmetric group, we call this filtration a
Specht filtration if the factors Ni/Ni−1 are isomorphic to Specht H-modules. As we will
be working with Specht filtrations, below we recall the generalizations of the notions of
diagram and tableau commonly used, a description of which was given in [20], as well as
some basic facts about Specht modules.
A composition λ of m is a sequence (λi) = (λ1, λ2, . . .) of non-negative integers such
that
∑
λi = m. We will use the notation λ  m (resp., λ ⊢ m) to denote that λ is a
composition (resp., partition) of m. We will also be using the following convention: By
λ = (λ1, . . . , λr)  m we will mean that λ is the composition (λi) of m, where λi > 0 for
1 ≤ i ≤ r and λi = 0 for i > r (and say that the composition λ has r parts).
For the rest of this subsection W will denote the symmetric group Sm on {1, . . . , m}.
For 1 ≤ i ≤ m− 1 let si be the basic transposition (i, i+1), and let S = {s1, . . . , sm−1}.
Then S is a system of Coxeter generators for W . For λ = (λ1, . . . , λr)  m we define the
subset J(λ) of S to be S\{sλ1, sλ1+λ2, . . . , sλ1+...+λr−1}.
A diagram D is a finite subset Z2. We will assume, where possible, that D has no empty
rows or columns. These are the principal diagrams of [20]. We will also assume that
both rows and columns of D are indexed consecutively from 1. The row-composition λD
(respectively, column-composition µD) of D is defined by λD,k (respectively, µD,k) is the
number of nodes on the k-th row (respectively, column) ofD. If λ and µ are compositions,
we will write D(λ,µ) for the set of principle diagrams D with λ(D) = λ and µ(D) = µ.
A special diagram is a diagram obtained from a Young diagram by permuting the rows
and columns.
5
Since it is immediate that D(λ,λ
′) consists of a single diagram if λ is a partition (this is
the Young diagram of shape λ corresponding to partition λ), it follows easily that D(λ,µ)
consists of a single special diagram if λ and µ are compositions with λ′′ = µ′.
If D is a diagram with m nodes, a D-tableau is a bijection t : D → {1, . . . , m} and we
refer to t(i, j), where (i, j) ∈ D, as the (i, j)-entry of t. The group W = Sm acts on the
set of D-tableaux in the obvious way — if w ∈ W , an entry i is replaced by iw and tw
denotes the tableau resulting from the action of w on the tableau t. We denote by tD
and tD the two D-tableaux obtained by filling the nodes of D with 1, . . . , m by rows and
by columns, respectively, and we write wD for the element of W defined by t
DwD = tD.
Let λ and µ be compositions of m satisfying µ′ = λ′′, that is µ is a rearrangement
of λ′. Let D and D′ be the unique diagrams in D(λ,µ) and D(λ,λ
′), respectively. Fol-
lowing [3], the corresponding Specht module for H is Sλ = xλTwD′yλ′H where xλ =∑
w∈WJ(λ)
Tw and yλ =
∑
w∈WJ(λ)
(−q)−l(w)Tw. In the notation of [19, Section 3], xλ =
q(1/2)l(wJ(λ))C ′wJ(λ) and yλ =
(
−q−1/2
)l(wJ(λ))CwJ(λ) From [20, Corollary 4.3(ii)], we see that
Sλ = xλHyλ′H, the product xλTwDyµ 6= 0 and xλTwDyµH = xλHyµH. As in the proof
of [3, Lemma 4.3], there is an element d ∈ XJ(µ) ∩ X
−1
J(λ′) with d
−1WJ(µ)d = WJ(λ′) and,
consequently, T−1d yµTd = yλ′. So, xλTwDyµH = xλHyµH = xλHyλ′H = S
λ.
The following is an immediate consequence of certain results in [19] and [20].
Result 4. Let λ, µ  m with λ′′ = µ′. Also let D be the unique diagram in D(λ,µ). Define
θ : MwJ(µ) → S
λ (= xλTwDCwJ(µ)H) by m 7→ xλTwDm (m ∈MwJ(µ)). Then
(i) θ is a surjective H-module homomorphism with ker θ = MˆwJ(µ) (so θ induces a natural
H-module isomorphism between SwJ(µ) and S
λ).
(ii) The set {xλTwDCw : w ∼R wJ(µ)} is an A-basis for S
λ.
Proof. Clearly θ is a well-defined surjective H-module homomorphism since MwJ(µ) =
CwJ(µ)H. We know from the proof of [20, Theorem 4.6] that {Cw : w ∈ W and w <R
wJ(µ)} ⊆ ker θ. It follows that MˆwJ(µ) ⊆ ker θ. Hence {xλTwDCw : w ∼R wJ(µ)} is an
A-spanning set for Sλ. Again from [20, Theorem 4.6] we know that the set {xλTwDCw :
w ∼R wJ(µ)} is F -linearly independent and hence A-linearly independent. This completes
the proof of (ii). To complete the proof of (i) we argue as in the proof of [19, Theorem
3.5]. So we let r ∈ ker θ. Then r = m +
∑
w∼RwJ(µ)
αwCw for some m ∈ MˆwJ(µ) and
αw ∈ A. We can deduce that
∑
w∼RwJ(µ)
αw(Cwθ) = 0 forcing all αw in the previous sums
to be equal to zero since, as we have seen, {Cwθ : w ∼R wJ(µ)} is A-linearly independent.
We conclude that r = m ∈ MˆwJ(µ) and hence ker θ = MˆwJ(µ).
Remark 2.2. In view of Result 4, and keeping the notation introduced there, we can see
that SwJ(µ)
∼= Sν , where ν is the partition ofm satisfying ν = λ′′ (since ν ′′ = ν = λ′′ = µ′).
From [13, §5] (see also [6, Corollary 5.8]), we also know that if C is a (right) cell ofW = Sm
with shC = ν (= µ′) then SC ∼= SwJ(µ). We can deduce that SC
∼= Sν whenever C is a
right cell of Sm with shC = ν.
2.3 Kazhdan-Lusztig cells in Sn: induction and restriction
If W is a Coxeter group, each cell of W provides an integral representation of W ; see
Kazhdan and Lusztig [13, § 1]. Barbasch and Vogan [2] have addressed the question
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of induction and restriction of such representations in relation to parabolic subgroups,
where W is a Weyl group. They showed that Kazhdan-Lusztig cells are compatible
with parabolic subgroups so that the C-basis is compatible with induction and restric-
tion of representations. These results have been generalized to all Coxeter groups by
Roichman [22, Theorem 5.2] and Geck [5, Theorem 1].
In the case of the symmetric group Sm, the Robinson-Schensted correspondence gives a
combinatorial method of identifying the Kazhdan-Lusztig cells. The Robinson-Schensted
correspondence is a bijection of Sm to the set of pairs of standard Young tableaux (P,Q)
of the same shape and with m entries, where the shape of a tableau is the partition
counting the number of entries on each row. See Fulton [4] or Sagan [23] for a good
description of this correspondence. Denote this correspondence by w 7→ (P(w),Q(w)).
Then Q(w) = P(w−1). The shape of w, denoted by shw, is defined to be the common
shape of the Young tableaux P(w) and Q(w). The tableaux P(w) and Q(w) are called
the insertion tableau and the recording tableau, respectively, for w.
We will use P to denote dominance of partitions (see [4, p.26]) and use ⊳ to denote strict
dominance.
The following result characterises the cells in Sm; see [13] and also [1] or [6] for more
detailed proofs.
Result 5 ([13], see also [1, Theorem A] or [6, Corollary 5.6]). If P is a fixed standard
Young tableau then the set {w ∈ W : P(w) = P} is a left cell of W and the set
{w ∈ W : Q(w) = P} is a right cell of Sm. Conversely, every left cell and every right
cell arises in this way. Moreover, the two-sided cells are the subsets of W of the form
{w ∈ W : shP(w) is a fixed partition.}
The shape shC of a cell C is shw for any w ∈ C.
For the rest of this section, W ′ and W will be the symmetric groups Sn on {1, . . . , n}
and Sn+1 on {1, . . . , n+ 1}, respectively, with the natural embedding. Let si = (i, i+ 1)
for 1 ≤ i ≤ n, let S ′ = {s1, . . . , sn−1} and S = {s1, . . . , sn}, so that (W
′, S ′) and (W,S)
are Coxeter systems. Recalling the notation X′ = XS′, we have X
′ = {xi : 1 ≤ i ≤ n+1},
where xi = (i, i+ 1, . . . , n, n+ 1) = sn · · · si (the empty product is 1 by convention).
For a Young diagram D corresponding to the partition λ = (λ1, . . . , λr), let ic(D) and
oc(D) be the sets of inner corners and outer corners, respectively, of D; that is,
ic(D) = {(i, λi)) : 1 ≤ i ≤ r − 1 where λi > λi+1} ∪ {(r, λr)},
oc(D) = {(1, λ1 + 1)} ∪ {(i, λi + 1)) : 2 ≤ i ≤ r where λi−1 > λi} ∪ {(r + 1, 1)}.
We denote by < the total order on the nodes of a diagram given by (i, j) < (i′, j′) if, and
only if, i < i′ or i = i′ and j < j′.
Finally for this subsection we include some explicit results of the Barbasch and Vogan
induction–restriction theorems for Kazhdan–Lusztig cells in the symmetric group as they
were described in [21].
Result 6 ([21, Proposition 2.1]). Let C be a right cell of W , let A be the recording
tableau of elements of C and let D be its underlying diagram. For each k ∈ oc(D), let
Ak be the tableau obtained from A by adding the entry n + 1 at node k and let Ck be
the right cell of W ′ corresponding to the recording tableau Ak. Then CX
′ =
⋃
k∈oc(D) Ck.
Furthermore, if k, k′ ∈ oc(D) and k < k′ then shCk′ ⊳ shCk.
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Result 7 ([21, Proposition 2.2]). Let C be a right cell of W ′ and let A be the recording
tableau of elements of C and let D be its underlying diagram. For each k ∈ ic(D), if i(k)
is the entry on the first row of A removed by reverse inserting from node k and A′ is
the resulting tableau, let dk = x
−1
i(k) and let Ak = A
′dk (so that Ak is a standard Young
tableau on 1, . . . , n). Let Ck be the right cell ofW corresponding to the recording tableau
Ak. Then C =
⋃
k∈ic(D) dkCk.
Furthermore, if k, k′ ∈ ic(D) and k < k′ then shCk ⊳ shCk′ and dk 6 dk′.
3 Specht filtrations
3.1 Kazhdan-Lusztig cell modules: induction and restriction
We continue with W a Coxeter group having W ′ as a parabolic subgroup. Recall our
notation that X′ (resp., X∗) is the set of distinguished right (resp., left) coset represen-
tatives of W ′ in W and H′ (resp., H) is the Hecke algebra of W ′ (resp., W ) over the
ring A. Then H′ is a subalgebra of H, and H is a free left H′-module with free H′-basis
{Tw : w ∈ X
′} and, hence, H is a flat left H′-module (see Lam [14, Proposition 4.3]). For
E a subset of H′ we denote by EH′ the right ideal of H′ generated by E. (Similarly for
EH when E ⊆ H.) One can then easily observe that if M is an ideal of H′, then MH is
an ideal of H, and MH ∼= M ⊗H′ H.
In what follows, for C′ a right cell in W ′ we denote by MC′ (resp., MˆC′) the right ideal
〈Cw : w 6
′
R C
′〉A (resp., 〈Cw : w <
′
R C
′〉A) of H
′ (recall our conventions for 6′R, <
′
R
from Subsection 2.1). Similarly for C a right cell in W we will denote by MC (resp., MˆC)
the right ideal 〈Cw : w 6R C〉A (resp., 〈Cw : w <R C〉A) of H. The corresponding cell
modules are denoted by SC′ and SC respectively.
Now let C′ be a right cell inW ′. As MC′ and MˆC′ are right H
′-ideals, MC′H and MˆC′H are
rightH-ideals, and henceMC′H/MˆC′H ∼= (MC′⊗H′H)/(MˆC′⊗H′H) ∼= (MC′/MˆC′)⊗H′H ∼=
SC′ ⊗H′ H as right H-modules, since H is a flat left H
′-module.
In this section, we investigate the construction of filtrations by cell modules for the H-
module SC′ ↑ H and the H
′-module SC ↓ H
′ where C′ is a cell of W ′ and C is a cell of W
in the case W is the symmetric group. In view of Remark 2.2 such filtrations are also
Specht filtrations.
For the rest of the paper, unless explicitly mentioned otherwise, W ′ and W will be the
symmetric groups Sn on {1, . . . , n} and Sn+1 on {1, . . . , n + 1}, respectively, with the
natural embedding.
Proposition 3.1. Let C be a right cell of W ′. Let λ = shC, let D be the unique diagram
in D(λ,λ
′) and write oc(D) = {k1, . . . , kp} where kj < ki if i < j. Then the induced
H-module SC ↑ H has a filtration {0} = N0 ⊆ N1 ⊆ . . . ⊆ Np such that Ni/Ni−1 ∼= SCi
(where, for simplicity, we write Ci in the place of right cell Ckiof W ).
Proof. First note that the sets {w ∈ W ′ : w 6′R C} and {w ∈ W
′ : w <′R C} both
satisfy the hypothesis of Geck [5, Lemma 2.2 and Corollary 3.4]. Hence, MCH =
〈Cyv : y 6
′
R C, v ∈ X
′〉A = 〈CyTv : y 6
′
R C, v ∈ X
′〉A and MˆC′H = 〈Cyv : y <
′
R C, v ∈ X
′〉A
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= 〈CyTv : y <
′
R C, v ∈ X
′〉A. We write D = {w ∈ W : w = yv for some v ∈ X
′ and y ∈ W ′
with y <′R C}. So, MˆCH = 〈Cw : w ∈ D〉A. Let L0 = MˆCH.
From Result 6, we see that Then CX′ =
⋃
k∈oc(D) Ck, where oc(D) is the set of outer
corners of D and, for each k ∈ oc(D), Ck is a right cell of W . Moreover, we can write
oc(D) = {k1, . . . , kp} where kj < ki if i < j. So, shCki ⊳ shCkj if i < j. From [6,
Theorem 5.1], we see that Cki <LR Ckj if, and only if, i < j. It follows that if Cki <R Ckj
then i < j.
For 1 ≤ j ≤ p, let Lj = 〈Cw : w ∈ D ∪
⋃
1≤i≤j Cki〉A. Suppose that w
′ ∈ W and
w′ 6R Ckj ; that is, w
′ 6R w for some w ∈ Ckj . If w
′ ∈ CX′, then w′ ∼R Cki for some
i with 1 ≤ i ≤ j. If w′ /∈ CX′, then w′ = y′v′ where y′ ∈ W ′, y′ /∈ C, and v′ ∈ X′.
Writing w = yv where y ∈ W ′ and v ∈ X′, by the ‘right’ version of [5, §4(†)], y′ 6′R y.
As y′ 6∼′R y, y
′ <′R C and w
′ ∈ D. Since i < j whenever Cki <R Ckj we have thus
shown that w′ 6R Ckj implies w
′ ∈ Lj . In view of the fact that Li ⊆ Lj for i ≤ j we
get that Lj is an H-module containing MCkj , Lj−1 is an H-module containing MˆCkj , and
Lj/Lj−1 ∼= MCkj/MˆCkj = SCkj .
By construction, Lp = MCH. Hence, Lp/L0 = MCH/MˆCH ∼= (MC/MˆC)⊗H′H ∼= SC⊗H′H
= SC ↑ H.
To complete the proof, we let Nj = Lj/L0 for 0 ≤ j ≤ p.
Before establishing the corresponding result for the restricted module of a cell module,
we prove the following technical lemma. Note that results 3.2 and 3.3 below are true
for W an arbitrary Coxeter group with W ′ a parabolic subgroup of W . It would be
useful at this point to recall equations (3) and (4) and the relevant notation introduced
in Subsection 2.1.
Lemma 3.2 (compare [5, Proposition 3.3], [7, Corollary 3.5]). Let W be a Coxeter group
and W ′ a parabolic subgroup of W . Also let y ∈ X∗, v ∈ W ′ and h ∈ H′. Then
C ′yvh =
∑
u6′Rv
αv,h,uC
′
yu +
∑
x<y, u6′LRv, xu6Ryv
βyv,h,xuC
′
xu (5)
where βyv,h,xu ∈ A and αv,h,u is as in equations (3) and (4).
Proof. The usual C ′-basis of H can be written as {C ′xu : x ∈ X
∗, u ∈ W ′}. Comparing
with (3), since y ∈ X∗, v ∈ W ′ and h ∈ H′, by hypothesis,
C ′yvh =
∑
x∈X∗, u∈W ′, xu6Ryv
αyv,h,xuC
′
xu (6)
where αyv,h,xu ∈ A. Moreover, {T˜xC
′
u : x ∈ X
∗, u ∈ W ′} is also an A-basis for H; see [5,
Section 3] and the discussion after Result 1. Geck shows in [5, Proposition 3.3] that, for
any y ∈ X∗ and v ∈ W ′,
C ′yv = T˜yC
′
v +
∑
x∈X∗, u∈W ′, x<y, u6′Lv
ζyv,xuT˜xC
′
u (7)
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where ζyv,xu ∈ A. We can invert this system of equations to get
T˜yC
′
v = C
′
yv +
∑
x∈X∗, u∈W ′, x<y, u6′Lv
ηyv,xuC
′
xu (8)
where ηyv,xu ∈ A.
In the following computation, x, x′ ∈ X∗ and u, u′, u′′ ∈ W ′. Taking h ∈ H′, y ∈ X∗ and
v ∈ W ′ and using equation (3), we get
C ′yvh = T˜yC
′
vh+
∑
x<y, u6′Lv
ζyv,xuT˜xC
′
uh
= T˜y
(∑
u6′
R
v αv,h,uC
′
u
)
+
∑
x<y, u6′
L
v ζyv,xuT˜x
(∑
u′6′
R
u αu,h,u′C
′
u′
)
=
∑
u6′Rv
αv,h,uT˜yC
′
u +
∑
x<y, u′6′LRv
ξyv,h,xu′T˜xC
′
u′
where ξyv,h,xu′ ∈ A. Hence,
C ′yvh =
∑
u6′
R
v αv,h,u
(
C ′yu +
∑
x′<y, u′6′
L
u ηyu,x′u′C
′
x′u′
)
+
∑
x<y, u′6′LRv
ξyv,h,xu′
(
C ′xu′ +
∑
x′<x, u′′6′Lu
′ ηxu′,x′u′′C
′
x′u′′
)
=
∑
u6′Rv
αv,h,uC
′
yu +
∑
x<y, u6′LRv
βyv,h,xuC
′
xu
which, combined with (6), gives the required result.
Corollary 3.3. Under the hypothesis of Lemma 3.2 and with αv,h,u and βyv,h,xu as defined
therein, we have
Cvh =
∑
u6′Rv
λv,h,uCu and (9)
Cyvh =
∑
u6′Rv
λv,h,uCyu +
∑
x<y, u6′LRv, xu6Ryv
µyv,h,xuCxu (10)
where λv,h,u = (−1)
l(u)−l(v)αv,h
H′
,u ∈ A, µyv,h,xu = (−1)
l(xu)−l(yv)βyv,h
H′
,xu ∈ A.
Proof. Let h′ = hH′ ∈ H
′ and apply H′ to the equation C
′
yh
′ =
∑
x6′Ry
αy,h′,xC
′
x obtained
from (3) by replacing h by h′, to get (−1)l(y)Cyh =
∑
x6′Ry
αy,h′,x(−1)
l(x)Cx. Equation (9)
follows. Similarly, applying H to the equation obtained from equation (5) by replacing h
with h′ and noting that H′ is the automorphism ofH
′ obtained by restricting H toH
′, we
get (−1)l(yv)Cyvh =
∑
u6′Rv
αv,h,u(−1)
l(yu)Cyu +
∑
x<y, u6′LRv, xu6Ryv
βyv,h,xu(−1)
l(xu)Cxu.
Equation (10) follows.
Proposition 3.4. Let C be a right cell of W . Let λ = shC, let D be the unique diagram
in D(λ,λ
′) and write ic(D) = {k1, . . . , kp} where ki < kj if i < j. Then the restricted
H′-module SC ↓ H
′ has a filtration {0} = N0 ⊆ N1 ⊆ . . . ⊆ Np such that Ni/Ni−1 ∼= SCi
(where, for simplicity, we write Ci in place of Cki).
Proof. From Result 7, we see that C =
⋃
k∈ic(D) dkCk where ic(D) is the set of inner
corners of D, Ck is a right cell of W
′ and dk ∈ X
∗ for k ∈ ic(D). Moreover, writing
ic(D) = {k1, . . . , kp} where ki < kj if i < j, we get shCki ⊳ shCkj and dki 6 dkj if i < j.
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From [6, Theorem 5.1], we see that Cki <
′
LR Ckj if, and only if, i < j. It follows from
Result 3 that if Cki <
′
R Ckj then i < j.
We write D = {z ∈ W : z <R C}. Let L0 = 〈Cz : z ∈ D〉A and for 1 ≤ j ≤ p let Lj
be the A-submodule of H spanned by {Cw : w ∈ D ∪
⋃
1≤i≤j dkiCki}. Indeed, since this
spanning set is a subset of an A-basis of H, it is an A-basis of Lj . It is clear from this
definition that L0 ⊆ L1 ⊆ . . . ⊆ Lp.
For the rest of the proof, for the sake of simplicity, we will be writing Cj in place of Ckj
and dj in place of dkj for 1 ≤ j ≤ p.
We will show that Lj is an H
′-module, for 0 ≤ j ≤ p, and that the cell module SCj is
H′-isomorphic to Lj/Lj−1, for 1 ≤ j ≤ p.
First observe that L0 = MˆC and Lp = MC as subsets of H. Hence, L0 and Lp are H
′-
modules via the natural action of H′ by right multiplication. In fact, as H′-modules
L0 = MˆC ↓ H
′, Lp = MC ↓ H
′ and Lp/L0 is isomorphic to the restricted module
(MC/MˆC) ↓ H
′ = SC ↓ H
′.
Now fix i with 1 ≤ i ≤ p and let v ∈ Ci and h ∈ H
′. In view of Corollary 3.3 we get
Cdivh =
∑
u∼′Rv
λv,h,uCdiu +
∑
u<′Rv
λv,h,uCdiu +
∑
x<di, u6′LRv, xu6Rdiv
µdiv,h,xuCxu (11)
where λv,h,u, µdiv,h,xu ∈ A and Cvh =
∑
u6′Rv
λv,h,uCu. Denote the first, second and third
sum on the right-hand-side of (11) by Σ1, Σ2 and Σ3 respectively and let w ∈ W be such
that Cw appears with non-zero coefficient in any one of these three sums. It follows from
this that w 6R div and hence w 6R C. Suppose first that Cw appears with non-zero
coefficient in Σ1. This means that w = diu for some u ∈ Ci, so Cw ∈ Li. Next, suppose
that Cw appears with non-zero coefficient in either Σ2 or Σ3. We consider the cases
w <R C and w ∈ C separately. If w <R C, then w ∈ D, so Cw ∈ L0 ⊆ Li. On the other
hand, if w ∈ C, we see from (11) that w ∈ ∪1≤l<idlCl, so again Cw ∈ Li. This shows that
for i ∈ {1, . . . , p}, z ∈ diCi implies Czh ∈ Li. Invoking the facts that L0 is an H
′-module
and that Li ⊆ Lj whenever i ≤ j, we conclude that Lj is an H
′-module for 0 ≤ j ≤ p.
Finally, fix j with 1 ≤ j ≤ p. To establish an H′-isomorphism between SCj and Lj/Lj−1,
define θ : MCj → Lj/Lj−1 by
(∑
u6′RCj
ξuCu
)
θ =
(∑
u∈Cj
ξuCdju
)
+ Lj−1 where ξu ∈ A.
In view of (11), also comparing with equations (9) and (10) in Corollary 3.3, it is easy
to check that θ is an H′-module homomorphism with ker θ = MˆCj . (In fact, choosing
the A-bases {Cu + MˆCj : u ∈ Cj} and {Cdju + Lj−1 : u ∈ Cj} for MCj/MˆCj and Lj/Lj−1,
respectively, we see that these two H′-modules affords the same matrix representation.)
To complete the proof, we let Ni = Li/L0 for 0 ≤ i ≤ p.
3.2 Specht modules: induction and restriction
In this subsection we make use of the results in Subsection 3.1 in order to obtain Specht
filtrations (over the ring A) for the induced and the restricted Specht modules via C-bases
for these modules.
Theorem 3.5. Let λ, µ  n with λ′′ = µ′, let C be the right cell of W ′ containing wJ(µ)
and let D be the underlying diagram of the recording tableau of the elements of C. Also
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let E be the unique diagram in D(λ,µ). Write oc(D) = {k1, . . . , kp}, where ki < kj if
i > j, and for j = 1, . . . , p let Cj = Ckj where Ckj is the cell of W corresponding to node
kj as in the statement of Result 6 (so that CX
′ = ∪1≤j≤pCj). Finally let Li = 〈xλTwECw :
w ∈ ∪1≤j≤iCj〉A for i = 1, . . . , p. Then, {0} = L0 ⊆ L1 ⊆ . . . ⊆ Lp = S
λH is a Specht
filtration for SλH with Li/Li−1 ∼= S
ν(i), where ν(i) = shCi for 1 ≤ i ≤ p. (In particular,
ν(i) ⊳ ν(j) if i < j.)
Proof. We assume the hypothesis. We know from Result 6 that ∪1≤j≤pCj = {ux :
u ∈ C and x ∈ X′}. First we show that SλH is free as an A-module having the set
B = {xλTwECw : w ∈ ∪1≤j≤pCj} = {xλTwECw : w ∈ CX
′} as an A-basis. For this, set
θ : MCH → S
λH : m 7→ xλTwEm (m ∈ MCH). Since MCH = CwJ(µ)H and S
λH =
xλTwECwJ(µ)H we can see that θ is a surjective H-module homomorphism. Invoking
Result 4 we get that MˆC ⊆ ker θ. Since MˆCH = 〈CyTv : y <
′
R C, v ∈ X
′〉A, we
also get that MˆCH ⊆ ker θ. It follows that S
λH is spanned over A by the set B. To
show that B is A-linearly independent, we temporarily extend scalars from A to F and
consider the (surjective)HF -module homomorphism θF : CwJ(µ)HF → xλTwECwJ(µ)HF (=
SλFHF = S
λHF ) given by premultiplication by xλTwE . The above discussion ensures that
SλFHF is spanned, over F , by the set B. Now |X
′| = n + 1, so |B| = (n + 1)|C|. But
(n + 1)|C| = dimF (S
λ
FHF ) since |C| = dimF S
λ
F = dimF S
λ
FH
′
F (see [20, Theorem 4.6])
and SλFHF
∼= SλF ↑ HF . It follows that the set B is F -linearly independent and hence
A-linearly independent.
We conclude that SλH is a free A-module having the set B as an A-basis.
It is also immediate from the above that Lp = S
λH and that, for 1 ≤ i ≤ p, the
set Bi = {xλTwECw : w ∈ ∪1≤j≤iCj} is an A-basis for Li. At this point it would be
useful to recall (see the proof of Proposition 3.1) that i < j whenever Ci <R Cj for
1 ≤ i, j ≤ p. Now fix i with 1 ≤ i ≤ p. Also let h ∈ H and let w ∈ ∪1≤j≤iCj. Note
that Cw ∈MCH (= 〈Cyv : y 6
′
R C, v ∈ X
′〉A). Since MCH is an H-module, Cwh ∈MCH.
It follows that Cwh can be expressed as a sum Σ1 + Σ2 + Σ3 where Σ1 is an A-linear
combination of terms Cz with z ∈ Ci, Σ2 is an A-linear combination of terms Cz with
z ∈ ∪1≤j≤i−1Cj (in particular, Σ2 is an empty sum if i = 1) and Σ3 ∈ MˆCH. As we
have already observed MˆCH ⊆ ker θ so xλTwEΣ3 = 0. It follows that Li is indeed an H-
submodule of SλH and clearly Li−1 ⊆ Li. Moreover, Li/Li−1 ∼= SCi as H-modules since
the natural map
∑
u∈Ci
ξuCu + MˆCi 7→ xλTwE(
∑
u∈Ci
ξuCu) + Li−1 from SCi to Li/Li−1 is
clearly an H-module isomorphism (recall that MˆCi ⊆ Li−1 with Li−1 as defined in the
proof of Proposition 3.1). Finally, our assumption that shCi = ν
(i) ensures, in view of
Remark 2.2, that Li/Li−1 (∼= SCi)
∼= Sν
(i)
. By construction, shCi ⊳ shCj if i < j.
Remark 3.6. (i) Under the hypothesis of Theorem 3.5 and keeping the notation we have
introduced therein, we can say a bit more about the surjective H-module homomorphism
from MCH to S
λH which maps m ∈ MCH to xλTwEm. We have already shown that
MˆCH ⊆ ker θ. In fact, MˆCH = ker θ. To show that the reverse inclusion ker θ ⊆ MˆCH
also holds, we argue as in the proof of [19, Theorem 3.5]. So let r ∈ ker θ. Then
r = m +
∑
y∈C,v∈X′ αy,vCyv for some m ∈ MˆCH and αy,v ∈ A. Hence, 0 = rθ = mθ +∑
y∈C,v∈X′ αy,v(Cyvθ). Since m ∈ ker θ we get
∑
y∈C,v∈X′ αy,v(Cyvθ) = 0. But we have
already shown in the proof of Theorem 3.5 that the set {Cyvθ : y ∈ C, v ∈ X
′} (= {Cwθ :
w ∈ ∪1≤j≤pCj}) is A-linearly independent. Hence αy,v = 0 for all y ∈ C and v ∈ X
′. This
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ensures that r = m ∈ MˆCH as required. We conclude that the map θ induces a natural
H-isomorphism from the induced cell module SC ↑ H which is isomorphic toMCH/MˆCH,
to the induced Specht module Sλ ↑ H, which is isomorphic to SλH.
(ii) For a fixed composition λ of n, the construction in the theorem above gives for each
composition µ of n with λ′′ = µ′ a different A-basis for SλH thus giving rise to a different
Specht filtration for this module.
For the next result we keep the notation in Result 7 and Proposition 3.4.
Theorem 3.7. Let λ, µ  n+1 with λ′′ = µ′, let C be the right cell of W containing wJ(µ)
and let D be the underlying diagram of the recording tableau of the elements of C (so D is
a λ′′ diagram). Also let E be the unique diagram in D(λ,µ). Write ic(D) = {k1, . . . , kp},
where ki < kj if i < j. Also write Ci and di in place of Cki and dki respectively (so
C = ∪1≤i≤pdiCi). Finally, for 1 ≤ i ≤ p, let Li = 〈xλTwECw : w ∈ ∪1≤j≤idjCj〉A. Then,
{0} = L0 ⊆ L1 ⊆ . . . ⊆ Lp = S
λ ↓ H′ is a Specht filtration (of H′-submodules of Sλ)
for the H-Specht module Sλ restricted to H′ with Li/Li−1 ∼= S
ν(i), where ν(i) = shCi for
1 ≤ i ≤ p. (In particular, ν(i) ⊳ ν(j) if i < j.)
Proof. Assume the hypothesis. For 1 ≤ i ≤ p set Bi = {xλTwECw : w ∈ ∪1≤j≤idjCj}.
From Result 4, Bp is an A-basis for S
λ. It follows that Bi is an A-basis for Li for 1 ≤ i ≤ p.
Clearly Sλ = Lp as sets. Arguing as in the proof of Proposition 3.4, see in particular
equation (11) and the discussion following it, and invoking Result 4 again, we can deduce
that, for 1 ≤ i ≤ p, Li is an H
′-submodule of Sλ with Li/Li−1 ∼= SCi
∼= Sν
(i)
(recall
ν(i) = shCi). Also observe that Lp, as an H
′-module is in fact Sλ ↓ H′. The relation in
the final sentence of the statement of the theorem is immediate from Result 7.
4 A link with sequences and pairs of partitions
In this section we provide a link between a certain C-basis for the induced Specht module
considered earlier on in this paper with the notion of pairs of partitions introduced by
James in [10] and which he also describes in [11]. We refer the reader to [11] for the
basic definitions and background concerning sequences, semistandard tableaux and pairs
of partitions which will be needed in this section. Note that in [11] (see also [3] for the
Hecke algebra case), the notion of pair of partitions is used in order to construct Specht
filtrations for certain modules, denoted by Sµ
♯,µ in these papers, which are generalizations
of induced Specht modules associated to partitions.
We begin by describing another useful way of comparing compositions of not necessarily
the same integer m (compare with definition of pairs of partitions [11, page 54]): Let
λ = (λi)  m1 and ν = (νi)  m2. We write λ  ν if λi ≤ νi for all i (so in such a case
we have m1 ≤ m2).
Throughout this section we fix µ = (µ1, . . . , µr)  m.
A (finite) sequence is said to have type µ if, for each i, with 1 ≤ i ≤ r, symbol i occurs
µi times in the sequence (see [11, page 54]). We denote by R(µ) the set of sequences
of type µ. Also let L(µ) = {w ∈ Sm : w 6L wJ(µ)}. Recall that L(µ) = X
−1
J(µ)wJ(µ)
(this follows, for example, from [13, Proposition 2.4] in view of [8, Proposition 1.5.1(c),
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Lemma 1.5.2 and Proposition 2.1.1]). Finally, for 1 ≤ i ≤ r, we denote by dµ(i) the
decreasing sequence of the µi successive numbers starting with µ1 + . . .+ µi−1 + µi and
ending with µ1+ . . .+ µi−1+1 (in particular d
µ(1) is the decreasing sequence µ1, . . . , 1).
Note that the row-form of wJ(µ) can be obtained by placing d
µ(1), dµ(2), . . . , dµ(r) one
next to the other in that order.
We now define a map R(µ)→ L(µ) by t 7→ w(t) (t ∈ R(µ)), where w(t) is the element of
Sm obtained from t by replacing, for i = 1, . . . , r , the i’s in t, going through the sequence
from left to right, by the members of dµ(i), in the order they appear in this decreasing
subsequence.
Clearly for t1, t2 ∈ R(µ) with t1 6= t2, we have w(t1) 6= w(t2). Also observe that each
one of the dµ(i) occurs as a decreasing subsequence in the row-form of w(t) whenever
t ∈ R(µ). Now L(µ) (= X−1J(µ)wJ(µ)) consists of precisely those elements of Sm which
have each one of the dµ(i), for 1 ≤ i ≤ r, appearing as a decreasing subsequence in their
row-form. This establishes that the above map from R(µ) to L(µ) is well-defined and
bijective.
As in [11, §13], for the discussion that follows it will be convenient to introduce tableaux
T having repeated entries. Such tableaux will be denoted by capital letters. A tableau
T is said to have type µ (= (µ1, . . . , µr)), if for every i the number i occurs µi times in T .
In analogy with the definition of a semistandard tableau in [11, page 45] we say that a
tableau T is c-semistandard if the numbers are non-decreasing down the columns of T
and strictly increasing along the rows of T . For λ ⊢ m we denote by Tc(λ, µ) the set of
c-semistandard λ-tableaux of type µ. We also let Tc(µ) = ∪λ⊢mTc(λ, µ).
We can make the following observation. Suppose T ∈ Tc(µ) (with µ = (µ1, . . . , µr)  m).
Then symbol i cannot appear in any column of T which is to the right of the i-th column
of T . In particular, T has at most r columns.
Definition 4.1. Let T ∈ Tc(µ).
(i) We define the word of T to be the sequence tT ∈ R(µ) obtained from T going through
the entries of T as follows: Starting from the first column, write down the entries from
bottom to top, then list the entries from bottom to top in the second column, working
across to the last column (compare [4, page 17]). It is easy to see that a tableau T ∈ Tc(µ)
can easily be recovered from its word tT .
(ii) We define PT to be the insertion tableau for the element w(tT ) (∈ L(µ)) in the
Robinson–Schensted process, that is, PT = P (w(tT )).
Given T ∈ Tc(µ), it follows easily from the fact that T is c-semistandard that PT can be
obtained from T by replacing each entry of T with the same number with which we need
to replace the corresponding entry in tT in order to obtain w(tT ). We can say a bit more:
Again from the fact that T is c-semistandard we know that symbol i, for 1 ≤ i ≤ r,
appears at most once in a row of T . It follows that PT is in fact obtained from T by
replacing symbol i, as we go from the bottom to the top row of T , by the members of
dµ(i), in the order they appear in dµ(i).
Recall that w(tT ) ∈ L(µ) whenever T ∈ Tc(µ). Suppose now that T1, T2 ∈ Tc(µ) with
T1 6= T2. Then clearly PT1 6= PT2 . But PT1 = P (w(tT1)) and PT2 = P (w(tT2)). It follows
that w(tT1) and w(tT2) belong to different left cells inside the union of left cells L(µ).
In other words, the correspondence T 7→ PT induces an injection from Tc(µ) to the set
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of left cells contained in the union of left cells L(µ). The following result, which is an
immediate consequence of Young’s rule, will ensure that the correspondence T 7→ PT in
fact induces a bijection between the above sets.
Proposition 4.2. Let µ  m and let λ ⊢ m. Then, the number of left cells C of W = Sm
satisfying C 6L wJ(µ) and shC = λ equals the number of c-semistandard λ-tableaux of
type µ.
Proof. We assume the hypothesis. As in [19], for x ∈ W = Sm, we denote by S
•
F,x the
H-module with F -basis {C ′z+(MˆxjH)F : z ∼R x}. (Note that (MˆxjH)F = MˆF,xjHF since
jH can be extended uniquely to an automorphism jHF of HF .) We aim to show that the
Specht module Sλ
′
F is HF -isomorphic to S
•
F,wJ(λ′)
. For this, we define w = w0wJ(λ)wλ
as in [19, Lemma 3.3] (by w0 we denote the longest element of W = Sm and by wλ
the element wD where D is the unique diagram in D
(λ,λ′)). In view of Result 5, we get
from [19, Lemma 3.3(v)] that shw = shwJ(λ′). From [13, §5] (see also [6, Corollary 5.8])
we get that S•F,w
∼= S•F,wJ(λ′) as HF -modules. From [19, Lemma 3.4] and its proof we also
know that S•F,w
∼= SF,wJ(λ) and that SF,wJ(λ)
∼= Sλ
′
F as HF -modules. We conclude that
S•F,wJ(λ′)
∼= S•F,w
∼= SF,wJ(λ)
∼= Sλ
′
F as HF -modules.
For the remainder of the proof we work under the specialization q1/2 7→ 1 in order to apply
Young’s rule (see, for example, [11, page 51]). Let l be the number of c-semistandard
λ-tableaux of type µ. Then clearly l is the number of semistandard λ′-tableaux of type
µ. From Young’s rule we get that l is the number of times Sλ
′
F (
∼= S•F,wJ(λ′)) occurs as a
composition factor of (MwJ(µ)jH)F .
We conclude, invoking again the result in [13] (or [6]) used earlier in the proof, that l is
the number of right cells C with shC = λ occurring in {w ∈ W : w 6R wJ(µ)} which is
the number of left cells C˜ with sh C˜ = λ occurring in L(µ).
Corollary 4.3. Let w ∈ Sm. Then w 6L wJ(µ) if, and only if, P (w) = PT for some
T ∈ Tc(µ).
At this point we need to recall some definitions in [11].
Definition 4.4. (i) [11, Definition 15.2] Given t ∈ R(µ), the quality of each term (either
good or bad) of t is determined as follows.
(a) All the 1’s are good.
(b) An (i+ 1) is good if, and only if, the number of previous good i’s is strictly greater
than the number of previous good (i+ 1)’s.
(ii) [11, Definitions 15.5 and 15.6] Let λ = (λ1, λ2, . . .) be a sequence of non-negative
integers such that for all i, λi+1 ≤ λi ≤ µi. Then (λ, µ) is called a pair of partitions for
m. In such a case we denote by R(λ, µ) the subset of R(µ) consisting of those sequences
of type µ in which for every i, the number of good i’s is at least λi.
(iii) We define the sharp partition, µ♯(t), of t ∈ R(µ) by µ♯(t) = (µ♯i), where, for i =
1, 2, . . ., the part µ♯i equals the number of good i’s in t. (Then µ
♯(t) is a partition of k
for some k ≤ m. Clearly µ♯(t)  µ, alternatively we can say that (µ♯, µ) is a pair of
partitions for m.)
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Remark 4.5. Suppose (λ, µ) is a pair of partitions for m (recall that µ = (µ1, . . . , µr) 
m), with λ = (λi). Suppose further that t ∈ R(µ). Then µ
♯(t) = λ if, and only if, for
each i there exist precisely λi members of decreasing sequence d
µ(i) in the i-th column
of P (w(t)). Suppose now that µ♯(t) = λ. We can then observe that the λi members of
dµ(i) which appear in the i-th column of P (w(t)) must be contained in the top λi rows
of P (w(t)) and are necessarily the smallest λi members of d
µ(i). (Recall that dµ(i) has
precisely µi members.)
The remaining results of this section give a connection between the notion of pair of
partitions and Kazhdan–Lusztig cells.
Proposition 4.6. Suppose that (λ, µ) is a pair of partitions for m. Define the subsets
L(µ;λ) and L(λ, µ) of L(µ) by L(µ;λ) = {w ∈ W : w = w(t) for some t ∈ R(µ) with
µ♯(t) = λ} and L(λ, µ) = {w ∈ W : w = w(t) for some t ∈ R(λ, µ)}. Then each one of
the sets L(µ;λ) and L(λ, µ) is a union of left cells of W .
Proof. Assume the hypothesis and let λ = (λi). It follows from Corollary 4.3 and Re-
mark 4.5 that L(µ;λ) = {w ∈ W : P (w) = PT for some T ∈ Tc(µ) such that λi is the
number of times i appears in the i-th column of T} = {w ∈ W : P (w) = PT for some
T ∈ Tc(µ) such that λi is the number of members of d
µ(i) in the i-th column of P (w)}.
Moreover, L(λ, µ) = {w ∈ W : w = w(t) for some t ∈ R(µ) such that λ  µ♯(t)  µ} =
∪λνµL(µ; ν).
The required result follows easily from the above observations in view of Result 5.
Remark 4.7. (i) The proof of Proposition 4.6, compare also with Remark 4.5, gives some
additional information to that actually given in the statement of this proposition, as it
provides a precise description of all the left cells (via the Robinson-Schensted insertion
tableau of their elements) occurring in L(µ;λ) and L(λ, µ).
(ii) Keeping the notation introduced in Proposition 4.6 we can also observe that L(λ, µ) =
{w ∈ W : P (w) = PT for some T ∈ Tc(µ) such that the number of i’s in the i-th column
of T is at least λi} = {w ∈ W : P (w) = PT for some T ∈ Tc(µ) such that the number of
members of dµ(i) in the i-th column of P (w) is at least λi}.
Theorem 4.8. Let t ∈ R(µ) and let e ∈ XJ(µ) be defined by e
−1wJ(µ) = w(t) (∈ L(µ)).
Suppose further that d is a prefix of e and let t′ ∈ R(µ) be defined by d−1wJ(µ) = w(t
′).
Then µ♯(t)  µ♯(t′) ( µ).
Proof. Assume the hypothesis. It suffices to consider the case e = ds with l(e) = l(d)+1
(where s is a Coxeter generator, say s = (k k + 1)). It follows that w(t) = e−1wJ(µ) =
sd−1wJ(µ) = sw(t
′). Hence the row-form of w(t) is obtained from the row-form of w(t′)
by interchanging the entries in the k-th and (k + 1)-th positions of w(t′). Suppose i and
j are respectively the entries at the k-th and (k + 1)-th positions of w(t′). The fact that
e = ds with l(e) = l(d)+1 with e, d ∈ XJ(µ) ensures that l(w(t)) = l(w(t
′))+1 and hence
that i < j. Moreover, since e, d ∈ XJ(µ), there exist p, q ∈ {1, . . . , r} with p < q such
that i occurs in sequence dµ(p) and j occurs in sequence dµ(q). Clearly µ♯(t) = µ♯(t′) if
q > p+1. So for the rest of the proof we assume that q = p+1. We first consider the case
where the p in the k-th position of t′ is bad. Interchanging the entries in the k-th and
(k+1)-th positions of t′ then has no effect on the quality of these entries showing that, in
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this case, µ♯(t) = µ♯(t′). Next we consider the case where the p in the k-th position of t′
is good. If the q in the (k+1)-th position of t′ is bad it is again clear that µ♯(t) = µ♯(t′).
Thus, in order to complete the proof, it is enough to consider the case where the p in the
k-th position and the q (= p+ 1) in the (k + 1)-th position of t′ are both good.
Let l1 and l2 be respectively the number of good p’s and the number of good q’s occurring
in the first k + 1 entries of t′. Then, for the case we are considering, we have l1 ≥ l2. If
l1 > l2, it is clear that interchanging the entries in the k-th and (k + 1)-th positions of t
′
does not affect the quality of any of the terms of t′, so again we have µ♯(t) = µ♯(t′) . We
can thus assume that l1 = l2. It follows from this last assumption that by interchanging
the entries in the k-th and (k+1)-th positions of t′, the ‘good’ q which was in the (k+1)-
th position now becomes a ‘bad’ q in the k-th position (the quality of the p which moves
from position k to position k+1 is not affected). Now let k′ ≥ k + 1. Then the above
discussion ensures that the number of good q’s in the first k′ positions of t is less than
or equal to the number of good q’s in the first k′ positions of t′. Similarly, if we consider
successively the way in which the quality of the entries q + 1, q + 2, . . . in t′ can be
affected by interchanging the entries in the k-th and (k + 1)-th positions of t′, we can
see that this last statement is in fact true with q1 in the place of q for any q1 ≥ q. We
conclude that µ♯(t)  µ♯(t′) in this final case also.
Corollary 4.9. Suppose (λ, µ) is a pair of partitions for m and let e ∈ XJ(µ). If
e−1wJ(µ) ∈ L(λ, µ), then d
−1wJ(µ) ∈ L(λ, µ) for any prefix d of e.
Next we list some consequences of Proposition 4.6 for some special cases of µ.
Proposition 4.10. If µ is a partition of m, then L(µ, µ) = {w ∈ Sm : w ∼L wJ(µ)}.
Proof. Immediate from Proposition 4.6 (see also Remark 4.7) in view of Result 5.
Proposition 4.11. Suppose m > 1, r > 1, µr = 1 and that µ (= (µ1, . . . , µr−1, 1)) is a
partition of m. Let λ be the partition (µ1, . . . , µr−1) of m − 1, C the left cell containing
wJ(λ) and X
∗ the set of distinguished left coset representatives of Sm−1 in Sm. Then
L(λ, µ) = X∗C.
Proof. Immediate from Proposition 4.6 (see also Remark 4.7) in view of Result 6.
Remark 4.12. (i) The last two results give a connection between sequences and pairs
of partitions and certain C-bases for the Specht module and the induced Specht module
we have described earlier on (see, in particular, Result 4 and the proof of Theorem 3.5).
(ii) It follows from Theorem 4.8 that the set T = {e ∈ XJ(µ) : e
−1wJ(µ) ∈ L(λ, µ)} satisfies
the Schreier property (that is, it contains all prefixes of all its elements). In both of the
special cases considered in Propositions 4.10 and 4.11 we also have, in view of the results
in Section 3, that the set T1 = L(µ) \ {e
−1wJ(µ) : e ∈ T} has the property that x ∈ T1
whenever y ∈ T1 and x 6L y. It would be interesting to investigate whether this last
property still holds in the more general case of λ and µ considered in Theorem 4.8.
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