We study the problem of folding an ordered list of standard and custom cells into rows of a chip so as to minimize either the routing area or the total chip area. Nine versions of the folding problem are formulated and fast polynomial time algorithms are obtained for each. Two of our formulations correspond to problems formulated in Paik and Sahni [1993] for the folding of a stack of bit-slice components. Our algorithms for these two formulations are asymptotically superior to those of Paik and Sahni [1993].
INTRODUCTION
Standard cell and gate array design styles are characterized by a row (column) organization of the layout. The layout area is divided into a number of parallel rows separated by routing channels as shown in Figure  1 . The layout problem is generally divided into two independent subtasks: placement and routing. In the placement step the appropriate locations and orientations of the standard cells are decided. In the routing step, the required connections are added.
One approach to placement is linear ordering with folding [Shragowitz et al. 1988; Kang 1983; Cox and Carroll 1980] . In this approach, the placement is divided into two distinct steps. The first is linear ordering in which an order of the cells is determined so as to minimize the connection length or minimize maximal density of connections for cells positioned in one line. The folding step maps the linear order into the row structure of the chip. As an example of folding, consider the cell ordering C 1 , . . . , C n . In Figure 1 , the cells have been mapped (or folded), using this cell order, into the row structure of the chip. The first fold point is C i . As a result, cells C 1 , . . . , C i are placed, in this order, left-to-right, in the first row of the chip. If the next fold point is C k , then the cells in the second row are C iϩ1 , . . . , C k , right-to-left. Thus once the fold points are known, cells may be mapped in a snake-like fashion into the chip rows. Although other folding schemes such as block folding have been considered in Kang [1983] and Cox [1980] , in this article we limit ourselves to the scheme just described. The linear ordering problem is NP-hard and heuristic strategies are discussed in Shragowitz et al. [1988] to minimize the connection length as well as maximal density of connections. The greedy strategy is adopted in Shragowitz et al. [1988] to fold the ordered cells. In this, cells are packed into the current row as long as there is space. When the next cell does not fit into the current row, a new row is begun.
In this article we consider only the second step of the placement approach just described. We begin with an ordered component list C 1 , C 2 , . . . , C n and develop algorithms to fold this list into rows. Suppose the list is folded at C i . The channel height needed between the rows containing C i and C iϩ1 may be estimated [Heller et al. 1977 ] using the number of nets that have a pin in one of the components C 1 , . . . , C i as well as in one of the components C iϩ1 , . . . , C n . Let this height estimate be l i , 1 Յ i Ͻ n. Let l n ϭ 0.
We study the following folding problems:
(1) Standard cell folding to minimize total routing channel area subject to a chip width constraint W (i.e., the chip width is fixed at W). Because each routing channel has the same width, the chip area assigned for routing is minimized when the sum of the channel heights is mini- mized. This problem is solved in O(n) time using dynamic programming (Section 3.1). Note that whenever we use the term chip area, we could instead use subchip area. (2) Standard cell folding to minimize chip area subject to a chip width constraint W. In this problem both routing area and the area assigned for the components is considered. Because the chip width is fixed at W, area minimization is equivalent to minimizing chip height. In Section 3.1, we use dynamic programming to obtain an O(n) algorithm for this problem. (3) Standard cell folding to minimize total routing area subject to a total routing channel height constraint H. This problem differs from Problem (1) only in that the total height of the routing channels is fixed at H, and their width is variable rather than the routing channels having variable total height and fixed width W. In Section 3.2 we show how to solve this problem in O(n log n) time. (4) Standard cell folding to minimize chip area subject to a chip height constraint H. This problem is solved in O(n log n) time in Section 3.2. (5) Standard cell folding using equal height channels of width W. We are to find a folding that uses channels of minimum height. Among all such foldings, one that uses the fewest number of routing channels (and hence fewest number of component rows) is to be found. In Section 4.1, we develop an O(n log n) time algorithm for this problem. However, for most practical instances, the algorithm has run-time O(n). (6) Standard cell folding using equal height routing channels of width W.
Find a folding that minimizes the total chip area. This can be done in O(n 2 ) time (see Section 4.2).
(7) Standard cell folding using equal height channels and a chip of height H. The folding should minimize the total chip area. Our algorithm for this problem can be found in Section 4.3. Its complexity is O(n 2 log n).
(8) Custom cell folding to minimize total chip area subject to a chip width W. Note that in standard cell layout, all cells/components/modules have the same height and may have variable widths. In custom cell layout, the cells may differ in both height and width. We assume that the cell row height is set to be the height of the tallest cell assigned to that row. In Section 5.1, we develop an O(n log n) algorithm for this problem. (9) Custom cell folding to minimize total chip area subject to a chip height constraint H. We solve this problem in Section 5.2 using an algorithm of complexity O(n log 2 n).
We note that Problem (8) has been studied previously in Paik and Sahni [1993] in the context of bit-slice stack folding. The algorithm developed there has complexity O(n 2 ) whereas ours has complexity O(n log n). Problem (9) has also been studied in Paik and Sahni [1993] . Our O(n log 2 n) algorithm is an improvement over the O(n 2 log n) algorithm developed there.
Inasmuch as some of our algorithms use the parametric search technique, we begin in Section 2 with an overview of this.
PARAMETRIC SEARCH
In this section we provide an overview of the parametric search method of Frederickson [1992] which uses developments by Johnson [1983, 1984] and Frederickson [1991] . This overview has been tailored to suit our application here and is not as general as those provided in the literature mentioned.
The inputs and output of parametric search are given in the following.
Inputs to Parametric Search:
(1) A sorted matrix of O(n 2 ) candidate values M ij , 1 Յ i, j Յ n. By sorted, we mean that
The matrix is provided implicitly. That is, we are given a way to compute M ij , in constant time, for any value of i and j. (2) A criterion function F that has the property that if F(x) is not satisfied, then F( y) is not satisfied (i.e., it is infeasible) for all y Յ x. Similarly, if F(x) is satisfied (i.e., it is feasible), then F( y) is feasible for all y Ն x.
Output From Parametric Search: The least M ij that satisfies the criterion function F.
In a parametric search, the minimum M ij that satisfies F is found by trying out some of the M ij S. As different M ij S are tried, we maintain two values 1 and 2 , 1 Ͻ 2 with the properties:
Initially, 1 ϭ 0 and 2 ϭ ϱ (we assume F is such that F(0) is infeasible, F(ϱ) is feasible, and M ij Ͼ 0 for all candidate values). To determine the next candidate value to try, we begin with the matrix set S ϭ {M}. At each iteration, the matrices in S are partitioned into four equal size matrices (assume, for simplicity, that n is a power of 2). As a result of this, the size of S becomes four times its previous size. Next a set T comprised of the largest and smallest elements from each of the matrices in S is constructed. The median of T is the candidate value x to try next. The following possibilities exist for x and F(x):
(1) x Յ 1 . Because F( 1 ) is infeasible, F( y) is infeasible for all y Յ 1 .
Therefore F(x) is infeasible. (2) x Ն 2 . Now F(x) is feasible.
(3) 1 Ͻ x Ͻ 2 . F(x) may be feasible or infeasible. This is determined by computing F(x). If x is feasible, 2 is set to x. Otherwise, 1 is set to x.
Following the update (if any) of 1 or 2 resulting from trying out the candidate value x, all matrices in S that do not contain candidate values y in the range 1 Ͻ y Ͻ 2 may be eliminated from S.
A more precise statement of the search process is given by procedure PSEARCH (Figure 2 ). This procedure may be invoked as PSEARCH ({M}, 0, ϱ, n, 0) . dimension is the current number of rows or columns in each matrix of S and finish is a stopping rule. The search for the minimum candidate that satisfies F is terminated when the number of remaining candidates is Յ finish. If 2 ϭ ϱ when PSEARCH terminates, then none of the candidate values is feasible. If 2 is finite, then it is the smallest candidate that is feasible.
Because we have assumed n is a power of two, each time a matrix is divided into four the submatrices produced are square and have dimension that is also a power of 2. Inasmuch as M is provided implicitly, each of its submatrices can be stored implicitly. For this, we need merely record the matrix coordinates (indices) of the top left and bottom right elements 
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• (actually, the latter can be computed from the former using the submatrix dimension). The multiset T required on each iteration of the for loop is easy to construct because of the fact that M is sorted. Note that because M is sorted, all its submatrices are also sorted. Consequently, the largest element of each submatrix is in the bottom right corner and the smallest is in the top left corner. These elements can therefore be determined in constant time per matrix of S.
THEOREM 2.1 [Frederikson 1992]
The number of feasibility tests F performed by procedure PSEARCH when started with S ϭ {M}, M an n ϫ n sorted matrix that is provided implicitly is O(log n), and the total time spent obtaining the candidates for feasibility test is O(n).
COROLLARY 2.1 Let t(n) be the time needed to determine if F(x) is feasible. The complexity of PSEARCH is O(n ϩ t(n) log n).
For some of the algorithms we describe later, PSEARCH will be initiated with ԽSԽ Ͼ 1 (i.e., S will contain more than one M matrix initially; all matrices in S will still be of the same size). To analyze the complexity of these algorithms, we use the following theorem and corollary.
THEOREM 2.2 [Frederickson 1992] If PSEARCH is initiated with S containing m sorted matrices, each of dimension n, then the number of feasibility tests is O(log n) and the total time spent obtaining the candidate values for these tests is O(mn). COROLLARY 2.2 Let t(n) be as in Corollary 2.1. The complexity of PSEARCH under the assumptions of Theorem 2.2 is O(mn ϩ t(n) log n).
Although we have described PSEARCH under the assumption that the matrices of candidate values are square and of dimension a power of 2, parametric search easily handles other matrix shapes and sizes. For this, we can add more rows at the top and columns to the left so that the matrices become square and have a dimension that is a power of two. The entries in the new rows and columns are 0. This does not affect the asymptotic complexity of PSEARCH. Alternatively, we can modify the matrix splitting process to partition into four roughly equal submatrices at each step. The details of these generalizations are given in Frederickson and Johnson [1983; 1984] and Frederickson [1991; 1992] .
Procedure PSEARCH is a restricted version of procedure MSEARCH of Frederickson [1992] . An alternative search algorithm in which the for loop is iterated twice, once with T being the multiset of the largest values in S and once with T being the multiset of the smallest values in S is given in Johnson [1983, 1984] .
STANDARD CELL FOLDING (PROBLEMS (1)-(4))
Our discussion of Problems (1)- (4) is divided into two parts. In Section 3.1, we consider Problems (1) and (2). In both of these, the chip width and hence the cell and routing channel widths are fixed at W. In Section 3.2, we consider Problems (3) and (4) in both of which the chip height is fixed at H. In all four problems, the routing channels have variable height. Each cell and hence each cell row has height h. The width of cell i is w i , 1 Յ i Յ n.
In the case of fixed chip width W, we may assume that w i Յ W, 1 Յ i Յ n. (1) and (2)) We first consider Problem (1). In this we are to minimize the total routing area. Because the channel widths are fixed at W, it is sufficient to minimize the sum of channel heights. Suppose that C 1 , . . . , C n is folded at C i in an optimal folding X. Then the folding of C 1 , . . . , C i in X as well as that of C iϩ1 , . . . , C n must be minimum area foldings. Hence the principle of optimality holds and we can use dynamic programming [Horowitz and Sahni 1978] .
Width Constrained Case (Problems
Let f(i, s), i Յ s, denote the minimum sum of channel heights when the component list C i , . . . , C n is folded such that C i , . . . , C s are in one cell row and the first fold is at C s (thus C sϩ1 is in the next cell row). It is easy to see
To see the validity of this, note that when w is Ͼ W, the placement of cells C i , . . . , C s in the same row is infeasible. This is modeled by a chip height of ϱ. When w is Յ W, the placement is feasible, the channel height between this row and the next is l s , and the placement of cells C sϩ1 , . . . , C n must result in minimum channel height for the remaining channels. When we consider f(i ϩ 1, s), we see that the height of the first channel is also l s and the sum of heights of the remaining channels must be minimum for
The solution to Problem (1) is obtained by first using Equations (1) and (2) to determine f(i, s), 1 Յ i Յ s Յ n and then determining the minimum of
The minimum of the f(1, j)s can be obtained in O(n). So the overall time needed to solve Problem (1) using Equations (1) and (2) is O(n 2 ). A more careful implementation of the dynamic programming algorithm results in a complexity O(n). First we compute the suffix sums
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From the suffix sums, each w is can be computed in O(1) time using
Next, from Equation (1) we see that for i Ͻ s and w is Յ W:
Therefore Equation (1) 
Using Equation (3), Equation (2) may be rewritten as:
The minimum total routing height needed is min 1ՅiՅn and w1iՅW ͕F ͑i͖͒ .
Thus Problem (1) may be solved by computing the n F(i)s using Equation (4) (rather than the O(n 2 ) f(i, s)s using Equations (1) and (2)) and finding the minimum of O(n) F(i)s in Equation (5). To compute the F(i)s using Equation (4), we begin with F(n) ϭ 0 and compute F(n Ϫ 1), F(n Ϫ 2), . . . , F(1), in that order. To compute an F(i) we need to find the minimum of a multiset S i of previously computed Fs. Specifically,
From Observation 3.1.1, it follows that S iϪ1 may be computed from S i , 1 Ͻ i Յ n by eliminating those F(q)s for which w i,q Ͼ W and adding in F(i) (note that, by assumption, w i ϭ w ii Յ W). PROOF. There are two parts to the working of procedure MinimizeHtStandard. The first one is computing F(i), in which deletions of F(.)s can occur. The second one is inserting the computed F(i) at the appropriate place in the array.
The procedure maintains the following invariant at the start of each iteration of the for loop.
It is clearly true when i ϭ n Ϫ 1 as head ϭ tail. The invariant is true at the start of the iteration and so Result [head] .F is the minimum maintained F(.) value. The component number is maintained in Result [head] .q. We check whether Q[i ϩ 1] Ϫ Q [Result[head] .q ϩ 1] Ͼ W and, if so, by virtue of Observation 3.1.1 we can eliminate this value. We do so by decrementing the head pointer. We keep repeating this until we find a record k ϭ Result [head] .q such that
This record pointed to by head has the minimum of the maintained F(.) values. We compute F(i) and store it in temp. Notice that at the end of the while loop, we have deleted a few F(.)s and the invariant property still holds.
The invariant holds before the start of the second while loop. Here we start at tail. If the inequality is true, then we delete the record and this is justified by Lemma 3.1.1. We keep doing so until temp Ͼ Result [tail] .F. Then we decrement the tail pointer and store the temp record. Thus the invariant holds at the end of the iteration. Consequently, the invariant holds at the start of each iteration of the for loop and the Fs are correctly computed.
The minimum height layout is the minimum of the maintained F(. Whenever the pointers head or tail are advanced in the while loops, we delete F(.) values. This cost can be charged towards deletion of F(.) values. The remaining code within the for loop takes O(n) amortized time. The complexity of the procedure MinimizeHtStandard is clearly O(n), as no more than n deletions can take place. Using standard dynamic programming traceback techniques [Horowitz and Sahni 1978] , the fold points can be obtained in additional O(n) time.
Problem (2), that is, minimize total area rather than just routing area may be done in a similar way. Let f(i, s), i Յ s now denote the minimum 
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• V. Thanvantri and S. Sahni chip height for the component list C i , . . . , C n assuming the first fold is at s. As before f(n, n) ϭ 0 and Equation (1) holds for i Ͻ s. Equation (2) needs to be replaced by
Using Equations (1) and (6) and the development for Problem (1), an O(n) time algorithm for Problem (2) may be obtained.
Height Constrained Case (Problems (3)-(4))
The solutions to Problems (3) and (4) are similar. Both use parametric search and we describe only the solution to Problem (3). Inasmuch as the total height of the routing channels is fixed at H, the area assigned for routing is minimized by minimizing the chip width W. To use parametric search to minimize W, we must do the following:
(1) Identify a set of candidate values for the minimum W. This set must be provided as a sorted matrix with the property that each matrix entry can be computed in constant time. (2) Provide a way to determine if a candidate width W is feasible, that is, can the component stack be folded using total channel height H and width W?
For the feasibility test of (2), we can use procedure MinimizeHtStandard of Figure 3 by setting W to the candidate value being tested and then determining if MinimumHtStandard Յ H following the execution of the procedure. Next, we provide an n ϫ n sorted matrix M (n is the total number of components in the component list) of candidate values for the minimum width. To determine the candidate matrix M, we observe that the width of any layout is given by ͚ q ϭ i j w q for some i, j, 1 Յ i Յ j Յ n. This formula gives us the width of the segment that contains components C i throught C j . Let the matrix R be as follows:
It is easy to see that one of the R ij s is the minimum W. In fact, the minimum R ij for which a height H folding is possible is the minimum width height-H folding. From the definition of R, it follows that
From R, we obtain the sorted array M of candidate values by letting M ij ϭ R nϪiϩ1,j . We now show how the elements of M may be computed 
Thus, if we precompute the T i s each M ij can be determined in constant time. The precomputation of the T i s takes O(n) time. Because feasibility testing takes linear time, from Corollary 3.1.1, it follows that the complexity of the described parametric search to find the minimum width folding is O(n ϩ t(n)log n) ϭ O(n ϩ n log n) ϭ O(n log n).
STANDARD CELL FOLDING (PROBLEMS (5)-(7))
In this section we deal with layouts that have fixed channel area, for example, semicustom chips in which each routing channel is of the same height.
Minimum Channel Height (Problem (5))
We may view the result of any width W folding as the transformation of the component list C 1 , . . . , C n into a new component list B 1 , . . . , B k , k Յ n where B i represents the components folded into row i of the layout. The width of each B i equals the sum of the widths of the components assigned to cell row i, and this is Յ W. Also, the routing channel between rows i and i ϩ 1 must have height at least equal to l j i where C j i is the last component assigned to cell row i. We see that
and height of channel͑i͒ Ն l ji , where j 0 ϭ 0. When channel heights are the same, the height must be at least max 1
With this knowledge, we can develop a greedy algorithm to minimize channel height. In this we repeatedly combine pairs of components (this is equivalent to assigning them to the same cell row or B i ) so that no created component has width greater than W. The pairs are chosen in nonincreasing order of l i . The greedy algorithm is given in Figure 4 . Each set of combined components is represented by a pointer, last, from the first component to the last and another pointer, first, from the last component to the first. The width of the combined component is kept in the first elementary component of the combined component.
In the algorithm of Figure 4 we initialize the combined component blocks to consist of elementary components in the first for loop. The sort gives us the order in which the ls are to be "eliminated" so that the maximum of the remaining ls is the minimum. In the while loop ls are eliminated by combining blocks. This is done until the next highest l (we assume that ͚ w i Ͼ W so it is not possible to eliminate all ls). The highest remaining l is l [p[i] ] and this is the smallest channel height needed.
To establish the correctness of the procedure, suppose that the minimum channel height folding has a channel height of h. Therefore there is a folding in which no component C i with l i Ͼ h is the last component in a cell row. Equivalently, no such C i is the last component of any of the B j s. Hence every such C i is in the same B j as C iϩ1 . Because procedure MinChannelHeight combines pairs of cell blocks in nonincreasing order of l i it will eliminate all L i s greater than h as when these L i s are eliminated, the cell combinations are the same as in the optimal folding. Therefore the minimum channel height computed by the procedure is h. Because the combinations are the same as in the optimal folding, the same number of B j s result. Hence the number of cell rows and routing channels is also minimum.
For the complexity of the procedure, we see that except for the sort step, the others take O(n) time. The sort can be done in O(n log n) time. However, in practice, max{l i } Ϫ min{l i } ϭ O(n) and the sort can be done in O(n) time using a radix sort with radix O(n) (i.e., a bin sort) [Horowitz and Sahni 1994] . One may also verify that the minimum number of cell rows 
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• needed is obtained by doing a greedy folding on the combined components that remain when procedure MinChannelHeight terminates.
Minimize Chip Area Subject to Width Constraint (Problem (6))
First, consider a modified version of Problem (6) in which in addition to the chip width W, we are given the height L of each routing channel. We are to fold the components so as to minimize the total chip area. To solve modified Problem (6) in linear time, we first make a pass over all the components and combine components C i and C iϩ1 if l i Ͼ L. If any component that results has width ϾW, L is an infeasible channel height. Following the combining of blocks in this way, the resulting blocks are packed into cell rows in a greedy manner (i.e., a new cell row is started only if the component being placed does not fit in the current cell row). The fact that this minimizes the number of cell rows and hence chip area is easily verified.
Problem (6) can be solved using the solution to modified Problem (6) by trying out all O(n) possible values for L (i.e., the distinct l i s) and seeing which minimizes overall area. (Actually only l i s that are no less than the minimum feasible L as determined by Problem (5) need be tried.) The resulting complexity is O(n 2 ).
Minimize Chip Area Subject to Height Constraint (Problem (7))
As for Problem (6), we define a modified Problem (7) in which the channel height L is known. This modified problem is solved using parametric search. The candidate values are described by the same M matrix as used in Section 3.2. The solution to modified Problem (6) is used for the feasibility test. This enables us to solve the modified version of Problem (7) in O(n log n) time. Now, by trying out all O(n) possible L values (as in Section 4.2) the minimum area folding can be determined. The overall time complexity is O(n 2 log n).
CUSTOM CELL FOLDING (PROBLEMS (8) AND (9))
In this section, we relax the requirement that all components have the same height h. Let h i be the height of C i . If C i , . . . , C j are assigned to the same cell row and no other components are assigned to this row, then the cell row height is
The height of the folding is the sum of the heights of the cell rows and routing channels.
Width Constrained Folding (Problem (8))
Because the chip width is fixed at W, chip area is minimized by minimizing chip height. Let R ij ϭ max iՅqՅj {h q }, 1 Յ i Յ j Յ n. Let f(i, s), i Յ s be the minimum height into which C i , . . . , C n can be folded such that the first fold is at C s . Following the development of Section 3.1, we see that f (n, n) ϭ h n , and for i Ͻ s,
and for i ϭ s, f͑i, i͒ ϭ min
The minimum height into which the folding can be done is min 1 Յ qՅn {f(1, q)}. As described in Section 3.1, the set of dynamic programming equations can be solved in O(n 2 ) time. However, the development of Section 3.1, that results in an O(n) time solution does not apply to the new set of equations. Instead we are able to solve problem 8 in O(n log n) time.
Define
Substituting into Equation (7), we get
From Equation (8), we get
The height of the minimum height folding is
Beginning with F(n) ϭ f(n, n) Ϫ h n ϭ 0, the remaining Fs may be computed, in the order F(n Ϫ 1), . . . , F(1), by using Equation (10). To use Equation (10), we keep a multiset S i of F values as in Section 3.1. We begin
Optimal Folding
• with S n ϭ {F(n)} and rewrite Equation (10) as:
Observation 3.1.1 applies to Equation (12) and we may eliminate from S i any F(q) for which w iϩ1,q Ͼ W.
Using Observation 5.1.1 and Equation (12) we can show that Lemma 3.1.1 applies for the computation of the Fs as defined in this section.
Now we devise a method to find the minimum in Equation (12) Flist.q and Flist.F. Flist.F ϭ F(Flist.q) , that is say F(8) ϭ 50, then there is a record which has Flist.q ϭ 8 and Flist.F ϭ 50. There are two pointers, head and tail that are used. Initially, head ϭ tail ϭ n. At any point, the head and tail have values such that head Ն tail and F(head) . This data structure is same as the one used in Section 3.1.
When computing F(i) we need to associate F(q) values with R iϩ1,q , and find the minimum of these values. Suppose h q Ͼ h qϩ1 , then R iq ϭ R i,qϩ1 from Observation 5.1.2. Associate the values F(q) and F(q ϩ 1) with R i,q in this case. In general, if R i,q ϭ R i,qϩ1 ϭ R i,qϩ2 ϭ . . . ϭ R i,l , then we have a single Hlist record with h g value and associated with it the values F(q), F(q ϩ 1), . . . , F(l). Note that the F(.) values must satisfy the condition: [Hlist. top] .F is the minimum F(.) value associated with this record. Note that every F(.) value is associated with a unique Hlist record. We generate the value Flist [Hlist.top] .F ϩ Hlist.hvalve (which is F(q) ϩ R i,q ) and store it in Hlist.gvalue (generated value). These generated values are used to construct a winner tree T (see Horowitz and Sahni [1994] ).
The winner of the tree T is the minimum we are looking for when computing F(i). Let an Hlist record be active if Hlist.gvalue ϱ. The pointers left and right, left Յ right, are used to point to the currently active list of Hlist records. Hlist [left] is the leftmost active record and Hlist [right] is the rightmost active record.
The procedure MinimizeHtCustom is given in Figure 5 . The pointers are initialized and the winner tree T initialized. In the procedure DeleteValue (i), the F(l) values that satisfy the conditions in Observation 3.1.1, that is F(l) values such that
The procedure DeleteValue is given in Figure 6 . The Boolean bool keeps track of whether an Hlist record has been made inactive. If so, it moves the pointer right to left to point to an active Hlist record. Also, the winner tree T is adjusted to update the current minimum. The call to function Adjust Winner Tree takes O(log n) time [Horowitz and Sahni 1994] . Note that the winner tree T is adjusted a maximum of two times whenever an F(.) value is deleted. Let the number of deletes when Delete Value is invoked be x. Then the time complexity of Delete Value is O(x log n).
The procedure Insert Value(i) first finds the winner of the tree T. This is added with l[i] to get F(i) as in Equation (12). Once we find F(i), we then insert an Hlist record with Hlist.hvalue ϭ h [i] , and the F(.) value is inserted in the array of Flist records. The winner tree T is then adjusted. In the first while loop of the InsertValue, conditions of Lemma 3.1.1 are checked. If the conditions apply, then the F(.) values are deleted and the winner tree adjusted. Let the number of F(.) value deletions be y. In the second while loop of the InsertValue, it is checked to see whether the conditions of Observation 5.1.2 apply. If so, the F(.) records of the adjacent Hlist record are added to the current Hlist record and the record moved. The winner tree is then adjusted. Every time, the conditions of Observation 5.1.2 apply in the while loop, we spend O(log n) time. That is, every time 
• the conditions apply we merge two adjacent Hlist records. Let the number of merges in a single invocation of InsertValue be z. The total time taken by a single invocation of InsertValue, assuming y F(.) values are deleted and z Hlist merges take place, is O(( y ϩ z ϩ 1)log n) time.
Note that not more than n F(.) values can be deleted in total, and not more than n Hlist records can be merged in total. This implies that the total time taken by the procedure MinimizeHtCustom is O(n log n). In contrast, the algorithm of Paik and Sahni [1993] for the same problem takes O(n 2 ) time.
Height Constrained Folding (Problem (9))
To obtain the minimum height folding, given the width of the folding W, we use parametric search in conjunction with the procedure MinimizeHtCustom developed in Section 5.1. The procedure MinimizeHtCustom is used for the feasibility testing. In feasibility testing, we are given the width x of the layout and we test whether it is possible to obtain a folding such that the height of the folding is ՅH. The set of candidate values is the same as the ones described in Section 3.2. The feasibility testing takes O(n log n) time, and from Corollary 2.1, the total time taken to obtain the minimum height folding is O(n ϩ n log n ‫ء‬ log n) ϭ O(n log 2 n). The same problem is solved in O(n 2 log n) time in Paik and Sahni [1993] . 
EXPERIMENTAL RESULTS
The procedure MinimizeHtStandard (Figure 3 ) 7 was programmed in C and run on a SUN 4 workstation. The solution produced by MinimizeHtStandard was compared to the one obtained using the greedy heuristic of Shragowitz [1988] . The data for these programs were produced by having a linearly ordered list of cells and making interconnections between the cells using a random number generator. The connections were prioritized so that there were a large number of connections between cells that were close together. The test instances had n ϭ 100, 400, and 1000. For each value of n, 100 instances were generated. The results are given in Table I . The column labeled "Greedy" ("Ours") gives the average height of the solutions produced by the greedy (MinimizeHtStandard) algorithm; that labeled "Min" gives the minimum (over 100 test data) height difference between the solution produced by the greedy algorithm and our algorithm (i.e., height of greedy solution Ϫ height of our solution); the column labeled "Max" gives the maximum value of this difference; and that labeled "Std" gives the standard deviation of the difference. As can be seen, our algorithm always produce solutions that are at least as good as those produced by the greedy heuristic. On average, our solutions are 10 to 12% better and the maximum height reduction observed was approximately 30%. The average run-times of the two algorithms are given in Table II . Because for each n the observed run-times are relatively insensitive to the instance particulars, we do not provide the min, max, and standard deviation in the run-times. Our algorithm, on the average, took about three times the time taken by the greedy heuristic. The algorithm MinimizeHtCustom was programmed and the run-times compared with the algorithm of Paik and Sahni [1993] . The results of the experiments are shown in Table III . Both programs were written in C. It is evident that our algorithm is considerably superior to that of Paik and Sahni [1993] . Because both algorithms generate optimal solutions, the chip area is the same using either.
CONCLUSION
We have developed optimal algorithms to fold a linearly ordered list of standard and custom cells. Several optimization constraints were considered. These resulted in a total of nine problem formulations. Two of these correspond to problem formulations for the bit-slice stack folding problem studied in Paik and Sahni [1993] . The algorithms we have developed for these two cases are asymptotically superior to those developed in that paper. Experimentation with one of these shows that the asymptotic superiority of our algorithms translates into a much reduced execution time. For the other formulations, heuristics were proposed in Shragowitz et al. [1990] . Our algorithms have acceptible asymptotic complexity and guarantee optimal solutions. In fact, experiments conducted with one yielded foldings with smaller chip area on all tested instances.
