Objective: Automated analysis of MRI with deep regression has the potential to provide medical research with a wide range of biological metrics, inferred at high speed and accuracy. Methods: The UK Biobank study has successfully imaged more than 32,000 volunteer participants with neck-toknee body MRI. Each scan is linked to extensive metadata, providing a comprehensive survey of imaged anatomy and related health states. Despite its potential for research, this vast amount of data presents a challenge to established methods of evaluation, which often rely on manual input. In this work, neural networks were trained for regression to infer various biological metrics from the neck-to-knee body MRI automatically, with a ResNet50 in 7-fold cross-validation. No manual intervention or ground truth segmentations are required for training. The examined fields span 64 variables derived from anthropometric measurements, dual-energy X-ray absorptiometry (DXA), atlasbased segmentations, and dedicated liver scans. Results: The standardized framework achieved a close fit to the target values (median R 2 > 0.97). Interpretation of aggregated saliency maps indicates that the network correctly targets specific body regions and limbs, and learned to emulate different modalities. On several body composition metrics, the quality of the predictions is within the range of variability observed between established gold standard techniques. Conclusion and Significance: The deep regression framework robustly inferred a wide range of medically relevant metrics from the image data. In practice, this technique could provide accurate, image-based measurements for medical research months or years before the more established reference methods have been fully applied.
I. INTRODUCTION
As part of the UK Biobank study [1] 100,000 volunteer participants are to be examined with magnetic resonance imaging (MRI). Among the scheduled imaging protocols is neck-to-knee body MRI, resulting in volumetric images with separated water and fat signal. These scans contain comprehensive information about the anatomy of each subject and are accompanied by a wide range of other collected metadata, spanning anthropometric measurements, questionnaires, biological samples, health outcomes, and more. Many of these properties also express themselves in the morphology of the human body and could potentially be inferred by image-based biometry. Techniques involving neural networks have been previously proposed for the analysis of brain MRI for detection of premature aging [2] , early symptoms of Alzheimers disease [3] and mental disorders [4] . In heart MRI, related approaches were able to perform measurements of volumes and wall thicknesses of the heart [5] . Similarly, analyses of retinal fundus photographs showed that neural networks were able to leverage image features for the prediction of properties including age, gender, smoking status and blood pressure [6] . Many of these findings were unexpected as the underlying features are often not easily accessible even to human experts. Research in metabolic and cardiovascular disease has led to increased interest in strategies for the automated analysis of body composition [7] . Individualized measurements of fat and muscle compartments in the body have the potential to provide new insight into the development of various medical conditions at greater detail than analyses based on anthropometric measures such as the body mass index (BMI) [8] . The amount of visceral adipose tissue in particular varies substantially between individuals and is directly related to cardiac and metabolic risk [9] . A more fine-grained analysis is of interest in research such as within the UK Biobank study itself [10] but also as a potential tool for disease screening and individualized treatments. Several imaging techniques exist for the measurement of body fat, including CT and dual-energy X-ray absorptiometry (DXA) [11] based on two-dimensional coronal projections. Chemical-shift encoded water-fat MRI acquires separate volumetric water and fat signal images which have the potential to allow for measurements without ionizing radiation, but can be challenging to evaluate. For the delineation of individual adipose tissue depots in these images various methods have been proposed [12] . Automated image analysis with convolutional neural networks for segmentation has been increasingly common for images of this kind [13] [14] as well as for CT images [15] [16] , but requires carefully prepared ground truth segmentation images. In this work, neural networks were trained for biometry on UK Biobank neck-to-knee body MRI, with main focus on body composition. The proposed approach extends a previously presented method for automated age estimation [17] and performs a regression, so that no ground truth segmentation images or manual corrections are required, and a numerical target label is used instead. The chosen fields instead range from anthropometric measurements to values from dualenergy X-ray absorptiometry (DXA), multi-atlas-based MRI segmentations, dedicated liver scans and various other sources.
The following contributions are made:
• Extension of a framework for age estimation from UK Biobank neck-to-knee body MRI [17] • Heavy optimization and standardization • Inference of 64 biological metrics (beyond just age) • Extensive validation of both framework and predictions • Aggregated saliency analysis [17] To our knowledge, no comparable technique with convolutional neural network regression has been previously applied to neck-to-knee or whole-body MRI for inference of biological metrics other than age. Essential code, documentation and supplementary material has been made available for reproducibility and further use. 1 
II. METHODS
A fixed convolutional neural network configuration was trained in cross-validation on two-dimensional representations of the neck-to-knee body MRI. For each examined property, the network was evaluated based on the generated predictions and saliency maps, highlighting relevant image features.
A. Image data
Of the planned 100,000 MRI scans, 32,323 were available at the time of writing. The recruitment was organized by letter from the National Health Service and the vast majority of participants (94%) self-reported their ethnicity as white British in the initial assessment visit. All scans were acquired at three different centers in the United Kingdom in an imaging time of about six minutes with a dual-echo Dixon technique [18] on a Siemens Aera 1.5T device. The scanned area typically covers the body from neck to knee, whereas the arms and other parts of the body that extend laterally are usually not visible or subject to heavy distortion and artifacts [19] . For our experiments those scans that contained water-fat swaps and other artifacts such as excessive noise, unusual positioning and artificial knee replacements were excluded by visual inspection of the projections by one operator, leaving 31,172 images for training. The volumetric scan stations for a given subject were resampled to a resolution of 2.23 mm × 2.23mm × 3mm and combined into a volume of 370 × 224 × 174 voxels. This volume was then cropped and compressed into a downsampled, two-dimensional format showing a coronal and sagittal mean intensity projection with a fat and water signal channel. Each subject was accordingly represented by a two-channel image of 256 × 256 pixels, as seen in Fig. 1 , stored in 8bit format for easier processing.
B. Biological metrics
From the thousands of non-imaging properties collected in the UK Biobank study, a subset of 64 fields with relevant biological metrics was chosen. More than half of the chosen fields are results of the DXA scan for body composition [20] [11], comprising fat and lean mass and percentages in the 1 https://github.com/tarolangner/mri-biometry abdomen, trunk, arms and legs. The second largest group of measurements consists of abdominal composition metrics based on multi-atlas-based segmentations performed by the company AMRA Medical [21] [19] [22] on the neck-toknee body MRI scans. The measurements describe volumes of adipose tissue depots and muscle groups in the abdomen, trunk and thighs. An additional group of fields contains the basic features of age, sex (1 for male, 0 for female), height, and weight. The age was derived from the year (field 34) and month of birth (field 52) as well as the scanning date from DICOM (field 20201), so that it is accurate to about 15 days [17] . The last group consists of miscellaneous fields, such as circumferences of the hip and waist, BMI, the liver fat percentage from a dedicated liver MRI [23] , the pulse rate on the imaging visit, and the measured grip strength of the right hand, often used as an biomarker for cardiovascular health. Of the 32,323 imaged subjects, only 3,048 have valid entries for all of the chosen fields. These subjects serve as a basis for the saliency analysis. The feature space of the 64 chosen fields for these subjects is visualized in Fig. 2 and showcases some of the underlying patterns relating to sex and body composition. In the following sections, the UK Biobank fields are referred to as reference or ground truth values, together with descriptive names and the unique data field id.
With the aim of using as much training data as possible, networks were trained in 7-fold cross-validation for each field separately, using all subjects with a valid entry that passed quality controls. A master split was generated by random assignment of one of seven labels to each subject, stratified across each group with the same missing values. The 7-fold cross-validation for each field formed a subset of this master split.
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C. Network configuration
For each of the chosen fields a separate convolutional neural network was trained for regression in 7-fold cross-validation. Each unique training sample represents one subject, with the two-dimensional format as extracted from the MRI data as input image and their field entry in the UK Biobank as numerical ground truth target value.
Instead of using a final softmax layer, the activation of a single output neuron of the network was directly translated to the desired measurement. The previously presented regression pipeline [17] for age estimation was optimized in several ways in order to process all of the chosen fields in a viable time frame. The main change consisted in replacing the VGG16 architecture [25] with the more lightweight ResNet50 [26] . All numerical target values were standardized by subtracting the mean value and dividing by the standard deviation, as the ResNet50 proved more sensitive to variation in target scaling and shifts. This step resulted in faster convergence and improved stability, so that the total number of iterations could be vastly reduced from 80,000 iterations to just 6,000. To alleviate a tendency of the network to overfit in the final 1,000 iterations, the learning rate of 0.0001 in this phase was reduced by factor ten, typically resulting in a further slight increase in accuracy. Compared to the original configuration, the total training time for a given field was thus reduced by about factor 30, while reaching almost the same accuracy. The original batch size of 32 and augmentation by random translations by up to 16 pixels were retained, with the nearest pixel values being repeated at the borders. All networks were trained on a Nvidia GTX 1080 Ti 11GB graphics card in the framework PyTorch with a mean squared error loss, the optimizer Adam, and parameters pretrained on ImageNet. Each split required about 25 minutes of training time.
These design choices were made based on preliminary results for three representative fields: Age, liver fat (field 22402) and visceral adipose tissue volume (VAT) (field 22407). All presented results were achieved with this exact network configuration, without early stopping or any other attempts to adapt to individual fields for better performance.
D. Evaluation
The chosen fields range from volumes to circumferences and simple binary labels, all treated as continuous numerical values. The neural network was trained to predict these values in regression, thereby emulating the reference. When evaluating the inference, the coefficient of determination R 2 is therefore reported to rate the quality of fit, ranging from 1.0 for a perfect fit to negative values where the non-linear network model performs worse than simply estimating the mean. Additionally, the 95% limits of agreement (LoA) as well as the mean absolute error (MAE) are given.
In some cases the network output was thresholded to mimic a classification, with a threshold of 0.5 for prediction of sex and 5.5% for fatty liver disease. Without taking the exclusion criteria into account, the reference liver fat values of 898 of 4219 subjects exceed this threshold. For the prediction, an area under curve (AUC) of the receiver operating characteristic (ROC) curve was calculated.
Several properties were measured redundantly with different modalities. The network performance can accordingly be put into the context of their mutual agreement. We focus on comparing fields derived from atlas-based MRI segmentations [22] to those from DXA [20] . However, both methods examine different regions of interest, leading to systematic differences in their measurements. The MRI-based values were therefore first fit to the DXA values by linear regression before reporting their agreement in this analysis. Similarly, many fields describe features specific to the left and right side of the body. Again, the network performance can be put into the context of this inherent bilateral symmetry, but this analysis is abbreviated to report Pearson's coefficient of correlation r only.
In addition to statistical measures, salient input features for the network were visualized with guided gradient-weighted class activation maps [27] [28] . The resulting visualizations were combined by co-registration of subjects [29] , yielding aggregated saliency maps highlighting those image regions with the highest average effect on the network prediction [17] . Each saliency map was generated by the one network that used the corresponding subject as a validation sample in cross-validation. When visualized, the saliency intensities were squared and overlaid as a heatmap over the water signal image, but no other post-processing was applied.
Some properties could be trivial to predict due to strong correlations with simple non-image features such as age and weight. We therefore also provide the results of multiple linear regression based on the age, sex, height and weight as a baseline for comparison with the neural network performance. 
III. RESULTS
The inferred values closely match the reference in almost all examined fields, and predictions for the field with the median fit (R 2 = 0.972) are visualized in Fig. 3 2 . Table I lists the basic fields with a MAE of about 2.5 years for age, 0.8kg for body weight and 1.7cm for height. When thresholded, the classification accuracy for the prediction of sex reached 99.97%, so that only 10 of 31,172 subjects were misclassified. Table II gives the main results for DXA 3 , the atlas-based measurements from MRI, and other fields such as liver fat, grip strength, and pulse rate. When thresholded at 5.5% to identify subjects with high liver fat, the predictions reached an accuracy of 90%, with a sensitivity of 73%, specificity of 95% and an AUC-ROC of 0.943. Even though the arms are usually not visible in the images, the network succeeded in estimating the grip strength of the right hand with an MAE of about 5kg and furthermore gave a rough estimate of the pulse rate.
A. Saliency analysis
Examples for saliency maps generated by the network are shown in Fig. 4 . The saliency indicates that the network on average correctly targets specific structures on the left or right side of the body. Moreover, the estimate of liver fat appears to be mostly based on image areas with actual liver tissue, whereas the prediction of the pulse rate takes into account features of the heart. The BMI appears to be mostly estimated from the knees and lungs, and the grip strength of the right hand is inferred from features of the corresponding side of the upper body. 4
B. Agreement between modalities
Measurements from DXA are compared to those derived from atlas-based segmentations of the MRI in Table III . Each listed comparison yielded lower agreement than achieved by the specific network predictions seen in Tables II and IV. Although only a one-way fitting of MRI to DXA is shown, this 2 Find detailed plots for all fields in the supplementary material 3 Find additional DXA Tables IV, V, VI in the supplementary material 4 Find complete saliency maps for all fields in the supplementary material analysis was performed in both directions and yielded average LoA between both methods that are on average 70% wider than the LoA between each field and its network predictions.
C. Bilateral symmetry
In some cases the accuracy of the network predictions exceeds the bilateral symmetry of the body. For a given property, one limb is accordingly more dissimilar to the opposite limb than to its prediction by the network. A full comparison as performed for the modalities was not attempted, and only the results of correlation analysis with Pearson r are reported. 5 .
The average bilateral correlation for the anterior and posterior thigh muscle volume amounts to r = 0.979. The network predictions correlate more strongly with the leftand right-specific measurements for an average r = 0.989. For DXA, however, the specific prediction accuracy of the network is lower than the bilateral symmetry, with averages of r = 0.975 vs r = 0.954 for the arms and 0.987 vs 0.983 for the legs. The network was accordingly able to automatically detect bilateral variation and measure the structures within the correct limb for the MRI-based values. Although some individuals show strong unilateral atrophy, this effect is not just due to outliers. The fact that the network learned to specifically target either side of the body is also visible in the saliency maps of Fig. 4 and occurs in both the DXA and MRI-based fields.
IV. DISCUSSION
The neural network configuration showed robust performance and achieved a close fit to the chosen fields, with a 5 Find Table VII in the supplementary material 0.937 * Transforming measurements from atlas-based MRI segmentations of N subjects to their corresponding values from DXA yields the listed linear regression term, mean absolute error (MAE), and limits of agreement (LoA). In all cases, this agreement is exceeded by the accuracy of their individual network predictions. median R 2 above 0.97. It not only learned to accurately estimate volumes and circumferences from the two-dimensional input, but also to emulate different modalities and make measurements specific to either side of the body. The linear regression baseline was outperformed in all cases and indicates that most of these properties can not be trivially deduced from the basic characteristics of age, sex, height, and weight.
When used to infer metrics related to body composition, the network yielded more faithful approximations of the atlasbased measurements from MRI or DXA than obtained by substituting these two reference methods for each other. This was still the case even after fitting both reference methods to each other with linear regression. The agreement for both modalities on the UK Biobank reported in previous work [22] yielded similar error bounds, for a sample with considerable overlap to the subjects examined here. The atlas-based method on MRI has also been previously compared to an alternative method based on T1-weighted images [21] , yielding LoA for VAT, ASAT and total trunk fat that are on average more than twice as wide as those relative to the network. The variability between these established modalities can largely be accounted for by differing regions of interest. Whereas the atlas-based method measures VAT up to the thoracic vertebrae Th9 [19] , DXA defines VAT as ranging from the top of the iliac crest up to 20% of the distance to the base of the skull [22] . This is reflected in the saliency maps of Fig. 4 , indicating that the network correctly learned to emulate the different criteria, based on the numerical target label alone.
Many of the most accurate predictions were made for the atlas-based measurements on MRI, where the accuracy of the network also exceeds the inherent similarity in muscle volumes between the left and right leg. There are several possible explanations for this. In contrast to the DXA-based values, these reference measurements were originally performed on the same MRI data that served as a basis for the presented method. The lack of outliers in the reference suggests that it closely represents an objective truth that is contained in these images. Furthermore, all images with ground truth values passed the quality control steps applied by the reference. The network was accordingly trained and evaluated on samples that were preselected regarding suitability for body composition analysis. The measurements of the arms and legs from DXA, in contrast, contain outliers and are often based on anatomy that is not entirely contained in the field of view.
There are several key differences between the atlas-based method [19] and the presented approach. The network generates no segmentations for manual refinement or quality control. It furthermore requires hundreds or thousands of labeled ground truth images for training and would likely require retraining for different imaging devices and demographics. The atlas-based method relies on just 31 prototype subjects and has been credited for robustness towards different imaging devices and field strengths. In turn, the network can analyze several scans within just seconds instead of minutes and requires no manual intervention or guidance, so that it can easily be scaled to process tens of thousands of subjects. Even though no segmentations are generated, there is also no restriction on using only segmented images as input, but instead arbitrary numerical target labels can be used. This makes it possible to examine more abstract properties, such as grip strength and pulse rate, and to link them to relevant anatomical regions by saliency analysis.
One limitation of this work consists in the lack of an independent test set. This means that it remains unclear whether the already trained networks would reach similar performance on data from other studies and sources. As the used data has been gathered at three different imaging centers, it at least appears that the protocol can be reproduced sufficiently well at different sites for the UK Biobank study population to allow for robust performance. When applied to data from other studies, such as for example the whole-body MRI scans of the German National Cohort [30] , systematic differences in subject demographics, scanning device or protocol are likely to limit the performance however, and retraining of the networks would almost certainly be necessary. The lack of an independent test set might also raise concerns about the network configuration being excessively adapted to the given data. It could be assumed that the repeated runs of the cross-validation during the preliminary experiments may have resulted in design choices that merely represent a coincidental optimum on the cross-validation data itself, with no ability to generalize and possible dependence on confounding factors in the images. However this effect is unlikely to play a significant role since all design choices were based on preliminary experiments on the fields for age, liver fat (field 22402) and VAT (field 22407) only. The resulting configuration is robust without any individual adjustment on thousands of samples for a large variety of fields, so that it is exceedingly unlikely that the high performance is based on simple confounding effects alone.
Many properties could potentially be predicted with greater accuracy by using customized image formats and longer training times. The resampled, two-dimensional projection of the volumetric scan also retains less than 1% of the original number of values as obtained from MRI, and is furthermore compressed to 8bit. Despite the computational benefits there is no reason to assume that this format is optimal for all of the examined fields.
The distinct water and fat signal as separated by chemical shift likely form a key element in the accurate prediction of those metrics relating to body composition. However, the network has no access to the fat fraction values of the input volume, but instead learns to infer them from the separately normalized fat and water signal projections. The fat fraction can not be easily incorporated in this format, since the projected values are conflated with the background along the projection axis. Future work will consist in exploring more viable ways to incorporate fraction values in the input, which is likely to improve especially the liver fat prediction.
When compared to the previous configuration for age estimation [17] , the network for age was trained in crossvalidation with about 28% more data. The mean absolute error accordingly decreased as expected, from a previous 2.49 years to 2.46 years, roughly following the previously reported relationship between performance and quantity of training data. The ResNet50 performs similar to the VGG16 when using standardization of the target values, but at far higher speed. Its main disadvantage consists in more diffuse saliency maps, possibly due to the final average pooling layer.
The results show that the presented approach can leverage the two-dimensional image format to estimate not only the age but a wide range of body composition metrics in subjects of the UK Biobank. Given only an abstract, numerical target value and the vast amount of images, the regression network learned to identify the correct body region, tissue or limb as used by the reference methods. In its current form the method could be used to approximate missing values for those subjects who have not yet undergone all of the planned examinations. These estimates could then serve for quality control and as a basis for preliminary analyses. Future work will consist in improving individual measurements with specialized input formats and network configurations, as well as exploring the limits of which other, more abstract properties can be predicted from these scans. Similar approaches could potentially enable the prediction of more variables such as blood biochemistry, disease states and genetic markers.
V. CONCLUSION
The standardized network configuration robustly predicted properties derived from anthropometric measurements, DXA, atlas-based segmentations, and dedicated liver scans from the neck-to-knee body MR images of the UK Biobank. Saliency and correlation analysis indicate that the network learned to specifically target the left and right side of the body and to emulate different modalities in some of the chosen measurements. Given enough training data for a given demographic and a standardized Dixon imaging protocol, neural networks have the potential to fully automate a wide range of biometry tasks on a single 6-minute neck-to-knee body MRI. 
VI. SUPPLEMENTARY MATERIAL
