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Povzetek
Naslov: Napovedovanje razmerja med prikazi in kliki oglasov s faktorizacij-
skimi metodami
Avtor: Robert Dovzˇan
V panogi programaticˇnega spletnega oglasˇevanja, ki temelji na ekosistemu
izbire oglasov v realnem cˇasu (angl. Real-Time Bidding) je pomembno napo-
vedati kako uspesˇen bo prikaz oglasa uporabniku. Napovedovanje razmerja
med prikazi in kliki (angl. Click-Through Rate prediction) oziroma verjetnosti
klika je eden vecˇjih izzivov v spletnem oglasˇevanju. V diplomski nalogi se lo-
timo napovedovanja verjetnosti z uporabo faktorizacijskih metod na podlagi
podatkov, ki jih poznamo o oglasu, spletni strani, uporabniku ipd. Opiˇsemo
celoten proces obdelave podatkov, izbire znacˇilk, implementacije in testira-
nja. Cilj naloge je v podjetju Zemanta d.o.o. izboljˇsati obstojecˇo resˇitev, ki
temelji na logisticˇni regresiji. Z lokalnim testiranjem in testiranjem v pro-
dukcijskem okolju v obliki A/B testa nasˇ cilj dosezˇemo in s tem prispevamo
k izboljˇsanju storitve in vecˇjemu financˇnemu izkupicˇku podjetja.
Kljucˇne besede: faktorizacijske metode, oglasˇevanje, oglasi, napovedova-
nje, strojno ucˇenje, podatkovno rudarjenje.

Abstract
Title: Predicting the click-through rate of ads using factorization machines
Author: Robert Dovzˇan
In the field of programmatic advetising based on the ecosystem called real-
time bidding, it is important to know, how successful an ad impression will
be. Click-through rate prediction is one of the biggest challenges in online
advertising. In this thesis we use factorization machines to predict the click-
through rate based on data about the ad, website, user etc. We describe
the process of data preparation, feature selection, implementation and test-
ing. The goal is to improve the current solution in company Zemanta d.o.o.
which is based on logistic regression. With local testing and online A/B test-
ing we reach our goal and contribute to improving the service and financial
performance of the company.
Keywords: factorization machines, advertising, ads, prediction, machine
learning, data mining.

Poglavje 1
Uvod
Podjetij, ki v danasˇnjem cˇasu ne nastopajo na spletu skoraj ni vecˇ. Mnoga
izmed njih preko spleta poslujejo in s tem ustvarjajo vecˇino svojega prihodka.
Tam se odvijajo prava tekmovanja v tem, cˇigava sporocˇila bodo bolj izposta-
vljena med oglasi, na spletnih iskalnikih, socialnih omrezˇjih in drugih spletnih
straneh. Vse to zato, da bi na svojo stran privabili kar se da veliko obisko-
valcev in prodali cˇim vecˇ. Oglasˇevanje na spletu je zanimivo podrocˇje, ki je
v zadnjih letih postalo glavni medij za sˇirjenje oglasnih sporocˇil [11]. Cilja-
nje konkretnih uporabnikov in enostavno povecˇevanje obsega sta dva izmed
razlogov, zakaj je spletno oglasˇevanje za podjetja danes privlacˇno povsod
po svetu. Obstaja vecˇ nacˇinov, kako se oglasi preko spleta sˇirijo, prikazu-
jejo in zaracˇunavajo. V diplomskem delu se bolj podrobno osredotocˇimo na
podrocˇje programaticˇnega oglasˇevanja, ki deluje po principu izbire oglasov
v realnem cˇasu oziroma RTB (angl. Real-Time Bidding). V tem poglavju
predstavimo kratek uvod v spletno oglasˇevanje in podrobnosti o delovanju
ekosistema RTB. Nasˇ problem resˇujemo s pomocˇjo strojnega ucˇenja, zato
pripravimo tudi kratek uvod v to podrocˇje. V ekosistemu RTB oglasi med
seboj tekmujejo za oglasne prostorcˇke, ki so na spletnih straneh na voljo
poleg dejanske vsebine. Pomembno je, da znamo oceniti kako perspektiven
je dolocˇen oglas na dolocˇeni spletni strani za dolocˇenega uporabnika. Ka-
zalec, ki nam bo to kar se da dobro predstavil je razmerje med prikazi in
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kliki oziroma CTR (angl. Click-Through Rate). Nasˇ cilj je, kar se da dobro
napovedati CTR in s tem omogocˇiti serviranje oglasov, ki imajo verjetnost za
klik najvecˇjo. Metode strojnega ucˇenja nam pomagajo iz preteklih podatkov
razbrati znacˇilnosti, ki vplivajo na koncˇni rezultat. V diplomskem delu se
bolj podrobno poglobimo v logisticˇno regresijo, ki je enostaven in ucˇinkovit
princip za resˇevanje klasifikacijskih problemov, in faktorizacijske metode, ki
so v zadnjem cˇasu med bolj uspesˇnimi na tekmovanjih iz odkrivanja znanj
iz podatkov [17]. V 2. poglavju opiˇsemo postopek obdelave podatkov, teo-
reticˇno ozadje obeh napovednih modelov ter opis implementacije faktorizacij-
skih metod. V 3. poglavju opiˇsemo postopke testiranj ter proces prehajanja
iz lokalnega v spletno okolje. Cilj naloge je izboljˇsati sistem napovedova-
nja CTR v podjetju Zemanta d.o.o., ki trenutno temelji na prirejeni razlicˇici
logisticˇne regresije. Zˇe najmanjˇse izboljˇsanje napovedi ima velik vpliv na
kvaliteto storitve in poslovne rezultate. V 4. poglavju predstavimo rezul-
tate ter jih interpretiramo, v zakljucˇku pa nadomestitev obstojecˇega sistema
potrdimo oziroma zavrnemo.
1.1 Spletno oglasˇevanje
V tem podpoglavju predstavimo podrocˇje spletnega oglasˇevanja, nekaj po-
zitivnih in negativnih lastnosti ter kako se lahko primerja s tradicionalnim
oglasˇevanjem. V zadnjem delu povemo vecˇ o spletnem oglasˇevanju, ki temelji
na ekosistemu RTB v katerem obratuje nasˇ sistem.
Oglas je trzˇno sporocˇilo katerega namen je spodbuditi potencialno stranko
k nakupu izdelka oziroma storitve [28]. Z vse vecˇjo uporabo spleta so upo-
rabniki zmozˇni izrazˇati svoje zahteve po informacijah. Odkar so podjetja
pricˇela mnozˇicˇno prehajati v spletno okolje, je splet postal velika prilozˇnost
za oglasˇevalce pri razsˇiritvi svojih potencialnih strank. Rezultat tega je, da
je spletno oglasˇevanje ena izmed najhitreje rastocˇih panog v industriji infor-
macijske tehnologije. Spletno oglasˇevanje je postalo eden izmed glavnih virov
prihodka modernih podjetij. Prodajalci ga uporabljajo, da privabijo poten-
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cialne stranke na svoje spletne strani. Tam obiskovalci brskajo po njihovih
izdelkih in storitvah, ki jih lahko kupijo v nekaj klikih. Oglasi lahko na-
stopajo v najrazlicˇnejˇsih oblikah, na primer slika, besedilo, obvestilo, cˇlanek
ipd. Sporocˇila se lahko nahajajo na mestih, kot so spletne strani, mobilne
aplikacije, video posnetki ipd.
Spletno oglasˇevanje se razlikuje od tradicionalnega oglasˇevanja. Arhitek-
tura spletnih komunikacij omogocˇa zalozˇnikom in oglasnim mrezˇam da izvedo
veliko vecˇ o svojih uporabnikih, kot je bilo to mogocˇe v cˇasih tiska, radia in
televizije [11]. Na primer, spletni mediji ali oglasne mrezˇe obicˇajno vedo, cˇe
si posameznik ogleduje njihovo spletno stran v dolocˇenem cˇasu, v nasprotju
z radijskimi postajami, ki imajo omejeno zmozˇnost prejemanja informacij o
tem ali posameznik poslusˇa njihove oglase ali ne. Spletni mediji se lahko
naucˇijo pomembnih lastnosti o posamezniku. Vsak uporabnik spleta ima
svoj IP (angl. Internet Protocol) naslov, ki obicˇajno dolocˇa njihovo lokacijo.
Spletni mediji in oglasne mrezˇe lahko uporabijo ta naslov, da izvejo katere
strani je ta uporabnik obiskal pred tem, in iz tega izvejo vecˇ informacij o
njem. Za razliko od tradicionalnega oglasˇevanja, spletno omogocˇa ciljanje
oglasov na stranke v dolocˇenih drzˇavah, regijah in mestih. Poleg IP naslova
veliko spletnih oglasˇevalcev uporablja tako imenovane piˇskotke, ki jih upo-
rabniki sprejmejo v svoje brskalnike. Ti omogocˇajo spletnim agencijam, da
izvejo katere so bile pretekle spletne strani, ki jih je uporabnik obiskal. Dej-
stvo, da oglasˇevalci vedo, katere vsebine si uporabnik ogleduje, jim omogocˇa
izvajati usmerjeno oglasˇevanje.
Ciljanje uporabnikov je izmed tehnik spletnega oglasˇevanja v zadnjem
cˇasu pozˇela najvecˇ pozornosti [29]. Izkoriˇscˇa zgodovinsko vedenje uporab-
nika z namenom, da zanj izbere najprimernejˇsi oglas. Uporaba osebnih po-
datkov za usmerjeno oglasˇevanje sprozˇa vecˇ in vecˇ spornih vprasˇanj. GDPR
(angl. General Data Protection Regulation) je ena izmed zadnjih uredb, ki
dolocˇa nova pravila glede varstva osebnih podatkov na podrocˇju Evropske
Unije [2]. Pravila zagotavljajo potrosˇnikom vecˇjo mocˇ nad osebnimi po-
datki, medtem ko so podjetja ki te podatke zbirajo dolzˇna uposˇtevati viˇsji
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nivo transparentnosti. Taksˇne uredbe lahko mocˇno vplivajo na podjetja, ki
hranijo kakrsˇnekoli podatke o svojih potrosˇnikih.
Bistvo oglasˇevalske industrije je resˇiti ogromen problem ujemanja: ve-
liko sˇtevilo oglasˇevalcev, ki zˇeli dostaviti veliko sˇtevilo oglasnih sporocˇil ve-
likemu sˇtevilu potrosˇnikov [11]. Spletno oglasˇevanje ponuja potencialno bolj
ucˇinkovit mehanizem povezovanja oglasˇevalcev in potrosˇnikov kot tradicio-
nalni pristop. Vsaka spletna stran, ki privablja obiskovalce je potencialni
dobavitelj oglasˇevalskega prostora.
Spletne strani se med seboj razlikujejo po nacˇinu prikazovanja svojih ogla-
sov. Nativno oglasˇevanje je uporaba oglasov na tak nacˇin, da je njihov iz-
gled predstavljen kot del vsebine spletne strani oziroma aplikacije v kateri se
prikazujejo. Najvecˇkrat jih najdemo na socialnih omrezˇjih in na delih sple-
tnih strani, kjer uporabnik obicˇajno iˇscˇe cˇlanke za nadaljnje branje. Taksˇno
oglasˇevanje je za uporabnika bolj prijazno od pojavnih oken ali vsiljenih video
posnetkov.
Slika 1.1: Primer nativnega oglasˇevanja na dnu in ob robu spletne strani [7].
Podjetja, ki zˇelijo koristiti oglasˇevalske storitve, najvecˇkrat to storijo
preko oglasˇevalskih agencij [26]. Obstajajo trije glavni nacˇini, kako agencije
zaracˇunavajo oglasˇevalske storitve na spletu. Vsaka izmed njih ima predno-
sti in slabosti. Obicˇajno je odvisno, kaj oglasˇevalec s prikazovanjem svoje
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vsebine zˇeli dosecˇi. Tudi ko uporabnik ne klikne na oglas, obstaja verjetnost,
da ga opazi in si ustvari mnenje o produktu oziroma storitvi.
• CPM (angl. Cost Per Mille) – Oglasˇevalci placˇajo glede na to,
kolikokrat se je njihov oglas prikazal uporabnikom. Obicˇajno je cena
postavljena glede na tisocˇ prikazov.
• CPC (angl. Cost Per Click) – Oglasˇevalci placˇajo samo takrat, ko
uporabnik klikne na njihov oglas in je uspesˇno preusmerjen na ciljno
spletno stran. Cena je torej sorazmerna s sˇtevilom klikov.
• CPA (angl. Cost Per Action or Acquisition) – Oglasˇevalci
placˇajo samo za tiste klike na oglas, kjer uporabnik na ciljni strani
izvede kaksˇno izmed akcij na primer vpis elektronskega naslova, ustvar-
janje racˇuna ali nakup.
V CPC oglasˇevalskih sistemih so oglasi rangirani po eCPM (angl. effective
Cost Per Mille), ki je produkt med ponujeno ceno za klik – CPC in razmerjem
CTR [32]. CTR mora biti predviden s strani sistema. Zaradi tega ima
izvedba napovedovanja CTR velik financˇni pomen in igra pomembno vlogo
v oglasˇevalskih sistemih. Modeliranju CTR napovedovanja je bilo posvecˇeno
veliko pozornosti tako s strani znanstvenih raziskav kot s strani industrije.
Eno izmed kljucˇnih vprasˇanj pri napovedovanju CTR je razpolozˇljivost
in izbor primernih vhodnih znacˇilk, ki omogocˇajo najbolj natancˇno napove-
dovanje za dan vtis oziroma prikaz oglasa [14]. Te znacˇilke lahko razvrstimo
v tri razlicˇne skupine:
• Znacˇilke oglasnega sporocˇila – Kljucˇne besede, naslov, opis, ciljna
spletna stran, fotografija in njene lastnosti itd.
• Znacˇilke poizvedovanega niza – Kljucˇne besede, postopek za razsˇiritev
poizvedovanega niza itd.
• Kontekstualne znacˇilke – Lastnosti pozicije prikaza, geografska lo-
kacija, cˇas, podatki o uporabniku, zgodovina iskanja itd.
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Seveda so to osnovne znacˇilke, iz katerih zgradimo bolj kompleksne z mo-
deliranjem vplivov med oglasnim sporocˇilom, poizvedovanim nizom in kon-
tekstom. Bolj kompleksne znacˇilke lahko ustvarimo na primer s kartezicˇnim
produktom osnovnih znacˇilk. Kot v vseh ostalih problemih strojnega ucˇenja,
sta izgradnja in izbira dobrih znacˇilk dva izmed glavnih izzivov. Za ucˇecˇi
algoritem je pomembno, da dobro modelira diskretne znacˇilke zelo razlicˇnih
sˇtevnosti na primer spol lahko zasede dve razlicˇni vrednosti, medtem ko
identifikacijska sˇtevilka uporabnika lahko zasede cˇez milijardo razlicˇnih vre-
dnosti. Medtem ko je napovedovanje CTR v bistvu problem sklepanja, se
bo uspesˇnost sistema za izbor oglasov merila v smislu sprejetih odlocˇitev. Sˇe
vecˇ, ker je napoved CTR uporabljena pri izboru oglasov skozi drazˇbo, na-
poved sistema dolocˇa prisotne oglase v bodocˇih ucˇnih primerih. Mehanizem
izbora oglasov mora zato na nekaksˇen nacˇin nasloviti problem raziskovanja
oziroma izkoriˇscˇanja t.j. pozˇresˇen algoritem se bo prej ali slej znasˇel v lokal-
nem maksimumu, ker zanemari prednost raziskovanja celotne zaloge oglasov,
kar se na dolgi rok ne obnese.
Poleg vseh prednosti, ki jih ima spletno oglasˇevanje pred tradicionalnim
pa se mora soocˇati tudi z nekaj izzivi. Eden izmed vecˇjih je zagotovo one-
mogocˇanje oglasov na spletu s strani uporabnikov. Uporabniki si lahko v svoj
spletni brskalnik namestijo vticˇnik, ki preprecˇi nalaganje vecˇine oglasov. Ta
vrsta programske opreme je brezplacˇna in je na voljo za vse vrste naprav, ki
lahko tako ali drugacˇe brskajo po spletu. Za potrosˇnika uporabljanje tovrstne
programske opreme omogocˇa boljˇso uporabniˇsko izkusˇnjo in vecˇjo varnost v
smislu nezˇelenih preusmeritev in deljenja osebnih podatkov. Lastnikom sple-
tnih strani pa blokiranje oglasov s strani njihovih uporabnikov ne prinasˇa
pozitivnih ucˇinkov. Da bi uporabljanje taksˇnih orodij kar se da zmanjˇsali,
nekatere spletne strani ne dovolijo ogleda vsebine, cˇe zaznajo, da uporabnik
uporablja tovrstno orodje.
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1.1.1 Programaticˇno spletno oglasˇevanje
Programaticˇno kupovanje oglasov in dostavljanje njih s pomocˇjo analize ve-
like kolicˇine podatkov je nadomestilo tradicionalni vzorec, ki je temeljil na
pogajanjih in pogodbah za veliko kolicˇino vtisov [30]. Ta se je prelevil v
sistem, ki je prilagodljiv in obcˇutljiv glede na ciljno obcˇinstvo, in temelji na
spletnem kupovanju in dostavljanju oglasov. Ta inovacija omogocˇa popo-
len izkoristek vrednosti podatkov in trga spletnega oglasˇevanja, obenem pa
obcˇutno povecˇa njegovo ucˇinkovitost.
Vodja programerjev na IAB UK pravi: “Zacˇelo se je kot nacˇin uporabe
preostanka oglasˇevalskega prostora in nacˇin povecˇanja ucˇinkovitosti na ostan-
kih. Kasneje se je to razvilo v nekaj povsem prefinjenega [5]. Obstaja po-
gost nesporazum, da celotno podrocˇje programaticˇnega spletega oglasˇevanja
spada v ekosistem izbiranja oglasov v realnem cˇasu. Oglasˇevanje v realnem
cˇasu je samo podmnozˇica programaticˇnega spletnega oglasˇevanja in s tem
samo nacˇin uporabe programaticˇnega oglasˇevanja za izvedbo takojˇsnjega na-
kupa oglasˇevalskega prostora.”
1.1.2 Izbira oglasov v realnem cˇasu
V zadnjih nekaj letih je zahteva po avtomatizaciji, integraciji in optimizaciji
glavno gonilo tega, da je spletno oglasˇevanje eno najhitrejˇse rastocˇih po-
drocˇij [10]. V prikaznem oglasˇevanju je razlog za najvecˇji razvoj pojav RTB,
ki omogocˇa kupovanje in prodajanje prikaznih vtisov v realnem cˇasu.
Uporaba RTB je v zadnjem obdobju sunkovito narasla [30]. Porocˇali so,
da je na mednarodnih trgih 88% severno-ameriˇskih oglasˇevalcev v letu 2011
presedljalo na RTB. Pricˇakovana rast RTB trga je za leto 2017 znasˇala 8,49
milijarde dolarjev, kar je predstavljalo 29% proracˇuna celotnega prikaznega
oglasˇevanja. Na Kitajskem je RTB v uporabi od leta 2011. Porocˇajo, da je
leta 2013 kolicˇina RTB zahtevkov dosegla 5 milijard vtisov, proracˇun RTB pa
se je povecˇal za 300% kar znasˇa 83 milijard dolarjev. RTB postaja standardni
poslovni model za spletno oglasˇevanje.
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RTB je ekosistem, ki omogocˇa oglasˇevalcem, da ponudijo znesek za po-
samezen prikaz oglasa dolocˇenemu uporabniku v realnem cˇasu [31]. Ta prin-
cip presega kontekstualno oglasˇevanje s tem, da motivira ponujanje zneska
na podlagi podatkov o uporabniku. Razlikuje se od sponzorirane iskalne
drazˇbe, kjer je znesek ponudbe odvisen od kljucˇne besede. Najvecˇji tehnicˇni
izziv okolj za povprasˇevanje je avtomatizacija procesa ponujanja, ki temelji
na proracˇunu, cilju kampanije in vecˇ drugih informacij zbranih pred in v cˇasu
izvajanja. RTB je spremenil nekaj temeljnih dejavnikov v zvezi s prikaznim
oglasˇevanjem. Olajˇsal je proces nakupovanja vecˇje kolicˇine oglasˇevalskega
prostora in omogocˇil dostop do podatkov v realnem cˇasu. Zaradi tega je
mozˇno ciljano oglasˇevanje, cˇesar posledica je serviranje oglasov, ki so osre-
dotocˇeni na podatke o uporabniku namesto na kontekstualne podatke.
V RTB ekosistemu nastopa vecˇ razlicˇnih delov programske opreme, ki
med seboj komunicirajo in definirajo njegov obstoj. Na skrajnem zacˇetku
je nakljucˇen uporabnik interneta, na skrajnem koncu pa v idealnem primeru
podjetje s produktom ali storitvijo, ki je v interesu tega uporabnika. Da je
med njima mogocˇa komunikacija obstajajo naslednji sestavni deli:
• Okolje za povprasˇevanje (angl. Demand-side platform) – Po-
maga oglasˇevalcem pri upravljanju njihovih kampanj in optimiziranju
RTB aktivnosti. Preko vgrajene aplikacije, ki je le del celotnega okolja,
omogocˇa vpogled v preteklo dogajanje, dodajanje vsebine, nastavljanje
proracˇuna, targetiranje itd. Poleg aplikacije vsebujejo tudi glavni se-
stavni del – udelezˇenca drazˇbe. Ta del programske opreme je zadolzˇen
za izbiro oglasa in dolocˇitev cene, ki jo je pripravljen ponuditi na trgu
oglasov za dolocˇen vtis. Celoten proces, ki se zgodi na strani DSP, je
bolj podrobno opisan na naslednji strani.
• Okolje za prodajo (angl. Supply-side platform) – Zalozˇnikom
omogocˇa upravljanje njihovega oglasˇevalskega prostora. Njihova naloga
je, da zapolnjujejo oglasni prostor in s tem ustvarjajo prihodek.
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• Okolje za upravljanje podatkov (angl. Data management
platform) – Zbira in upravlja podatke o uporabnikih spleta, ki so
koristni tako za oglasˇevalce kot ponudnike. Omogocˇa analizo podatkov
na veliko vecˇji skali in s tem dostavljajo SSP-jem in DSP-jem koristne
informacije o njihovem prometu.
• Trg oglasov (angl. Ad exchange) – Trg oglasov deluje kot borza.
Na njej se srecˇa ogromno sˇtevilo DSP-jev in SSP-jev, ki sodelujejo
v drazˇbah. DSP-jem omogocˇajo, da na enem mestu kupijo vtise iz
najrazlicˇnejˇsih spletnih strani, medtem ko SSP-jem omogocˇajo, da na
enem mestu prodajo svoje vtise najrazlicˇnejˇsim oglasˇevalcem. Sistem
omogocˇa obema stranema prihranek tako na cˇasu kot denarju. Poleg
javnih trgov oglasov, kjer vtise lahko kupi prakticˇno kdorkoli, obsta-
jajo tudi privatni, preko katerih lahko SSP-ji svoje vtise prodajajo samo
tocˇno dolocˇenim DSP-jem, s katerimi imajo najverjetneje sklenjen do-
govor.
Slika 1.2 opisuje vlogo okolja za povprasˇevanje v RTB ekosistemu [31]. Ko
uporabnik obiˇscˇe spletno stran, se ustvari vtis, za katerega se sprozˇi zahte-
vek za ponudbo s strani ponudnika oglasˇevalskega prostora navadno preko
okolja za prodajo. Zahtevek se preko trga oglasov razposˇlje okoljem za pov-
prasˇevanje. Na strani okolja za povprasˇevanje se izracˇuna ponujen znesek za
ta vtis in vrne odgovor trgu oglasov, kjer poteka drazˇba. Sledi obvestilo o
morebitni zmagi in prikaz oglasa uporabniku. Bolj natancˇno, po prejetju zah-
tevka za ponudbo mora okolje za povprasˇevanje najti najustreznjesˇe oglase
iz vseh kampanj in izracˇunati ponujen znesek za vsako izmed njih. Okolje za
povprasˇevanje uporablja tako kontekstualne (domena, spletna stran, kljucˇne
besede, datum in ura, geografska lokacija, vreme, jezik, operacijski sistem,
brskalnik, itd.) kot znacˇajske (zgodovina iskanja, brskanja in kupovanja, po-
klic, prihodek itd.) podatke za izracˇun zneska. Pogosto in priporocˇljivo je,
da oglasˇevalci kupujejo podatke o interesih uporabnikov od tretjega ponu-
dnika podatkov. Izracˇun zneska je najpomembnejˇsi problem vsakega okolja
za povprasˇevanje.
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Slika 1.2: Shema arhitekture ekosistema RTB s poudarkom na DSP.
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Celoten proces se ne zakljucˇi na tej tocˇki. V primeru, da uporabnik
na servirani oglas klikne, ob tem v svoj brskalnik pridobi piˇskotek, s kate-
rim okolje za povprasˇevanje belezˇi opravljene akcije na strani, kamor ga je
oglas preusmeril. Te akcije so lahko na primer vpisan elektronski naslov,
ustvarjen racˇun ali opravljen nakup. Med seboj jih locˇimo po tezˇavnosti, ve-
likokrat pa sluzˇijo tudi kot indikator uspesˇnosti kampanj. Ob tem je vredno
omeniti sˇe eno pomembno kolicˇino, t.j. razmerje med opravljenimi akcijami
oziroma konverzijami in vsemi kliki (angl. Conversion rate). Okoljem za
povprasˇevanje ta predstavlja informacijo o tem, kako kvaliteten in relevan-
ten promet preusmerja na ciljno spletno stran.
1.2 Strojno ucˇenje
V tem podpoglavju predstavimo kratek uvod v strojno ucˇenje, problem ki ga
naslavljamo in dve metodi, ki ju lahko uporabimo za njegovo resˇevanje.
Strojno ucˇenje (angl. machine learning) je veja raziskav umetne inteligence,
ki je v zadnjih desetletjih mocˇno napredovala, kar se odrazˇa v sˇtevilnih ko-
mercialnih sistemih za strojno ucˇenje in njihovi uporabi v industriji, medi-
cini, ekonomiji, naravoslovnih in tehnicˇnih raziskavah, ekologiji, bancˇniˇstvu
itd. [18]. Strojno ucˇenje se uporablja za analizo podatkov, odkrivanje zakoni-
tosti v podatkovnih bazah imenovano podatkovno rudarjenje (angl. data mi-
ning), za avtomatsko generiranje baz znanja za ekspertne sisteme, za ucˇenje
nacˇrtovanja, igranje iger, za gradnjo numericˇnih in kvalitativnih modelov, za
razpoznavanje naravnega jezika in prevajanje, klasifikacijo besedil in spletno
rudarjenje, za avtomatsko ekstrakcijo znanja dinamicˇne kontrole procesov,
razpoznavanje govora, pisave, slik itd. Osnovni princip strojnega ucˇenja je
avtomatsko opisovanje oziroma modeliranje pojavov iz podatkov. Rezultat
ucˇenja so pravila, funkcije, relacije, sistemi enacˇb, verjetnostne porazdelitve
ipd., ki so predstavljene z razlicˇnimi formalizmi kot na primer odlocˇitvenimi
pravili, odlocˇitvenimi drevesi, regresijskimi drevesi, Bayesovimi mrezˇami, ne-
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vronskimi mrezˇami itd. Naucˇeni modeli poskusˇajo razlozˇijo podatke in se
lahko uporabljajo za podporo pri odlocˇanju enakega procesa (napovedova-
nje, diagnosticiranje, nadzor, preverjanje, simulacije itd.). Metode strojnega
ucˇenja delimo glede na nacˇin uporabe naucˇenega znanja na primer uvrsˇcˇanje,
regresija, ucˇenje asociacij in logicˇnih relacij, ucˇenje sistemov diferencialnih
enacˇb in grucˇenje. Ena najpogostejˇsih uporab strojnega ucˇenja je klasifika-
cija ali uvrsˇcˇanje. Naloga klasifikatorja je za objekt oziroma problem, opisan
z mnozˇico lastnosti dolocˇiti, kateremu izmed mozˇnih razredov pripada. Atri-
buti so neodvisne zvezne ali diskretne spremenljivke, s katerimi opisujemo
objekte, razred pa je odvisna diskretna spremenljivka, ki ji dolocˇimo ciljni
razred glede na vrednosti neodvisnih spremenljivk.
Ucˇenje in napovedovanje uporabnikovega odziva je kljucˇno pri priporocˇanju
vsebine, spletnem iskanju in spletnem oglasˇevanju [28]. Cilj ucˇenja je pred-
videti verjetnost, da se bo uporabnik odzval s klikom, branjem ali konverzijo
v danem kontekstu. Napovedana verjetnost je indikator uporabnikovega in-
teresa za dolocˇen cˇlanek, spletno stran ali oglas. Ta lahko vpliva na kasnejˇse
odlocˇitve oziroma akcije. Cˇe za primer vzamemo spletno oglasˇevanje, je raz-
merje med prikazi in kliki kasneje uporabljeno za izracˇunavanje cene ponudbe
na drazˇbah oglasov. Nasˇa zˇelja je pridobiti kar se da natancˇno napoved,
ne samo zaradi uporabniˇske izkusˇnje, temvecˇ tudi zaradi povecˇanja obsega
in pridobljene vrednosti oglasˇevalcev. Za RTB prikazno oglasˇevanje, ki je
usmerjeno v ucˇinkovitost, sta napovedovanje razmerja med prikazi in kliki in
razmerja konverzij kljucˇna sestavna dela, iz katerih sledi celotna strategija
ponujanja, ki na koncu dolocˇa kako uspesˇne bodo RTB kampanije.
Poglavje 2
Metode in podatki
V tem poglavju predstavimo teoreticˇno ozadje logisticˇne regresije in faktori-
zacijskih metod. Opisan je proces obdelave podatkov, kar vkljucˇuje predpri-
pravo in izbiro tistih atributov, ki najbolj pripomorejo h koncˇni natancˇnosti
nasˇega napovednega modela. Sledi opis implementacije faktorizacijskih me-
tod s podrobnejˇsim opisom kljucˇnih funkcij.
2.1 Metode
2.1.1 Logisticˇna regresija
V statistiki je logisticˇni model sˇiroko uporabljena metoda, katere osnovna
oblika uporablja t.i. logisticˇno funkcijo za modeliranje binarne odvisne spre-
menljivke [8]. Obstaja vecˇ kompleksnejˇsih nadgradenj na primer, ko odvisna
spremenljivka lahko zasede vecˇ kot samo dve vrednosti. V regresijski ana-
lizi logisticˇna regresija ocenjuje parametre logisticˇnega modela. Logisticˇna
regresija se uporablja na vecˇ razlicˇnih podrocˇjih na primer strojno ucˇenje,
medicina, druzˇbene vede, itd. V medicini se lahko na podlagi znacˇilnosti
pacienta uporablja pri napovedovanju tveganja za razvoj bolezni. Sˇiroko je
uporabljena tudi v inzˇenirskih praksah, posebej pri napovedovanju verjetno-
sti napake v danem procesu, sistemu ali produktu.
V primeru problema napovedovanja razmerja CTR zˇelimo napovedati
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verjetnost za klik, zato je logisticˇna regresija primerno orodje tudi za podrocˇje
spletega oglasˇevanja. Eden izmed glavnih razlogov za uporabo je enostavna
interpretacija napovedi modela s pomocˇjo koeficientov v danem stanju. Pri
ucˇenju velike kolicˇine podatkov imajo enostavni linearni modeli kot na primer
logisticˇna regresija veliko prednosti [22]. Naj bo x vektor znacˇilk. Cˇeprav
ima x lahko vecˇ milijard dimenzij, bo tipicˇna instanca imela zgolj nekaj sto
vrednosti razlicˇnih od nicˇ. To omogocˇa ucˇinkovito ucˇenje na velikih zbirkah
podatkov s tokom podatkov z diska ali preko omrezˇja, saj mora biti vsak
primer obravnavan zgolj in samo enkrat.
Cˇe zˇelimo nasˇ problem modelirati z logisticˇno regresijo, potem v t-ti ite-
raciji izvedemo napoved na podlagi vektorja znacˇilk xt ∈ Rd. Pri danih
parametrih modela wt, izracˇunamo napoved z enacˇbo logisticˇne regresije:
pt = σ(〈wt,xt〉) (2.1)
pri cˇemer 〈·, ·〉 predstavlja skalarni produkt dveh vektorjev dolzˇine k:
〈wt,xt〉 :=
k∑
f=1
wf · xf (2.2)
in kjer σ(x) = 1
1+e−x predstavlja sigmoidno funkcijo. Sigmoidna funkcija je
znacˇilne oblike cˇrke S, odvedljiva, monotona funkcija omejena med 0 in 1,
kot na sliki 2.1. Po tem opazujemo oznako yt ∈ {0, 1}, iz katere izracˇunamo
logisticˇno izgubo, ki nam predstavlja cenilno funkcijo:
`t(wt) = −yt log pt − (1− yt) log(1− pt). (2.3)
Iz tega sledi, da je:
∇`t(w) = (σ(w · xt)− yt)xt = (pt − yt)xt (2.4)
in ta gradient je vse kar potrebujemo za proces optimizacije s pomocˇjo gradi-
entnega spusta. Gradientni spust je dokazano ucˇinkovit pri resˇevanju proble-
mov take vrste, saj izvaja natancˇne napovedi z minimalnimi racˇunskimi viri.
Vendar, v praksi obstaja stvar na katero moramo biti pozorni t.j. velikost
koncˇnega modela. Ker je model shranjen v redki obliki, je sˇtevilo ne nicˇelnih
koeficientov v w odlocˇilni faktor pri obremenitvi spomina.
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Slika 2.1: Sigmoidna funkcija σ(x).
2.1.2 Faktorizacijske metode
Faktorizacijska metoda je bila prvicˇ predstavljena v znanstvenem cˇlanku leta
2010 in kmalu za tem uporabljena na najvecˇjih tekmovanjih iz odkrivanja
znanj iz podatkov, ki so jih organizirala podjetja kot so Outbrain, Netflix
in Criteo [24]. Faktorizacijske metode izkoriˇscˇajo prednosti metode pod-
pornih vektorjev (angl. Support Vector Machines) ter matricˇne faktorizacije.
Uporabljamo jih lahko tako za resˇevanje regresijskih kot klasifikacijskih pro-
blemov. Za razliko od metod podpornih vektorjev so faktorizacijske metode
bolj ucˇinkovite takrat, ko so nasˇi podatki redki. Redkost podatkov je zelo
znacˇilna ravno za nasˇ problem.
Redkost podatkov je najlazˇje razlozˇiti, cˇe podatke predstavimo z matriko.
Vsaka vrstica matrike predstavlja ucˇni primer (pri nasˇem problemu prikaz ne-
kega oglasa), vsak stolpec pa lastnost, ki jo dolocˇen primer ima oziroma nima
(1 ali 0). Ker je vecˇina lastnosti klasifikacijskih, nabor vrednosti za dolocˇeno
znacˇilnost pa ogromen, je koncˇna matrika visokih dimenzij in vsebuje vecˇino
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nicˇel. Taksˇni problemi so za dolocˇene modele strojnega ucˇenja prezahtevni
(tako cˇasovno, kot prostorsko) in zato na njih ne dosezˇejo dobrih rezultatov.
Faktorizacijske metode se z redkostjo podatkov spopadejo tako, da hranijo
interakcije med znacˇilkami z uporabo faktorizacijskih parametrov. Da bi si
lazˇje predstavljali, kaj so interakcije med znacˇilkami, si poglejmo konkreten
primer.
ZALOZˇNIK OGLASˇEVALEC KLIK NE KLIK
ESPN Nike 80 20
ESPN Gucci 10 90
ESPN Adidas 0 1
Vogue Nike 15 85
Vogue Gucci 90 10
Vogue Adidas 10 90
NBC Nike 85 15
NBC Gucci 0 0
NBC Adidas 90 10
Tabela 2.1: Izmiˇsljen nabor podatkov, kjer vsaka vrstica opisuje primer
oglasˇevalca pri dolocˇenem zalozˇniku s sˇtevilom kliknjenih in ne kliknjenih
prikazov [17].
Tabela 2.1 prikazuje, kako dobro se oglasˇevalci izkazˇejo pri dolocˇenih
zalozˇnikih. Oglas podjetja Gucci ima zelo visok CTR pri zalozˇniku Vogue.
To informacijo je z linearnimi modeli tezˇko zaznati, saj hranijo locˇene utezˇi
za Gucci in Vogue. Zaradi zmozˇnosti hranjenja interakcij med znacˇilkami so
faktorizacijske metode sposobne zaznati taksˇno informacijo. Taksˇna sposob-
nost napovednega modela je kljucˇna pri dobrem napovedovanju CTR.
Diplomska naloga 17
Enacˇba modela faktorizacijskih metod stopnje d = 2 je definirana kot:
yˆ(x) := w0 +
n∑
i=1
wixi +
n∑
i=1
n∑
j=i+1
〈vi,vj〉xixj, (2.5)
kjer morajo biti parametri modela ocenjeni v obmocˇjih:
w0 ∈ R, w ∈ Rn, V ∈ Rn×k,
pri cˇemer 〈·, ·〉 predstavlja skalarni produkt dveh vektorjev dolzˇine k:
〈vi,vj〉 :=
k∑
f=1
vi,f · vj,f . (2.6)
Vrstica vi ∈ V opisuje i-to znacˇilko s k faktorji. Hiperparameter k ∈ N defi-
nira dimenzionalnost faktorizacije. Dvodimenzionalne faktorizacijske metode
(stopnje d = 2) zajamejo vse posamezne in parne interakcije med znacˇilkami:
• w0 - cˇlen pristranskosti (angl. bias term) nam pomaga pri hitrejˇsi kon-
vergenci modela k koncˇni resˇitvi.
• wi - utezˇ i-te znacˇilke modela.
• wˆi,j := 〈vi,vj〉 - modelira interakcijo med i-to in j-to znacˇilko.
Splosˇno znano je, da za vsako pozitivno definitno matriko W obstaja matrika
V za katero velja W = V ·Vt. Iz tega sledi, da faktorizacijske metode lahko
izrazijo poljubno interakcijsko matriko W, cˇe je izbran k dovolj velik. Kljub
temu pri redkih podatkih tipicˇno izberemo manjˇsi k, ker zaradi pomanjkanja
podatkov stezˇka ocenimo kompleksne interakcije W. Omejevanje k-ja in s
tem tudi izraznosti vodi k vecˇji splosˇnosti modela.
Rendle v svojem cˇlanku obrazlozˇi, zakaj se faktorizacijske metode na red-
kih podatkih obnesejo bolje od polinomske regresije druge stopnje [17]. Za
bolj nazorno predstavo se spomnimo tabele 2.1 s prejˇsnje strani. Na pri-
mer, vse kar vemo o paru (ESPN, Adidas) je zgolj en negativen ucˇni primer.
Utezˇ wESPN ·Adidas bo posledicˇno pri polinomski regresiji nizka. Ker je na-
poved za (ESPN, Adidas) pri faktorizacijskih metodah dolocˇena na podlagi
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wESPN ·wAdidas in ker sta wAdidas in wESPN naucˇeni zˇe iz preteklih parov na
primer ((ESPN, Nike), (NBC, Adidas)) bo lahko napoved bolj natancˇna. Pri
polinomski regresiji prav tako nastane problem, ko v testni mnozˇici naletimo
na primer, ki ga v ucˇni mnozˇici ni bilo na primer (NBC, Gucci). Faktori-
zacijske metode lahko zaradi wNBC in wGucci, ki sta bili naucˇeni iz preteklih
primerov, vrnejo smiselno predikcijo.
Faktorizacijske metode so uporabne predvsem zaradi ugodne cˇasovne zah-
tevnosti. Zaradi poenostavitve enacˇbe modela (zadnje dvojne vsote) je lahko
enacˇba (2.5) izracˇunana v linearnem cˇasu in sicer O(kn). Celotna izpeljava
in dokaz sta na voljo v objavljenem cˇlanku. Cˇe uporabimo omenjeno poeno-
stavitev, dobimo enacˇbo nasˇega modela:
yˆ(x) := w0 +
n∑
i=1
wixi +
1
2
k∑
f=1
(( n∑
i=1
vi,fxi
)2
−
n∑
i=1
v2i,fx
2
i
)
. (2.7)
Omenjena lastnost je razlog, da je ta metoda vse bolj priljubljena med raz-
iskovalci. Tudi za nas je cˇasovna zahtevnost algoritma pomembna, saj je
potrebno v 100 milisekundah odgovoriti na vecˇ 100.000 zahtev.
Cˇe omenimo sˇe proces ucˇenja faktorizacijskih metod, lahko za to nalogo
izbiramo med vecˇ razlicˇnimi optimizacijskimi metodami. Za nas bo najbolj
zanimiv stohasticˇni gradientni spust (angl. stochastic gradient descent). Je
ena izmed bolj uporabljenih metod optimizacije v strojnem ucˇenju. Pri sto-
hasticˇnem gradientnem spustu izvajamo posodobitve utezˇi po vsakem ucˇnem
primeru. Beseda ’stohasticˇni’ pomeni, da je gradient, ki je izracˇunan na
podlagi enega primera, ’stohasticˇni’ priblizˇek resnicˇnega. Vsaka posodobitev
utezˇi se izracˇuna tako, da se za dolocˇen korak pomaknemo v negativni smeri
odvoda cenilne funkcije (2.8) in se s tem korak za korakom blizˇamo lokalnemu
minimumu cenilne funkcije.
∂
∂θ
yˆ(x) =

1, cˇe je θ enak w0.
xi, cˇe je θ enak wi.
xi
∑n
j=1 vj,fxj − vi,fx2i cˇe je θ enak vi,f .
(2.8)
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Velikost posodobitve utezˇi je dolocˇena s parametrom α katerega imenu-
jemo stopnja ucˇenja in je eden izmed parametrov nasˇega modela, ki ima velik
vpliv na kvaliteto napovedi. Tudi stopnja regularizacije je eden izmed para-
metrov modela, ki ga oznacˇimo z λ. Namenjen je ’glajenju’ modela, pravilna
uporaba pa omogocˇa povecˇati splosˇnost in s tem vecˇjo natancˇnost na novih
primerih.
2.2 Obdelava podatkov
2.2.1 Predpriprava
V strojnem ucˇenju poznamo veliko faktorjev, ki vplivajo na kvaliteto iz-
vedbe [19]. Dva izmed vecˇjih sta predstavitev in kvaliteta podatkov. Cˇe
v podatkih obstaja veliko nepomembnih oziroma nepotrebnih informacij ali
sˇumnih in nezanesljivih podatkov, potem bo odkrivanje znanja v cˇasu ucˇenja
tezˇje. Splosˇno znano je, da predpriprava in filtriranje vzameta veliko cˇasa
pri resˇevanju problemov strojnega ucˇenja. Predpriprava podatkov obicˇajno
vkljucˇuje cˇiˇscˇenje podatkov, normalizacijo, transformacije in izbiro znacˇilk.
Za nas bodo najbolj zanimivi cˇiˇscˇenje, vzorcˇenje in izbira atributov. Produkt
predpriprave podatkov je koncˇna ucˇna mnozˇica.
Izkljucˇitev sˇumnih podatkov je eden izmed tezˇjih problemov induktiv-
nega strojnega ucˇenja. Eden izmed problemov s katerimi se soocˇamo v
domeni spletnega oglasˇevanja je necˇlovesˇki promet. Ucˇenje na primerih in
kupovanje vtisov za katerimi se ne skriva cˇlovesˇki um predstavlja lazˇno in-
formacijo za nas, ki te podatke proucˇujemo, nasˇe stranke in podjetje. Pro-
blem necˇlovesˇkega prometa je v spletnem oglasˇevanju velik, zato za njegovo
resˇevanje obstajajo najrazlicˇnejˇse metode, predvsem v smislu razpoznavanja
vzorcev v prometu. Primere za katere domnevamo, da niso plod cˇlovekovega
ravnanja, je smiselno odstraniti iz ucˇne mnozˇice nasˇih podatkov in se s tem
delno izogniti nadaljnjemu kupovanju taksˇnih vtisov.
Podatki, ki bodo podani algoritmu strojnega ucˇenja so lahko nepopolni
(manjkajocˇe vrednosti atributov), sˇumni ali neskladni. Razlogi za nastanek
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so lahko razlicˇni na primer atribut, ki smo ga zahtevali ni bil na voljo (na
primer piˇskotki v dolocˇenem brskalniku), napaka v sistemu ali napaka med
prenosom. Proces, ki taksˇne anomalije odpravlja imenujemo cˇiˇscˇenje podat-
kov. Ta poteka tako, da manjkajocˇe vrednosti primerno obravnavamo, na
primer:
• Ucˇni primer ignoriramo – Velikokrat se posluzˇujemo te obravnave
sˇe posebej, cˇe je atribut za nas zelo pomemben (na primer na kateri
spletni strani se je zgodil prikaz oglasa).
• Manjkajocˇe vrednosti vnesemo rocˇno – V splosˇnem zelo neucˇinkovit
in nepriporocˇljiv nacˇin obravnave.
• Uporabimo globalno konstanto s katero nadomestimo manj-
kajocˇo vrednost atributa – Vrednost lahko na primer nastavimo na
’Neznano’. Ta metoda ni priporocˇljiva, saj lahko algoritem strojnega
ucˇenja to vrednost interpretira kot skupno znacˇilnost vseh primerov, ki
jo vsebujejo.
• Uporabimo povprecˇno vrednost atributa – Uporabno pri zveznih
atributih vendar obicˇajno nepriporocˇljiv nacˇin, sploh kadar je manj-
kajocˇih vrednosti veliko.
• Uporabimo povprecˇno vrednost atributa primerov, ki pripa-
dajo istemu razredu – Uporabno pri zveznih atributih vendar obicˇajno
nepriporocˇljiv nacˇin, sploh kadar je manjkajocˇih vrednosti veliko.
• Uporabimo najvecˇkrat zastopano vrednost atributa – Uporabno
pri kategoricˇnih atributih.
Zadnje sˇtiri metode podatkom povecˇajo pristranskost. Vnesˇene vrednosti
najverjetneje niso pravilne, kar lahko negativno vpliva na izvedbo.
Za celoten proces priprave podatkov namenjenih eksperimentom pripra-
vimo program, ki iz standardnega vhoda bere (necˇiste) podatke vrstico za
vrstico, jih preveri ter nato pretvori v enega izmed izbranih formatov, na
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koncu pa izpiˇse statistiko. Preden program zazˇenemo si v ustrezni datoteki
nastavimo vse potrebne spremenljivke:
• Pot do ciljnega direktorija
• Format – Zemanta, libFM, Vowpal Wabbit, CSV.
• Pot do datoteke, ki vsebuje seznam znacˇilk, ki jih zˇelimo
vkljucˇiti v ucˇno mnozˇico
• Stopnja negativnega vzorcˇenja – Privzeta vrednost je enaka 1, kar
pomeni da vzamemo vsak negativen primer.
• Delezˇ podatkov namenjen ucˇni mnozˇici – Na podlagi zˇeljene raz-
delitve se v statistiki izracˇuna vrednost, ki predstavlja sˇtevilo vrstic, ki
spadajo v ucˇno mnozˇico.
Preverjanje vrstic poteka tako, da najprej ugotovimo, cˇe je vhoden format
podatkov ustrezen, nato cˇe lahko vrstico razdelimo po parih (atribut, vre-
dnost) in cˇe vsebuje vse potrebne vrednosti atributov, na primer vrednost
ciljne spremenljivke. Locˇimo tri vrste atributov: osnovne (vrednosti po-
dane zˇe v grobih podatkih), generirane (njihova vrednost je dolocˇena sproti,
na podlagi osnovnih, na primer koncˇnica pri naslovu spletne strani) in ek-
splodirane (mnozˇica vrednosti je dolocˇena sproti, na podlagi osnovnih, na
primer naslov spletne strani locˇen po posˇevnicah). Za tem sledi pretvorba
v ustrezen format, ki ga zna na vhodu sprejeti nasˇ model strojnega ucˇenja.
Ker v nasˇih ekperimentih ne uporabljamo zgolj nasˇe implementacije algo-
ritma temvecˇ tudi uradno implementacijo faktorizacijskih metod libFM [4],
tudi zanjo podpremo nacˇin pretvorbe. Ob koncu izvajanja program poleg
prevedenih podatkov vrne statistiko, ki vsebuje: sˇtevilo vseh primerov na
vhodu/izhodu, sˇtevilo negativnih/pozitivnih primerov ter sˇtevilo vrstic, ki
sodijo v ucˇno mnozˇico.
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2.2.2 Izbor znacˇilk
V statistiki in strojnem ucˇenju je izbor znacˇilk proces iskanja podmnozˇice
relevantnih znacˇilk, ki jih kasneje uporabimo za gradnjo nasˇega napovednega
modela [16]. Poleg cˇiˇscˇenja podatkov je to eden izmed pomembnejˇsih korakov
v izvedbi nasˇega ekperimenta in ima velik vpliv na kvaliteto napovedi. Ce-
loten proces je obicˇajno avtomatiziran s pomocˇjo preiskovalnega algoritma,
a je cˇlovesˇki faktor sˇe vedno kljucˇen, predvsem pri koncˇni interpretaciji. Ra-
zlogi za uporabo metod za izbiro znacˇilk so: poenostavitev modela (lazˇja
interpretacija), krajˇsi cˇas ucˇenja (z dodajanjem znacˇilk se cˇas izvedbe al-
goritma povecˇuje), obvarujemo se pred prekletstvom dimenzionalnosti, nasˇ
model naredimo bolj splosˇen in s tem zmanjˇsamo verjetnost prevelikega pri-
leganja ucˇnim podatkom.
Metode za izbor znacˇilk lahko grobo razdelimo v tri kategorije glede na
to kdaj in kako se izracˇuna koristnost znacˇilk [20]:
• Filtri – Slonijo na splosˇnih karakteristikah podatkov, znacˇilke so iz-
brane v odsotnosti ucˇnega algoritma.
• Ovojnice – Zahtevajo vnaprej dolocˇen ucˇni algoritem, opazujejo re-
zultate pri razlicˇnih podanih znacˇilkah.
• Vgrajene metode – Vkljucˇijo izbiro znacˇilk kot del procesa prileganja
oziroma ucˇenja, uporabnost znacˇilk je dolocˇena na podlagi optimizacije
cenilne funkcije.
Prednost postopkov, ki jih uvrsˇcˇamo med filtre je, da so neodvisni od ucˇnega
algoritma. Struktura metod je enostavna in izvedba obicˇajno zelo hitra. Raz-
iskovalci so ugotovili, da metode ki jih uvrsˇcˇamo med ovojnice in vgrajene
metode obicˇajno izberejo znacˇilke, ki producirajo boljˇse rezultate na spe-
cificˇnem ucˇnem algoritmu, ki je bil uporabljen med procesom izbora znacˇilk.
Nasˇ pristop k resˇevanju tega problema vkljucˇuje resˇitev tipa ovojnice. Za
namen odkritja najboljˇsega seznama znacˇilnosti za nasˇ model prilagodimo
program, ki po principu pozˇresˇnega iskanja z razlicˇnimi strategijami preiskuje
prostor mozˇnih seznamov znacˇilk in se pomika v smeri najvecˇje izboljˇsave.
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2.3 Implementacija faktorizacijskih metod
Go je programski jezik v katerem implementiramo nasˇ napovedni model. Iz-
dalo ga je podjetje Google leta 2003 in je tipiziran, preveden programski jezik
(zanj ne potrebujemo interpreterja) [3]. Je izrazen, jedrnat, cˇist in ucˇinkovit.
Njegov mehanizem vzporednosti omogocˇa enostaven razvoj programov, ki
dobro izkoristijo vecˇjedrne in omrezˇne naprave, poleg tega pa omogocˇa fle-
ksibilno in modularno izdelavo programov. Go ima vgrajeno funkcionalnost
in podporo za pisanje vzporednih programov. Vzporednost ne samo v smislu
paralelnega procesiranja, temvecˇ tudi asihronosti, t.j. omogocˇa pocˇasnejˇsim
operacijam (kot na primer branje iz podatkovne baze), da se izvajajo, med-
tem ko program pocˇne preostale stvari. Po nekaj lastnostih spominja na pro-
gramski jezik C (tipiziran in ucˇinkovit), obenem pa vsebuje vecˇ varnostnih
mehanizmov in s tem omogocˇa enostavnejˇsi razvoj. Zaradi svoje hitrosti
in enostavnosti se nam zdi primeren programski jezik za razvoj algoritmov
strojnega ucˇenja.
Logika napovednega modela predstavlja del programske opreme imeno-
vane ponudnik (angl. bidder), ki je glavni sestavni del DSP okolja. Napove-
dovanje CTR je eden izmed korakov, ko se odlocˇamo, katerega izmed oglasov
nasˇih strank bomo prikazali uporabniku, ter kaksˇno ceno smo za ta prikaz
pripravljeni placˇati. Ob tej prilozˇnosti klicˇemo funkcijo predict, ki nam vrne
napoved za trenutni primer. Ko za nasˇo ponudbo prejmemo odgovor, lahko
klicˇemo funkcijo AddExample, ki glede na napoved in koncˇnen izid prila-
godi utezˇi. Poleg implementacije algoritma v produkcijski sistem pa zˇelimo
v lokalnem okolju z modelom eksperimentirati na preteklih podatkih in se s
tem prepricˇati, cˇe je model sploh lahko konkurencˇen obstojecˇemu. Zato si
pripravimo locˇen kos programske kode, ki nam omogocˇa izvajanje ucˇenja in
napovedovanja na podatkih iz preteklih dni.
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Model faktorizacijskih metod je v programski kodi predstavljen kot struk-
tura z naslednjimi sedmimi atributi:
type Factor izat ionMachine s t r u c t {
w Weights
v [ ] Weights
l earn ingRate f l o a t 3 2
r e g u l a r i z a t i o n f l o a t 3 2
factorNumber i n t
in i tWeight f l o a t 3 2
negSubSample i n t
}
pri tem je Weights struktura, s katero predstavimo pare (znacˇilka, utezˇ)
in je definirana kot:
type Weights s t r u c t {
map [ s t r i n g ] f l o a t 3 2
}
To pomeni, da ima vsaka instanca nasˇega algoritma naslednje lastnosti:
• w – Predstavlja seznam parov (znacˇilka, utezˇ).
• v – Predstavlja seznam seznamov parov (znacˇilka, utezˇ).
• learningRate – Parameter modela, ki predstavlja stopnjo ucˇenja.
• regularization – Parameter modela, ki predstavlja stopnjo glajenja.
• factorNumber – Parameter modela, ki predstavlja sˇtevilo dimenzij in
dolocˇa velikost v -ja.
• initWeight – Parameter modela, ki dolocˇa vrednosti utezˇi za atribute,
ki jih vidimo prvicˇ.
• negSubSample – Parameter modela, ki znizˇuje napovedi v primeru,
ko je nasˇ nabor ucˇnih podatkov negativno vzorcˇen.
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2.3.1 Funkcija za napovedovanje
Funkcija predict je ena izmed dveh glavnih funkcij modela faktorizacijskih
metod. Uporablja se pri izbiri oglasov ter pri oceni, koliksˇno ceno smo pri-
pravljeni placˇati za njegov prikaz. Kot parameter sprejme trenuten primer
t.j. vektor znacˇilk (angl. feature vector), ki vkljucˇuje vse navedene znacˇilke in
njihove vrednosti. Na podlagi trenutnega stanja utezˇi funkcija vrne napoved
kot tip float64.
Nasˇa funkcija za napovedovanje uporablja poenostavljeno razlicˇico prvo-
tne formule (2.7). Za njen izracˇun potrebujemo naslednje sestavne dele:
• w0 – Cˇlen pristranskosti.
• ∑ni=1wixi - Skalarni produkt parov (utezˇ atributa, vrednost atributa).
•
(∑n
i=1 vi,fxi
)2
– Kvadriran skalarni produkt parov faktorjev, ki opi-
sujejo interakcije in vrednosti atributov.
• ∑ni=1 v2i,fx2i – Skalarni produkt kvadriranih faktorjev interakcij in kva-
driranih vrednosti atributov.
Zadnja dva cˇlena sesˇtejemo po vseh dimenzijah, dobljeno vrednost pomnozˇimo
z 1
2
in dobimo koncˇno vrednost. Ker napovedujemo verjetnost za klik, zˇelimo,
da so nasˇe napovedi omejene med 0 in 1. To dosezˇemo tako, da uporabimo
funkcijo, ki smo jo spoznali v 2. poglavju . Zadnji korak je, da preverimo cˇe je
parameter negativnega vzorcˇenja enak 1, sicer popravimo napoved s formulo
q = p
p+(1−p)/w [15], pri cˇimer q predstavlja popravljeno napoved, p napoved, ki
jo je vrnila logisticˇna funkcija, in w stopnjo negativnega vzorcˇenja. Pozorni
moramo biti pri tem, da popravljeno napoved uporabljamo le za izpis, ne pa
tudi za popravljanje utezˇi.
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2.3.2 Funkcija za ucˇenje
Druga kljucˇna funkcija faktorizacijskih metod je funkcija za ucˇenje AddExam-
ple. Tu imamo na voljo kancˇek vecˇ svobode kot pri funkciji za napovedovanje,
saj lahko izbiramo med razlicˇnimi optimizacijskimi metodami. Mi se osre-
dotocˇimo na implementacijo metode stohasticˇnega gradientnega spusta. Za
razliko od funkcije za napovedovanje ta metoda ne vracˇa vrednosti, torej je
tipa void. Kot parametera sprejme oznako primera in vektor znacˇilk. Naloga
funkcije je na podlagi njenih parametrov popraviti trenutne utezˇi v smeri
zmanjˇsane napake. Za izracˇun gradienta potrebujemo enacˇbo (2.8).
func AddExample ( example FeatureVector , s u c c e s s bool ) {
y := 0 .0
i f s u c c e s s {
y := 1 .0
}
pred := p r e d i c t ( example )
// i z r a cˇun napake
e r r := y − pred
f o r i := range example {
// i z r a cˇun grad i en ta in posodob i t e v ute zˇ i za wi
f o r f := range v {
// i z r a cˇun grad i en ta in posodob i t e v ute zˇ i za vi,f
}
}
}
Poglavje 3
Testiranje
V tem poglavju opiˇsemo postopke testiranja implementiranega sistema v
razlicˇnih okoljih. Pri tem si pomagamo s testiranjem posameznih enot zno-
traj programskega jezika Go, z uradno implementacijo faktorizacijskih metod
libFM, okoljem za postopno izvajanje programske kode Jupyter Notebook in
okoljem za analizo in nadzor Grafana.
Testiranje programske opreme je proces preucˇevanja obnasˇanja sistema
z namenom, da odkrijemo morebitne napake. [9]. Preizkusˇanje programske
opreme lahko zagotovi objektiven, neodvisen pogled, ki podjetjem omogocˇa,
da so vesˇcˇi in razumejo tveganja pri izvajanju programske opreme. Razlicˇne
tehnike vsebujejo postopke izvajanja programov ali aplikacij z namenom is-
kanja napak v programski kodi in preverjanja, ali je program primeren za
uporabo. S testiranjem zˇelimo programu dodati vrednost [23]. Dodati vre-
dnost v taksˇnem smislu, kot je povecˇanje kvalitete ali izboljˇsanje berljivosti.
Boljˇsa berljivost pomaga pri odkrivanju in odstranjevanju napak. Zaradi
tega, ne testiramo svojih programov tako, da pokazˇemo da delujejo temvecˇ
zacˇnemo s predpostavko, da program vsebuje napake in nato testiramo pro-
gram tako, da jih odkrijemo cˇim vecˇ.
“Testiranje je proces izvajanja programa z namenom, da odkrije napake.”
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3.1 Testiranje posameznih enot
Testiranje enot (angl. unit testing) je proces testiranja individualnih pod-
programov, funkcij in procedur znotraj programa [23]. Namesto prvotnega
testiranja programa kot celote, je testiranje enot osredotocˇeno na manjˇse
gradnike programa. Razlogov za izvajanje taksˇnega testiranja je vecˇ. Prvicˇ,
testiranje modulov je nacˇin upravljanja kombiniranih elementov testiranja,
saj je na zacˇetku pozornost usmerjena na manjˇse enote programa. Drugicˇ,
testiranje modulov olajˇsuje odkrivanje napak, saj je, ko se napaka zgodi
znano, v katerem modulu se nahaja. Nazadnje, testiranje modulov uvaja
paralelizem v proces testiranja programov.
V nasˇem primeru modul vsebuje implementacijo faktorizacijskih metod.
Med procesom razvoja algoritma se zˇelimo cˇim hitreje prepricˇati, ali nasˇ
program deluje v pravi smeri oziroma ali je uspesˇen pri klasifikaciji prime-
rov, ki so na prvi pogled intuitivni. Prav tako, pa si zˇelimo zaznati slabo
ucˇinkovitost algoritma v primeru, da pride do sprememb v implementaciji,
ki bi slabo vplivale na izvedbo. Zato pripravimo uvodni test in si pri tem
pomagamo z izmiˇsljenim naborom podatkov v tabeli 3.1. Na njem izvedemo
vecˇkratno testiranje s pomocˇjo metode precˇne validacije. Precˇna validacija
je mnozˇica metod, s katerimi lahko preverimo kako dober je model na sˇe ne
videnih podatkih [27]. Za nasˇ primer uporabimo razlicˇico precˇne validacije
(angl. leave-one-out cross-validation), ki ob vsakem izmed n obhodov izbere
enega izmed primerov, ki ga ne prikazˇe v procesu ucˇenja. To je edini izmed
primerov na katerem izvedemo napoved. Preostalih n−1 primerov tvori ucˇno
mnozˇico. Postopek ponovimo n-krat in na koncu rezultat ovrednotimo.
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COLOR SIZE ACT AGE INFLATED
Yellow Small Stretch Adult T
Yellow Small Stretch Child T
Yellow Small Dip Adult T
Yellow Small Dip Child F
Yellow Large Stretch Adult T
Yellow Large Stretch Child T
Yellow Large Dip Adult T
Yellow Large Dip Child F
Purple Small Stretch Adult T
Purple Small Stretch Child T
Purple Small Dip Adult T
Purple Small Dip Child F
Purple Large Stretch Adult T
Purple Large Stretch Child T
Purple Large Dip Adult T
Purple Large Dip Child F
Tabela 3.1: Nabor podatkov za postopek precˇne validacije [6].
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Iz danih primerov lahko razberemo, da atributa COLOR in SIZE slabo
oz. ne dolocˇata ciljne spremenljivke INFLATED, medtem ko atributa ACT
in AGE imata vlogo pri tem, kaksˇna je vrednost ciljne spremenljivke. Cˇe
vrstico v tabeli oznacˇimo z x potem velja, ko je xACT=Stretch je ciljna spre-
menljivka vedno enaka T, v nasprotnem primeru pa preverimo sˇe vrednost
spremenljivke AGE, in cˇe je vrednost te enaka xAGE=Adult, je ciljna spre-
menljivka enaka T. V vseh ostalih primerih je vrednost ciljne spremenljivke
enaka F. Ker je nabor podatkov izmiˇsljen in za klasifikacijo precej intuiti-
ven bo napovedni model v primeru pravilnega delovanja dosegel vsaj 90%
natancˇnost.
3.2 Testiranje v lokalnem okolju
Po uspesˇnem testiranju posameznih enot se zˇelimo prepricˇati o pravilni im-
plementaciji matematicˇno zahtevnejˇsega algoritma. Za ta namen se odlocˇimo
pripraviti manjˇsi nabor podatkov ter na njem preizkusiti kako se nasˇa im-
plementacija obnese v primerjavi z uradno. Program, ki vkljucˇuje uradno
implementacijo, lahko pridobimo s spletne strani, ki je navedena v avtorje-
vem uradnem GitHub repozitoriju [4]. Pri nasˇem testiranju uporabimo tre-
nutno najnovejˇso verzijo programa (1.4.2). Namestitev je enostavna, saj si je
program potrebno le prenesti, ga razpakirati ter prevesti z ukazom make all.
Po uspesˇni namestitvi se lotimo priprave vhodnih podatkov. LibFM lahko
na vhodu sprejme dve razlicˇni obliki datotek v katerih se nahajajo vhodni
podatki [25]. Ker knjizˇnjico uporabljamo prvicˇ, se odlocˇimo za tekstovni
format. Vsaka vrstica vhodnih podatkov vsebuje ucˇni primer (x, y), kjer x
predstavlja vektor znacˇilk, y pa ciljno spremenljivko. Vrstica se pricˇne z vre-
dnostjo y, sledijo ji pa od nicˇ razlicˇne vrednosti za x. Pri binarni klasifikaciji
so y > 0 obravnavani kot pozitivni primeri, tisti z y ≤ 0 pa kot negativni.
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Primer podatkov v libFM formatu:
4 0 : 1 . 5 3:−7.9
2 1 :1 e−5 3 :2
−1 6 :1
Zgoraj so opisani trije ucˇni primeri. Prvi stolpec vsebuje vrednosti ciljne
spremenljivke. Za tem sledijo od nicˇ razlicˇne vrednosti x-a, kjer se vnos 0 : 1.5
bere kot x0 = 1.5 in 3 : −7.9 pomeni x3 = −7.9 itd. To pomeni, da leva stran
izraza INDEKS:VREDNOST pomeni indeks znoraj x-a, medtem ko desna
stran pomeni vrednost x-a pri tem indeksu, torej: xINDEKS =VREDNOST.
Celoten zgornji nabor lahko predstavimo tudi z matriko:
X =

1.5 0.0 0.0 −7.9 0.0 0.0 0.0
0.0 10−5 0.0 2.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0 0.0 0.0 1.0
 , y =

4
2
−1
 .
Sedaj, ko je program pravilno namesˇcˇen ter vhodni podatki pripravljeni,
ga lahko z enim samim ukazom zazˇenemo. Za uspesˇen zagon je potrebno
dolocˇiti vsaj tri vhodne parametre. Prvi izmed njih je -task s katerim
povemo katere vrste problem resˇujemo klasifikacijski -task c oz. regresij-
ski -task r. Drugi obvezni parameter je pot do datotek z ucˇnimi podatki
-train in testnimi podatki -test. Kot zˇe recˇeno so podatki lahko v tekstovni
oziroma binarni obliki. Zadnji je dimenzionalnost faktorizacijskih metod, ki
ga dolocˇimo s parametrom -dim. Slednji je sestavljen iz treh delov.
• k0 ∈ 0, 1 – Dolocˇa, cˇe zˇelimo uporabiti cˇlen pristranskosti – w0.
• k1 ∈ 0, 1 – Dolocˇa, cˇe zˇelimo uporabiti cˇlene z enosmernimi interakci-
jami – wi.
• k2 ∈ N0 – Dolocˇa sˇtevilo faktorjev, ki so uporabljeni za belezˇenje parnih
interakcij, tj. k pri V ∈ Rp×k.
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Primer ukaza za zagon libFM:
./libFM -task r -train ml1m-train.libfm
-test ml1m-test.libfm -dim ’1,1,8’
Poleg obveznih parametrov nam je na voljo sˇe mnozˇica neobveznih. Eden
izmed uporabnejˇsih je -out za katerim navedemo pot do datoteke v katero
zˇelimo zapisati napovedi na mnozˇici testnih podatkov. Tako je ustvarjena
tekstovna datoteka, ki vsebuje natanko toliko vrstic kot testni podatki, v i-ti
vrstici pa najdemo napoved za i-ti primer. Pri klasifikaciji so napovedi enake
verjetnosti da testni primer pripada pozitivnemu razredu.
Sedaj, ko sta pripravljeni tako nasˇa implementacija algoritma kot tudi
uradna, lahko na manjˇsem naboru podatkov opazujemo kako se pri razlicˇnih
vrednostih parametrov (stopnje ucˇenja, regularizacije, sˇtevilo faktorjev) spre-
minja natancˇnost napovedi. Pricˇakujemo podobno obnasˇanje obeh razlicˇic.
To bi obcˇutno povecˇalo verjetnost, da je nasˇa implementacija algoritma pra-
vilna. Rezultate primerjanj bolj podrobno opiˇsemo v poglavju 4.2.
Po potrditvi, da je nasˇa implementacija algoritma pravilna se lotimo
primerjanja z logisticˇno regresijo. Pred tem se spomnimo sˇe dveh stvari.
Trenutno v produkcijskem okolju obratuje model logisticˇne regresije in lo-
kalno testiranje poteka na podatkih iz preteklih zmaganih drazˇb. Pri RTB
drazˇbah se znesek ponudi zgolj enkrat, pri cˇemer obvestilo o zmagi prejme
le tisti udelezˇenec, ki placˇa najvecˇ. Posledicˇno je zmagovalec drazˇbe edini,
ki izve izid prikaza. Kaj to pomeni? Ker je cena, ki jo je nasˇ udelezˇenec
drazˇbe pripravljen placˇati, dolocˇena na podlagi algoritma, ki takrat obra-
tuje v produkcijskem okolju, so s tem kupljeni zgolj tisti prikazi, ki jih ta
algoritem obravnava kot perspektivne. To pomeni, da so podatki ki jih upo-
rabljamo za testiranje v lokalnem okolju pristranski. Kljub temu pa nam
lokalno testiranje razmeroma dobro pokazˇe ali je nov model vsaj konkurecˇen
obstojecˇemu.
Velik vpliv na kvaliteto koncˇne izvedbe imajo vhodni parametri faktoriza-
cijskih metod. Za to testiranje si pripravimo vecˇji nabor podatkov (preko 10
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milijonov primerov) pri cˇimer 70% predstavlja ucˇne podatke, 30% pa testne.
Za zacˇetek parametre nastavimo na privzete vrednosti (enake kot pri libFM ).
Nato z mrezˇnim preiskovanjem iˇscˇemo najbolj optimalne vrednosti na primer
vrednosti regularizacije preiˇscˇemo med 10−4 in 10−8 z razmikom za faktor 10.
Ko ocenjujemo najboljˇso vrednost za enega izmed parametrov na primer sto-
pnjo ucˇenja, preostale parametre fiksiramo, stopnjo ucˇenja pa spreminjamo
ter na koncu izberemo tisto z najboljˇsim rezultatom. Pri tem se je potrebno
zavedati, da vrstni red preiskovanja parametrov vpliva na koncˇen rezultat in
da ta rezultat ni optimalen, zadosˇcˇa pa za nasˇo zacˇetno primerjavo.
Pri prejˇsnjem testiranju je bilo ocˇitno uporabiti enak seznam znacˇilk tako
pri nasˇi kot tudi pri uradni implementaciji. Tokrat temu ni vecˇ tako, saj
vemo, da enaki seznami znacˇilk razlicˇno dobro delujejo na razlicˇnih algorit-
mih strojnega ucˇenja. Seznam znacˇilk logisticˇne regresije, ki trenutno deluje
v obstojecˇem sistemu, je bil zgrajen s preiskovalnim algoritmom o katerem
smo pisali v poglavju 2. Vsebuje preko deset kombinacij, ki sˇtejejo tudi do
sˇtiri znacˇilke v eni sami kombinaciji (na primer kako se dolocˇen oglas ob-
nese na dolocˇenem mestu, na dolocˇeni spletni strani, na dolocˇeni napravi, v
dolocˇenem brskalniku). Podpore za preiskovanje znacˇilk s faktorizacijskimi
metodami v fazi testiranja v lokalnem okolju sˇe ni. Za potrebe nasˇega testi-
ranja izberemo dva razlicˇna seznama znacˇilk:
• Seznam znacˇilk iz obstojecˇega sistema – kompleksen, kombinacije
do 4 znacˇilk, prilagojen glede na delovanje logisticˇne regresije.
• Seznam znacˇilk iz obstojecˇega sistema brez kombinacij – eno-
stavnejˇsi, samo unikatne samostojne znacˇilke, bolj splosˇen.
Taksˇno nastavitev uporabimo v prvem delu primerjav med faktorizacijskimi
metodami in logisticˇno regresijo. Rezultati so na voljo v poglavju 4.
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3.3 Testiranje v produkcijskem okolju
Ko uporabimo izraz produkcijsko okolje, si moramo znati predstavljati kaj to
pomeni in kaksˇno vlogo ima nasˇ sistem v njem. Kot zˇe opisano v 1. poglavju,
nasˇ sistem igra pomembno vlogo pri tem, koliksˇen znesek smo pripravljeni
placˇati za prikaz dolocˇenega oglasa. Slednje vpliva tudi na to, kateri oglas je
izbran izmed vseh v podatkovni bazi nasˇega sistema. Z drugimi besedami,
ima velik vpliv na to, kako udelezˇenec drazˇb ravna z razpolozˇljivimi sredstvi,
kaksˇno vsebino sˇiri po spletu ter kako dobre rezultate dosega.
Cˇe zˇelimo dva razlicˇna modela med seboj primerjati, moramo pred tem
opraviti sˇe nekaj stvari. Najprej si pripravimo mnozˇico najnovejˇsih ucˇnih
primerov, ki bo nasˇ model pripravila na produkcijsko okolje. Poleg faktori-
zacijskih metod moramo na istih primerih naucˇiti tudi instanco trenutnega
modela logisticˇne regresije. Enako predznanje je pomemben faktor, ko zˇelimo
med seboj pravicˇno primerjati dva razlicˇna algoritma. To pomeni, da bodo
v cˇasu testiranja v produkcijskem okolju obratovali trije algoritmi in sicer:
trenutni produkcijski model logisticˇne regresije, ki bo sˇe vedno obratoval na
vecˇini prometa, nasˇ model faktorizacijskih metod in kontrolni model logi-
sticˇne regresije. Zadnja dva bosta delovala na manjˇsem in enakem delezˇu
nakljucˇno razdeljenega prometa. S tem se v zacˇetni fazi zˇelimo izogniti vecˇji
nastali sˇkodi v primeru nepredvidljivih napak ter slabsˇe izvedbe (predvsem
zaradi manjˇse kolicˇine predznanja). Test mora trajati dovolj dolgo, saj s tem
zmanjˇsamo verjetnost, da eden izmed algoritmov prejme boljˇsi del prometa
kot drug.
Ker se stanje na trgih iz trenutka v trenutek spreminja, ni smiselno pri-
merjati rezultatov iz razlicˇnih cˇasovnih obdobij. Zato uporabimo statisticˇno
tehniko nakljucˇnega eksperimenta z dvema variantama t.j. A/B test. Enak
princip se prav tako uporablja pri razvoju spletnih strani, ko zˇelimo preizku-
siti svezˇe funkcionalnosti na dejanskih uporabnikih. Ko zahteva za ponudbo
pride v sistem, ta s pomocˇjo nakljucˇne vrednosti izbere model, kateremu
preda odlocˇitev.
Tudi cˇe bi opravljali A/B test med dvema enakima modeloma (torej A/A
Diplomska naloga 35
test), bi priˇslo do rahlih odstopanj v rezultatih. Ta odstopanja bi se z neko
verjetnostjo nahajala znotraj dolocˇenega intervala. Tu v posˇtev pride znanje
statistike t.j. intervali zaupanja in testiranje hipotez. S pomocˇjo statisticˇnih
metod lahko opiˇsemo, kako verjetno je, da je na podlagi koncˇnih rezultatov
eden izmed modelov zares boljˇsi od drugega.
Pri kompleksnem produkcijskem okolju kot je nasˇe, je koristno imeti sis-
tem s katerim lahko v zˇivo spremljamo dogajanje. Za to je zadolzˇena ena
izmed podatkovnih baz, ki v realnem cˇasu hrani vse podatke v zvezi z akci-
jami, ki jih izvrsˇuje nasˇ sistem kot na primer:
• Sˇtevilo zahtevkov za ponudbo, ki jih nasˇ sistem prejme v
dolocˇenem cˇasovnem obdobju
• Sˇtevilo izjem ter napak, ki se zgodijo v dolocˇenem cˇasovnem
obdobju
• Povprecˇne napovedi nasˇih algoritmov strojnega ucˇenja
• Najvecˇje in najmanjˇse vrednosti utezˇi v napovednih modelih
• Cˇas iteracije generiranja ucˇnih podatkov
Podatki so na voljo preko preglednega uporabniˇskega vmesnika vecˇinoma v
obliki grafov. Namenjeni so predvsem inzˇenirjem, da lahko opazujejo, kaj se
s sistemom dogaja, ko nadgrajujejo sistem z novo funkcionalnostjo. Skoraj
vsaka izmed kolicˇin se mora nahajati znotraj dolocˇenega intervala, v naspro-
tnem primeru so o tem obvesˇcˇeni. Taksˇen sistem koristi, ko v produkcijsko
okolje namestimo vse tri omenjene algoritme in pricˇnemo s produkcijskim
tesiranjem.
Po nekaj dnevih delovanja so nam v enaki obliki kot ucˇni podatki na vo-
ljo rezultati nasˇih napovedi. Poleg ciljne spremenljivke ter vseh lastnosti o
zahtevku za ponudbo, nam je na voljo tudi atribut, ki opisuje, kateri izmed
modelov je zahtevek za ponudbo obravnaval. To nam pomaga pri locˇevanju
podatkov v dve locˇeni mnozˇici. Na vsaki izmed njih izvedemo najrazlicˇnejˇse
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meritve. Pomagamo si s prej pripravljenimi kratkimi funkcijami, ki jih hra-
nimo v Jupyter Notebook -u. To orodje nam omogocˇa na pregleden nacˇin iz-
vesti delcˇke programske kode, jih jasno oznacˇiti ter nemudoma videti njihov
ucˇinek. Te kratke funkcije uporabljajo najbolj znane odprtokodne knjizˇnice
za manipuliranje in analiziranje podatkov v programskem jeziku Python. To
so na primer numpy, pandas, matplotlib, scikit-learn itd. S pomocˇjo teh oro-
dij lahko temeljito in hitro analiziramo rezultate vsakega izmed modelov ter
jih na koncu primerjamo.
Slika 3.1: Primer pripravljenih funkcij za analizo v Jupyter Notebook -u.
Poglavje 4
Rezultati in interpretacija
V tem poglavju predstavimo koncˇne rezultate primerjav in jih interpretiramo.
Opiˇsemo nacˇine za merjenje uspesˇnosti modelov, primerjavo rezultatov nasˇe
implementacije z uradno implementacijo faktorizacijskih metod libFM ter
primerjavo z logisticˇno regresijo v lokalnem in kasneje v produkcijskem okolju.
4.1 Nacˇini merjenja uspesˇnosti
Nacˇini merjenja uspesˇnosti modelov so pomemben dejavnik vsakega eksperi-
menta v strojnem ucˇenju. Na nasˇem podrocˇju nacˇini ne bodo zgolj statisticˇni,
temvecˇ tudi taksˇni, ki nam povejo nekaj o poslovnem ucˇinku modela na ce-
loten sistem. Cˇe si zamislimo nakljucˇen testni primer in nasˇ model, ki izvede
napoved za njegovo ciljno spremenljivko (v nasˇem primeru klik ali ne klik),
potem obstajajo sˇtirje mozˇni izidi [12]. Cˇe je testni primer pozitiven in ga
tudi nasˇ model oceni kot pozitivnega, se to sˇteje kot pravilno pozitiven (angl.
true positive) primer. Cˇe je primer ocenjen kot negativen, se to sˇteje kot
napacˇno negativen (angl. false negative) primer. Cˇe je testni primer nega-
tiven in ga tudi nasˇ model oceni kot negativnega, se to sˇteje kot pravilno
negativen (angl. true negative) primer. Cˇe je primer ocenjen kot pozitiven,
se to sˇteje kot napacˇno pozitiven (angl. false positive) primer.
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Cˇe te sˇtiri izide dva po dva razvrstimo v matriko (kot na sliki 4.1) dobimo
matriko napak (angl. confusion matrix ).
Slika 4.1: Matrika napak je temelj za veliko nacˇinov merjenja uspesˇnosti
napovednih modelov.
Pomembnejˇsi izpeljani kolicˇini sta delezˇ pravilno pozitivnih primerov (angl.
true positive rate) in delezˇ napacˇno pozitivnih primerov (angl. false positive
rate), ki jih zapiˇsemo kot:
Delezˇ PP =
Pravilno uvrsˇcˇeni pozitivni primeri
V si pozitivni primeri
(4.1)
Delezˇ NP =
Napacˇno uvrsˇcˇeni negativni primeri
V si negativni primeri
(4.2)
Ta dva delezˇa igrata kljucˇno vlogo pri t.i. krivuljah ROC (angl. Recie-
ver Operating Characteristic), ki so dvo-dimenzionalna predstavitev izvedbe
klasifikatorja.
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Slika 4.2: Osnoven primer grafa ROC s petimi diskretnimi klasifikatorji.
Na sliki 4.2 je predstavljenih nekaj pomembnih tocˇk na ROC grafu. Ko-
ordinatno izhodiˇscˇe (0, 0) predstavlja strategijo uvrsˇcˇanja vseh primerov v
negativni razred. Taksˇen klasifikator ne stori nobene napacˇno pozitivne na-
pake, ampak obenem tudi ne pridobi nobene pravilno pozitivne uvrstitve.
Nasprotna strategija, ki vse primere uvrsˇcˇa v pozitivni razred se nahaja v
tocˇki (1, 1). Tocˇka D predstavlja optimalen klasifikator. Neformalno, tocˇka
v ROC prostoru je boljˇsa od druge cˇe se nahaja blizˇje tocˇki (0, 1). Kla-
sifikatorje na levi polovici grafa lahko obravnavamo kot konzervativne, kar
pomeni, da primer uvrstijo v pozitivni razred samo takrat, ko imajo zanj
zelo mocˇne dokaze, in s tem naredijo zelo malo napacˇno pozitivnih napak.
Taksˇni klasifikatorji imajo ponavadi nizek delezˇ pravilno pozitivnih uvrstitev.
Klasifikatorje na desni polovici grafa oznacˇimo za bolj liberalne, kar pomeni,
da primer uvrstijo v pozitivni razred zˇe z zelo nizko stopnjo dokazov in s
tem pravilno uvrstijo vecˇino pozitivnih primerov. Taksˇni klasifikatorji imajo
obicˇajno visok napacˇno pozitiven delezˇ. Na sliki 4.2 je tocˇka A bolj konzerva-
tivna od tocˇke B. Diagonalna cˇrta y = x predstavlja strategijo nakljucˇnega
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uvrsˇcˇanja. Cˇe klasifikator polovico primerov nakljucˇno uvrsti v pozitiven
razred, potem pricˇakujemo, da bo pravilno uvrstil polovico pozitivnih in po-
lovico negativnih primerov. Taksˇna izvedba bi bila v prostoru ROC izrazˇena
s tocˇko (1
2
, 1
2
). Cˇe klasifikator ugiba pozitivni razred v 90% primerih, po-
tem lahko pricˇakujemo, da bomo 90% pozitivnih primerov uvrstili pravilno,
ampak bo s tem narasel tudi delezˇ napacˇno pozitivnih primerov, posledicˇno
koncˇamo v tocˇki ( 9
10
, 9
10
), To pomeni, da se bo tocˇka nakljucˇnega klasifika-
torja nahajala na diagonalni cˇrti, kje na njej pa je odvisno od frekvence s
katero ugiba pozitivni razred. Cˇe se zˇelimo pomakniti v prostor od y = x
levo navzgor, mora klasifikator izkoristiti nekaj informacije iz podatkov. Na
sliki 4.2 je izvedba klasifikatorja C v tocˇki ( 7
10
, 7
10
) nakljucˇna, pozitiven razred
ugiba v 70% primerov.
Izvedba vsakega klasifikatorja na spodnji desni strani y = x je slabsˇa od
nakljucˇnega ugibanja. Tam obicˇajno v ROC grafih ne najdemo tocˇk. Cˇe
klasifikator negiramo, potem vse pravilno pozitivne klasifikacije postanejo
napacˇno negativne in vse napacˇno pozitivne postanejo pravilno negativne.
To pomeni, da vsak klasifikator katerega tocˇka se nahaja v spodnjem de-
snem delu grafa lahko negiramo in posledicˇno bo njegova tocˇka v zgornjem
levem delu grafa. Na sliki 4.2 je izvedba klasifikatorja E obcˇutno slabsˇa od
nakljucˇja, obenem pa je ta tocˇka negacija tocˇke B. Za vsak klasifikator ka-
terega tocˇka se nahaja na y = x pravimo, da nima informacije o razredu.
Klasifikator katerega tocˇka se nahaja pod y = x pravimo, da ima uporabne
informacije, ampak jih izkoriˇscˇa na napacˇen nacˇin. Za mozˇnost primerjave
dveh klasifikatorjev zˇelimo poenostaviti ROC graf na samostojno skalarno
vrednost, ki predstavlja pricˇakovano kvaliteto izvedbe. To naredimo z me-
todo za izracˇun plosˇcˇine pod krivuljo ROC, krajˇse AUC (angl. Area Under
Curve).
Da lahko pridobimo krivuljo ROC in izracˇunamo plosˇcˇino pod njo, mo-
ramo najprej definirati prag t ∈ R (angl. threshold), ki je sˇtevilo med 0 in
1, njegova naloga pa je, da locˇi primere na pozitivne in negativne glede na
napovedane verjetnosti. Nato pri vseh vrednostih t-ja izracˇunamo delezˇa PP
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in NP iz cˇesar pridobimo tocˇke na krivulji. AUC nam zagotavlja agregiran
nacˇin merjenja uspesˇnosti za vse mozˇne vrednosti t-ja [1]. Ker je AUC enak
plosˇcˇini pod krivuljo znotraj enotskega kvadrata, bo njegova vrednost vedno
med 0 in 1. Nakljucˇno ugibanje nas pripelje do diagonalne cˇrte med (0,0)
in (1,1), ki ima plosˇcˇino 1
2
. Noben smiseln klasifikator nima vrednosti AUC
manjˇse od 1
2
. AUC ima pomembno statisticˇno lastnost: AUC klasifikatorja
je ekvivalenten verjetnosti, da klasifikator nakljucˇno izbran pozitiven primer
uvrsti viˇsje od nakljucˇno izbranega negativnega primera.
Seveda pa AUC ni brezhiben [21]. Mnogi uporabo AUC za nacˇin merjenja
kvalitete izvedbe odsvetujejo zaradi sˇtevilnih razlogov, med drugimi ker:
• Ne uposˇteva kako dobro se napovedane verjetnosti ujemajo s
pravo verjetnostjo razreda.
• Povzema rezultat testiranja na obmocˇjih prostora ROC, v ka-
terem bo klasifikator redko deloval.
• Enako obravnava napacˇno pozitivne in napacˇno negativne pri-
mere.
Kljub temu AUC uporabimo za nacˇin merjenja uspesˇnosti. Z njim zˇelimo
izvedeti, kako dobro nasˇ model locˇi med prikazi oglasov, ki so bolj potencialni
od drugih. Poleg AUC, ki je statisticˇna metrika, pa predvsem v produkcij-
skem okolju potrebujemo sˇe kaksˇno kolicˇino, ki nam pove nekaj o tem, kako
dobro nasˇ klasifikator vpliva na financˇni izkupicˇek podjetja. Kolicˇine, ki nam
opiˇsejo poslovni ucˇinek so:
• Sˇtevilo zmaganih drazˇb
• Sˇtevilo pridobljenih klikov
• Kolicˇina porabljenih sredstev
Iz njih je mozˇno izpeljati sˇe mnozˇico ostalih kolicˇin kot na primer eCPC
(angl. effective cost per click), ki jo izracˇunamo kot kolicˇnik med kolicˇino
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porabljenih sredstev in sˇtevilom pridobljenih klikov. Pove nam, koliko nas
povprecˇno stane en klik, cˇe na drazˇbah kupujemo s tem klasifikatorjem. Ker
zˇelimo za stranko pridobiti kar se da veliko klikov, porabiti pa kar se da malo
denarja, je cilj eCPC minimizirati.
4.2 Rezultati lokalnega testiranja
Najprej predstavimo rezultate primerjave nasˇe implementacije faktorizacij-
skih metod zFM z uradno implementacijo libFM. Motiv in celoten posto-
pek namestitve, priprave podatkov, nastavljanja parametrov in izvedbe smo
opisali v poglavju 3.2. Cilj testiranja ni dosecˇi najboljˇso mozˇno izvedbo,
temvecˇ se prepricˇati o pravilnem delovanju nasˇe implementacije. Za pri-
merjavo uporabimo nabor podatkov s 3 milijoni primerov med katerimi je
priblizˇno 0,5% pozitivnih. Zadnjih 30% podatkov namenimo testiranju. Ker
nam knjizˇnjicˇna implementacija ne omogocˇa istocˇasnega ucˇenja in napove-
dovanja, taksˇno namestitev uporabimo tudi pri nasˇi implementaciji. Prav
tako nam ne omogocˇa sprotnega kombiniranja znacˇilk, zato za to primerjavo
uporabimo le seznam znacˇilk brez kombinacij.
Ker so bili eksperimenti opravljeni na nekriptiranih realnih preteklih po-
datkih, rezultati razkrivajo poslovno skrivnost. Rezultate primerjav vredno-
sti AUC predstavimo v obliki (4.3).
rAUC(x) =
AUC(x)
max(AUC)
(4.3)
Iz slike 4.3 razberemo podobno obnasˇanje kvalitet izvedb obeh razlicˇic
modelov. Grafi so predstavljeni v posebni skali. Na ordinatni osi belezˇimo
vrednost (4.3), na abscisni pa vse preizkusˇene vrednosti parametrov. Za vsak
model in za vsako vrednost parametera izracˇunamo uspesˇnost in ju med seboj
primerjamo. Za vse izmed sˇtirih vrst parametrov velja, da je odstopanje v
najviˇsji tocˇki manjˇse od polovice odstotka. Skupaj s potrditvijo, da nasˇa
implementacija deluje v pravi smeri, smo pridobili tudi informacije o tem,
kje priblizˇno se nahajajo bolj optimalne vrednosti parametrov.
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Slika 4.3: rAUC pri razlicˇnih vrednostih parametrov zFM in libFM.
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Slika 4.4: Histogram porazdelitve napovedanih verjetnosti
Ker za vrednotenje uporabljamo rAUC oziroma AUC, smo zaradi v prejˇsnjem
poglavju navednih pomanjkljivosti, prikrajˇsani informacije o tem, ali se na-
povedane verjetnosti ujemajo z dejansko porazdelitvijo razreda. Zato se
prepricˇamo o njihovem skladanju in napovedi enega izmed testiranj pred-
stavimo s histogramom. Iz slike 4.4 razberemo zelo podobni porazdelitvi
napovedanih verjetnosti. Poleg graficˇne predstavitve smo izracˇunali tudi ka-
libracijo, ki je enaka razmerju med povprecˇnim napovedanim CTR in em-
piricˇnim CTR [15]. Z drugimi besedami, pove nam koliksˇno je razmerje med
pricˇakovanim sˇtevilom klikov in dejanskim sˇtevilom klikov. Kalibracija je
zelo pomembna mera uspesˇnosti, saj so natancˇne in dobro umerjene napo-
vedi pogoj za uspeh v okolju RTB. Manj kot kalibracija odstopa od 1, boljˇsi
je model. Rezultati primerjave v tabeli 4.1 potrjujejo pravilnost delovanja
nasˇega programa, s tem pa smo korak blizˇje nasˇemu cilju.
Naslednji del rezultatov pripada primerjavi zFM z logisticˇno regresijo.
Tudi za ta del testiranja smo motiv, opis podatkov, dolocˇitev parametrov
in nacˇina izbora znacˇilk opisali v poglavju 3.2. Ker zˇelimo kar se da dobro
posnemati produkcijsko okolje, ucˇenje izvajamo tudi na delu podatkov ki
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Algoritem Kalibracija
zFM 1,02113
libFM 0,96365
Tabela 4.1: Izid kalibracije napovedi zFM in libFM.
so namenjeni testiranju. Uporabimo oba omenjena seznama znacˇilk t.j. s
kombinacijami in brez njih na obeh napovednih modelih.
Algoritem Seznam znacˇilk rAUC
LR s kombinacijami 1,0
zFM brez kombinacij 0,98825
LR brez kombinacij 0,98344
zFM s kombinacijami 0,90267
Tabela 4.2: Izidi prve primerjave z logisticˇno regresijo
Iz rezultatov v tabeli 4.2 razberemo, da sˇe nismo na cilju. Rezultat
trenutnega produkcijskega modela logisticˇne regresije je boljˇsi od rezultata
faktorizacijskih metod. Hkrati zanimivo ter pricˇakovano je, da se enak se-
znam znacˇilk produkcijskega modela ni izkazal tudi pri faktorizacijskih me-
todah. Spodbudno je, da smo se zˇe samo s pomocˇjo unikatnih znacˇilk in
skromnega preiskovanja parametrov tako priblizˇali rezultatu produkcijskega
modela. Ker po analizi rezultatov prepoznamo perspektivnost algoritma za
nasˇ problem, se odlocˇimo opraviti intenzivno preiskovanje znacˇilk tudi za
model faktorizacijskih metod. Za to je potrebno dopolniti obstojecˇe orodje
opisano v poglavju 2.2.2. Po uspesˇni dopolnitvi in daljˇsem preiskovanju smo
pripravljeni na novo primerjavo. Seznam znacˇilk prirejen za faktorizacijske
metode sˇe vedno ne vsebuje tako kompleksnih kombinacij kot obstojecˇi pro-
dukcijski model, saj vsebuje kombinacije z najvecˇ dvema znacˇilkama. Kljub
temu te veliko prispevajo k koncˇni uspesˇnosti.
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Algoritem rAUC
zFM 1,0
LR 0,99085
Tabela 4.3: Izid primerjave logisticˇne regresije s faktorizacijskimi metodami
po preiskovanju seznama znacˇilk.
Z novim seznamom znacˇilk nam uspe premagati produkcijski model, kar
je odlicˇna popotnica za nadaljevanje. Zaradi uspesˇnih testiranj v lokalnem
okolju se odlocˇimo test preseliti v produkcijsko okolje.
4.3 Rezultati produkcijskega testiranja
Opis produkcijskega okolja, priprave modelov in orodij za analizo najdemo
v poglavju 3.3. Rezultate produkcijskega testiranja locˇimo na dva dela t.j.
statisticˇne in financˇne. Pri statisticˇnih rezultatih smo poleg glavnega nacˇina
merjenja uspesˇnosti rAUC izmerili tudi kalibracijo. A/B test je trajal 7 dni
na izbranih oglasˇevalskih kampanijah, med potekom pa smo redno spremljali
podatke o dogajanju.
Algoritem rAUC Kalibracija
zFM 1,0 0,99255
LR 0,98527 1,12351
Tabela 4.4: Statisticˇni rezultati produkcijskega A/B testa.
Iz statisticˇnih rezultatov iz tabele 4.4 ugotovimo, da je AUC modela zFM
za slab odstotek in pol boljˇsi od AUC modela LR. Tudi kalibracija kazˇe v
korist modelu faktorizacijskih metod. Preverili smo tudi povprecˇne napovedi
za vsakega izmed razredov. Ugotovili smo, da so napovedi faktorizacijskih
metod pri negativnih primerih v povprecˇju manjˇse od napovedi logisticˇne
regresije. Tudi za pozitivne primere je bil rezultat v korist zFM, saj so bile
napovedi v povprecˇju za pol odstotka viˇsje. Iz tega sklepamo, da faktorizacij-
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ske metode bolje locˇijo med pozitivnimi in negativnimi primeri. Kvalitetnejˇsa
izvedba se je dobro prenesla iz lokalnega v produkcijsko okolje.
Pri financˇnih rezultatih kot zˇe omenjeno v poglavju 4.1, preverimo vre-
dnosti povezane s poslovnim ucˇinkom nasˇega napovednega modela na celoten
sistem. Financˇni rezultati so najvecˇkrat tisti, ki na koncu odlocˇijo o tem, ali
produkcijski model nadomestimo z novejˇsim ali ne.
Algoritem Sredstva Prikazi Kliki eCPC
zFM $23.054 45.786.471 141.393 0,16305
LR $24.329 47.438.645 133.660 0,18202
Tabela 4.5: Rezultati financˇnega ucˇinka v produkcijskem okolju.
Iz financˇnih rezultatov v tabeli 4.5 razberemo, da je model zFM v pri-
merjavi z LR porabil 5% manj sredstev ter dosegel dobre 3% manj prikazov.
Dobra novica je, da je zFM uspel pridobiti dobrih 5% klikov vecˇ. Posledicˇno
je povprecˇna cena s katero je zFM pridobil klik za 10% nizˇja. Z manj sred-
stvi pridobimo vecˇji poslovni ucˇinek. To nam je uspelo storiti z napovednim
modelom, ki zna bolje locˇiti med prikazi, ki so bolj potencialni od drugih.
Taksˇna izboljˇsava obcˇutno vpliva na storitev, ki jo ponuja podjetje, prav tako
pa tudi na njegovo poslovanje. S tem je cilj nasˇega eksperimenta dosezˇen.
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Poglavje 5
Zakljucˇek
V uvodnih poglavjih diplomske naloge predstavimo spletno oglasˇevanje ter se
seznanimo s kljucˇnimi pojmi in koncepti, ki jih srecˇujemo na tem podrocˇju.
Bolj podrobno se osredotocˇimo na spletno oglasˇevanje, ki temelji na ekosi-
stemu RTB. Predstavimo problem napovedovanja razmerja med prikazi in
kliki ter teoreticˇno opiˇsemo dve izmed mozˇnih metod za spopadanje s tem
problemom. Opiˇsemo postopek predpriprave podatkov ter izbire znacˇilk, ka-
teremu sledi opis implementacije faktorizacijskih metod. Zatem se lotimo
opisa testiranja ter koncˇnih rezultatov.
Skozi celoten proces pisanja diplomske naloge se soocˇimo s kar nekaj izzivi.
Vecˇji izmed njih je zagotovo seznanitev z obstojecˇim sistemom in domeno ter
dopolnitev orodja za odkrivanje znacˇilk. Pri soocˇanju z izzivi spoznamo
podrocˇje spletnega oglasˇevanja, programski jezik Go, orodja za analizo in
spremljanje dogajanja, orodja za celovit razvoj in integracijo programske
opreme, pristope v strojnem ucˇenju in testiranju programske opreme itd.
Na koncu nam uspe dosecˇi zastavljen cilj ter izboljˇsati obstojecˇi sistem,
ki je temeljil na logisticˇni regresiji. Izboljˇsati resˇitev za tako pomemben pro-
blem v podjetju, ki se ukvarja s spletnim oglasˇevanjem, kot je napovedovanje
CTR, je lep dosezˇek. Pri tem je vredno omeniti, da delo na tem problemu
sˇe zdalecˇ ni koncˇano. S pridobivanjem in odkrivanjem novih znacˇilk ter pri-
stopov je sistem potrebno vzdrzˇevati ter izboljˇsevati. Ena izmed smeri, ki bi
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lahko prinesla sˇe boljˇse rezultate, je nadgradnja implementiranega algoritma
v t.i. FFM (angl. Field-aware Factorization Machine) [17]. Ta nadgradnja za
ceno vecˇje cˇasovne zahtevnosti algoritmu doda pojem polja, ki omogocˇa sˇe
bolj podrobno povezovanje znacˇilk in s tem boljˇse rezultate na redkih podat-
kih. Druga izmed smeri, ki bi lahko prinesla izboljˇsavo sistema je prilagojena
stopnja ucˇenja glede na vrednost znacˇilke. Poznamo vecˇ razlicˇnih metod op-
timizacije gradientnega spusta. Ena izmed enostavnejˇsih in za nas primernih
je metoda ADAGRAD, ki nam omogocˇa hitrejˇso konvergenco in s tem boljˇse
rezultate na redkih podatkih. Tretja in tudi zadnja smer, v katero bi se lahko
zatekli pa je resˇevanje problema raziskovanja in izkoriˇscˇanja (angl. explore
and exploit). Nasˇ algoritem po svoji definiciji strmi k optimalnosti, saj vedno
izbere tisti oglas, za katerega je verjetnost klika najvecˇja. Posledicˇno bomo
izbirali oglase za katere vemo, da delujejo dobro. V sistem dnevno prihajajo
novi oglasi, za katere nimamo informacij o tem, kako dobri so. Problem tre-
nutno resˇujemo tako, da manjˇsi delezˇ prometa kupujemo nakljucˇno z oglasi
za katere nimamo podatkov. Obstajajo bolj optimalne resˇitve, kot na primer
Bayesovske Faktorizacijske Metode (angl. Bayesian Factorization Machines),
ki klasicˇnemu algoritmu dodajo pojem Bayesovskega sklepanja [13].
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