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Abstract. We give presentations for the C-groups of rank n− 1 of the sym-
metric group Sn. We also classify C-groups of rank n − 2 for Sn. We show
that all these C-groups correspond to regular hypertopes, that is, thin, residu-
ally connected flag-transitive geometries. Therefore we generalise some similar
results obtained in the framework of string C-groups that are in one-to-one
correspondence with abstract regular polytopes.
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1. Introduction
In 1896, Eliakim H. Moore [21] gave, for the symmetric group Sn, a generating
set consisting of the n − 1 transpositions (i, i + 1), (i = 1, . . . , n − 1). This set is
closely linked to the (n−1)-simplex and, as it was shown in [15], it gives the unique
abstract regular polytope of rank n − 1 for Sn when n ≥ 5. In [15], the authors
also proved that, up to isomorphism and duality, there is only one abstract regular
polytope of rank n− 2 for Sn when n ≥ 7.
In 1997, Francis Buekenhout, Philippe Cara and Michel Dehon [2] introduced
inductively minimal geometries. It turns out that inductively minimal geometries
of rank n− 1 are all thin with automorphism group the symmetric group Sn. The
(n− 1)-simplex is one of them.
There exists a one-to-one correspondence between the set of non-isomorphic
inductively minimal geometries of rank n − 1 and the set of non-isomorphic trees
with n vertices (see [9]). Moreover, the diagrams of these geometries are the line
graphs of the corresponding trees.
In 2002, Julius Whiston [23] showed that the size of an independent generating
set in the symmetric group Sn is at most n − 1. In [6], Peter Cameron and Cara
determined all sets meeting this bound and gave a bijection between independent
generating sets of size n − 1 (up to conjugation and inversion of some generators)
and residually weakly primitive coset geometries of rank n − 1 for the symmetric
group Sn. Particularly, the geometries arising from a group generated by a set of
n − 1 transpositions in Sn corresponding to the edges of a tree, are precisely, the
inductively minimal geometries of rank n− 1.
There is a well known correspondence between polytopes and geometries. Indeed
polytopes are thin residually connected geometries with a linear diagram. In the
present paper we consider geometries whose diagram need not be linear and we
generalise Theorems 1 and 2 of [15] giving a classification of regular hypertopes
(also known as thin regular residually connected geometries) of ranks n − 1 and
n − 2 for Sn. The automorphism groups of regular hypertopes are C-groups (see
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[18]), thus we characterise the geometries in terms of finite quotients of certain
Coxeter groups.
C-groups of rank n − 1 for Sn are in one-to-one correspondence with regular
hypertopes of rank n− 1, that are precisely the inductively minimal geometries of
rank n− 1, thus the classification follows from [6] as explained in Section 3.
Theorem 1.1. For n ≥ 7, G a permutation group of degree n and {ρ0, . . . , ρn−2}
a set of involutions of G, Γ := (G, {ρ0, . . . , ρn−2}) is a C-group of rank n − 1 if
and only if the permutation representation graph of Γ is a tree T with n vertices.
Moreover, the ρi’s are transpositions, G ∼= Sn and the Coxeter diagram of Γ is the
line graph of T . Finally, every such C-group gives a regular hypertope of rank n−1
for Sn.
The main result of this paper is the following theorem that gives a classification
of C-groups of rank n−2 for Sn. Recall that a 2-transposition is an involution that
is the product of two transpositions.
Theorem 1.2. Let n ≥ 9. Let {ρ0, . . . , ρn−3} be a set of involutions of Sn. Then
Γ := (Sn, {ρ0, . . . , ρn−3}) is a C-group of rank n− 2 if and only if its permutation
representation graph belongs to one the following three families, up to a renumbering
of the generators, where ρ2, . . . , ρn−3 are transpositions corresponding to the edges
of a tree with n−3 vertices and the two remaining involutions, ρ0 and ρ1, are either
transpositions or 2-transpositions (with at least one of them being a 2-transposition).
(A) 1  0  1  2   i   (B)  1  0 1
2
  i   (C)  01 1
0

2
  i  
Moreover, every such C-group gives a regular hypertope of rank n− 2 for Sn.
In order to prove this theorem, we use group theory and especially knowledge
of primitive and transitive imprimitive groups, but also elementary graph theory
while investigating permutation representation graphs.
In Section 2 we give the background needed for the understanding of this paper.
In Section 3 we focus on the classification of C-groups of rank n−1 for Sn, determin-
ing a presentation for these groups. In Section 4 we show that all maximal parabolic
subgroups of a C-group of rank n − 2 for Sn must be intransitive when n ≥ 9. In
Section 5 we deal with the case where all maximal parabolic subgroups are intran-
sitive and determine the possible shapes of the permutation representation graphs
of these C-groups. Finally, in Section 6, we give the proof of Theorem 1.2 and we
obtain new presentations for the groups Sn from the permutation representation
graphs appearing in Theorem 1.2.
We follow notation of the Atlas [11] for groups.
2. background
2.1. C-groups. Let G be a group generated by r involutions ρ0, . . . , ρr−1. Then
Γ := (G, {ρ0, . . . , ρr−1}) is called a C-group of rank r if Γ satisfies the intersection
property (1) with respect to its generators; that is,
(1) ∀J,K ⊆ {0, . . . , r − 1}, 〈ρj | j ∈ J〉 ∩ 〈ρk | k ∈ K〉 = 〈ρj | j ∈ J ∩K〉
Here, “C” stands for “Coxeter”, as a Coxeter group is a C-group. Let pi,j be the
order of ρiρj . The Coxeter diagram of Γ is a graph whose vertices are the generators
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ρ0, . . . , ρr−1 and with an edge {ρi, ρj} whenever pi,j > 2. An edge {ρi, ρj} of the
Coxeter graph has a label pi,j when pi,j > 3 and it has no label when pi,j = 3. The
subgroups Gi = 〈ρj : j ∈ {0, . . . , r − 1} \ {i}〉 with i = 0, . . . , r − 1 are called the
maximal parabolic subgroups of Γ. Finally, the C-rank of a group G is the maximal
size r of a set of generators {ρ0, . . . , ρr−1} of G that satisfies (1).
2.2. Regular hypertopes. As in [3], an incidence system Γ := (X, ∗, t, I) is a
4-tuple such that
• X is a set whose elements are called the elements of Γ;
• I is a set whose elements are called the types of Γ;
• t : X → I is a type function, associating to each element x ∈ X of Γ a type
t(x) ∈ I;
• ∗ is a binary relation on X called incidence, that is reflexive, symmetric
and such that for all x, y ∈ X, if x ∗ y and t(x) = t(y) then x = y.
The incidence graph of Γ is the graph whose vertex set is X and where two vertices
are joined provided the corresponding elements of Γ are incident. A flag is a set of
pairwise incident elements of Γ, i.e. a clique of its incidence graph. The type of a
flag F is {t(x) : x ∈ F}. A chamber is a flag of type I. An element x is incident to
a flag F and we write x ∗ F for that, when x is incident to all elements of F . An
incidence system Γ is a geometry or incidence geometry if every flag of Γ is contained
in a chamber (or in other words, every maximal clique of the incidence graph is a
chamber). The rank of Γ is the number of types of Γ, namely the cardinality of I.
Let Γ := (X, ∗, t, I) be an incidence system. Given a flag F of Γ, the residue of
F in Γ is the incidence system ΓF := (XF , ∗F , tF , IF ) where
• XF := {x ∈ X : x ∗ F, x 6∈ F};
• IF := I \ t(F );
• tF and ∗F are the restrictions of t and ∗ to XF and IF .
An incidence system Γ is residually connected when each residue of rank at least
two of Γ has a connected incidence graph. It is called thin when every residue of
rank one of Γ contains exactly two elements. Every thin connected rank 2 geometry
is an m-gon for some m ∈ N ∪ {∞}. The following result reduces the thinness test
to residues of rank two.
Lemma 2.1. [3] An incidence geometry of rank at least two is thin if and only if
all of its rank two residues are thin.
As in [18], a hypertope is a thin incidence geometry which is residually connected.
Let Γ be a hypertope. The Buekenhout diagram of Γ is a graph whose vertices
are the elements of I and with an edge {i, j} with label m whenever every residue of
type {i, j} is am-gon andm 6= 2. A polytope is a hypertope with linear Buekenhout
diagram.
Let Γ := (X, ∗, t, I) be an incidence system. An automorphism of Γ is a mapping
α : (X, I)→ (X, I) : (x, t(x)) 7→ (α(x), t(α(x)) where
• α is a bijection on X inducing a bijection on I;
• for each x, y ∈ X, x ∗ y if and only if α(x) ∗ α(y);
• for each x, y ∈ X, t(x) = t(y) if and only if t(α(x)) = t(α(y)).
An automorphism α of Γ is called type preserving when for each x ∈ X, t(α(x)) =
t(x). An incidence system Γ is flag-transitive if AutI(Γ) is transitive on all flags
of a given type J for each type J ⊆ I. Finally, an incidence system Γ is regular
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if AutI(Γ) acts regularly on the chambers (i.e. the action is semi-regular and
transitive). A regular hypertope is a flag-transitive hypertope. Indeed, as explained
in [18], thinness and residual connectedness imply that the stabilizer of a chamber
must be the identity element of AutI(Γ). Hence whenever a hypertope is flag-
transitive, it is necessarily regular.
If Γ is a regular hypertope of rank r with type-set I := {0, . . . , r − 1}, and C is
a chamber of Γ, the automorphism group AutI(Γ) is generated by a set of distin-
guished generators {ρ0, . . . , ρr−1} such that ρi maps C to its i-adjacent chamber in
Γ, that is the unique chamber Ci of Γ such that C and Ci differ only in their re-
spective elements of type i (see Proposition 2B4 of [22] which is easily generalisable
to the case of hypertopes).
Given an incidence system Γ and a chamber C of Γ, we may associate to the
pair (Γ, C) a pair consisting of a group G and a set {Gi : i ∈ I} of subgroups of
G where G := AutI(Γ) and Gi is the stabilizer in G of the element of type i in C.
The following proposition shows how to reverse this construction, that is starting
from a group and some of its subgroups, to construct an incidence system.
Observe that in this paper all C-groups we get give hypertopes as we will show
in Section 6.
Proposition 2.2. [24] Let n be a positive integer and I := {0, . . . , r−1} a finite set.
Let G be a group together with a family of subgroups (Gi)i∈I , X the set consisting
of all cosets Gig, g ∈ G, i ∈ I and t : X → I defined by t(Gig) = i. Define an
incidence relation ∗ on X ×X by :
Gig1 ∗Gjg2 iff Gig1 ∩Gjg2 is non-empty in G.
Then the 4-tuple Γ := (X, ∗, t, I) is an incidence system having a chamber. More-
over, the group G acts by right multiplication as an automorphism group on Γ.
Finally, the group G is transitive on the flags of rank less than 3.
If Γ := Γ(G; (Gi)i∈I) is a regular hypertope, its distinguished generators are the
generators of the subgroups ∩j∈I\{i}Gj .
Theorem 2.3. [18][Theorem 4.1] Let I := {0, . . . , r−1} and let Γ := Γ(G; (Gi)i∈I)
be a regular hypertope of rank r. The pair (G,S) where S is the set of distinguished
generators of Γ is a C-group of rank r.
Regular hypertopes with a linear Buekenhout diagram are in one-to-one corre-
spondance with C-groups with a linear Coxeter diagram that are also called string
C-groups. Nevertheless from a C-group that is not string we may not get a regular
hypertope. Some examples can be found in [18] as well as the following result.
Proposition 2.4. [18][Theorem 4.6] Let (G, {ρ0, . . . , ρr−1}) be a C-group of rank
r and let Γ := Γ(G; (Gi)i∈I) with Gi := 〈ρj |ρj ∈ S, j ∈ I \ {i}〉 for all i ∈ I :=
{0, . . . , r− 1}. If G is flag-transitive on Γ, then Γ is thin, residually connected and
regular (and hence a regular hypertope).
The following result gives a way to check whether or not Γ is a flag-transitive
geometry. See also Dehon [14].
Theorem 2.5. [4] Let P(I) be the set of all the subsets of I and let α : P(I) \
{∅} → I be a function such that α(J) ∈ J for every J ⊂ I, J 6= ∅. The geometry
Γ := Γ(G; (Gi)i∈I) is flag-transitive if and only if, for every J ⊂ I such that |J | ≥ 3,
C-GROUPS OF HIGH RANK FOR THE SYMMETRIC GROUPS 5
we have ⋂
j∈J−α(J)
(GjGα(J)) =
( ⋂
j∈J−α(J)
Gj
)
Gα(J)
A proof of this result is also available in [3, Theorem 1.8.10]. We prefer to use
the following result to check flag-transitivity as it is much easier to apply in our
case. In the software Magma [1], Leemans implemented an algorithm to check
flag-transitivity based on Theorem 2.6. The proof is due to Leemans [19] in his
Master’s thesis, directed by Francis Buekenhout and Michel Dehon. It is actually
fairly easy to obtain from the previous theorem by noting that the conditions tested
in the previous theorem amount to test flag-transitivity of rank three geometries.
Theorem 2.6. [19] Let Γ(G, {G0, . . . , Gr−1}) be a flag-transitive coset geometry
of rank r, let H be a subgroup of G and let Γ′(H, {G0 ∩ H, . . . , Gr−1 ∩ H}) be
a flag-transitive geometry. Then the incidence systems Γ(ij)(G, {Gi, Gj ,H}) is a
flag-transitive geometry for each i and j in {0, . . . , r−1} if and only if the incidence
system Γ′′(G, {G0, . . . , Gr−1,H}) is a flag-transitive geometry.
2.3. Permutation representation graphs. In what follows, Γ := (G, {ρ0, . . . , ρr−1})
is a group G generated by the involutions ρ0, . . . , ρr−1. Moreover, G is of per-
mutation degree n and the maximal parabolic subgroups of Γ are the subgroups
Gi := 〈ρj | j 6= i〉, i = 0, . . . , r − 1. Let J ⊆ I := {0, . . . , r − 1}, we define
GJ := 〈ρi : i ∈ I \ J〉. If J = {i1, . . . , ik} we write Gi1,...,ik , omitting the set
brackets.
The permutation representation graph G of Γ is the graph with n vertices and an
i-edge {a, b} whenever a = ρib. We denote by GI the subgraph of G with n vertices
and with the edges of G that have labels in I. As G is generated by involutions,
G{i} is a matching.
A fracture graph F of Γ is a subgraph of G containing all vertices of G. For
each subgroup Gi that is intransitive, we pick an edge of G with label i, such that
the edge joins two vertices ai and bi that are in distinct orbits of Gi. Therefore
a fracture graph has at most r edges. Moreover, it has no i-edges whenever Gi is
transitive. Fracture graphs play an important role when every Gi is intransitive as
in that case a fracture graph has exactly r edges and is a forest with c components
when r = n − c (see [17]). When we want to represent a fracture graph F it is
convenient to distinguish edges in F from edges that are not in F . For that reason
dashed edges will be used for edges in G \ F .
3. C-groups of rank n− 1 for Sn
In [9] the authors give an enumeration of the inductively minimal geometries of
any rank by exhibiting a correspondence between the inductively minimal geome-
tries of rank n− 1 and the trees with n vertices. More precisely, the line graph of
a tree is the diagram of an inductively minimal geometry and vice-versa. We recall
that the line graph of a given graph G is defined as follows:
• the vertices are the edges of G;
• two vertices of the line graph are adjacent if they have a common vertex in
G.
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In [6] the authors answer the 3rd question of Section 3 of [9], showing that the
tree corresponding to a inductively minimal geometry is just the permutation rep-
resentation of an independent set of size n− 1 for Sn, when n ≥ 7. We summarised
their result in Theorem 1.1. We now give a proof of Theorem 1.1.
Proof of Theorem 1.1. Suppose that Γ := (G, {ρ0, . . . , ρn−2}) is a C-group of rank
n−1. Then {ρ0, . . . , ρn−2} is an independent set of size n−1, and therefore G ∼= Sn
[23]. By Theorem 2.1 of [6] the involutions ρ0, . . . , ρn−2 are transpositions corre-
sponding to the edges of a tree T . Two generators ρi and ρj either commute or
(ρiρj)
2 = 3. Therefore the Coxeter diagram of G is the line graph of T . Conversely
Lemma 2 of [9] shows that a line graph of a tree is the diagram of an inductively
minimal geometry. Hence Γ(G; (Gi)i∈{0,...,r−2}) is a thin residually connected ge-
ometry and therefore Γ := (G, {ρ0, . . . , ρn−2}) is a C-group. By Theorem 2.4 it
remains to prove flag-transitivity. Consider the equalities of Theorem 2.5:⋂
j∈J−α(J)
(GjGα(J)) =
( ⋂
j∈J−α(J)
Gj
)
Gα(J).
Let H :=
(⋂
j∈J−α(J)Gj
)
Gα(J) and H
i :=
(⋂
j∈J−α(J)(Gi)j
)
(Gi)α(J) where
(Gi)i := Gi. Assume without loss of generality that {1, 2} is a leaf of the permu-
tation representation graph of Γ corresponding to the generator ρi. We have that
(1, 2) ∈ H and Hi is a subgroup of H acting transitively on {2, . . . , n}, thus H is
isomorphic to Sn. Therefore all the equalities of Theorem 2.5 are verified. 
We note that the Coxeter diagram ∆ of a inductively minimal geometry satisfies
the following three properties:
• ∆ has no minimal circuit of length greater than three;
• every edge of ∆ is in a unique maximal clique;
• each vertex of ∆ is either in one or in two maximal cliques.
A graph satisfying these three conditions is called an IMG diagram in [9]. The
Coxeter diagram of a C-group Γ of rank n− 1 is an IMG diagram. In the following
proposition we prove that each triangle of the Coxeter diagram of Γ corresponds
to the finite geometric group [111]2 (as defined in [13]), that is, a C-group with
three generators, say ρ0, ρ1, ρ2, satisfying the relations ρ
2
0 = ρ
2
1 = ρ
2
2 = (ρ0ρ1)
3 =
(ρ0ρ2)
3 = (ρ1ρ2)
3 = (ρ0ρ1ρ0ρ2)
2 = 1.
The following proposition shows that to every IMG-diagram we can associate
a presentation of Sn by adding to the usual Coxeter relations obtained from the
Coxeter diagram an extra relation for each triangle appearing in the diagram.
Proposition 3.1. Let G = Sn. For n ≥ 7, Γ := (G, {ρ0, . . . , ρn−2}) is a C-group
of rank n − 1 if and only if G is abstractly defined by the relations corresponding
to its Coxeter diagram, that is an IMG diagram, and a relation (ρiρjρiρk)
2 = 1
whenever {ρi, ρj , ρk} is a triangle of the Coxeter diagram.
Proof. By Theorem 1.1, Γ is a C-group of rank n−1 if and only if the permutation
representation graph of Γ is a tree T with n vertices. It remains to prove that
the defining relations of G are those corresponding to the Coxeter diagram plus
(ρiρjρiρk)
2 = 1 whenever {ρi, ρj , ρk} is a triangle of the Coxeter diagram.
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Suppose that Γ is a C-group of rank n − 1. By Theorem 1.1, its permutation
representation graph G is a tree. Suppose that {ρi, ρj , ρk} is a triangle of the
Coxeter Diagram of Γ. Then G{i,j,k} is as follows.'&%$ !"#3'&%$ !"#1
i
'&%$ !"#2
k
j '&%$ !"#4
For the above numbering of the vertices we have ρiρjρiρk = (1 3) (2 4), therefore
(ρiρjρiρk)
2 = 1.
Now let us prove that the relations of the Coxeter diagram plus the relations of
the form (ρiρjρiρk)
2 = 1 corresponding to a triangle of the Coxeter Diagram, are
sufficient to give a presentation of G. The fact that Γ is a C-group will then follow
from Theorem 1.1.
First suppose that the Coxeter diagram of Γ has no triangles. Then the vertices
of the permutation representation graph of Γ have degree at most two. In this
case Γ is the n-simplex. The Coxeter diagram of Γ gives all the relations for a
presentation of G. We now proceed by induction, assuming that the proposition
holds whenever the Coxeter diagram has less than t triangles.
Suppose that the Coxeter diagram of Γ has exactly t triangles. Pick any vertex
v of G of degree one and let w be the vertex of degree at least three closest to v.
Now let z be another vertex of degree one. Consider the labelling of the edges as
in the following figure. '&%$ !"#z l   3  2 '&%$ !"#w 1 '&%$ !"#y 0  '&%$ !"#v
Removing the 1-edge {w, y} of G and replacing it by the 1-edge {y, z} we obtain
another graph D that is also a tree. '&%$ !"#z
1
l   3  2 '&%$ !"#w '&%$ !"#y 0  '&%$ !"#v
By Theorem 1.1, D is the permutation representation graph of a C-group ∆ :=
(H, {α0, . . . , αn−2}) of rank n − 1 with H = Sn. By construction the Coxeter
diagram of ∆ has less triangles than the Coxeter diagram of Γ. Indeed we reduced
the degree of w increasing the degree of a vertex of degree one, thus we did not create
another triangle, as only vertices of degree at least three correspond to triangles of
the Coxeter diagram.
By induction, apart from the relations given by the Coxeter diagram of ∆, that
is the line graph of D following Theorem 1.1, we have the relations (αiαjαiαk)2 = 1
for each triangle {αi, αj , αk} of the Coxeter Diagram.
In what follows we rewrite the relations of the presentation of H in terms of the
ρi’s to get a presentation ofG. According to the way the permutation representation
of H was obtained from the permutation representation of Γ we have that ρi =
αi for i 6= 1 and ρ1 = α1 α2...αl . Using this substitution, all the relations not
involving α1 give either relations of the Coxeter diagram of ∆ or relations of the
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form (ρiρjρiρk)
2 = 1 whenever {ρi, ρj , ρk} is a triangle of the Coxeter diagram of
∆ (and of Γ). Therefore we need to consider only the relations of H involving α1.
First if i is such that the i-edge ofD is not incident to a vertex of the path between
w and z, then αi commutes with h = α2 . . . αl, hence ρ1ρi = h
−1α1hαi = (α1αi)h.
Therefore α1αi and ρ1ρi have the same order.
Now suppose that i is the label of an edge e incident to a vertex of the path
from w to z. We deal with the following cases separately: (1) e is incident to w and
i 6= l, (2) e is an edge of the path and is not incident to w and i ∈ {2, . . . , l − 1},
(3) e is an edge of the path and i = l and (4) i /∈ {1, . . . , l − 1} but is a label of
an edge incident to the path from w to z. Let gi := ρi . . . ρl for i ∈ {2, . . . , l − 1},
gl := ρl and gl+1 := 1.
(1) In this case (α1αi)
2 = 1. We have α1αi = g
−1
3 ρ2ρ1ρ2g3ρi = g
−1
3 ρ2ρ1ρ2ρig3.
Thus (α1αi)
2 = 1⇔ (ρ2ρ1ρ2ρi)2 = 1. In this case we get the relation corresponding
to the triangles {ρ1, ρ2, ρi} of the Coxeter diagram of Γ.
(2) Here (α1αi)
2 = 1 and α1αi = g
−1
2 ρ1g2ρi = g
−1
2 ρ1ρ2 . . . ρi−1(ρiρi+1ρi)gi+2 =
g−12 ρ1ρ2 . . . ρi−1(ρi+1ρiρi+1)gi+2 = g
−1
2 ρ1ρi+1ρ2 . . . ρi−1ρiρi+1gi+2 = (ρ1ρi+1)
g2 .
Thus (α1αi)
2 = 1⇔ (ρ1ρi+1)2 = 1, i ∈ {2, . . . , l − 1} ⇔ (ρ1ρi)2 = 1, i ∈ {3, . . . , l}.
In this case we obtain a relation implicit in the Coxeter diagram of Γ.
(3) Let first l 6= 2. We have α1 = ρl ρl−1...ρ2ρ1 Hence α1αl = ρl ρl−1...ρ2ρ1ρl =
ρ1ρ2 . . . ρl−2(ρl−1ρlρl−1ρl)ρl−2 . . . ρ2ρ1 = (ρlρl−1)ρl−2...ρ2ρ1 thus (α1αl)3 = 1 ⇔
(ρlρl−1)3 = 1. When l = 2, α1 = ρ
ρ2
1 = ρ
ρ1
2 hence (ρ1ρ2)
3 = 1. In any case we
obtain a relation implicit in the Coxeter diagram of Γ.
(4) Suppose that i is incident to the j-edge and to the (j − 1)-edge for some
j ∈ {3, . . . , l}. 
i'&%$ !"#z
l
 
j

j−1
 
3

2
'&%$ !"#w
In this case we have that (αj−1αjαiαj)2 = 1 thus,
α1αi = g
−1
2 ρ1g2ρi = g
−1
2 ρ1ρ2 . . . ρj−1ρjρigj+1 =
= g−12 ρ1ρ2 . . . ρj−2(ρj−1ρjρiρj)gj =
= g−12 ρ1ρ2 . . . ρj−2(ρjρiρjρj−1)gj =
= g−12 ρ1ρjρiρjg2 = (ρ1ρi)
ρjg2 .
Hence (α1αi)
2 = 1⇔ (ρ1ρi)2 = 1. In this case we obtain a relation implicit in the
Coxeter diagram of Γ.
This proves that each relation of ∆ is either converted in a relation implicit in
the Coxeter diagram of ∆ or into a relation of the form (ρiρjρiρk)
2 = 1, and the
latter happens when {ρi, ρj , ρk} is a triangle of the Coxeter diagram of Γ. 
Proposition 3.1 can be seen as a corollary of the results obtained in [8] where the
authors have more general results related to Coxeter groups with diagrams having
cycles of odd length.
4. Bounding the C-rank of a transitive maximal parabolic subgroup
of a C-group for Sn
Let G := Sn. In this section we prove that if Γ := (G, {ρ0, . . . , ρr−1}) is a C-
group of rank r and Gi is transitive for some i ∈ {0, . . . , r − 1}, then r ≤ n − 3
when n ≥ 9. The proofs of this section are very similar to those in [7]. We decide
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to give them in full details here as the latter reference deals with string C-groups
and we deal with the more general framework of C-groups. We first deal with the
case where Gi is a primitive group of degree n for some i ∈ {0, . . . , r − 1}. Let us
recall the following result that gives a bound for the order of a primitive group of
given degree.
Theorem 4.1. [20] Let G be a primitive group of degree n which is not Sn nor An.
Then one of the following possibilities occurs:
(1) For some integers m, k, l we have n = (mk )
l, and G is a subgroup of Sm oSl,
where Sm is acting on k-subsets of {1, . . . ,m};
(2) G is M11,M12,M23 or M24 in its natural 4-transitive action;
(3) |G| ≤ n.
blog2 n−1c∏
i=0
(n− 2i)
Now we establish that the C-rank of Gi is at most n − 4 when Gi is primitive
and n ≥ 9. In order to do this, we use the fact that the C-rank of a group H is at
most the maximum length of a chain of subgroups from H to the trivial subgroup
of H. This is an immediate consequence of the intersection property (1).
Lemma 4.2. The C-rank of a C-group (G, {ρ0, . . . , ρr−1}) where G is a primitive
group of degree n ≥ 9, not isomorphic to An or Sn, is at most n− 4.
Proof. We consider separately the three possibilities given by Theorem 4.1.
In case (1) when l ≥ 2 we have n− 4 = (mk )l − 4 ≥ ml − 4 ≥ ml − 2 ≥ r. When
l = 1 we have k ≥ 2, m ≤ n/2 and the group is a subgroup of Sm or Am, so its
rank is at most m− 1, much smaller than n− 4.
In case (2) we have to consider the groups M11,M12,M23 or M24. The maximal
length of a chain of subgroups of M11, M23 or M24 is 7, 11 and 14 resp. (see [23]).
Note that the bound for the chain length is also a bound for the C-rank. If G is
isomorphic to M12 then the C-rank of G is at most 9 [23]. Suppose that the C-rank
of G is 9. Then one of the following subgroups of M12, namely M11 or PΓL(2, 9),
has to have C-rank 8. As the rank of M11 is at most 7 (see [23]), PΓL(2, 9) should
have C-rank 8. If this is so, one the following groups, PGL(2, 9), S6 or M10 have
C-rank 7. The latter is not generated by involutions, S6 is known to have C-rank at
most 5 and PGL(2, 9) has C-rank at most 3 (see [10]), thus we get a contradiction.
Hence the C-rank of M12 is at most 8.
In case (3) we use the fact that the length of a maximal chain of subgroups in G is
bounded by log2(|G|) since every subgroup appearing in the chain must be at least
twice smaller than its overgroup. Hence, in this case we have that the chain length
is bounded by log2
[
n.
∏blog2 n−1c
i=0 (n− 2i)
]
that is at most n − 4 for n ≥ 26. For
the primitive groups of degree 9 (see for instance [5]), we readily see that the only
groups that can be generated by involutions are 32 : D8, AGL(2, 3) and PSL(2, 8).
The group 32 : D8 has chains of maximum length 5 in its subgroup lattice. An
exhaustive computer search with Magma [1] gives C-rank 4 for AGL(2, 3). The
C-rank of PSL(2, 8) is known to be 3 by [10]. The primitive groups G with degree
between 10 and 25 for which log2(|G|) > n− 4 are listed in Table 1 where r is the
C-rank of the corresponding group. It is well known that M10 cannot be generated
by involutions, hence its C-rank is 0. For PΓL(2, 9), we already showed above that
the C-rank is at most 6. A chain of subgroups in the subgroup lattice of PSL(3, 3)
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n G r n G r n G r
10 PSL2(9) 3 [10] 12 PSL2(11) 4 [10] 16 2
4 : A6 ≤ 10
S6 5 [23] PGL2(11) 4 [10] 2
4 : S6 ≤ 11
PGL2(9) 4 [10] 13 PSL3(3) ≤ 8 24 : A7 ≤ 11
M10 0 14 PGL2(13) 3 [10] AGL4(2) ≤ 12
PΓL2(9) ≤ 6 15 PSL4(2) ≤ 9 22 M22 : 2 ≤ 13
11 PSL2(11) 4 [10]
Table 1. The groups not failing the chain length bound.
has length 8 at most, hence the C-rank of PSL(3, 3) is 8 at most. A chain of
subgroups in the subgroup lattice of PSL(4, 2) has length 9 at most, hence the
C-rank of PSL(4, 2) is 9 at most. A chain of subgroups in the subgroup lattice of
24 : A7 or 2
4 : S6 has length 11 at most, hence the C-rank of these groups is 11
at most. A chain of subgroups in the subgroup lattice of 24 : A6 has length 10 at
most, hence the C-rank is 10 at most. A chain of subgroups in the subgroup lattice
of M22 : 2 has length 13 at most, hence the C-rank is 13 at most. For AGL(4, 2),
a chain of subgroups may have up to length 13 but a computer search shows that
none of the groups at Level 5 in the subgroup lattice that could have a C-group
representation with a non-empty graph as diagram have C-rank 5. So AGL(4, 2)
cannot be of C-rank 13. 
Lemma 4.3. Let G = Sn. If Γ := (G, {ρ0, . . . , ρr−1}) is a C-group of rank n − 2
with n ≥ 3, then Gi is not isomorphic to An, for every i = 0, . . . , r − 1.
Proof. Suppose without loss of generality that G0 is isomorphic to An. Then,
since Γ satisfies the intersection property, we have G0 ∩ 〈ρ0, ρi〉 = 〈ρi〉 for all
i = 1, . . . , n − 3. As ρi ∈ An = G0 also ρρ0i ∈ An = G0 thus, ρρ0i = ρi for all
i which implies that Sn ∼= An × C2, a contradiction. 
Proposition 4.4. Let n ≥ 9 and G := Sn. If Γ := (G, {ρ0, . . . , ρr−1}) is a C-group
of rank r and Gi is transitive imprimitive for some i ∈ {0, . . . , r−1}, then r ≤ n−3.
Proof. The case n = 9 is dealt with by performing an exhaustive computer search
using Magma. We now assume n ≥ 10. Suppose that Gi is embedded into Sk oSm
with k being maximal. Let S = {ρj | j ∈ I, j 6= i} and denote by M the subset of
S generating the block action. We have that |M | ≤ m − 1 (see [23]). We can use
the elements of M to undo the block action of the elements of N := S \M (by
right multiplication), and as shown in Lemma 3 of [23], we get an independent set
S¯ = M ∪ N¯ with N¯ fixing the blocks setwisely. Consider the action of N¯ on the
blocks.
First suppose there is no ordering on the blocks such that N¯ acts as Sk on the
first m−2 blocks. In that case |S| ≤ (m−1)+m(k−1)−3 = n−4. Thus r ≤ n−3.
Now assume there exists an ordering such that the action of N¯ on the first m−2
blocks is Sk. We now use the following argument used in the proof of Proposition
4 of [23]: if B ⊂ N¯ generates the action on the first i blocks for i ≤ m− 2, then at
most one element of N¯ needs to be added to M ∪ B to generate the block action
on (i+ 1) blocks. Therefore,
|S| ≤ (m− 1) + (k − 1) + (m− 2) + (k − 2) = 2m+ 2k − 6.
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Now 2m + 2k − 6 ≤ km − 4 ⇔ (m − 2)(k − 2) ≥ 2 which is true for n ≥ 10 and
m, k 6= 2.
Let us consider the case k = 2. If |N¯ | ≤ 1 then r ≤ m = n2 ≤ n− 4, thus it may
be assumed that |N¯ | ≥ 2. In that case there exists j 6= i such that Gi,j is transitive.
First if Gj is primitive then by Lemmas 4.2 and 4.3 r ≤ n− 3. If Gj is imprimitive
by assumption Gj cannot be embedded into a wreath product with more than two
blocks. Hence Gi,j is embedded into S2 o Sn2 for two distinct blocks systems. Now
we can use the argument used in [16] to prove that Gi,j must be a dihedral group.
Therefore r − 2 ≤ log2(2n) ≤ n− 5 for n ≥ 10.
Now suppose that m = 2 and assume the action of N¯ is not Sk neither in block
1 nor in block 2, for otherwise r− 1 ≤ 1 + (k− 1) + 1 ≤ 2k− 4 = n− 4 for n ≥ 10.
Consider two subsets of N¯ , A and B, generating independently the block action of
N¯ on block 1 and on block 2, respectively. If A ∩ B 6= ∅ then |N¯ | ≤ |A|+ |B| − 1,
thus
|S| ≤ 1 + 2(k − 2)− 1 = n− 4.
Suppose that A∩B = ∅ and letM = {τ}. As the conjugation by the permutation of
τ defines an isomorphism between the group action on block 1 and the group action
on block 2, these groups must both be transitive on the respective blocks, otherwise
Gi is itself intransitive, a contradiction. Then if any element αj ∈ N¯ = A ∪ B is
removed from the generating set M ∪ N¯ , we still get a transitive group Gi,j . If Gj
is primitive then r ≤ n − 3. Suppose that Gj is imprimitive. If Gj is embedded
into a block system with more than two blocks of size greater than two, then we
have proved previously that r ≤ n − 3. Thus we need to consider only two cases:
Gj is embedded into Sn2 o S2 and Gj is embedded into S2 o Sn2 .
Let us first consider that Gj is embedded into Sn2 o S2. The block systems of
the embeddings of Gj and Gi need to be different, otherwise G is itself embedded
into Sn
2
o S2, a contradiction. Thus Gi,j is embedded into Sn2 o S2 for two distinct
block systems {X,Xτ} and {Y, Y δ}. Then Gi,j is also embedded into Sn4 oS4 with
the block system being {X ∩ Y }, {X ∩ Y δ}, {Xτ ∩ Y }, {Xτ ∩ Y δ}} with {τ, δ}
generating the block action. Now let M = {τ, δ}, let N be the set of the remaining
generators of Gi,j and consider the set N¯ as before. If there is no ordering on the
blocks such that N¯ acts as Sn
4
× Sn
4
in the first two blocks we have |S| − 1 ≤
2 + 4(n/4 − 1) − 3 ⇒ |S| ≤ n − 4. Now suppose the contrary. Hence we have
|S| − 1 ≤ 2 + (n/4 − 1) + 2 + (n/4 − 2) ⇒ |S| ≤ n − 3 for n ≥ 10. Suppose that
Gj is embedded into S2 oSn2 . Now we may assume that for this embedding |N¯ | ≤ 1
otherwise there exist k 6= j, i such that Gk is transitive and then we get one of the
situations considered previously. Hence r − 1 ≤ 1 + n2 − 1 ≤ n− 4 for n ≥ 8. 
Proposition 4.5. Let n ≥ 9 and G = Sn. If Γ := (G, {ρ0, . . . , ρr−1}) is a C-group
of rank r ∈ {n− 2, n− 1} then Gi is intransitive for every i ∈ {0, . . . , r − 1}.
Proof. This is a consequence of Lemmas 4.2 and 4.3 and Proposition 4.4. 
5. Intransitive maximal parabolic subgroups of a C-group of rank
n− 2 for Sn
Let n ≥ 9, G := Sn and Γ := (G, {ρ0, . . . , ρn−3}) be a C-group of rank n − 2.
Suppose thatGi is intransitive for every i ∈ {0, . . . , n−3}. Let G be the permutation
representation graph of Γ and F be a fracture graph of Γ. We recall the following
lemma that will be useful in later proofs.
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Lemma 5.1. [17, Lemmas 3.2 and 3.5] F has exactly 2 connected components.
Moreover, the edges of G that are not in F must connect vertices in different con-
nected components of F .
In the next lemma we prove that the connection in G between the two compo-
nents of the fracture graph is made either by a single edge, a multiple edge or an
alternating square.
Lemma 5.2. If {a, b} and {c, d} are distinct edges ( {a, b} = {c, d} means that
{a, b} is a double edge) of G \ F with labels i and j respectively then:
(1) {a, b} ∩ {c, d} 6= ∅, particularly i 6= j;
(2) If {a, b} 6= {c, d} then i and j are labels of edges of a square with alternating
labels i and j as in the following figure.
j
==
==
=i 
j =
=
= 
i


Proof. Suppose {a, b} ∩ {c, d} = ∅. Then, by Lemma 5.1, a and b (and also c and
d) are in distinct connected components of F . Suppose without loss of generality
that a and c are in the same connected component of F (and hence b and d are
in the other connected component of F) and that there exists a k-edge {e, f} of F
with i 6= k 6= j in that connected component (see picture below). Then e and f
are in the same Gk-orbit. This contradicts the fact that F is a fracture graph and
proves (1). '&%$ !"#e
k
'&%$ !"#a i__ '&%$ !"#b/.-,()*+f '&%$ !"#c j__ /.-,()*+d
Let us now prove (2). Suppose that a = c and b 6= d. Again by Lemma 5.1, b and d
are in the same connected component of F . Hence there is a path of F leading from
b to d. This path cannot contain edges of label different from i and j for otherwise,
F would not be a fracture graph. Therefore, {a, b} and {a, d} must be edges of an
{i, j}-square with a in one component of F and the other vertices of the square in
the other component as in the following figure.'&%$ !"#b
j
;;
;;
;'&%$ !"#a i    
j ?
?
? 
i

/.-,()*+d

The following lemma shows that the distinguished generators of G are either
transpositions or 2-transpositions.
Lemma 5.3. Let n ≥ 9. If G has at least two i-edges, then G has exactly two
i-edges and the distance between a pair of i-edges of G is one.
Proof. Suppose {a, b} and {c, d} are i-edges of G. By Lemma 5.2 (1), there are at
most two i-edges in G. Let {a, b} be the i-edge in F . If the two i-edges are in a
square, as in Lemma 5.2 (2), then the distance between them is one, as wanted.
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Now consider that the i-edges are not in a square and are not at distance one.
Suppose that j and l are labels of edges of a path from {a, b} to {c, d}, as follows.'&%$ !"#a i '&%$ !"#b l   j '&%$ !"#c i ___ /.-,()*+d
By Lemmas 5.1 and 5.2, there are four possibilities for the graph Gi,j,l:
(1) '&%$ !"#a i '&%$ !"#b l   j '&%$ !"#c i ___ /.-,()*+d (2) '&%$ !"#a i '&%$ !"#b l   j '&%$ !"#c i
l
___ ___ /.-,()*+d
(3) '&%$ !"#a i '&%$ !"#b l  j '&%$ !"#c i ___ /.-,()*+d (4) '&%$ !"#a i '&%$ !"#b l '&%$ !"#e j '&%$ !"#c i
l
___ ___ /.-,()*+d
In the first and third case (a b) ∈ 〈ρi, ρj〉∩〈ρi, ρl〉 but (a b) /∈ 〈ρi〉, a contradiction
with the intersection property. In the second case, 〈ρi, ρj〉∩〈ρj , ρl〉 contains at least
an element of order 3, a contradiction with the intersection property again. In case
(4), as n ≥ 9, there must be at least another edge with label m in the fracture
graph. Suppose the connected component of F containing d contains such an edge
m starting at d. Then, 〈ρi, ρm〉 ∩ 〈ρm, ρl〉 contains at least an element of order 3,
a contradiction with the intersection property. Hence one of the two components
of the fracture graph is a single vertex. Moreover, we may assume that the edge of
label m in F connects to one of a, b, c or e. In addition the m-edge does not form a
double edge with one of the existing edges. Also, from the beginning of the proof,
we know that ρm is either a transposition or a 2-transposition and in the latter
case, ρm swaps c and d. It is then easily checked withMagma that the intersection
property fails for any possible ρm for the group 〈ρi, ρj , ρl, ρm〉. 
Lemma 5.4. G is either a tree or has exactly one cycle that is an alternating
square.
Proof. First observe that if G is not a tree, it has exactly one cycle. By Lemma 5.2
(2), this cycle must be an alternating square. Also, if G has a square then one
vertex of the square is in one component of F and the other 3 are in the other
component of F . As two edges of the square are in F the square has no multiple
edges, and it is unique. Now suppose that {a, b} is a multiple edge of G and let i
and j be two labels of that edge. Then by Lemma 5.3 there are two edges with
labels k and l such that the graph G{i,j,k,l} is one of the following:'&%$ !"#a i '&%$ !"#b l '&%$ !"#c i
j
__ __ /.-,()*+d k  j  or '&%$ !"#c i
j
____ /.-,()*+d l
k
JJJ
 i 
j
MMM 
In both cases (a b) ∈ 〈ρi, ρj , ρk〉 ∩ 〈ρi, ρj , ρl〉 but (a b) /∈ 〈ρi, ρj〉, a contradiction.
The rest follows from Lemma 5.2. 
When G is a tree, let 1 be the label of the edge between the two components of
F and 0 be the label of the unique edge between the two 1-edges. When G is not
a tree let {0, 1} be the labels of the alternating square, the unique cycle of G.
Lemma 5.5. If G is a tree, then G{0,...,r−1}\{0} has two components, one of them
having exactly two vertices.
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Proof. Suppose that k, l ≥ 2 are labels of two edges incident to the 1-edges, then
G{0,1,k,l} is one of the following graphs:
 k '&%$ !"#a 1 '&%$ !"#b 0  1  l  k'&%$ !"#a 1 '&%$ !"#b 0  1  l 
l

k'&%$ !"#a 1 '&%$ !"#b 0  1  k'&%$ !"#a 1 '&%$ !"#b 0  1  l  
k'&%$ !"#a 1 '&%$ !"#b 0  1  l  k'&%$ !"#a 1 '&%$ !"#b 0  1 l
In any case (a b) ∈ 〈ρ0, ρ1, ρk〉 ∩ 〈ρ0, ρ1, ρl〉 but (a b) /∈ 〈ρ0, ρ1〉, a contradiction. 
Lemma 5.6. If G has a square, then three vertices of the square have degree 2 in
G and the fourth vertex has degree 3.
Proof. Suppose that there are two edges with labels k and l incident to the square,
then we have the following possibilities for Gi,j,k,l
'&%$ !"#a i
j
'&%$ !"#b l
j

i

k
 '&%$ !"#a ij '&%$ !"#b lj 
k

i


k'&%$ !"#a i
j
'&%$ !"#b l
j

i

In any case (a b) ∈ 〈ρi, ρj , ρk〉 ∩ 〈ρi, ρj , ρl〉 but (a b) /∈ 〈ρi, ρj〉, a contradiction. 
Proposition 5.7. If Gi is intransitive for all i ∈ {0, . . . , n − 3}, then, up to
a renumbering of the generators, the permutation representation graph G of Γ is
one of the following graphs where all the 0-edges and the 1-edges are pictured and
G{2,...,n−3} is a tree.
(A) 1  0  1  2   i   (B)  1  0 1
2
  i   (C)  01 1
0

2
  i  
Proof. This is a consequence of Lemmas 5.4, 5.5 and 5.6. 
6. Proof of Theorem 1.2
Let n ≥ 9, let G = Sn and Γ := (G, {ρ0, . . . , ρn−3}) be a C-group of rank
n− 2. We observe that for n = 8 there is a C-group having one maximal parabolic
subgroup that is transitive, generated by the following set of involutions.
{(1 2), (1 2)(3 4), (1 2)(7 8), (1 2)(5 6), (1 3)(6 8), (1 8)(3 6)}
This C-group also yields a hypertope. In this case the permutation representation
graph is different from those given in Theorem 1.2.
Now suppose that n ≥ 9. By Proposition 4.5, all Gi’s are intransitive. Thus
by Proposition 5.7 the permutation representation graph of Γ is one of the three
possibilities given in Theorem 1.2. It remains to prove that any group generated by
involutions having one of these three graphs as permutation representation graph
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gives a C-group of rank n − 2 and also a regular hypertope of rank n − 2 for the
symmetric group Sn. By Proposition 2.4 we just need to prove that the groups sat-
isfy the intersection property (and hence are C-groups) and that the corresponding
coset geometries are flag-transitive.
We first focus on the intersection property. In order to prove it, we need a
slightly different result than Proposition 2E16 of [22].
Proposition 6.1. Let G be a group generated by r involutions g0, . . . , gr−1. Sup-
pose that every maximal parabolic subgroup Gi is a C-group. Then G is a C-group
if and only if Gi ∩Gj = Gi,j for all 0 ≤ i, j ≤ r − 1.
Proof. Obviously, if Gi ∩ Gj 6= Gi,j for some i, j, then G is not a C-group. As
pointed out in the proof of [22, Proposition 2E16], to prove the intersection property,
it suffices to show that
GK := 〈gk|k 6∈ K〉 =
⋂
{Gj |j ∈ K}
This follows immediately from the hypothesis that Gi ∩Gj = Gi,j for all 0 ≤ i, j ≤
r − 1. 
Lemma 6.2. The permutation representation graph (A) gives a rank n−2 C-group
isomorphic to Sn.
Proof. By Proposition 6.1, and using induction on n, it is sufficient to prove that
Gi ∩ Gj = Gi,j for every i, j ∈ I. Indeed, all Gi’s will either be C-groups of rank
n−3 for Sn−1 or direct products of two smaller groups that are obviously C-groups.
G0,1 = G0 ∩ G1: we have G0,1 ∼= Sn−3, thus G0,1 is a maximal subgroup of
G1 ∼= 2× Sn−3;
G0,2 = G0 ∩G2: we have that G0,2 ∼= 2× Sn−4, and G2 ∼= D8 × Sn−4. Suppose
G0 ∩ G2 6= G0,2. Then G0 ∩ G2 must be a proper subgroup of G0 and a proper
subgroup of G2 containing G0,2. The involution ρ1 corresponds to a fixed-point-free
reflection of a square in D8. The only possibility is then to have another reflection
or a central symmetry in G0 ∩ G2. But then G0 ∩ G2 is transitive on the four
vertices of the square which is impossible as G0 is not. Hence G0 ∩G2 = G0,2
G0,l = G0 ∩Gl for l ≥ 3: we have that G0,l ∼= 2×Sn1−2×Sn2 with n1+n2 = n,
thus G0,l is a maximal subgroup of G0 ∼= 2× Sn−2;
G1,2 = G1 ∩G2: we have G1,2 ∼= 2× Sn−4, thus G1,2 is a maximal subgroup of
G1 ∼= 2× Sn−3;
G1,l = G1 ∩Gl for l ≥ 3: we have that G1,l ∼= 2×Sn1−3×Sn2 with n1+n2 = n,
thus G1,l is a maximal subgroup of G1 ∼= 2× Sn−3;
G2,l = G2∩Gl for l ≥ 3: we have that G2,l ∼= D8×Sn1−4×Sn2 with n1+n2 = n,
thus G2,l is a maximal subgroup of G2 ∼= D8 × Sn−4;
Gl,k = Gl ∩ Gk for l, k ≥ 3: we have that Gl,k ∼= Sn1 × Sn2 × Sn3 × Sn4 with
n1+n2+n3+n4 = n, thus Gl,k is a maximal subgroup of Gl ∼= Sn1×Sn2×Sn3+n4 .

Lemma 6.3. The permutation representation graph (B) gives a rank n−2 C-group
isomorphic to Sn.
Proof. By Proposition 6.1, and using induction on n as in the previous lemma, it
is sufficient to prove that Gi ∩Gj = Gi,j for every i, j ∈ I.
To prove the equalities G0,2 = G0 ∩ G2, G1,2 = G1 ∩ G2, G0,l = G0 ∩ Gl for
l ≥ 3, G2,l = G2 ∩ Gl for l ≥ 3, and Gl,k = Gl ∩ Gk for l, k ≥ 3, we can use the
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same argument used in Lemma 6.2. Hence to prove that G is a C-group only the
following two equalities are needed.
G0,1 = G0 ∩ G1: we have G0,1 ∼= Sn−3, thus G0,1 is a maximal subgroup of
G1 ∼= Sn−2;
G1,l = G1 ∩ Gl for l ≥ 3: we have that G1,l ∼= Sn1−2 × Sn2 with n1 + n2 = n,
thus G1,l is a maximal subgroup of G1 ∼= Sn−2;

Lemma 6.4. The permutation representation graph (C) gives a rank n−2 C-group
isomorphic to Sn.
Proof. By Proposition 6.1, and using induction on n as in the previous lemmas, it
is sufficient to prove that Gi ∩Gj = Gi,j for every i, j ∈ I.
As G0,1 is a tree with n− 3 vertices, the group G0,1 is a C-group isomorphic to
Sn−3. In addition we have the following equalities:
G0,1 = G0 ∩G1: we have G0,1 ∼= Sn−3 and G0 ∼= 2× Sn−2. Obviously, G0 ∩G1
has three fixed points, hence the equality follows.
G0,2 = G0 ∩G2: we have G0,2 ∼= 2× Sn−4, thus G0,2 is a maximal subgroup of
G2 ∼= 22 × Sn−4;
G0,l = G0 ∩Gl for l ≥ 3: we have that G0,l ∼= 2×Sn1−2×Sn2 with n1+n2 = n,
thus G0,l is a maximal subgroup of G0 ∼= 2× Sn−2;
G1,2 = G1∩G2: we have that G1,2 ∼= 2×Sn−4, thus G1,2 is a maximal subgroup
of G2 ∼= 22 × Sn−4;
G1,l = G1 ∩Gl for l ≥ 3: we have that G1,l ∼= 2×Sn1−2×Sn2 with n1+n2 = n,
thus G1,l is a maximal subgroup of G1 ∼= 2× Sn−2;
G2,l = G2∩Gl for l ≥ 3: we have that G2,l ∼= 22×Sn1−4×Sn2 with n1+n2 = n,
thus G1,l is a maximal subgroup of G2 ∼= 22 × Sn−2;
Gl,k = Gl ∩ Gk for l, k ≥ 3: we have that Gl,k ∼= Sn1 × Sn2 × Sn3 × Sn4 with
n1+n2+n3+n4 = n, thus Gl,k is a maximal subgroup of Gl ∼= Sn1×Sn2×Sn3+n4 .
Hence we have proved that Gi ∩ Gj = Gi,j for every i, j ∈ I which is sufficient
to show that G is a C-group.

The following corollary gives the Coxeter diagrams of the C-groups of Theo-
rem 1.2 as well as presentations for these groups.
Corollary 6.5. Let n ≥ 9, let G = Sn and Γ := (G, {ρ0, . . . , ρn−3}) be a C-group
of rank n − 2 with one of the three possible permutation representations given in
Theorem 1.2.
(1) The Coxeter diagram of 〈ρ0, ρ1, ρ2, ρ3〉 is one of the following, accordantly
to its permutation representation graph.
(A) '&%$ !"#0 4 '&%$ !"#1 6 '&%$ !"#2 '&%$ !"#3 (B) '&%$ !"#04 ===== '&%$ !"#2
6


'&%$ !"#3'&%$ !"#1
(C) '&%$ !"#0
6
==
==
= '&%$ !"#2
6


'&%$ !"#3'&%$ !"#1
(2) ρ0, ρ1 and ρ2 commute with ρi for i ≥ 4;
(3) The Coxeter diagram of 〈ρ3, . . . , ρn−3〉 is the line graph of G3,...,n−3} that
is an IMG graph;
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(4) If {ρiρjρk}, for i, j, k ≥ 3, is a triangle of the Coxeter diagram then
(ρiρjρiρk)
2 = 1;
(5) The hypertopes with permutation representation (A), (B) and (C) satisfy
the following relations, respectively.
(A) [(ρ1ρ2)
3ρ0]
3 = [ρ3(ρ1ρ2)
3]2 = (ρ0ρ1ρ2ρ1)
3 = 1
(B) [ρ0(ρ1ρ2)
3]3 = (ρ1ρ0ρ1ρ2)
2 = [(ρ1rho2)
3ρ3]
2 = 1
(C) [(ρ0ρ2)
3(ρ1ρ2)
3ρ1]
3 = [(ρ0ρ2)
3(ρ1ρ2)
3]3 = [(ρ1ρ2)
3ρ3]
2 = [(ρ0ρ2)
3ρ3]
2 = 1
Moreover the relations given by the Coxeter diagram (characterized by (1), (2) and
(3)), plus the relations given in (4) and (5) are sufficient to define G.
Proof. If Γ is a C-group of rank n− 2 for Sn with n ≥ 9 then by Theorem 1.2 and
Proposition 3.1 all items of this Corollary can be easily verified. In what follows we
prove that these relations are sufficient to characterise the groups of these C-groups.
We proceed by induction over the number of nonlabelled triangles of the Coxeter
diagram. Starting from a C-group of rank n − 2 for Sn having t ≥ 1 nonlabelled
triangles on its Coxeter diagram we can reduce the number of triangles using the
construction given in Proposition 3.1. Note that in any of the three permutation
representations (A), (B) and (C) it is possible to apply the construction used in
Proposition 3.1. Indeed, if t > 0, in any of the three cases there are two vertices of
degree one and a path between them not containing the first four generators. Thus
only the cases without nonlabelled triangles (t = 0) need to be analysed. In what
follows let α0, . . . , αn−2 be the generators of the string C-group [3n−2] (the finite
irreducible Coxeter group of type An−2).
Let us first consider the C-group with permutation representation (A) and t = 0,
that is, the string C-group of rank n−2 for the symmetric group of type {4, 6, 3n−5}.
We can derive a presentation of the group of this C-group from the finite Coxeter
group [3n−1] with generating set {αi | i = 0, . . . n− 2} as defined in [12]. Let
ρ0 = α1, ρ1 = α0α2 and ρi = αi+1 for i ∈ {2, . . . , n− 3}.
where α0, . . . , αn−2 are the standard generators of [3n]. We have,
α0 = (ρ1ρ2)
3 and α2 = (ρ1ρ2)
3ρ1.
Now from the relations of the Coxeter group [3n] we derive, apart from the rela-
tions giving the type, two other relations: ((ρ1ρ2)
3ρ0)
3 = 1, ((ρ1ρ2)
3ρ3)
2 = 1 and
(ρ0ρ1ρ2ρ1)
3 = 1. This proves that the relations given is this corollary are sufficient
to give a presentation of the group of this C-group.
Now consider the C-group with permutation representation (B) and t = 0. In
this case let,
ρ0 = α2, ρ1 = (α0, α2α1)
2, ρi = αi+1 for i ∈ {2, . . . , n− 3}.
We have,
α0 = ρ1ρ0ρ1 and α1 = (ρ1ρ2)
3.
Now from the relations of the Coxeter group [3n] we derive, apart from the re-
lations giving the type, only two extra relations: [ρ0(ρ1ρ2)
3]3 = (ρ1ρ0ρ1ρ2)
2 =
[(ρ1ρ2)
3ρ3]
2 = 1. This proves that the relations given is this corollary are sufficient
to give a presentation of the group of this C-group.
18 MARIA ELISA FERNANDES AND DIMITRI LEEMANS
For the C-group with permutation representation (C) and t = 0 we again derive a
presentation from the group of the C-group without triangles in its Coxeter diagram
from [3n] changing the generating set as follows:
ρ0 = (α0α2α1)
2, ρ1 = α0α2 and ρi = αi+1 for i ∈ {2, . . . , n− 3}
On the other hand we have,
α0 = (ρ1ρ2)
3, α1 = (ρ0ρ2)
3 and α2 = (ρ1ρ2)
3ρ1.
Now from the relations of the Coxeter group [3n] we derive, apart from the relations
giving the type, the two relations given in this corollary. 
Observe that (1), (2) and (3) of Corollary 6.5 permit to say that the number of
C-groups of rank n − 2 up to isomorphism and duality is divisible by 3. For Sn
with n ≥ 9, it corresponds to three times the number of leaves in the permutation
representation graphs of the inductively minimal geometries of Sn−3.
It now remains to prove that the coset geometries obtained from the permutation
representation graphs (A), (B) and (C) are all flag-transitive in order to show that
these C-groups are all giving regular hypertopes.
Theorem 6.6. The coset geometries obtained from the permutation representation
graphs (A), (B) and (C) are flag-transitive.
Proof. Let Γ := Γ(G; (Gi)i∈{0,...,r−3}) be a coset geometry of rank n − 2 ob-
tained from one of the permutation representation graphs. Recall that for each
such geometry, the maximal parabolic subgroups Gi are intransitive subgroups on
n points. Choose one leaf on the right hand side of the permutation represen-
tation graph of the C-groups we obtained, and suppose its edge-label is n − 3.
Then Gn−3 is isomorphic to Sn−1 by induction and Γ(Gn−3, {G0 ∩ Gn−3, . . . ,
Gn−4 ∩ Gn−3}) is a flag-transitive geometry. Using Theorem 2.6, we just need
to check that Γ(ij)(Sn, {Gi, Gj , Gn−3}) is flag-transitive for all 0 < i, j < n − 4
in order to prove that Γ is flag-transitive. Observe that by Lemmas 6.2, 6.3
and 6.4, we have Gi ∩ Gj = Gi,j . Let p be the point fixed by Gn−3. We have
that Gn−3(Gi ∩ Gj) = Gn−3Gi,j and since Gn−3 ∼= Sn−1, this is the set of all the
elements of Sn that map p to any point of the orbits p
Gi,j . Now, assume by way
of contradiction that H := Gn−3Gi ∩Gn−3Gj > Gn−3(Gi ∩Gj). Then there exists
α ∈ H such that pα =: q 6∈ pGi,j . This point must then be either in pGi \ pGj or
in pGj \ pGi . Suppose without loss of generality that q ∈ pGi \ pGj . As α ∈ H,
α = γn−3γi = νn−3νj for some γn−3, νn−3 ∈ Gn−3, γi ∈ Gi and νj ∈ Gj . But since
pα = p(νn−3νj) = pνj we cannot have pα = q, a contradiction. Hence Γ(ij)(Sn,
{Gi, Gj , Gn−3}) is flag-transitive for all 0 ≤ i, j ≤ n− 4 and by Theorem 2.6, Γ is
flag-transitive. 
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