Adding to societal changes today, are the miscellaneous big data produced in different fields. Coupled with these data is the appearance of risk management. Admittedly, to predict future trend by using these data is conducive to make everything more efficient and easy. Now, no matter companies or individuals, they increasingly focus on identifying risks and managing them before risks. Effective risk management will lead them to deal with potential problems. This thesis focuses on risk management of flight delay area using big real time data. It proposes two different prediction models, one is called General Long Term Departure Prediction Model and the other is named as Improved Real Time Arrival Prediction Model. By studying the main factors lead to flight delay, this thesis takes weather, carrier, National Aviation System, security and previous late aircraft as analysis factors. By utilizing our models can do not only long time but also short term flight delay predictions. The results demonstrate goodness of fit. Besides the theory part, it also presents a practical and beautiful web application for real time flight arrival prediction based on our second model.
I. Introduction

A. Background and Motivation
Effective data mining algorithms and analysis strategies can extract precious information for companies or individuals to gain pre-knowledge to make a further decision. Among those fields with big data, one of them has aroused extensively attention, which is flights delay predictions. Great importance of risk management of flight delays can be seen in recent years. The appalling MH370 flight accident happened this year pushes flight risk management to an extremely urgent situation. Besides, 19% of the US domestic flights delayed more than 15 minutes. Tremendous economy cost and dissatisfaction have been brought to airline companies and passengers. So no matter from the safety factor or the economy side, more effective flight delay prediction models should be developed and improved.
In order to establish a suitable prediction model, this thesis explored and compared miscellaneous mathematic methods. After studying those methods, this thesis aims to build novel model for the predictions of flight delays using big real time data like weather, carriers, airports and also large historical data. Furthermore, the second model will be implemented through a website where users can explore the model and check the status of a specific flight.
B. Related Work
A lot of researches have also been conducted on the management and propagation of flight Normal or Poisson distributions, which aims at improving traffic management systems. Mueller and Chatterji [1] just made a model based on Normal or Poisson distributions to simulate departure, en-route and arrival delays. But those models are too general to concern about flights or airlines features. Zonglei et al [2] demonstrates predictions of percentage of delayed flights on an airport using decision trees and neural networks.
Besides, in recent years, Bayesian Network (BN) models have been proposed with different improved algorithms, based on parameter learning, structure learning, and some mixed algorithms [3] [4] . BN is a machine learning method based on graph and probability theory, which is an efficient method for modeling and estimating complicated situations [5] . The benefit of Bayesian theory is it not only based on historical data but also priori probability. However, there is a lack of priori probability for the delay of a flight model.
Tu & Ball [6] applied general spline function and a modified genetic algorithm for estimating the departure delay distribution. The model consists of a seasonal trend, a daily trend and a random residual. The whole system is complex and seems expensive to compute especially for the residual part with genetic method. And they only generate a general arrival delay model for all flights regardless of current weather effect.
Based on Tu& Ball's work, Vincent Martinez, who is a master student and specifically focused on customer long-term information by using kernel density estimation method. However, even the optimal models with the most relevant parameters have been selected to implement predictions with large amount of data; it still has not considered real-time factors like weather influence. Some severe weather conditions will be the determinant in some situations.
In addition to the academic research area of prediction models, some mobile applications or websites also started to provide flight status check services. For example, website FlightCaster provide probabilities of a flight being on-time, less than one hour late or more than one hour late by utilizing airports, airlines, weather and historical data. Nevertheless, their model doesn't predict the estimated arrival delay minutes instead of a general delay probability on the three defined delay intervals.
C. Contribution
Compared to those research models and website applications of flight delay predictions, this project mainly focus on more reasonable, economical but novel models, especially our second model which is using big real time data to implement flight risk management. Specifically, it has the following characteristics:
z Using latest big real time weather data for each flight instead of a global trend.
For real time weather data, this thesis not only uses basic weather indicators as temperature, precipitation, etc. Instead, it utilizes three major weather factors---wind speed, visibility and sky conditions, which will be introduced with details in following chapters.
z
Establishing a high-efficiency and low running time model.
This thesis utilized a Smoothing Spline function combined with a multiple linear regression model to do data trainings and predictions.
Analyzing one specific airport and airline to clearly show how the project puts theoryinto practice.
In this thesis, we explore San Francisco International Airport in United States and American Airline specifically. All data are downloaded from The Bureau of Transportation Statistics.
z Implementing a user-friendly web site to make flight search possible by every user.
extreme weather conditions. Less extreme weather conditions can also cause flight delays. So now, we wonder what is the actual weather's share of total delay? According to the BTS, there is another category of weather within the NAS category. This factor doesn't prevent flying but slows down the operations of the system. It is apparently that weather has a large share of total delays, which means it will has significant influence if we can figure out how weather delays flights.
III. Mathematic Theory Background
A. Smoothing Spline Estimation
1)Definition of spline
A spline [7] is a piece-wise polynomial with pieces defined by a sequence of knots ξ1 < ξ2 <ξ3…< ξk such that the pieces join smoothly at the knots. A spline of degree m can be represented as a power series:
2) Smoothing Splines
It is a method to consider fitting a spline with knots at every data point (same weight), which means it could potentially fit perfectly with estimation of its parameters by minimizing the usual sum of squares plus a roughness penalty.
Usually a suitable penalty is to integrate the squared second derivative, known as the following formula:
where λ is a tuning parameter. yd denotes the average day delay and can be calculated by
where y ୢ୲୧ denotes the observed delay of flight i, at time t and on day d; n ୢ୲ denotes number of flights at time t on day d. For PSS function, if λ AE 0, it means there is no penalty and the spline can have a very close fit, but the result curve could be very noisy as it follows every detail in the data. If λ AE∞, the effect of the spline is the opposite. The spline can be very smoothly, but may be a bad fit.
B. ARIMA(p,d,q) Model
An ARMA model consists of Moving averages (MA) and autoregressive (AR) processes. The difference between ARMA and ARIMA is ARMA is used for forecasting stationary time series and ARIMA is designed for non-stationary time series. ARIMA is the combination of difference operation with ARMA.
A nonseasonal ARIMA model is classified as an "ARIMA(p,d,q)" model, where:
p is the number of autoregressive terms, d is the number of nonseasonal differences, and q is the number of lagged forecast errors in the prediction equation. It follows the formula below:
where [9] standards can be applied to choose the best model parameters.
d) Model Verification
An accurate model should have extracted sufficient information of the time series. One of ways to achieve this goal is to examine whether the residuals are a white noise sequence.
e) Model Forecast
According to the model has been selected, a future trend of the time series can be found through suitable statistical software.
C. Multiple Regression 1) Related Definitions[10]
The Correlation Coefficient: It indicates whether a relationship exists between two variables, how strong that relationship is and whether these two variables are positively or negatively related.
The Coefficient of Determination: It explains how much variation in one variable is directly related to variation in another variable.
Linear Regression: A process that allows you to make predictions about variable Y based on knowledge you have about variable X.
The Standard Error of Estimate: It presents how accurate your predictions are likely to be when you perform regression analysis.
Multiple Regression: The general purpose of multiple regression (the term was first used by Pearson, 1908) is to learn more about the relationship between several independent or predictor variables and a dependent or criterion variable. Hence it allows you to examine how multiple independent variables are related to a dependent variable. And we categorize multiple regression into Linear Regression and Nonlinear Regression.
2) Regression Equation:
a) Linear Regression Equation [11] :
Given a data set {ࣳࣻ, ࣲࣻ1, … , ࣲࣻऀ} ࣻୀଵ ࣿ of n statiࣻts, a linear model assumes the dependent variable yi is linearly related to Xi. This relationship is reflected through a disturbance term εi , which is an unobserved random variable that adds noise to the linear relationship. And the equation has the following form:
where ࣲࣻ is a (row) vector of predictors for the ith of n observations, usually with a 1 in the first position representing the regression constant; β is the vector of regression parameters to be estimated; and εi is a random error, assumed to be normally distributed, independently of the errors for other observations, with expectation 0 and constant variance: εi∼NID(0, σ2).
b) Nonlinear Regression Equation[12][13]:
In the more general normal nonlinear regression model, the function f(·) relating the response to the predictors is not necessarily linear:ࣳࣻ=݂(ߚ , ࣲࣻ' ) +εi
As we know, in linear regression, β is a vector of parameters and ࣲࣻ' is a vector of predictors, but in nonlinear regression, these vectors may not have the same dimension, and εi ~ NID(0, σ2). And the likelihood of nonlinear regression model is as following:
When the sum of squared residuals is minimized, the likelihood is maximized:
By setting the partial derivatives to 0, we can get equations for regression coefficients.
3) Properties of Multiple Regression
In practice we will build the multiple regression model from the sample data using the least squares method. Thus we seek coefficients bj such that 
IV. Model Description and Implementation
A. First General Long Term Departure Prediction Model
In this thesis, study is conducted in San Francisco International Airport, which is one of the busiest airports in United States. And as the first model, we focus on building a general model which can predict flight departure delays for all flights regardless of airlines, extreme weather conditions, last late aircraft and etc.
Hence in first basic model, we consider three main categories as the reasons lead to delay. The first category is weather conditions and holiday effect. The second one is time-schedule effect. And the last one is random delay factor effect. (Fig. 4.1 Figure 4 .1A: General Long Term Departure Prediction Model Structure By transform these factors to our model; we define the formula as follows:
φdhtn= ω(dh) + δ(t)+∈n φdhtn is the departure delay of flight n at schedule time t, on day d and holiday h if the day is. ω(dh) is the weather and holiday effect; δ(t) is the daily time-schedule effect and ∈n represents the random effects.
B. Improved Real Time Arrival Prediction Model
The difference between the new model and the basic one is we build models for each flight at a specific airport instead of considering all airlines have similar delay model. The reason why we use every flight historical data to train each model is that we found out each flight/aircraft has its own delay pattern which is different from the other flights. This is due to each flight/airline has different time schedules, flight crews, airport conditions, weather influence and this characteristic has been shown in Data Exploration Chapter.
Hence in order to obtain accurate models, we have to train each model with respective real time data to get model parameters. Now we will introduce this model with more details.
In this real time model, we group all factors into two main categories by using all real time data. The model structure is shown in 
V. Data Application & Testing
A. Long Term General Departure Prediction Model
In first model, we select San Francisco International Airport and use 3 years data (2010~2012) collected from The Bureau of Transportation Statistics (BTS). There are more than 10 carriers and we choose one of the biggest, American Airline to specifically obtain an accurate and high qualified model. Hence the other airports and airlines can also apply into our model according to respective data.
1) Data Process
There are more than 30,000 records of data within 3 years for American Airline. All records are stored chronologically in database and in order to study and compare every year's pattern, we delete February 29, 2012 since there are 366 days in 2012 and only 365 days in both 2010 and 2011. Every record consists of four components in our database: Data, Flight_No, Scheduled_time and Delay. 33348 American Airline flights departed from San Francisco International Airport in 3 years in total, which are around 30 flights each day. And we will use data in 2013 to test our model, but also will delete specific days with emergency incidents happened such as the crash happened in July 13, 2013 which has caused several fatalities and influenced the whole airport normal function. Some news can be found on that day 
2) Weather&Holiday Effect Modeling a)
Weather Effect
After gathering all records from 2010 to 2012, we plot the average delay trend in R using total delay everyday divided by departure numbers of flights ( Figure 5.1A) . The x-axis gives the day number, which means we calculate different days using an increasing sequence from day 1 (01.01.2010) to day 1095 (31.12.2012). The y-axis denotes the average delay in minutes. After plotting the basic data in R, we use method smooth.spline in package stats to fit the data and get a general trend, which is represented as the blue line in Figure 5 .1A with smoothing parameter spar = 0.24. A spar parameter is choose from a by minimizing PSS=d S(d)) 2 + 2 dx, where λ = r * 256^(3*spar -1) [15] . The most suitable spar should prevent data over fit and at the same time yield the minimum deviation.
b)
Holiday Effect
Here we probably found improper in this trend, since in method smooth.spline, it sets the weights of all knots as 1 which means every point has the same importance. But the real data shows obviously some days have much larger delay than the other days. For example, December 23, 2012, the average delay is 116 minutes which is much higher than day average delay-12.8 minutes in 3 years. Figure 5 .1B Holiday Effect depicts the main holiday trend of 2012, where we can find the average delay during holiday is much higher than normal days. In order to capture this character and also devoid the inaccuracy of method 1, we apply different priorities on holiday data by setting high values in weight parameter in smooth.spline method. The weight value of each data point is calculated by the formula we defined before in section II. The red line in Figure 5 .1A shows the new trend of our data which shows a better fit on days with holiday effect. Here we choose spar=0.14 instead of 0.24. In order to test the reliability of the predictions of weather &holiday effect, we generate the function from the training set which is 80% of data in a day in 3 years, and we plot the 20% corresponding data left which is called holdout data on the same graph. In Fig. 5.1C , the x axis means the corresponding day in 3 years and the y axis denotes the average day delay calculated by data in holdout set. In order to see clearly, we only plot part of the days nearly from day 800 to day 1100. We can see the spline function generated by our model effectively captured useful information in the training data and fit the holdout data perfectly. 
3) Time-Schedule Effect Modeling
In order to model time-schedule effect, we need to remove the first factor---weather & holiday effect. Fig. 5 .1D depicts the data distribution after removing first factor effect. The x axis represents day and the y axis means day average delay after subtracting delay caused by first factor. The current day average delay is fluctuating above or below 0 which also reflects a good fit of first factor. After achieving data without first factor, we rearrange the data according to time-schedule sequence, which means data records in three years are sequenced from 00:00 to 23:59. Now we can get the average delay for each time-schedule data point by formula (9) described in section II. Then we apply a similar smoothing spline method to estimate time-schedule model. Fig. 5 .1E presents a fitted smoothing spline with spar = 0.59. The x axis is the scheduled departure time in minutes calculated from 00:00 to 23:59, and the y axis is the average delay in minutes. Please note that between 1:00 to 5:59 and between 21:00 to 21:59, there is no flight was scheduled to depart in those three years. 
4) Random Factors Effect a)
Difference Operation
After removing the first two factors, we can plot the data distribution by Fig. 5.1F . The x axis stands for each flight ranged by its corresponding time schedule in three years. And the y axis means flight delay for each flight in minutes after removing the first two factors. This means the original delay of each flight needs to minus delay caused by first factor (weather & holiday effect) firstly and minus second factor (time-schedule effect) secondly.
From the figure, we can see a large percent of data are around 0 minutes, only few data points are around or above 1000 minutes. These points actually can be regarded as outliers caused by specific incidents like severe weather condition, terrorist threatens or other uncommon reasons. But here we will not delete them, they will still contribute some effect on our factors especially when we calculate holiday effect. Fig.5 .1G, we can see that it does not have tail off characteristic before difference which means it is not a stationary time series. Hence, we need to figure out how many difference times we need to use to make it stationary. After the first time of difference operation, we get the ACF and PACF pattern in the middle and bottom of Figure 3 .4 b, which shows a tail off/cut off character in ACF after Lag =2 and PACF is negative. By using Augmented Dickey-Fuller Test, we can know the time series is stationary.
c) ARIMA Model Parameters
After testing different combinations of p,q in ARIMA(p,1,q), we found when p=2 and q=2 yields to the finest ARIMA model which has the least AIC value compare to other combinations.
d) ARIMA Model Validation
Here we use Box-Ljung test to see whether the residuals of ARIMA model is random or not.
e)
Forecast with ARIMA Figure 5 .1H: Forecast Random Factor Effect In Figure 5 .1H, the x axis stands for each flight ranged by its corresponding time schedule in three years. The y axis represents each flight delay after removing first two factors. The black data points shows the residuals left after subtracting weather & holiday effect and time-schedule effect which also stands for random factor values. The green line is generated to predict random factor values in the following 100 days. The two blue lines shows the range of our prediction which is calculated by predictions 2* standard error of predictions. A mean value of predictions can be inferred from the plot. Please note the green line is not totally horizontal. Every data point on the green line varies a little bit from each other.
B. Improved Real Time Arrival Prediction Model
In this model, we still select American Airline at San Francisco International Airport. Since our goal is to build a real time prediction models for each flight (here flight means flight with same flight number), for Model Delay Function, we utilize each flight's latest three months historical arrival model delay data(does not include weather delay) from The Bureau of Transportation Statistics (BTS) to produce the model. At the same time, for Weather Delay Function, we apply 2010's historical weather data to flight arrival weather delay data in 2010 at San Francisco International Airport to obtain coefficients in our multiple regression model. The model building methods can be used in any other airlines and airports. After plotting the data, we apply smooth.spline function to conduct the fitting process by using 90% of the whole data which are from December 1, 2013 to February 18 and we will using the 10% holdout set for the prediction. The fitting function is shown in Figure 5 
1) Data Process
a
Result Analysis
Here we do predictions for the next ten days, which is a long prediction range in flight delay prediction area. In real system, we will use the latest real time real data to produce our fitting function due to the reason that fitting curve is changing all the time when new data added. Meanwhile we only do predictions for the next two days, in which we can guarantee even higher prediction accuracy.
b)
Weather Delay Function
In order to obtain the relationship between weather effect and flight delay, in this section, we apply historical weather data in 2010 of San Francisco International Airport to the corresponding arrival weather delay data in 2012.
Here, as regards to historical weather data, we fetched from the website www.wunderground.com which provides current and historical weather data inquiry. As we analyzed in previous chapter, we downloaded weather data consists of wind speed, visibility and sky condition. And we converted visibility and sky conditions into mathematic numbers according to our defined methods. Since there are around 12,000 flights of American Airline arrived at San Francisco International Airport in 2010, there are around corresponding weather records in the database. With respect to arrival weather delay data in 2012, we can acquire them by subtracting model delay minutes from total delay minutes. After the above steps, part of the records in our database are shown in the following Fitting Method of Weather Delay
After the preparation of all related analysis data in Weather Delay Function, we apply Multiple Linear Regression to our model. The coefficients of the regression will show the relationships between Wind Speed, Visibility, Sky Conditions and Weather Delay.
Case Study
Due to the reason that all original data from the BTS are reported and analyzed by airlines' manual records, there are some inevitable errors exist in those records, which means all weather parameters we found for that flight should not lead to such a large weather delay minutes. Hence, before we apply the regression function, we need to examine and verify some unreasonable weather data. By filter all data records for Weather Delay Function, we found the following unreasonable ones in Table 5 .2B: Unreasonable Weather Delay Records: From Table 5 .2B we can find out that on July 4, 2010, Flight 1309 delayed 213 minutes in total, which is all due to Delay Weather factor. Theoretically, there must be a serious weather condition around the arrival time of Flight 1309. However, after fetching the weather parameters during that period, we found the wind speed is low with stable wind direction, the visibility is totally in good condition and there is no rain, no snow and no other extreme weather conditions. The sky condition is partly cloudy which has not been proved will lead to such a long arrival delay situation. Hence, we consider this record needs to be deleted when training our model by using these data.
The following 4 records which have same sky condition and visibility, the only difference is wind speed. Flight 1575 has much higher wind speed than the other three flights. It should have higher Delay Weather value than Flight No.451 on December 12, 2010. And as the last two records, the weather conditions lead to only 1 minute delay which is too little time to be accurate for fitting functions. In order to have a better model function, we abandon those small Delay Weather values.
After filtering all records we fetched in 2010, now we can apply multiple linear regression method in Excel or R to acquire model parameters. Overall Regression's Accuracy R Square -As we know, this is the most significant data of the results. R Square indicates how well the regression line approximates the real data. This number tells you how much of the output variable's variance is explained by the input variables' variance. Ideally, we would like to see this at least 0.6 (60%) or 0.7 (70%). In our model, R Square is 0.901586432, which means 90% variance of weather delay minutes can be explained by Wind Speed, Visibility and Sky Conditions.
Adjusted R Square -This is used most often when we illustrate the accuracy of the regression function. Adjusted R Square is more conservative than R Square because it is always less than R Square. Beside, when new input variables are added to the Regression analysis, only when the new input variable makes the regression function more accurate, Adjusted R Square will increase. If new input variable didn't make the regression function more accurate, Adjusted R Square will not increase. In contrast, R Square always goes up when a new variable is added; no matter the new input variable improves the Regression equation's accuracy.
Whether Results Are By Chance Or Not
Significance of F -This evaluates the probability that the Regression results could have been produced by chance. A small Significance of F proves the validity of the Regression results. Given an example, if Significance of F = 0.04, this means there is only a 4% chance that the Regression result is just a chance occurrence. Hence, the function we obtained is apparently not by chance since Significance of F almost equals 0.
Individual Regression Coefficient Accuracy P-value -The P-Values of each parameter indicates the likelihood that they are real results and have not occurred by chance. The smaller the P-Value is, the larger the likelihood that the coefficient or Y-Intercept is valid. As an example, a P-Value of 0.02 for a regression coefficient indicates that there is only a 2% chance that the result occurred only by chance. Again in our results, the P-Values of four variables are all less than 0.01 which indicate these individual regression coefficients are accurate and do not occur as an occurrence.
VI. Model Evaluation
A. Evaluation of General Long Term Departure Prediction Model
In this section, we mainly focus on forecast the probability that the delay of a flight is shorter than fixed minutes. We are still training our dataset using 80% data and predict using the left 20% holdout set from 2010 and 2012. Besides, we set the confidence interval (CI) as 80%. Table 6 .1A shows the validity of our model. Here we test the probability that a flight will be delayed within 60 minutes and probability it will be delayed more than 120 minutes. The actual probability is 91.8% and 2.78% respectively. We use our model to generate predictions on holdout set. 2011 has the minimum delay probability compared to other years.
2010 is the worst of flight delays and 2012 is in the middle. We can see when we evaluate the general performance of 2010~2012, the probabilities are around the mean value of sum of 2010, 2011 and 2012. Hence, our predictions have high accuracy which are all around actual probabilities.
B. Evaluation of Improved Real Time Arrival Prediction Model
In order to evaluate the performance of the whole arrival prediction model, here we will take Flight No.59 as an example first to compare ten days arrival predictions and actual arrival delays. We use training data starts from December 01, 2013 to February 18, 2014; and we will do predictions for the following 10 days which starts from February 19, 2014 to February 28, 2014. We will produce model delay values first, and then generate weather delay values by using real weather data for those 10 days. The final step is to add model delay value and weather delay value together to get one total prediction. After the example, we will give prediction results for all flights in American Airline at San Francisco International Airport.
Flight No.59: 
1) Model Delay Prediction
2) Weather Delay Prediction
After fetching weather data consist of wind speed, visibility and sky conditions, we apply them to the formula we have created in the previous chapter. Then we get weather delay values for the following 10 days:
[ 
5) Results Analyses:
From the differences, we can see the smallest absolute value is only 2.251968 minutes and the largest is 41.400097 minutes. In general, the average mean difference is just 0.09883856 minutes which shows a good stability of our predictions.
Besides, if we set the absolute error range to 15 minutes, 90% of our predictions are within this error range, which means 90% possibility that we can do predictions with only 15 minutes absolute difference to actual delays. Furthermore, our predictions here are for the following 10 days which depends on the accuracy of weather forecasts and this period model delay historical data; theoretically, our model could give a more higher accuracy when the prediction interval is shorter, usually we do predictions only for the next two days since the instability of weather forecasts. Now, we will present all prediction performances in the following 
VII. Conclusions & Future Work
As a conclusion, both the two models we have created for this thesis show excellent performances and tolerances. The first model is for long term prediction and the second one is for short term real time prediction by using big real time data. Hence, they can be utilized by passengers to obtain flight status and also can be applied for customers to do risk management in different fields.
As for future work, we will improve and extended in two sides. One side is to seek a more accurate model to increase the accuracy of our predictions. As stated in introduction part, Bayesian theory is a good direction to further develop. Even though the priori probability is not easy to acquire, we can utilize some mathematical theories and years of historical data to generate the priori probability first. This will be conducive if we can combine the priori probability with real data. It will not only yield to a finest prediction model but also avoid over fit problem of data. The other side we can do is to develop our web page with more functions. Now the web page is mainly for American Airline at San Francisco International Airport, but it has the potentiality to extend for all airlines and all airports. By combining these two sides, we believe our model and web page will contribute more in flight delay risk management area.
