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Abstract
This paper presents a framework of developing neural
networks to predict implied volatility surfaces. It can
incorporate the related properties from existing math-
ematical models and empirical findings, including no
static arbitrage, limiting boundaries, asymptotic slope
and volatility smile. These properties are also satisfied
empirically in our experiments with the option data
on the S&P 500 index over 20 years. The developed
neural network model outperforms the widely used
surface stochastic volatility inspired (SSVI) model
and other benchmarked neural network models on the
mean average percentage error in both in-sample and
out-of-sample datasets. This study has two major con-
tributions. First, it contributes to the recent use of ma-
chine learning in finance, and an accurate deep learn-
ing implied volatility surface prediction model is ob-
tained. Second, it provides the methodological guid-
ance on how to seamlessly combine data-driven mod-
els with domain knowledge in the development of ma-
chine learning applications.
1 Introduction
Technology has been widely used in finance to bring automation
and improve efficiency. It includes using mobile devices for on-
line banking, creating new digital assets based on blockchain
like cryptocurrency, and developing data-driven algorithms us-
ing machine learning (or broadly artificial intelligence) to price
financial products or construct investment strategies. All these
activities have formed an emerging new multidisciplinary sub-
ject called financial technology (in short fintech), combining the
fields of finance, mathematics, computer science, information
systems, and operations research [23]. According to a recent re-
port from Ernst and Young [14], the global fintech funding has a
compound annual growth rate of 44% from 2013 to 2017. It in-
creased in 2017 with US$ 12.2 billion in the first three quarters
as compared with US$ 11.7 billion in the first three quarters of
2016. Within fintech, machine learning has become one of the
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hottest sectors, with expected direct investment growth of 63%
from 2016 to 2022.
This paper discusses an state-of-the-art machine learning appli-
cation in finance and a neural network model is developed to
predict implied volatility surfaces. Implied volatility is an im-
portant financial metric that captures the market’s view of the
likelihood of changes in a given asset price. Technically, an im-
plied volatility is defined as the inverse problem of option pric-
ing, mapping from the option price of the asset in the current
market to a single value [12]. When it is plotted against the op-
tion strike price and the time to maturity, it is called the implied
volatility surface.
Specifically, we propose an innovative framework of developing
neural networks tailored to the unique characteristics of implied
volatility surfaces. A new deep neural network architecture is
designed based on gate operators where the gates control the
contribution of each source to the targeted outputs of the layers.
A new activation function is formulated in order to reproduce
volatility smile [12], which is a stylised fact1 of implied volatil-
ity. Several mathematical properties related to implied volatility
surfaces are also taken into account, including no static arbi-
trage, boundaries, and asymptotic slope. These properties will
be briefly introduced in Theorem 1 when we discuss the model
setup. They are properly incorporated into our model in terms
of different loss functions. We validate the proposed framework
with the option data on the S&P 500 index covering over 20
years. Compared with the related studies, the experimental set-
tings in this paper are more challenging, so the model needs to
be more robust and stable. Our model outperforms the widely
used financial model and other benchmarked neural networks on
the mean average percentage error in both in-sample and out-
of-sample datasets. In the meantime, the stylised fact and the
mathematical properties of implied volatility surfaces are satis-
fied empirically in experiments.
Implied volatility surfaces have been widely studied in mathe-
matical finance. A number of related literature will be reviewed
in Section 2. To the best of our knowledge, our research is one
of the very first studies which discusses the implied volatility
surface prediction using deep neural networks. The research of
this paper is multidisciplinary. From a high level perspective,
1A stylised fact is a term used in economics and finance to refer to
empirical findings that are so consistent across a wide range of assets,
markets and time periods that they are accepted as truth [39].
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it contributes to the recent use of machine learning in finance,
and we obtain the best performance prediction model for im-
plied volatility surface of the S&P 500 Index options. Technol-
ogy wise, our study provides a methodological contribution in
the development of machine learning applications. Unlike many
existing studies, which used machine learning algorithms as a
“black box”, we incorporate a significant domain knowledge
into model development, including the design, use and setting
of network architecture, activation function, and loss function.
Therefore, our study bridges the gap between the data-driven
machine learning algorithms and the existing financial theories.
The rest of the paper is organised as follows. Section 2 reviews
the related literature. Section 3 provides the model setup. Sec-
tion 4 introduces our network architecture design. Section 5 dis-
cusses the model calibration. Section 6 presents our experimen-
tal results, and Section 7 concludes the paper.
2 Related Work
Our research touches upon two streams of literature: mathemat-
ical finance and machine learning. For the former, we introduce
the basic concepts of volatility and discuss the important im-
plied volatility models, mainly from mathematical finance. For
the latter, we review a number of recent applications of machine
learning in finance.
2.1 Implied Volatility Models in Mathematical Finance
In 1973, Fischer Black and Myron Scholes proposed an elegant
closed-form pricing formula for the European style call options
written on financial assets (simply called the Black-Scholes op-
tion pricing model) [5], where an underlying financial asset price
is driven by a geometric Brownian motion [38] containing a drift
and a volatility, and the volatility term shows the small fluc-
tuations of asset returns representing risk. The seminal work
of Black and Scholes opened the floodgates of studying mathe-
matical models in finance, then latter created a sub-field called
mathematical finance (sometimes stochastic finance), and the
volatility models have become popular since then [41, 15].
Mathematical models of implied volatility surfaces can be sim-
ply classified into two groups [25]. The first group is called
indirect methods, in which an implied volatility is driven by an-
other dynamic model such as local volatility models, stochas-
tic volatility models and Le´vy models. Notable studies in-
clude [35], [24], [30], [9], [27] and [40]. Models in this group
usually have a limited number of parameters, and the volatility
term is fitted by the market data along with the asset dynam-
ics, e.g., the geometric Brownian motion and the mean-revision
jump-diffusion process. These models exhibit a very high de-
gree of mathematical elegance but are sometimes invalid empir-
ically. Time-dependent parameters can be included but they will
greatly increase computational time and optimisation difficulty
in model calibration. The second group is called direct meth-
ods, in which an implied volatility is specified explicitly. Direct
methods can also be divided into two major types. The first
type specifies the dynamics of an implied volatility surface and
assumes it evolves continuously over time [12, 8]. The second
type pays attention to the static representation of implied volatil-
ity surfaces. It does not consider the evolution of the underlying
asset, but uses either parametric or non-parametric methods to
fit an implied volatility surface and then for prediction.
Static models have been widely studied and used by practition-
ers and academics. One most popular static model is the stochas-
tic volatility inspired (SVI) model proposed by Gatheral [16]. It
models the implied volatility slice for a fixed time to maturity.
Kotze´ et al. then constructed an arbitrage-free implied volatil-
ity surface by introducing a quadratic deterministic volatility
function, and the arbitrage-free conditions are forced by solv-
ing two minimization problems [29]. Gatheral and Jacquier [17]
then further updated the SVI model to the surface SVI (in short
SSVI) model, which has a simpler representation than the SVI
on the no static arbitrage property and has soon been widely
adopted by investors. In addition to the above popular mod-
els, Itkin [26] proposed a non-parametric method to model im-
plied volatility surfaces using polynomials of sigmoid functions.
However, arbitrage-free conditions are held only at the nodes of
discrete strike-expiry space. Corlay [13] employed B-splines
to construct an arbitrage-free implied volatility surface and pro-
posed a new calibration method tailored to sparse option data.
It should further be noted that static models are relevant to our
study in this paper. Within the mentioned models, we choose the
recent and most widely used SSVI model as the benchmarked fi-
nancial model, and later compare its performance with our pro-
posed neural network model in experiments.
2.2 Applications of Machine Learning in Finance
Applying machine learning in finance can go back more than a
decade earlier, to the late 1980’s or early 1990’s. Pau [36] sum-
marised some of the fundamental challenges which the finan-
cial industry puts onto decision making and described a number
of attempts such as knowledge based-systems, natural language
interfaces, and information screens. Malliaris and Salchen-
berger [33] demonstrated that a single hidden layer neural net-
work can offer a valuable alternative to estimating option prices
to the Black-Scholes model. Malliaris and Salchenberger [34]
then used several single hidden layer neural networks to forecast
the future volatility of the S&P 100 index. Harrald and Kam-
stra [22] described a neural network approach which evolves sin-
gle hidden-layer perceptrons to combine forecasts of stock price
volatility, demonstrating the utility of evolutionary program-
ming in a concrete application. Suzuki et al. [42] proposed an
agent-based prospect theoretical model and demonstrated that
the loss-aversion feature of investors is capable of explaining the
financial stylised facts – implied volatility smile and skewness
premium. Gavrishchaka [18] proposed a boosting-based frame-
work for volatility prediction in which a collection of gener-
alized autoregressive conditional heteroskedasticity models are
trained separately and then combined to form a strong predic-
tor. This approach is also called ensemble learning. Weis-
sensteiner [44] used a Q-learning approach to maximize the ex-
pected utility of consumption for strategic asset allocation de-
cisions of an investor with a finite planning horizon. Audrino
and Colangelo [3] presented a semi-parametric method for pre-
dicting implied volatility surfaces in which the base model is a
regression tree and the difference between the model prediction
and the actual value is sequentially minimised by adding more
trees. Coleman et al. [11] used kernel machines [43] to calibrate
the volatility function for option pricing. Wu et al. [45] devel-
oped a new sentiment ontology to conduct context-sensitive sen-
timent analysis of online opinion posts in stock markets. Their
methodology can integrate popular sentiment analysis into ma-
chine learning approaches based on support vector machine and
generalized autoregressive conditional heteroskedasticity mod-
elling. The above mentioned studies have shown great success
of applying machine learning into finance which provide alter-
native solutions to stochastic finance models.
Recently, Yang et al. [46] proposed a class of gated neural net-
works that can automatically learn to divide-and-conquer the
problem space [20] for robust and accurate pricing European
options. Inspired by their work, we develop a gated neural net-
work to predict implied volatility surfaces in this paper. Our
network architecture is similar to Yang et al. [46]. However,
the research in this paper is significantly different from theirs
in four important aspects. First, we focus on implied volatil-
ity surface prediction while Yang et al. [46] investigated option
pricing. Second, we propose an innovative activation function
to reflect the sytlised fact volatility smile. Third, several math-
ematical properties related to implied volatility surfaces such as
no static arbitrage, limiting boundaries, asymptotic slope, are
included into our model development and training. Fourth, our
analysis in experiments examines more dimensions. For exam-
ple, we do not only investigate the implied volatility surface
predictions but also the option price predictions if we use the
predicted volatilities in the Black-Scholes model. The empiri-
cal and mathematical properties related to implied volatility sur-
faces are also examined.
3 Model Setup
Let (St)t≥0 be the spot price of an asset at time t, defined on
a filtered probability space (Ω,F , (Ft)t≥0,P), where Ω is the
sample space, F is a sigma-field, (Ft)t≥0 is a filtration and P
is the probability space. The market is assumed to be arbitrage-
free and the time to maturity of a financial product is always
finite. To avoid dealing with interest rates and dividends, the
forward measure can be used [12]. Let (Ft,T )t≥0 be the forward
price of the asset with maturity date T . It can be calculated by
St
B(t,T ) where B(t, T ) is the price at time t of a zero-coupon
bond paying one unit at time T . The no-arbitrage assumption
ensures there exists an equivalent martingale measure in which
(Ft,T )t≥0 is a martingale [12]. The log forward moneyness m
can be obtained by log{ KFt,T }, where K is the strike price. The
annualized time to maturity τ is then defined as T−tA , where
A is the annualization factor. Therefore, the implied volatility
v(m, τ) can be rewritten as a function ofm and τ , and its ground
truth value can be obtained by inverting the BlackScholes option
pricing formula.
Implied volatility surfaces have been well studied in financial
literature. Three important mathematical properties should be
taken into account: absence of arbitrage [21]; limiting bound-
aries [7]; and asymptotic slope [31]. In order to have a conve-
nient mathematical representation, these properties are decom-
posed into eight conditions and are summarised in Theorem 1.
Specifically, conditions 1-5 ensure the absence of arbitrage, con-
ditions 6-7 specify the limiting boundaries, and condition 8 is
the asymptotic slope.
Theorem 1 Let d±(m, τ) = − m√τv(m,τ) ± 12
√
τv(m, τ), n(·)
be the probability density function of a standard normal distri-
bution, and N(·) be the cumulative function of a standard nor-
mal distribution. The following conditions should hold for an
implied volatility surface v(m, τ):
1. (Positivity) For (m, τ) ∈ R× R+, v(m, τ) > 0.
2. (Twice Differentiability) For τ > 0, m→ v(m, τ) is twice
differentiable on R.
3. (Monotonicity) For m ∈ R, τ → √τv(m, τ) is increasing
on R+, then v(m, τ) + 2τ∂τv(m, τ) ≥ 0.
4. (Absence of Butterfly Arbitrage) For (m, τ) ∈ R× R+,[
1− m∂mv(m, τ)
v(m, τ)
]2
− 1
4
[v(m, τ)τ∂mv(m, τ)]
2
+ τv(m, τ)∂mmv(m, τ) ≥ 0.
5. (Limiting Behaviour) If τ > 0, then
lim
m→+∞ d+(m, τ) = −∞.
6. (Right Boundary) If m ≥ 0, then
N(d−(m, τ))−
√
τ∂mv(m, τ)n(d−(m, τ)) ≥ 0.
7. (Left Boundary) If m < 0, then
N(−d−(m, τ)) +
√
τ∂mv(m, τ)n(d−(m, τ)) ≥ 0.
8. (Asymptotic Slope) For τ > 0, 2|m| − v2(m, τ)τ > 0.
In addition to Theorem 1, volatility smile has been considered an
important stylised fact, which should be included in our model.
For a given time to maturity, when the implied volatility is plot-
ted against the strike price, it creates a line that slopes upward on
either end, looking like a “smile”. In order to include volatility
smile in our model, the following smile function φ(·) for the log
forward moneyness is defined:
φ(z) =
√
z tanh(z +
1
2
) + tanh(−1
2
z + ), z ∈ R, (1)
where tanh(·) is the hyperbolic tangent function and  is a small
value to ensure numerical stability. The function exhibits not
only a skew pattern like volatility smile but also meets the sec-
ond condition of Theorem 1 as it is smoothly twice differentiable
with the co-domain (0,∞).
-3 -2 -1 0 1 2 3
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Figure 1: Plot of the smile function φ(·) where  = 0.01.
4 Architecture Design
Fig. 2 presents a schematic view of our neural network archi-
tecture design. Our model is called the multi-model because it
uses several single models as building blocks and their weights
are specified by another neural network. The input of the multi-
model is the log forward moneyness m and the time to matu-
rity τ ; and the output is the predicted implied volatility vˆ(m, τ).
Simply, a neural network is based on a collection of connected
units called neurons. Each connection can transmit a signal from
one neuron to another. In our design, additional arithmetic op-
erations on signal transmission are performed at some stages in
terms of gate operators. For example, ⊗ is the multiplication
gate operator that multiplies the signals it receives, and ⊕ is the
addition gate operator, which sums up the signals it receives. For
the reader’s convenience, a brief description of model parame-
ters is given in Table 1.
As depicted in Fig. 2, each single model can be used to model
an implied volatility surface. Mathematically, a single model
can be expressed as follows:
vˆ(m, τ) = y(m, τ)
=
J∑
j=1
φ(mW¯1,j + b¯j)ψ(τW˜1,j + b˜j)e
Wˆj,1 + ebˆ, (2)
where φ(·) is the smile function to activate neurons related to m
and ψ(·) is the sigmoid function to activate neurons related to
τ , J is the number of neurons in the hidden layer, and b¯, W¯ , b˜,
W˜ , Wˆ , bˆ are network parameters. Each of b¯, W¯ , b˜, W˜ , Wˆ has
J elements and bˆ has one element. Therefore, there is a total of
5J + 1 parameter values. It should be noted that the predicted
implied volatility from Eq. (2) is always positive, satisfying the
first condition of Theorem 1.
Single models are used as building blocks and are combined to
construct a deeper and more complex architecture. The multi-
model can be expressed as follows:
vˆ(m, τ) =
I∑
i=1
yi(m, τ)wi(m, τ), (3)
yi(m, τ) =
J∑
j=1
φ(mW¯
(i)
1,j + b¯
(i)
j )ψ(τW˜
(i)
1,j + b˜
(i)
j )e
Wˆ
(i)
j,1 + ebˆ
(i)
,
(4)
wi(m, τ) =
e
∑K
k=1 ψ(mW˙1,k+τW˙2,k+b˙k)W¨k,i+b¨i∑I
i=1 e
∑K
k=1 ψ(mW˙1,k+τW˙2,k+b˙k)W¨k,i+b¨i
, (5)
where W˙ , b˙, W¨ , b¨ are the newly added parameter terms of the
network for weighting single models. The dimensions of W˙ ,
b˙, W¨ , b¨ are 2 × K, K × 1, K × I , and I × 1, respectively.
Therefore, the total number of parameter values in the multi-
model is (5J +K + 2)I + 3K.
5 Optimisation
The designed neural network needs to be calibrated with the
market data so that it can be used for prediction. The aim is
to minimise the in-sample difference between the predicted vˆ
and the ground truth v. Mathematically, the model training can
be expressed by minimising the following loss function `:
` = `0 + γ`1 + δ`2 + η`3 + ρ`4 + ω`5, (6)
where `0 is the data loss function, `1, . . . , `4 are the loss func-
tions that incorporate financial conditions discussed in Theo-
rem 1, `5 is the regularization term to avoid over-fitting, and
γ, δ, η, ρ, ω are the hyper-parameters controlling the weights of
`1, . . . , `5.
The data loss `0 is a joint loss function which combines the
Mean Squared Log Error (MSLE) and the Mean Squared Per-
centage Error (MSPE), defined as follows:
`0 = α
[
1
N
N∑
n=1
(log(vn)− log(vˆn))2︸ ︷︷ ︸
MSLE
]
+ β
[
1
N
N∑
n=1
(
vn − vˆn
vn
)2︸ ︷︷ ︸
MSPE
]
,
(7)
where α and β are hyper-parameters. In machine learning,
a joint loss is often used to deal with sensitive data or high-
dimensional feature spaces [19].
The loss function `1 specifies the monotonicity condition in The-
orem 1. Let a(m, τ) := v(m, τ) + 2τ∂τv(m, τ) and the objec-
tive of `1 is to push a(m, τ) to be non-negative. This can be
achieved by randomly sampling P unique values from the do-
main of m and Q unique values from the domain of τ . There-
fore, `1 is defined as follows:
`1 =
P∑
p=1
Q∑
q=1
max{0,−a(mp, τq)}. (8)
It is not difficult to see that `1 adds a penalty if negative values
are produced by a(m, τ) for a certain set of (m, τ) pairs. There-
fore, if an infinite number of samples is generated, `1 can be
#!
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(a) Single 
model
(b) Multi-model
Figure 2: Schematic view of neural network architecture design: (a) the single model; (b) the multi-model. The multi-model
consists of several single models and their weights are given by another neural network. Bias terms are omitted; ⊗ is the
multiplication gate operator; ⊕ is the addition gate operator.
Table 1: Neural network parameters.
Notation Description Shape Number in single model Number in multi-model
W¯ Weight term for log forward moneyness 1× J 1 I
b¯ Bias term for log forward moneyness J × 1 1 I
W˜ Weight term for time to maturity 1× J 1 I
b˜ Bias term for time to maturity J × 1 1 I
Wˆ Weight term for final prediction J × 1 1 I
bˆ Bias term for final prediction 1 1 I
W˙ Weight term in the hidden layer for weighting model 2×K 0 1
b˙ Bias term in the hidden layer for weighting model K × 1 0 1
W¨ Weight term in the output layer for weighting model K × I 0 1
b¨ Bias term in the output layer for weighting model I × 1 0 1
reduced to zero during the optimisation and the condition would
be met.
The loss function `2 specifies the absence of butterfly arbitrage
condition in Theorem 1. Let b(m, τ) := (1 − m∂mv(m,τ)v(m,τ) )2 −
(v(m,τ)τ∂mv(m,τ))
2
4 +τv(m, τ)∂mmv(m, τ) and the objective is
to push b(m, τ) to be non-negative. This can be achieved using
the same way as `1, by randomly samplingP unique values from
the domain of m and Q unique values from the domain of τ .
Then `2 is defined as follows:
`2 =
P∑
p=1
Q∑
q=1
max{0,−b(mp, τq)}. (9)
The loss function `3 specifies the left and right boundary condi-
tions in Theorem 1. Let
c1(m, τ) = N(d−(m, τ))−
√
τ∂mv(m, τ)n(d−(m, τ)),
c2(m, τ) = N(−d−(m, τ)) +
√
τ∂mv(m, τ)n(d−(m, τ)).
The objective of `3 is to push both functions to be non-negative.
To achieve this, P1 and P2 unique non-negative values can be
sampled from the domain of m, and Q unique values from the
domain of τ . Then `3 is defined as follows:
`3 =
P1∑
p1=1
Q∑
q=1
max{0,−c1(mp1 , τq)}
+
P2∑
p2=1
Q∑
q=1
max{0,−c2(mp2 , τq)}. (10)
The loss function `4 specifies the asymptotic condition in Theo-
rem 1. Let g(m, τ) := 2|m| − v2(m, τ)τ . Similar to `0, . . . , `3,
P unique values can be sampled from the domain of m and Q
unique values can be sampled from the domain of τ . Then `4 is
defined as follows:
`4 =
P∑
p=1
Q∑
q=1
max{0,−(g(mp, τq)− )}, (11)
where  = 10−5 is a small value which ensures g(m, τ) to be
positive.
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Figure 3: Time series plots of options from 04/01/1996 to 29/04/2016: (a) the number of contracts; (b) the number of quotes;
(c) the time to maturity; (d) the log moneyness.
To prevent over-fitting, the regularization term `5 is added into
the loss function for all weight terms:
`5 =

||W¯ ||2F + ||W˜ ||2F + ||Wˆ ||2F , for the single model,∑I
i=1 ||W¯ (i)||2F for the multi-model.
+
∑I
i=1 ||W˜ (i)||2F
+
∑I
i=1 ||Wˆ (i)||2F
+||W˙ ||2F + ||W¨ ||2F ,
(12)
where || · ||2F is the square of Frobenius norm, e.g., ||W ||2F =
1
2
∑I
i=1
∑J
j=1W
2
i,j for an I × J weight matrix W .
It is worth noting that, in Eqs. (8)-(11), we samplem and τ from
specific intervals rather than the training data (see Section 6.2
for details). In the practice of machine learning model training,
if the training data have limited observations of input variables,
creating synthetic data by sampling values from their domains
or specific intervals is often used [10, 32]. If their values are
sampled from the training data, the calibrated neural network
may fail to meet the conditions in the case when their values in
prediction are out of the scope of the training data.
6 Experiments
In this section, we describe the used option data, introduce the
experimental settings, and present our experimental results.
6.1 Data
Our option data on the S&P 500 index is obtained from Option-
Metrics. It includes a total of 5,116 trading days, covering the
period from 04/01/1996 to 29/04/2016. OptionMetrics also pro-
vides data on the zero-coupon yield curve, which is constructed
based on the London Inter-Bank Offered Rate (LIBOR). How-
ever, because the traditional LIBOR-based zero curve is not risk-
free after the 2008 financial crisis [1], we extract the Overnight
Index Swap (OIS) rates from Bloomberg and bootstrap the zero
rate curve from the OIS for the period from 01/01/2008 to
14/10/2016. The zero rate curve provided by OptionMetrics is
used for the data prior to 01/01/2008. The risk-free rates are
interpolated using a cubic spline to match the option maturity.
Forward price is estimated by the put-call parity [4].
6.2 Experimental Settings
The original option data is further filtered before model train-
ing. Option quotes which are less than 3/8 are excluded because
they are close to tick size, which might be misleading. The bid-
ask mid-point price is calculated as a proxy for the closing price.
In-the-money option quotes are excluded because of small trans-
action volume [6]. Scholars usually do not analyse option con-
tracts with time to maturity of less than 7 days [2]. However,
as these options are getting popular recently, e.g., weekly index
options, we here analyse option contracts with a short time to
maturity and only exclude the contracts with maturity of less
Table 2: Experimental settings of hyper parameters.
Parameter Multi Multi† Single Single† Vanilla Vanilla†
I 4 4 1 1 1 1
J 8 8 32 32 32 32
K 5 5 - - - -
Initial learning rate 0.1 0.1 0.1 0.1 0.1 0.1
Number of iterations 20000 20000 20000 20000 20000 20000
α 1 1 1 1 1 1
β 1 1 1 1 1 1
γ 10 0 10 0 10 0
δ 1 0 1 0 1 0
η 10 0 10 0 10 0
ρ 1 0 1 0 1 0
ω 0.00005 0.00005 0.00005 0.00005 0.00005 0.00005
† Model with incomplete constraints.
Table 3: Mean and standard deviation (Std) of the MAPEs for all models.
Model Implied volatility Option price
Training set Test set Training set Test set
Mean Std Mean Std Mean Std Mean Std
Multi 1.74 0.50 3.34 2.18 5.97 1.86 10.64 6.72
Multi† 1.76 0.50 3.35 2.17 6.03 1.86 10.67 6.70
Single 2.15 0.67 3.60 2.12 7.38 2.57 11.64 6.68
Single† 1.82 0.52 3.38 2.16 6.20 1.91 10.77 6.67
Vanilla 3.21 0.98 4.46 2.07 11.31 3.57 14.61 6.42
Vanilla† 2.87 0.80 4.18 2.04 10.53 3.34 14.17 6.60
SSVI 2.59 0.85 3.73 2.18 8.71 2.72 12.74 6.74
† Model with incomplete constraints
than 2 days. Analysing options with a short time to maturity
is challenging because it requires a model with high robustness
and stability. Our prepared data finally contains 63,338 option
contracts with 2,986,754 valid quotes. The quotes are then used
to calculate implied volatility values by inverting the BlackSc-
holes option pricing formula.
Fig. 3 provides a descriptive summary of the prepared data. As
shown in Fig. 3(a), the number of option contracts doubled from
2007 to 2012, and it reached more than 30 contracts for each
day in 2016. Therefore, in Fig. 3(b), the number of quotes in-
creases exponentially. Fig. 3(c)(d) present the range of the time
to maturity and the log moneyness, which are [1, 3] and [−3, 1],
respectively.
Our model is the multi-model. It is compared with the single
model and the SSVI for the benchmark. We also compare it
with a neural network with the simplest architecture, which has
a single hidden layer using the sigmoid activation function and
only one constraint that ensures positive output. For simplicity,
we call it the vanilla model. In addition, to justify the impor-
tance of embedding financial conditions in the constrained opti-
misation, all neural network models are further trained under a
setting where `1, · · · , `4 are removed from the loss function in
Eq. (6), called the incomplete constraints setting. Finally, seven
models are examined in experiments, including six different ver-
sions of neural networks, the hyper-parameter settings of which
are summarised in Table 2. To avoid the effect of model size on
model performance, neural networks with the same architecture
design are specified with the same model size. Synthetic data
are generated to meet the constraints specified by Eqs. (8)-(11).
The ratio of real market data and synthetic data is 1/6. m is
sampled in [−6,−3] ∪ [3, 6] for the asymptotic condition and in
[−3, 3] for other conditions; τ is sampled in [0.002, 3]. These
values are set based on the observations from historical data, as
shown in Fig. 3 (c)(d).
6.3 Results
Neural network models are trained using TensorFlow in
Python [37] and we use the method proposed by Kingma and
Ba [28] for stochastic optimisation. The selected option quotes
available on each trading day are used to compute the mean aver-
age percentage error (MAPE) of implied volatilities. The latter
can be used to compute option prices; therefore, the MAPE of
option prices can be obtained. In the following, we compare our
proposed model with the benchmarked models, check if the fi-
nancial conditions are satisfied, and then investigate the effects
of constraints in the optimisation.
Table 3 provides an overall summary of the mean and the stan-
dard deviation of MAPEs of implied volatility and option price
for each examined model. Our proposed multi-model outper-
forms other models: (i) on both implied volatility and option
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Figure 4: Plots of the MAPEs in each quarter for the neural network models and the SSVI of: (a) implied volatilities in the
training set; (b) implied volatilities in the test set; (c) option prices in the training set; (d) option prices in the test set.
price; and (ii) in both training and test sets. The training set re-
sult shows the in-sample error representing how good the model
fits the data in calibration, while the test set result shows the
out-of-sample error representing the prediction power of the
model. Except for vanilla models, other neural network models
achieve better performance than the widely used SSVI, affirm-
ing that our network architecture design has a great advantage of
modelling implied volatility surfaces. Models with incomplete
constraints are slightly behind the models with full constraints.
Fig. 4 further plots the MAPEs of each quarter to compare the
(complete) models with the SSVI in both training and test sets.
The multi-model can dynamically capture the data patterns and
has the smallest and the most stable moving MAPE over time.
Fig. 5 checks whether the financial conditions set in Theo-
rem 1 are satisfied by neural network models over time, in-
cluding monotonicity, left boundary, right boundary, absence of
arbitrage and asymptotic slope. These conditions are met by
the multi-model because the violation percentages are less than
0.1%. Overall, the complete models are more robust than mod-
els with incomplete constraints. This justifies the importance of
incorporating financial conditions. Figs. 6-7 show why regular-
ization is needed, check if the limit condition is met and com-
pare the implied volatility surface from the multi-model and the
multi-model without regularization. As described earlier, regu-
larization is usually used to avoid over-fitting [19], and we can
see that the implied volatility surface generated by the multi-
model without regularization is not smooth with the “smile”
pattern. Fig. 7 further plots the risk-neutral density extracted
from the multi-model and the multi-model without regulariza-
tion for the forward returns with 11, 32, 109 and 704 days dura-
tion. The densities of the forward returns with 109 and 704 days
in the multi-model without regularization look strangely like a
Gaussian mixture model. The limit condition is also verified by
Fig. 7(c).
7 Conclusion
In this paper, a gated neural network model is developed to
predict implied volatility surfaces. Unlike many previous stud-
ies where machine learning techniques were mainly used as a
“black box” or were less connected with the existing financial
theories, our model has taken into account the related important
financial conditions and empirical evidence. To the best of our
knowledge, this is one of the very first studies which discuss
a methodological framework that can integrate the data-driven
machine learning algorithms (particularly deep neural networks)
with the existing financial theories. The proposed model frame-
work can be easily extended and applied to solve other similar
business problems. In addition to methodological contributions,
we validate the proposed model empirically with the option data
on the S&P 500 index. Compared with the existing studies, our
experimental settings are more challenging because the used op-
tion data is over 20 years and the options with a short time to ma-
turity are examined. Therefore, our model needs to be robust in
order to produce convincing results. As presented in Section 6,
the conventional financial conditions and empirical evidence are
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Figure 5: Plots of condition checks of: (a) themulti-model; (b) the single model; (c) the vanilla model; (d) themulti-model with
incomplete constraints; (e) the single model with incomplete constraints; (f) the vanilla model with incomplete constraints.
met empirically; our model outperforms the widely used SSVI
model; and it also outperforms its simplified variations – other
similar neural network models without incorporating financial
conditions and empirical evidence. The last point also justifies
the importance of integrating domain knowledge into the model.
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