The Gauss quadrature rule is a method for the approximation of positive-definite linear functionals. The link between Gauss quadrature, orthogonal polynomials theory and (real) Jacobi matrices is well-known. We show a way to generalize the concept of Gauss quadrature for the approximation of quasi-definite linear functionals. To achieve this result we need to introduce the concept of complex Jacobi matrix as define in [1] by Beckermann. The generalization of Gauss quadrature still maintains a relationship with orthogonal polynomials theory and with the complex Jacobi matrices. Furthermore, this result is linked with the approximation through Krylov methods of bilinear forms such as u * f (A)v, where A is a matrix, u, v two vectors and f a matrix function. In future we are going to work on this and analyze some possible applications, for example the approximation of centrality indices in the complex networks theory.
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