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DECOUPLED MIXED ELEMENT SCHEMES FOR FOURTH ORDER PROBLEMS
SHUO ZHANG
Abstract. In this paper, we study decoupled mixed element schemes for fourth order problems. A
general process is designed such that an elliptic problem on high-regularity space is transformed
to a decoupled system with spaces of low order involved only and is further discretised by low-
degree finite elements. The process can be fit for various fourth order problems, and is used in the
remaining of the paper particularly for three-dimensional bi-Laplacian equation to conduct a family
of mixed element discretisation schemes.
1. Introduction
Fourth order problems, of which the biLaplacian equation is a representative one, fall in the
fundamental model problems in applied mathematics and are also frequently encountered and
dealt with in applied sciences. Their discretisation have been attracting wide research interests.
As a first approach, many kinds of conforming and nonconforming finite elements for second order
Sobolev spaces are designed, and the discretisation of fourth order problems in primal formulations
have been discussed in wide literature. We refer to, e.g., [8] and [12,30,31,33,35,37] for instances.
Particularly, the two dimensional Morley element for biharmonic equation is generalised by [32] to
arbitrary dimensions and then by [34] to arbitrary (−∆)m problem in n dimension with n > m. The
elements are usually designed case by case, and are complicated especially in high dimensions.
An alternative way is to transform the primal problems to order reduced formulations. This
is generally to construct a system on low-regularity spaces by introducing auxiliary variables,
and discretize the generated system with numerical schemes. Various kinds of mixed methods
have been designed for the biLaplacian equation; we refer to, e.g., [4, 9, 14, 16, 17, 20, 23, 27] for
examples. Recently, different from the aforementioned methods, an order reduction framework
based on regular decomposition was presented in [38] for general fourth order problems. Under
this framework, once a “configurated” condition is verified, a problem on high-regularity space
can be transferred constructively to an equivalent system on a triple of low-regularity spaces, and
the framework can be fit for various fourth order problems.
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In this paper, we study the mixed element method for fourth order problems, with attention paid
specially on the construction and discretisation of decoupled formulation. Actually, as auxiliary
variables are introduced, the generated system will be of larger size; moreover, the variables can
possess different regularities and thus possess different capacities of approximation accuracy with
respect to finite element spaces. A decoupled formulation may provide opportunities for smaller
systems and more flexible finite element choices. Relevant to the framework of [38], in this paper,
a constructive process is presented on decoupling the primal problem to three subsystems and then
discretizing them with finite elements with lower regularity. The three subsystems contain two
elliptic ones and a saddle-point problem. The existence and well-posedness of the decoupled form
can be proved without extra assumption. Though, the well-posed saddle-point subproblem can be
replaced by a singular one without loss of equivalence. The admission of singular problem can
bring in convenience; this will be discussed more in future works. The validity of the methodology
is verified with the bi-Laplacian equation in three dimensional, which is a fundamental model
problem arising in, e.g., the linear elasticity model in the formulation of Galerkin vector (c.f. [15])
and in the transmission eigenvalue problem (c.f. [11, 22]) in acoustics. Decoupled formulations
and a family of discretisation schemes are presented for the model problem; optimal accuracy with
respect to both the regularity of the solution and the degree of finite elements are obtained.
There have been several fruitful and powerful approachs for solving fourth order problems
which make use of kinds of stabilizations, such as the discontinuous Galerkin(dG) method (c.f.,
e.g., [6, 7, 13]) and the weak Galerkin(wG) method (c.f., e.g., [24, 29, 36]) for biLaplacian equa-
tions. They methods use mesh-dependent bilinear forms, and will not be discussed in this paper.
A comparison between them and the method in this paper could be an interesting topic.
The remaining of the paper is organised as follows. Some notation is given in the remaining
part of this section. In Section 2, a general decomposition process is presented as a framework. In
Sections 3 and 4, continuous and discretised mixed formulations of the bi-Laplacian equation are
studied under the framework. Finally, some concluding remarks are given in Section 5.
In this paper, we apply these notation. Let Ω ⊂ R3 be a simply connected polyhedron domain,
and Γ = ∂Ω be the boundary of Ω. We use H20(Ω), H10(Ω), H0(curl,Ω) and H0(div,Ω) for certain
Sobolev spaces as usual, and specifically, denote L20(Ω) := {w ∈ L2(Ω) :
∫
Ω
wdx = 0}, H
˜
1
0(Ω) :=
(H10(Ω))3, N0(curl,Ω) := {η
˜
∈ H0(curl,Ω), (η
˜
,∇s) = 0 ∀ s ∈ H10(Ω)}, and ˚H0(div,Ω) := {τ
˜
∈
H0(div,Ω) : divτ
˜
= 0}. We use “
˜
” for vector valued quantities in the present paper. We use (·, ·)
for L2 inner product and 〈·, ·〉 for the duality between a space and its dual. Occasionally, 〈·, ·〉 can
be treated as L2 inner product without ambiguity. Finally, ., &, and =∼ respectively denote 6, >,
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and = up to a constant. The hidden constants depend on the domain, and, when triangulation is
involved, they also depend on the shape-regularity of the triangulation, but they do not depend on
h or any other mesh parameter.
2. Decoupled order reduced formulation of high order problem
We consider the variational problem: given f ∈ V ′, find u ∈ V , such that
(1) a(u, v) = 〈 f , v〉, ∀ v ∈ V,
where V be a Hilbert space, and a(·, ·) is equivalently an inner product on V . In many applications,
V can be some Sobolev space of high order. We thus discuss its order reduced formulations.
2.1. Configurable triple and order deduced formulation.
Definition 1. ( [38]) Given two Hilbert spaces R and Y and an operator B, if there is a Hilbert
space H, such that Y ⊂ H continuously, and B is a closed operator that maps R into H, then the
triple {R, Y, B} is called a configurable triple, and H is called one ground space of {R, Y, B}. Given
a Hilbert space W equipped with norm ‖ · ‖W , if W = {w ∈ R : Bw ∈ Y}, and ‖w‖W is equivalent to
‖w‖R + ‖Bw‖Y , then W is called to be configurated by the triple {R, Y, B}.
Lemma 2. ( [38]) For {R, Y, B} a configurable triple with H the ground space, define Σ := BR+Y.
Then Σ is a Hilbert space with respect to the norm ‖ · ‖Σ defined by
‖σ‖Σ := inf
r∈R,y∈Y,Br+y=σ
‖Br‖H + ‖y‖Y .
Moreover, BR is closed in Σ and ‖Br‖H =∼ ‖Br‖Σ for r ∈ R.
In the sequel, we always set the hypothesis below.
Hypothesis 0.
(1) {R, Y, B} is a configurable triple, and V is configurated by the triple {R, Y, B}.
(2) a(u, v) := aR(u, v) + b(u, Bv) + b(v, Bu) + aY(Bu, Bv) is an inner product on V , where
aR,Y(·, ·) is a bounded symmetric semidefinite bilinear form on R, Y , respectively, and b(·, ·)
is a bounded bilinear form on R × Y .
Given f ∈ V ′, it can be represented as 〈 f , v〉 = 〈 fR, v〉 + 〈 fY , Bv〉 for some fR ∈ R′ and fY ∈ Y ′. We
consider a specific case of the problem (1): find u ∈ V , such that
(2) aR(u, v) + b(u, Bv) + b(v, Bu) + aY(Bu, Bv) = 〈 fR, v〉 + 〈 fY , Bv〉, ∀ v ∈ V.
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Corresponding to [38], an equivalent formulation of (2) is to find (u, y, g+) ∈ X := R×Y ×Σ′, such
that, for any (v, z, l+) ∈ X,
(3)

aR(u, v) +b(v, y) +〈g+, Bv〉 = 〈 fR, v〉,
b(u, z) +aY (y, z) −〈g+, z〉 = 〈 fY , z〉,
〈l+, Bu〉 −〈l+, y〉 = 0.
Lemma 3. Given fR ∈ R′ and fY ∈ Y ′, the problem (3) admits a unique solution (u, y, g+) ∈ X, and
‖u‖W1 + ‖y‖W2 + ‖g+‖Σ′ =∼ ‖ fR‖R′ + ‖ fY‖Y′ .
Moreover, u solves the primal problem (2).
2.2. An expanded order reduced formulation. As BR is closed in Σ, the decomposition holds
that Σ = BR ⊕ (BR)⊥, with (BR)⊥ being the orthogonal complement of BR in Σ. Meanwhile,
Σ′ = (BR)0 ⊕ ((BR)⊥)0. In this paper, we use the superscript “·0” to denote the polar set. This way,
the problem (3) can be rewritten as: find (u, y, g0, g0⊥) ∈ R × Y × (BR)0 × ((BR)⊥)0, such that, for
(v, z, l0, l0⊥) ∈ R × Y × (BR)0 × ((BR)⊥)0,
(4)

aR(u, v) +b(v, y) +〈g0⊥, Bv〉 = 〈 fR, v〉,
b(u, z) +aY (y, z) −〈g0, z〉 −〈g0⊥, z〉 = 〈 fY , z〉,
−〈l0, y〉 = 0.
〈l0⊥, Bu〉 −〈l0⊥, φ〉 = 0.
Now we turn to the representation of (BR)0 and ((BR)⊥)0. Let c(·, ·) be the inner product on Σ, and
d(·, ·) be a bilinear form on Σ and satisfy the property below:
Property I.
(1) d(·, ·) is continuous on Σ and d(Bs, τ) = 0 for any s ∈ R and τ ∈ Σ;
(2) inf
τ∈(BR)⊥
sup
σ∈(BR)⊥
d(τ, σ)
‖τ‖Σ‖σ‖Σ
> C > 0.
Lemma 4. Let d(·, ·) be a continuous bilinear form (not necessarily symmetric) defined on Σ such
that d(Bs, τ) = 0 for any s ∈ R and τ ∈ Σ. Then
inf
τ∈(BR)⊥
sup
σ∈(BR)⊥
d(τ, σ)
‖τ‖Σ‖σ‖Σ
=
∼ infτ∈(BR)⊥ supy∈Y
d(τ, y)
‖τ‖Σ‖y‖Y
=
∼ infτ∈Σ supy∈Y,r∈R
d(τ, y) + c(τ, Br)
‖τ‖Σ(‖y‖Y + ‖Br‖H) .
Proof. Givenσ ∈ Σ, there exists a yσ ∈ Y and rσ ∈ R, such that σ = yσ+Brσ, and ‖σ‖Σ > C(‖yσ‖Y+
‖Brσ‖H). Meanwhile, given y ∈ Y , it can be decomposed uniquely as y = σy+Bry with σy ∈ (BR)⊥
and thus ‖σy‖Σ 6 ‖y‖Σ 6 ‖y‖Y . This shows inf
τ∈(BR)⊥
sup
σ∈(BR)⊥
d(τ, σ)
‖τ‖Σ‖σ‖Σ
=
∼ infτ∈(BR)⊥ supy∈Y
d(τ, y)
‖τ‖Σ‖y‖Y
. For the
DECOUPLED MIXED ELEMENT SCHEMES FOR FOURTH ORDER PROBLEMS 5
remaining part, it holds that
inf
τ∈Σ
sup
y∈Y,r∈R
d(τ, y) + c(τ, Br)
‖τ‖Σ(‖y‖Y + ‖Br‖H)
=
∼ infτ1∈BR,τ2∈(BR)⊥
sup
y∈Y,r∈R
d(τ2, y) + c(τ1, Br)
(‖τ1‖Σ + ‖τ2‖Σ)(‖y‖Y + ‖Br‖H)
=
∼ min
(
inf
τ1∈BR
sup
r∈R
c(τ1, Br)
‖τ1‖Σ‖Br‖H
, inf
τ2∈(BR)⊥
sup
y∈Y
d(τ2, y)
‖τ2‖Σ‖y‖Y
)
=
∼ infτ2∈(BR)⊥
sup
y∈Y
d(τ2, y)
‖τ2‖Σ‖y‖Y
.
The proof is completed. 
The lemma below is evident.
Lemma 5. Let d(·, ·) be a bilinear form on Σ that satisfied Property I. Given g ∈ Σ′,
(1) g ∈ ((BR)⊥)0 if and only if there is an r ∈ R, such that 〈g, σ〉 = c(Br, σ) for any σ ∈ Σ;
(2) g ∈ (BR)0 if and only if there is a τg ∈ (BR)⊥, such that 〈g, σ〉 = c(τg, σ) for any σ ∈ Σ;
(3) g ∈ (BR)0 if and only if there is a τg ∈ Σ, such that 〈g, σ〉 = d(τg, σ) for any σ ∈ Σ.
An equivalent problem of (4) is then to find (u, y, ξ, r) ∈ R× Y ×Σ×R, such that for (v, z, η, s) ∈
R × Y × Σ × R,
(5)

aR(u, v) +b(v, y) +c(Br, Bv) = 〈 fR, v〉,
b(u, z) +aY (y, z) −d(ξ, z) −c(Br, z) = 〈 fY , z〉,
−d(η, y) = 0,
c(Bs, Bu) −c(Bs, y) = 0.
As d(Bs, τ) = 0 for s ∈ R and τ ∈ Σ, ξ can not be uniquely determined by (5). By introducing
further a Lagrangian multiplier, we consider a problem: find (p, u, y, ξ, r) ∈ R×R×Y ×Σ×R, such
that for (q, v, z, η, s) ∈ R × R × Y × Σ × R,
(6)

c(ξ, Bq) = 0,
aR(u, v) +b(v, y) +c(Br, Bv) = 〈 fR, v〉,
b(u, z) +aY(y, z) −d(ξ, z) −c(Br, z) = 〈 fY , z〉,
c(η, Bp) −d(η, y) = 0,
c(Bs, Bu) −c(Bs, y) = 0.
The theorem below holds immediately.
Theorem 6. Provided Hypothesis 0, let c(·, ·) be the inner product on Σ, and d(·, ·) be a bilinear
form on Σ that satisfies Property I. Given fR ∈ R′ and fY ∈ Y ′,
(1) System (6) admits a unique solution (p, u, y, ξ, r), and u solves (2) and (u, y, ξ, r) solves (5);
(2) if (u, y, ξ, r) and (uˆ, yˆ, ˆξ, rˆ) are two solutions of (5), then u = uˆ, ξ = ˆξ and r = rˆ.
2.3. Decoupled order reduced formulations. In the sequel, we focus ourselves on the case that
the assumption below holds.
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Assumption II. B is injective on R, aR(u, v) = 0 for u, v ∈ R, and b(v, z) = 0 for v ∈ R and z ∈ Y .
A main result of this paper is the theorem below.
Theorem 7. Provided Hypothesis 0 and Assumption II, let c(·, ·) be the inner product on Σ, and
d(·, ·) be a bilinear form on Σ that satisfies Property I.
(1) The problem (2) can be decoupled in accordance with the problem (6) as
(a) find r ∈ R, such that
(7) c(Br, Bv) = 〈 fR, v〉, ∀ v ∈ R;
(b) with r solved out, find (p, y, ξ) ∈ R × Y × Σ, such that, for (q, z, η) ∈ R × Y × Σ,
(8)

aY(y, z) −d(ξ, z) = 〈 fY , z〉 + c(Br, z),
c(ξ, Bq) = 0
−d(y, η) +c(η, Bp) = 0.
(c) with y solved out, find u ∈ R, such that
(9) c(Bu, Bq) = c(y, Bs), ∀ s ∈ R.
(2) The problem (2) can be decoupled in accordance with the problem (4) as
(a) find r ∈ R, such that
(10) c(Br, Bv) = 〈 fR, v〉, ∀ v ∈ R;
(b) with r ∈ R solved out, find (y, ξ) ∈ Y × Σ, such that for (z, η) ∈ Y × Σ,
(11)
{
aR(y, z) −d(ξ, z) = 〈 fY , z〉 + c(Br, z),
−d(y, η) = 0;
(c) with y solved out, find u ∈ R, such that
(12) c(Bu, Bs) = c(y, Bs), ∀ s ∈ R.
2.4. Discretisation of the decomposed formulation. Suppose subspaces Rh,i ⊂ R, i = 1, 2, 3,
Σh ⊂ Σ and Yh ⊂ Y are respectively closed, and BRh,2 ⊂ Σh. For Problem (6), we propose the
discretisation scheme associated with (7)–(9):
(1) find rh ∈ Rh,1, such that
(13) c(Brh, Bvh) = 〈 fR, vh〉, ∀ vh ∈ Rh,1;
(2) with rh solved out, find (ph, yh, ξh) ∈ Rh,2 ×Yh ×Σh, such that, for (qh, zh, ηh) ∈ Rh ×Yh ×Σh,
(14)

aY(yh, zh) −d(ξh, zh) = 〈 fY , zh〉 + c(Brh, zh),
c(ξh, Bqh) = 0
−d(yh, ηh) +c(ηh, Bph) = 0.
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(3) with yh solved out, find uh ∈ Rh,3, such that
(15) c(Buh, Bqh) = c(yh, Bsh), ∀ sh ∈ Rh,3.
Meanwhile, for Problem (5), we propose a discretisation associated with (10) – (12):
(1) find rh ∈ Rh,1, such that
(16) c(Brh, Bvh) = 〈 fR, vh〉, ∀ vh ∈ Rh,1;
(2) with rh solved out, find (yh, ξh) ∈ Yh × Σh, such that for (zh, ηh) ∈ Yh × Σh,
(17)
{
aY(yh, zh) −dh(ξh, zh) = 〈 fY , zh〉 + c(Brh, zh),
−dh(yh, ηh) = 0;
(3) with yh solved out, find uh ∈ Rh,3, such that
(18) c(Buh, Bsh) = c(yh, Bsh), ∀ sh ∈ Rh,3.
By Hypothesis 0 and II, problems (13) and (15) are well-posed. For (14), we need Property III:
Property III.
(1) aY(·, ·) is coercive on {zh ∈ Yh : d(zh, ηh) = 0,∀ ηh ∈ (BRh,2)⊥};
(2) inf
τh∈(BRh,2)⊥
sup
yh∈Yh
d(τh, yh)
‖τh‖Σ‖yh‖Y
> C where (BRh,2)⊥ is the orthogonal complement of BRh,2 in Σh.
Similar to Lemma 4, we can prove the lemma below.
Lemma 8. inf
τh∈(BRh,2)⊥
sup
yh∈Yh
d(τh, yh)
‖τh‖Σ‖yh‖Y
=
∼ infτh∈Σh
sup
yh∈Yh,rh∈Rh,2
d(τh, yh) + c(τh, Brh)
‖τh‖Σ(‖yh‖Y + ‖Brh‖H) .
Lemma 9. If Rh,2, Yh and Σh satisfy Property III, the problem (14) is well posed.
Lemma 10. Given FR ∈ R′ and FY ∈ Y ′, let r ∼ (p, y, ξ) ∼ u and rh ∼ (ph, yh, ξh) ∼ uh be the
solution of Problems (7)–(9) and Problems (13)–(15), respectively. Then
(1) ‖r − rh‖R 6 C inf
vh∈Rh,1
‖r − sh‖R;
(2) p = ph = 0;
(3) ‖y − yh‖Y + ‖ξ − ξh‖Σ 6 C inf
zh∈Yh,ηh∈Σh
‖y − zh‖Y + ‖ξ − ηh‖Σ + sup
zh∈Yh
c(B(rh − r), zh)
‖zh‖Y
;
(4) ‖u − uh‖R 6 C( inf
vh∈Rh,3
‖u − vh‖R + sup
sh∈Rh,3
c(y − yh, Bsh)
‖sh‖R
).
Lemma 11. Given FR ∈ R′ and FY ∈ Y ′, let rh ∼ (ph, yh, ξh) ∼ uh be the solution of Problems (13)–
(15). Then rh ∼ (yh, ξh) ∼ uh is a solution of Problems (16)–(18); moreover, if rˆh ∼ (yˆh, ˆξh) ∼ uˆh is
another solution of Problems (16)–(18), then rˆh = rh, yˆh = yh and uˆh = uh.
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3. Decoupled formulation of the 3D bi-Laplacian equation
In this section, we study the finite element method for the three dimensional bi-Laplacian equa-
tion
(19) (−∆) (−α(x)∆u) = f ,
with the homogeneous boundary data u = 0 and ∇u = 0
˜
and with 0 < αs < α(x) < αb.
The primal variational formulation is, given f ∈ H−2(Ω), to find u ∈ H20(Ω), such that
(20) (α∆u,∆v) = 〈 f , v〉, ∀ v ∈ H20(Ω).
As H20(Ω) is configurated by {H10(Ω),H
˜
1
0(Ω),∇}, we rewrite the model problem as, given f1 ∈
H−1(Ω) and f
˜
2 ∈ H
˜
−1(Ω), to find u ∈ H20(Ω), such that
(21) (αdiv∇u, div∇v) + (curl∇u, curl∇v) = 〈 f1, v〉 + 〈 f
˜
2,∇v〉, ∀ v ∈ H20(Ω).
Note that we add a mute term (curl∇u, curl∇v) here without any difference.
3.1. Structure of Sobolev spaces.
Lemma 12. ( [14])For polyhedron domain Ω, H0(curl,Ω) ∩ H0(div,Ω) = H
˜
1
0(Ω). Moreover, if Ω
is convex, H0(curl,Ω) ∩ H(div,Ω) ⊂ H
˜
1(Ω), and H(curl,Ω) ∩ H0(div,Ω) ⊂ H
˜
1(Ω).
Lemma 13. ( [19, 26]) Given η
˜
∈ H0(curl,Ω), there exists a ϕ
˜
∈ H
˜
1
0(Ω), such that curlϕ
˜
= curlη
˜
,
and ‖ϕ
˜
‖1,Ω 6 C‖η
˜
‖curl,Ω, with C a generic positive constant uniform in H0(curl,Ω).
Lemma 14. (Friedrichs Inequality, c.f. [5]) There exists a constant C, such that it holds for v
˜
∈
N0(curl,Ω) that
(22) ‖v
˜
‖0,Ω 6 C‖curlv
˜
‖0,Ω.
Lemma 15. (regular decomposition of H0(curl,Ω)) Given η
˜
∈ H0(curl,Ω), there exists a w ∈
H10(Ω) and ϕ
˜
∈ H
˜
1
0(Ω), such that η
˜
= ∇w + ϕ
˜
and ‖η
˜
‖curl,Ω > C(‖w‖1,Ω + ‖ϕ
˜
‖1,Ω).
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Proposition 16.
(23) inf
η
˜
∈N0(curl,Ω)\{0}
sup
ϕ
˜
∈H
˜
1
0(Ω)
(curlϕ
˜
, curlη
˜
)
‖ϕ
˜
‖1,Ω‖curlη
˜
‖0,Ω
= inf
τ
˜
∈ ˚H0(div,Ω)\{0}
sup
ϕ
˜
∈H
˜
1
0(Ω)
(curlϕ
˜
, τ
˜
)
‖ϕ
˜
‖1,Ω‖τ
˜
‖0,Ω
> C > 0.
3.2. Decoupled formulations. According to Section 2.2, we can present the decoupled formula-
tions of (21) as below.
Decouple formulation A. (21) can be decoupled to the system below:
(1) find r ∈ H10(Ω), such that
(24) (∇r,∇v) = −〈 f1, v〉,∀ v ∈ H10(Ω);
(2) with r solved out, find (ϕ
˜
, ζ
˜
, p) ∈ H
˜
1
0(Ω) × H0(curl,Ω) × H10(Ω), such that, for (ψ
˜
, η
˜
, q) ∈
H
˜
1
0(Ω) × H0(curl,Ω) × H10(Ω),
(25)

(αdivϕ
˜
, divψ
˜
) + (curlϕ
˜
, curlψ
˜
) (curlζ
˜
, curlψ
˜
) = 〈 f
˜
2, ψ
˜
〉 − (∇r, ψ
˜
),
(ζ
˜
,∇q) = 0
(curlϕ
˜
, curlη
˜
) +(η
˜
,∇p) = 0;
(3) with ϕ
˜
solved out, find u ∈ H10(Ω), such that
(26) (∇u,∇s) = (ϕ
˜
,∇s), ∀ s ∈ H10(Ω).
Decoupled formulation B. (21) can be decoupled to the system below:
(1) find r ∈ H10(Ω), such that
(27) (∇r,∇v) = −〈 f1, v〉,∀ v ∈ H10(Ω);
(2) with r solved out, find (ϕ
˜
, ζ
˜
) ∈ H
˜
1
0(Ω) × H0(curl,Ω), such that, for (ψ
˜
, η
˜
) ∈ H
˜
1
0(Ω) ×
H0(curl,Ω),
(28)

(αdivϕ
˜
, divψ
˜
) + (curlϕ
˜
, curlψ
˜
) (curlζ
˜
, curlψ
˜
) = 〈 f
˜
2, ψ
˜
〉 − (∇r, ψ
˜
),
(curlϕ
˜
, curlη
˜
) = 0;
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(3) with ϕ
˜
solved out, find u ∈ H10(Ω), such that
(29) (∇u,∇s) = (ϕ
˜
,∇s), ∀ s ∈ H10(Ω).
Theorem 17. Given f1 ∈ H−1(Ω) and f
˜
2 ∈ H
˜
−1(Ω), Problem A admits a unique solution r ∼
(ϕ
˜
, ζ
˜
, 0) ∼ u, and u solves the problem (21) and r ∼ (ϕ
˜
, ζ
˜
) ∼ u solves Problem B. Further,
(1) if Ω is a convex polyhedron, then,
(a) if f1 ∈ L2(Ω), then ‖r‖2,Ω =∼ ‖ f1‖0,Ω;
(b) if α is smooth on Ω and f
˜
2 ∈ L
˜
2(Ω), then
(30) ‖r‖1,Ω + ‖ζ
˜
‖1,Ω + ‖curlζ
˜
‖1,Ω + ‖ϕ
˜
‖2,Ω + ‖u‖3,Ω =∼ ‖ f1‖−1,Ω + ‖ f
˜
2‖0,Ω;
(2) if rˆ ∼ (ϕˆ
˜
, ˆζ
˜
) ∼ uˆ is another solution of Problem B, then rˆ = r, ϕˆ
˜
= ϕ
˜
and uˆ = u.
Proof. We only have to show the regularity estimate 1(b). Given f1 ∈ H−1(Ω) and f
˜
2 ∈ L
˜
2(Ω),
by the regularity of fourth order problem, ‖u‖3,Ω =∼ ‖ϕ
˜
‖2,Ω . ‖ f1‖−1,Ω + ‖ f
˜
2‖0,Ω. As (ζ
˜
,∇q) = 0
for any q ∈ H10(Ω), we have divζ
˜
= 0, and thus ζ
˜
∈ H0(curl,Ω) ∩ H(div,Ω) ⊂ H
˜
1(Ω). Besides,
(curlζ
˜
, curlψ
˜
) = ( f
˜
2 − ∇α∇ · ϕ
˜
− ∇r, ψ
˜
) for any ψ
˜
∈ H
˜
1
0(Ω), we thus obtain curlcurlζ
˜
= f
˜
2 − ∇α∇ ·
ϕ
˜
− ∇r ∈ L
˜
2(Ω). Since curlζ
˜
⊂ H0(div,Ω), we obtain further curlζ
˜
∈ H(curl,Ω) ∩ H0(div,Ω) ⊂
H
˜
1(Ω). The remaining of the lemma follows by the regularity of Poisson equation. The proof is
completed. 
4. Finite element discretisation
In this section, we choose respective finite element subspaces of H10(Ω), H
˜
1
0(Ω) and H0(curl,Ω)
and use them to replace the Sobolev spaces in the mixed system to generate a discretisation.
4.1. Subdivision and finite elements. For K a tetrahedron with ai, i = 1 : 4, the vertices, denote
by Fi the corresponding opposite faces. The barycentre coordinates are denoted as usual by λi,
i = 1, 2, 3, 4. Denote q0 = λ1λ2λ3λ4, and qi = q0/λi, i = 1, 2, 3, 4. Obviously, q0 vanishes on
the faces of K, and qi vanishes on the faces of K other than Fi. As usual, we use Pk(F) for the
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set of polynomials on a face F of degrees not higher than k, Pk(K) for the set of polynomials on
K of degrees not higher than k, and ˆPk(K) is the space of homogeneous k-th degree polynomials.
Besides, denote shape function spaces:
• Pik(K) := span{λα11 λα22 λα33 λα44 : αi = 0,
∑4
j=1 α j = k} for any 4-index (α1, α2, α3, α4);
• BF ik(K) := {pqi : p ∈ Pik(K)}, BBk(K) := {pq0 : p ∈ Pk(K)};
• Pk(K) := Pk(K) +∑4i=1 BF ik−1(K) + BBk−2(K);
• Ek(K) := {u
˜
+ v
˜
× x
˜
: u
˜
∈ (Pk−1(K))3, v
˜
∈ ( ˆPk−1(K))3}.
Evidently, BF ik(K) ⊂ Pk+3(K), BBk(K) ⊂ Pk+4(K), Pik(K) ( Pk(K), and Pik(K)|Fi = Pk(Fi) =
Pk(K)|Fi .
Let Gh be a tetrahedron subdivision of Ω, such that ¯Ω = ∪K∈Gh ¯K. Denote by Fh, F ih , Eh, Eih,
Xh and Xih respectively the set of faces, interior faces, edges, interior edges, vertices and interior
vertices. Denote by Pk(Gh) the space of piecewise k-th degree polynomials on Gh. Associatedly,
define finite element spaces by
• Lkh := {w ∈ H
1(Ω) : w|K ∈ Pk(K), ∀K ∈ Gh}, and Lkh0 = Lkh ∩ H10(Ω);
• Lkh := {w ∈ H
1(Ω) : w|K ∈ Pk(K), ∀K ∈ Gh}, and Lkh0 = Lkh ∩ H10(Ω);
• Nkh := {w
˜
∈ H(curl,Ω) : w
˜
|K ∈ Ek(K), ∀K ∈ Gh}, and Nkh0 = Nkh ∩ H0(curl,Ω).
It is well known that ( [25]) {η
˜
∈ Nkh0 : curlη
˜
= 0
˜
} = ∇Lkh0. Thus denote Nkh0(curl) := {η
˜
∈ Nkh0 :
(η
˜
,∇v) = 0, ∀ v ∈ Lkh0}. Namely, Nkh0(curl) is the orthogonal completion of (∇Lkh0) in Nkh0 in L2
inner product and also H(curl,Ω) inner product.
Lemma 18. (Discretized Friedrichs Inequality, c.f. [3,18,21]) There exists a constant C, such that
‖v
˜
h‖0,Ω 6 C‖curlv
˜
h‖0,Ω for v
˜
h ∈ N
k
h0(curl).
Lemma 19. For any integer k, there is a constant C > 0, such that
(31) inf
η
˜
h∈Nkh0(curl)\{0
˜
}
sup
ϕ
˜
h∈(Lkh0)3
(curlϕ
˜
h, curlη
˜
h)
‖ϕ
˜
h‖1,Ω‖η
˜
h‖curl,Ω
> C.
Proof. Evidently, curlNkh0 ⊂ ˚H0(div,Ω) ∩ (Pk−1(Th))3, thus it suffices for us to prove:
(32) inf
q
˜
h∈ ˚H0(div,Ω)∩(Pk−1(Th))3\{0
˜
}
sup
ϕ
˜
h∈(Lkh0)3
(curlϕ
˜
h, q
˜
h)
‖ϕ
˜
h‖1,Ω‖q
˜
h‖0,Ω
> C.
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Noting (23), we try to construct a Frotin operator. Denote by Π1 : H10(Ω) → L1h0 the Cle´ment
interpolant ( [10]), and define Πh : H10(Ω) → Lkh0 such that
(33)

(Πhv)(M) = (Π1v)(M), ∀ M ∈ Xh;∫
F
(Πhv)γds =
∫
F
vγds, ∀ γ ∈ Pk−1(F) and ∀ F ∈ Fh;∫
K
(Πhv)δdx =
∫
K
vδdx, ∀ δ ∈ Pk−2(K) and ∀K ∈ Gh.
Note that Lkh0 is Lkh0 combined with body and face bubbles, and the operator Πh is well-defined.
Then define Π
˜
h : H
˜
1
0(Ω) → (Lkh0)3 by
Π
˜
hv
˜
= (Πhv1,Πhv2,Πhv3)⊤, for v
˜
= (v1, v2, v3)⊤.
By standard technique, we obtain
∑
K
h2r−2K |v − Πhv|2r,K 6 C‖v‖21,Ω, r = 0, 1,
and ∑
K
h2r−2K |v
˜
− Π
˜
hv
˜
|2r,K 6 C‖v
˜
‖21,Ω, r = 0, 1.
Now, as q
˜
h ∈ (Pk−1(Th))3 and thus curl q
˜
h ∈ (Pk−2(Th))3, we have
(34)
∫
Ω
curl(v
˜
− Π
˜
hv
˜
) · q
˜
h =
∑
K∈Gh
∫
K
(curl(v
˜
− Π
˜
hv
˜
) · q
˜
h)
=
∑
K∈Gh

∫
K
(v
˜
− Π
˜
hv
˜
) · curlq
˜
h +
∑
F⊂∂K
∫
F
(v
˜
− Π
˜
hv
˜
) × nF · q
˜
h
 = 0.
Thus Π
˜
h is a Fortin operator such that
(35) ‖Π
˜
hv
˜
‖1,Ω 6 C‖v
˜
‖1,Ω, (curl(v
˜
− Π
˜
hv
˜
), q
˜
h) = 0, ∀ q
˜
h ∈ (Pk−1(Th))3,
and this completes the proof. 
4.2. Finite element discretization of (24)∼(26). Associated with the formulation (24)∼(26), we
propose a discretization scheme for (21) below.
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Discretization A.
(1) find rh ∈ Lkh0, such that
(36) (∇rh,∇vh) = −〈 f1, vh〉,∀ vh ∈ Lkh0;
(2) find (ϕ
˜
h, ζ
˜
h, ph) ∈ (Lmh0)3 × Nkh0 × Lkh0, such that, for (ψ
˜
h, η
˜
h, qh) ∈ (Lmh0)3 × Nkh0 × Lkh0,
(37)
(αdivϕ
˜
h, divψ
˜
h) + (curlϕ
˜
h, curlψ
˜
h) (curlζ
˜
h, curlψ
˜
h) = 〈 f
˜
2, ψ
˜
h〉 − (∇rh, ψ
˜
h),
(ζ
˜
h,∇qh) = 0,
(curlϕ
˜
h, curlη
˜
h) +(η
˜
h,∇ph) = 0;
(3) find uh ∈ Lmh0, such that
(38) (∇uh,∇sh) = (ϕ
˜
h,∇sh), ∀ sh ∈ Lmh0.
By Lemma 19, if m > k, all the three subproblems are well-posed. The estimate Lemma 10
works.
4.2.1. An economical optimal finite element quintet on convex polyhedrons. By Lemma 10, the
rate of ‖u−uh‖1,Ω can be comparable to ‖ϕ
˜
−ϕ
˜
h‖0,Ω, and ‖ϕ
˜
−ϕ
˜
h‖1,Ω can be comparable to ‖r−rh‖0,Ω;
this is coincident with the regularity estimate of Theorem 17 on convex domains. An economical
optimal scheme is to set k = 1 and m = 2 in (36)∼(38).
Lemma 20. Let Ω be a convex polyhedron, and assume α is smooth on Ω. Let f1 ∈ L2(Ω) and
f
˜
2 ∈ L
˜
2(Ω). Let r ∼ (ϕ
˜
, ζ
˜
, p) ∼ u and rh ∼ (ϕ
˜
h, ζ
˜
h, ph) ∼ uh be the solutions of Decoupled
formulation A and Discretization A, respectively. Then
(1) ‖r − rh‖1,Ω 6 Ch‖ f1‖0,Ω and ‖r − rh‖0,Ω 6 Ch2‖ f1‖0,Ω;
(2) ‖ϕ
˜
− ϕ
˜
h‖1,Ω + ‖ζ
˜
− ζ
˜
h‖curl,Ω + ‖p − ph‖1,Ω 6 Ch(‖ f1‖−1,Ω + ‖ f
˜
2‖0,Ω);
(3) ‖ϕ
˜
− ϕ
˜
h‖0,Ω 6 Ch2(‖ f1‖0,Ω + ‖ f
˜
2‖0,Ω) and ‖u − uh‖1,Ω 6 Ch2(‖ f1‖0,Ω + ‖ f
˜
2‖0,Ω).
Proof. We only have to estimate ‖ϕ
˜
− ϕ
˜
h‖0,Ω and ‖u − uh‖1,Ω. The others follow from Lemma 10
and Theorem 17 directly.
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Denote V
˜
:= H10(Ω) × H
˜
1
0(Ω) × H10(Ω) × H0(curl,Ω) × H10(Ω), and define as(·, ·) on V
˜
as
as((u, ϕ
˜
, p, ζ
˜
, r), (v, ψ
˜
, q, η
˜
, s)) := −(∇r,∇v) + (αdivϕ
˜
, divψ
˜
) + (curlϕ
˜
, curlψ
˜
)
+ (curlζ
˜
, curlψ
˜
) + (∇r, ψ
˜
) + (ζ
˜
,∇q) + (curlϕ
˜
, curlη
˜
) + (η
˜
,∇p) − (∇u,∇s) + (ϕ
˜
,∇s).
Decoupled formulation A is equivalent to, with same variables, finding (u, ϕ
˜
, p, ζ
˜
, r) ∈ V
˜
, such that
(39) as((u, ϕ
˜
, p, ζ
˜
, r), (v, ψ
˜
, q, η
˜
, s)) = 〈 f1, v〉 + 〈 f
˜
2, ψ
˜
〉, ∀ (v, ψ
˜
, q, η
˜
, s) ∈ V
˜
.
Denote V
˜
h := L2h0×(L1h0)3×L1h0×N1h0×L1h0 and V
˜
′
h := L
1
h0×(L1h0)3×L1h0×N1h0×L2h0, and Discretization
A with m = 2 and k = 1 is equivalent to finding (uh, ϕ
˜
h, ph, ζ
˜
h, rh) ∈ V
˜
h, such that
(40) as((uh, ϕ
˜
h, ph, ζ
˜
h, rh), (vh, ψ
˜
h, qh, η
˜
h, sh)) = 〈 f1, vh〉 + 〈 f
˜
2, ψ
˜
h〉, ∀ (vh, ψ
˜
h, qh, η
˜
h, sh) ∈ V
˜
′
h.
Now denote ˆV
˜
h := L1h0 × (L1h0)3 × L1h0 × N1h0 × L1h0, and let (uˆh, ϕˆ
˜
h, pˆh, ˆζ
˜
h, rˆh) ∈ ˆV
˜
h be such that
(41) as((uˆh, ϕˆ
˜
h, pˆh, ˆζ
˜
h, rˆh), (vˆh, ˆψ
˜
h, qˆh, ηˆ
˜
h, sˆh)) = 〈 f1, vh〉 + 〈 f
˜
2, ψ
˜
h〉∀ (vˆh, ˆψ
˜
h, qˆh, ηˆ
˜
h, sˆh) ∈ ˆV
˜
h.
Then it follows that
rˆh = rh, ˆζ
˜
h = ζ
˜
h, pˆh = ph, and ϕˆ
˜
h = ϕ
˜
h.
By Cea´ lemma,
‖r − rˆh‖1,Ω + ‖ζ
˜
− ˆζ
˜
h‖curl,Ω + ‖p − pˆh‖1,Ω + ‖ϕ
˜
− ϕˆ
˜
h‖1,Ω + ‖u − uˆh‖1,Ω
6 Ch(‖r‖2,Ω + ‖ζ
˜
‖1,Ω + ‖curlζ
˜
‖1,Ω + ‖p‖2,Ω + ‖ϕ
˜
‖2,Ω + ‖u‖2,Ω) 6 Ch(‖ f1‖0,Ω + ‖ f
˜
2‖0,Ω).
Let (u˜, ϕ˜
˜
, p˜, ˜ζ
˜
, r˜) ∈ V
˜
be the solution of
(42) as((u˜, ϕ˜
˜
, p˜, ˜ζ
˜
, r˜), (v, ψ
˜
, q, η
˜
, s)) = (ϕ
˜
− ϕˆ
˜
h, ψ
˜
), ∀ (v, ψ
˜
, q, η
˜
, s) ∈ V
˜
.
Then it can be proved that r˜ = 0, p˜ = 0, and
‖ϕ˜
˜
‖2,Ω + ‖˜ζ
˜
‖1,Ω + ‖curl˜ζ
˜
‖1,Ω + ‖u˜‖3,Ω 6 C‖ϕ
˜
− ϕˆ
˜
h‖0,Ω.
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By (42),
(ϕ
˜
− ϕˆ
˜
h, ϕ
˜
− ϕˆ
˜
h) = as((u˜, ϕ˜
˜
, p˜, ˜ζ
˜
, r˜), (u − uˆh, ϕ
˜
− ϕˆ
˜
h, p − pˆh, ζ
˜
− ˆζ
˜
h, r − rˆh)),
and further
(ϕ
˜
− ϕˆ
˜
h, ϕ
˜
− ϕˆ
˜
h) = as((u˜ − v˜h, ϕ˜
˜
− ˜ψ
˜
h, p˜ − q˜h, ˜ζ
˜
− η˜
˜
h, r˜ − s˜h), (u − uˆh, ϕ
˜
− ϕˆ
˜
h, p − pˆh, ζ
˜
− ˆζ
˜
h, r − rˆh)),
for any (v˜h, ˜ψ
˜
h, q˜h, η˜
˜
h, s˜h) ∈ ˆV
˜
h. Thus
‖ϕ
˜
− ϕˆ
˜
h‖
2
0,Ω 6 Ch2(‖ϕ˜
˜
‖2,Ω + ‖˜ζ
˜
‖1,Ω + ‖curl˜ζ
˜
‖1,Ω + ‖u˜‖2,Ω)
· (‖r‖2,Ω + ‖ζ
˜
‖1,Ω + ‖curlζ
˜
‖1,Ω + ‖p‖2,Ω + ‖ϕ
˜
‖2,Ω + ‖u‖2,Ω),
which leads further to
‖ϕ
˜
− ϕˆ
˜
h‖0,Ω 6 Ch2(‖ f1‖0,Ω + ‖ f
˜
2‖0,Ω).
By Lemma 10, this leads to ‖u − uh‖1,Ω 6 Ch2(‖ f1‖0,Ω + ‖ f
˜
2‖0,Ω), and completes the proof. 
4.3. Finite element discretization of (43)∼(45). Associated with the formulation (43)∼(45), we
propose a discretization scheme for (21) below.
Discretization B.
(1) find rh ∈ Lkh0, such that
(43) (∇rh,∇vh) = −〈 f1, vh〉,∀ vh ∈ Lkh0;
(2) with rh solved out, find (ϕ
˜
h, ζ
˜
h) ∈ (Lmh0)3 × Nkh0, such that, for (ψ
˜
h, η
˜
h) ∈ (Lmh0)3 × Nkh0,
(44)

(αdivϕ
˜
h, divψ
˜
h) + (curlϕ
˜
h, curlψ
˜
h) (curlζ
˜
h, curlψ
˜
h) = 〈 f
˜
2, ψ
˜
h〉 − (∇rh, ψ
˜
h),
(curlϕ
˜
h, curlη
˜
h) = 0;
(3) with ϕ
˜
h solved out, find uh ∈ Lmh0, such that
(45) (∇uh,∇sh) = (ϕ
˜
h,∇sh), ∀ sh ∈ Lmh0.
The lemma below is immediate.
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Lemma 21. Set m > k for Discretization B. Given f1 ∈ H−1(Ω) and f
˜
2 ∈ H
˜
−1(Ω), let rh ∼
(ϕ
˜
h, ξh, ph) ∼ uh be the solution of Discretisation A, then rh ∼ (ϕ
˜
h, ξh) ∼ uh is a solution of
Discretisation B, and if r˜h ∼ (ϕ˜
˜
h, ˜ξh) ∼ u˜h is another solution of Discretisation B, then r˜h = rh,
ϕ˜
˜
h = ϕ
˜
h and u˜h = uh.
Remark 22. In practice, Discretisation B is an ill-posed system with smaller size, but uh and ϕ
˜
h
which are more concerned can be approximated well with the scheme.
5. Concluding remarks
In this paper, the construction of decoupled mixed element scheme for fourth order problems
is studied, and a general process is designed in an intrinsic way for problems of certain types.
Once some mild conditions are verified, a problem on high-regularity space can be decoupled to
subproblems on low-regularity space. This process may bring in bigger flexibility on designing
stable discretisation schemes; the schemes can be implemented by various finite element packages.
In this paper, the three dimensional biLaplacian equation with constant and variable coefficient are
studied under the general framework. In the future, the application of the methodology for other
problems in applications in, e.g., linear elasticity and acoustics, and other fields, will be discussed.
The framework itself can be generalised to more complicated situations.
Due to the equivalence between the primal and decoupled formulations, it could be natural
to expect equivalence between some discretised problem in order reduced formulation and some
discretised problem in primal formulation (c.f. [1,2,28]). Also, their cooperation can be of interests
and be discussed in future. Finally we remark that, the framework admits utilisation of ill-posed
subproblems; this will bring convenience in designing and implementing numerical schemes and
will be discussed more in future. The fast solution of such problems will also be studied.
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