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Abstract Let X be the set of integer points in some polyhedron. We investigate
the smallest number of facets of any polyhedron whose set of integer points is
X. This quantity, which we call the relaxation complexity of X, corresponds to the
smallest number of linear inequalities of any integer program having X as the set
of feasible solutions that does not use auxiliary variables. We show that the use of
auxiliary variables is essential for constructing polynomial size integer program-
ming formulations in many relevant cases. In particular, we provide asymptotically
tight exponential lower bounds on the relaxation complexity of the integer points
of several well-known combinatorial polytopes, including the traveling salesman
polytope and the spanning tree polytope. In addition to the material in the ex-
tended abstract [7] we include omitted proofs, supporting figures, discussions about
properties of coefficients in such formulations, and facts about the complexity of
formulations in more general settings.
Keywords integer programming · relaxations · auxiliary variables · tsp
1 Introduction
For many combinatorial optimization problems, their set of feasible solutions is a
certain set of subsets of a finite ground set E and there exists a vector c ∈ RE
such that the objective value of each feasible set F ⊆ E is equal to ∑e∈F ce. A
central paradigm in combinatorial optimization is to identify each feasible subset
F with its characteristic vector χ(F ) ∈ {0, 1}E , where χ(F )e = 1 ⇐⇒ e ∈ F ,
and to consider the (equivalent) problem of maximizing or minimizing the linear
function x 7→ 〈c, x〉 over these vectors. In order to treat this problem algorithmi-
cally, one needs an algebraic description of the set X := {χ(F ) : F ⊆ E feasible}.
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The standard approach that has been followed extremely successfully for many
problems is to use a system of linear inequalities Ax ≤ b with
X =
{
x ∈ ZE : Ax ≤ b
}
, (1)
i.e., an integer linear programming (ILP) formulation. A most prominent example
of this approach is provided by the traveling salesman problem. Let Kn = (Vn, En)
be the undirected complete graph on n nodes and STSPn the set of characteristic
vectors of hamiltonian cycles in Kn. One ILP-formulation for X = STSPn of
type (1), which has established itself as the starting point for solving the traveling
salesman problem, is the so-called subtour elimination formulation
STSPn =
{
x ∈ {0, 1}En : x(δ(S)) ≥ 2 ∀ ∅ 6= S ( Vn
x(δ(v)) = 2 ∀ v ∈ Vn
}
. (2)
This description uses exponentially many (in n) linear inequalities, but never-
theless, it can be used computationally efficiently (both with respect to theoret-
ical and to practical aspects), because the separation problem associated with
these inequalities can be solved efficiently. Though the mere size of the descrip-
tion thus does not harm its algorithmic treatment, one may wonder whether an
ILP-formulation of the traveling salesman problem in the above setup necessarily
needs to be of exponential size, while for other combinatorial optimization prob-
lems (both NP-hard ones as well as polynomial time solvable ones) like, e.g., the
maximum clique, the maximum cut, or the maximum matching problem, polyno-
mial size ILP-formulations are ready at hand. The work reported about in this
paper had its origins in this question, which, to our initial slight surprise, appar-
ently has not been treated before.
Besides pure mathematical curiosity, the question for small rather than only
efficiently separable ILP-formulations of combinatorial optimization problems also
has some practical relevance. If simplicity of implementing a solution procedure
is a more important issue than efficiency of the solution process, a small ILP-
formulation that can be fed immediately into a black box ILP-solver is likely to be
preferred over one for which a separation procedure has to be implemented and
linked to the solver. Therefore, also from a practical point of view there seems
to be some interest in understanding better the general possibilities and limits of
formulating combinatorial optimization problems via ILP’s.
Throughout this paper, given a set X ⊆ Zd, let us call a polyhedron R ⊆ Rd a
relaxation for X if R∩Zd = conv(X)∩Zd holds. Furthermore, the smallest number
rc(X) of facets of any relaxation for X will be called the relaxation complexity of
X. With this notation, the initial question asks for the asymptotic behavior of
rc(STSPn).
Except for a paper by Jeroslow [6], the authors are not aware of any reference
that deals with a similar quantity. In his paper, for a set X ⊆ {0, 1}d of binary
vectors, Jeroslow introduces the term index of X (short: ind(X)), which is defined
as the smallest number of inequalities needed to separate X from the remaining
points in {0, 1}d. Thus, the notion of relaxation complexity can be seen as a natural
extension of the index with respect to general subsets of Zd. Clearly, we have that
ind(X) ≤ rc(X) holds for all sets X ∈ {0, 1}d. On the other hand, as we will briefly
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discuss in Section 3, both quantities differ at most by an additive term of d + 1.
As the main result in his paper, Jeroslow shows that 2d−1 is an upper bound on
ind(X), which is attained by the set of binary vectors of length d that contain
an even number of ones, see Section 4.3. We generalize his idea of bounding the
index of a set X ⊆ {0, 1}d from below to provide lower bounds on the relaxation
complexity of general X, see Section 4.
This allows us to provide exponential lower bounds on the relaxation complex-
ities of sets associated to problems that are variants of the traveling salesman,
the spanning tree, or the T -join problem. In particular, we show that the asymp-
totic growth of rc(STSPn) is 2
Θ(n). In this sense, the exponentially large subtour
elimination formulation thus is asymptotically smallest possible.
Of course, exponential lower bounds on the relaxation complexity only imply
that it is impossible to come up with polynomial size ILP-formulations in the space
of the variables x that are naturally associated with the respective problem in the
way described above. They do not refer to ILP-formulations of the form
min
{
〈c, x〉 : Ax+By ≤ b, x ∈ ZE , y ∈ Zm
}
, (3)
where the vector y consists of additional variables and X = {x ∈ ZE : ∃y ∈ Zm :
Ax+By ≤ b}. Indeed, there exist classical formulations for X = STSPn for which
the system Ax+ By ≤ b in (3) consists of polynomially many linear inequalities,
see, e.g. [10] or [4]. As we briefly discuss in Section 2, it turns out that in fact
every in a certain sense reasonable combinatorial optimization problem admits
polynomial size descriptions of type (3).
In contrast to this, recent results show that for many problems the associated
polytope conv(X) has exponential extension complexity, i.e., every representation
conv(X) = {x ∈ RE : ∃y ∈ Rm : Ax + By ≤ b} has exponential size. This refers
to both NP-hard problems like the traveling salesman problem and others [3] (see
also [2,12]) as well as even to the polynomial time solvable matching problem [14].
Thus, our exponential lower bounds on rc(STSPn) in particular show that in
polynomial size formulations of the traveling salesman problem of type (3) both
the use of additional variables and imposing integrality constraints are necessary.
Our paper is organized as follows: In Section 2, we discuss basic facts about
existence and properties of certain types of integer programs describing sets that
are mainly relevant in the field of combinatorial optimization. This part gives fur-
ther motivation on our notion of relaxations. Section 3 addresses to the relaxation
complexity of the hypercube’s vertices and serves as a simple starting point to get
familiar with questions asked (and basically being answered) in this paper. Most
of our main results are contained in Section 4. There, we introduce the concept of
hiding sets, which turns out to be a powerful technique to provide lower bounds on
rc(X). Finally, we use this technique to give exponential lower bounds on the sizes
of relaxations for concrete structures that occur in many practical IP-formulations.
In the last section of the paper, we briefly discuss some open questions regarding
the rationality of minimum size relaxations.
2 Basic Observations
General sets of integer points do not have to admit any relaxation. Therefore, we
will focus on polyhedral sets X, i.e., sets whose convex hull is a polyhedron. By
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definition, we have that rc(X) is finite for such sets. Further, in this setting, it
is easy to see that any relaxation corresponds to a valid IP-formulation and vice
versa:
Proposition 1 Let X ⊆ Zd be polyhedral and P ⊆ Rd a polyhedron. Then, P is a
relaxation for X if and only if sup{〈c, x〉 : x ∈ P ∩ Zd} = sup{〈c, x〉 : x ∈ X} holds
for all c ∈ Rd.
2.1 Projection is a Powerful Tool
Following Schrijver’s proof [15, Thm. 18.1] of the fact that integer programming
is NP-hard, one finds that for any language L ⊆ {0, 1}∗ that is in NP, there is a
polynomial p such that for any k > 0 there is a system Ax + By ≤ b of at most
p(k) linear inequalities and m ≤ p(k) auxiliary variables with
{
x ∈ {0, 1}k : x ∈ L
}
=
{
x ∈ {0, 1}k : ∃ y ∈ {0, 1}m Ax+By ≤ b
}
.
Further, suppose we are given a boolean circuit and let X ⊆ {0, 1}d be the set of
inputs that evaluate to true. It is straightforward to model the outputs of all inter-
mediate gates in terms of additional variables and linear inequalities: For inputs
y1, y2 ∈ {0, 1}, the resulting output y3 of a, say, OR-gate is the unique solution
y3 ∈ [0,1] of the system y1 ≤ y3, y2 ≤ y3, y3 ≤ y1 + y2. A crucial property of these
constraints is that if the inputs have 0/1-values, then y3 is also implicitly forced
to take its value in {0, 1}. It is straightforward to make analogous observations for
AND-gates and NOT-gates, see, e.g., [17, p. 445]. Since for every language L ∈ P
there exists a polynomial time algorithm to construct (polynomial size) boolean
circuits that decide L, see, e.g., [1, pp. 109–110], we conclude:
Proposition 2 Let Xd ⊆ {0, 1}d be a family of sets such that the membership problem
“Given x ∈ {0, 1}d, is x in Xd?” is in NP. Then there exists a polynomial p such that
for any d there is a system Ax+By ≤ b of at most p(d) linear inequalities and m ≤ p(d)
auxiliary variables with
Xd =
{
x ∈ {0, 1}d : Ax+By ≤ b, y ∈ Zm
}
.
If the membership problem is even in P, then there exist such systems without integrality
constraints on the auxiliary variables y. ⊓⊔
Coming back to the exponential size of the subtour elimination relaxation, it might
be argued that the number of inequalities is not the right measure of complexity
since it is still possible to optimize linear functions over the subtour elimination
relaxation in polynomial time. However, the mere existence of a relaxation over
which optimization can be performed in polynomial time is nothing special, as the
following result shows.
Proposition 3 Let Xd ⊆ {0, 1}d be a family of sets such that the membership problem
“Given x ∈ {0, 1}d, is x in Xd?” is in P. Then there exists a family of relaxations Rd
for Xd such that linear programming over Rd can be done in polynomial time.
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Proof By Proposition 2, we know that for each d there exists a system Ax+By ≤ b
of polynomially many linear inequalities such that Xd = {x ∈ {0, 1}d : Ax+By ≤
b, y ∈ Rm}. As mentioned in the above argumentation, such systems even can be
constructed by a polynomial time algorithm. Thus, setting
R′d := {(x, y) : Ax+By ≤ b, x ∈ [0,1]d, y ∈ Rm}
Rd := {x ∈ Rd : ∃y ∈ Rm (x, y) ∈ R′d}
gives us the desired relaxations Rd. Indeed, given c ∈ Qd we have that
max{〈c, x〉 : x ∈ Rd} = max{〈c, x〉 : (x, y) ∈ R′d},
where the latter problem can be solved in time polynomially bounded in d and the
encoding length of c. ⊓⊔
2.2 Encoding Lengths of Coefficients
Our notion of relaxation complexity does not involve sizes of coefficients in (mini-
mum size) relaxations. In fact, we are not aware of any bounds on the coefficients’
sizes of minimum size relaxations for general polyhedral sets. We even do not know
if they can be chosen to be rational in every case, see Section 5 for a discussion.
However, let us consider the following observation concerning binary vectors:
Proposition 4 There exists a polynomial p such that for any real vector a ∈ Rd and
any real number γ ∈ R there is a rational vector a′ ∈ Qd and a rational number γ′ ∈ Qd
satisfying
– {x ∈ {0, 1}d : 〈a, x〉 ≤ γ} = {x ∈ {0, 1}d : 〈a′, x〉 ≤ γ′} and
– the encoding lengths of a′ and γ′ are both bounded by p(d).
Proof We may assume that X := {x ∈ {0, 1}d : 〈a, x〉 ≤ γ} is not empty. By setting
x¯ := argmax{〈a, x〉 : x ∈ X}, let us define the affine isomorphism ϕ : Rd → Rd via
ϕ(x) := x− x¯. Clearly, we now have that
〈a, x〉 ≤ γ ⇐⇒ 〈a,ϕ(x)〉 ≤ 0
holds for all x ∈ {0, 1}d. Thus, the polyhedron
P :=
{
a˜ ∈ Rd : 〈y, a˜〉 ≤ 0 ∀ y ∈ ϕ(X), 〈y, a˜〉 ≥ 1 ∀ y ∈ ϕ({0,1}d \X)
}
is not empty. Since P can be described by a system of linear inequalities whose
coefficients are in {−1,0, 1}, we know that there exists a rational point a′ ∈ P
whose encoding length is polynomially bounded in d, see [15].
For any point x ∈ {0, 1}d, by the definition of a′, we now have that
〈a, x〉 ≤ γ ⇐⇒ 〈a, ϕ(x)〉 ≤ 0 ⇐⇒ 〈a′, ϕ(x)〉 ≤ 0
⇐⇒ 〈a′, x− x¯〉 ≤ 0 ⇐⇒ 〈a′, x〉 ≤ 〈a′, x¯〉.
and hence setting γ′ := 〈a′, x¯〉 completes the proof. ⊓⊔
6 Volker Kaibel, Stefan Weltge
Proposition 4 tells us that if we are given a set X ⊆ {0, 1}d, then we can always
find a rational relaxation R˜ for X whose number of facets is close to rc(X) and
the encoding lengths of coefficients in a suitable outer description of R˜ can be
polynomially bounded in d. Indeed, let R be a minimal relaxation for X, perturb
its facet-defining inequalities according to Proposition 4 and call the obtained
polyhedron R′. If we now choose C ⊆ Rd to be any relaxation for {0, 1}d, we
obtain that R˜ := R′ ∩ C is a relaxation for X. In Section 3, we will see that the
number of inequalities we thus have to add, i.e., the number of facets of C, can be
assumed to be at most d+ 1.
2.3 Restricting to Facet-Defining Inequalities
At the end of this section, let us briefly discuss a further requirement on relax-
ations: Many known relaxations for sets X ⊆ Zd that are identified with feasi-
ble points in combinatorial problems are defined by linear inequalities of which,
preferably, most of them are facet-defining for conv(X). Clearly, this has impor-
tant practical reasons since such formulations are tightest possible in some sense.
However, if one is interested in a relaxation that has as few number of facets as
possible, one cannot only use facet-defining inequalities of conv(X): In fact, in the
next section we will see that rc({0,1}d) = d + 1 whereas by removing any of the
cube’s inequalities the remaining polyhedron gets unbounded. Nevertheless, the
restriction turns out to be not too hard:
Proposition 5 Let X ⊆ Zd be polyhedral and rcF (X) the smallest number of facets
of any relaxation for X whose facet-defining inequalities are also facet-defining for
conv(X). Then, rcF (X) ≤ dim(X) · rc(X).
Proof By Carathe´odory’s Theorem, any facet-defining inequality of a relaxation R
for X can be replaced by dim(X) many facet-defining inequalities of conv(X). The
resulting polyhedron is still a relaxation for X. ⊓⊔
3 Warm-Up: The Cube
As mentioned in the introduction, Jeroslow [6] showed that for any set X ⊆ {0, 1}d,
one needs at most 2d−1 many linear inequalities in order to separate X from
{0, 1}d \X. If P ⊆ Rd is a polyhedron such that P ∩ {0, 1}d = X, then, in order to
construct a relaxation for X, we need to additionally separate all points Zd\{0, 1}d
from X. This can be done by intersecting P with a relaxation for {0, 1}d. We
conclude:
Proposition 6 Let X ⊆ {0, 1}d. Then rc(X) ≤ 2d−1 + rc({0,1}d). ⊓⊔
Motivated by Proposition 6, we are interested in the relaxation complexity of
{0, 1}d. Since [0,1]d = conv({0, 1}d), we obviously have that rc({0, 1}d) ≤ 2d.
However, it turns out that one can construct a relaxation of only d+ 1 facets:
Lemma 1 For d ≥ 1, we have
{0, 1}d =

x ∈ Zd : xk ≤ 1 +
d∑
i=k+1
2−ixi ∀ k ∈ [d], x1 +
d∑
i=2
2−ixi ≥ 0

 .
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Proof Obviously, any point x ∈ {0, 1}d satisfies
xk ≤ 1 +
d∑
i=k+1
2−ixi (4)
for all k ∈ [d] and
x1 +
d∑
i=2
2−ixi ≥ 0. (5)
Let x ∈ Zd be any integer point that satisfies (4) for all k ∈ [d] as well as (5). First,
we claim that xi ≤ 1 for all i ∈ [d]: Suppose that xk > 1 for some k ∈ [d]. W.l.o.g.
we may assume that xi ≤ 1 for all i > k and obtain
xk
(4)
≤ 1 +
d∑
i=k+1
2−ixi ≤ 1 +
d∑
i=k+1
2−i < 2,
a contradiction. Further, we see that x1 ≥ 0 since (due to xi ≤ 1 for all i)
x1
(5)
≥ −
d∑
i=2
2−ixi ≥ −
d∑
i=2
2−i > −1.
It remains to show that xi ≥ 0 for all i ∈ [d] \ {1}. Suppose that xj ≤ −1 for some
j ∈ [d] \ {1} and xi ≥ 0 for all i < j. In this case, we claim that xi = 0 for all i < j:
Otherwise, let k be the largest k < j such that xk > 0 (and hence xk = 1). By
inequality (4), we would obtain
1 = xk ≤ 1 +
d∑
i=k+1
2−ixi = 1 + 2
−jxj +
d∑
i=j+1
2−ixi
≤ 1 + 2−j · (−1) +
d∑
i=j+1
2−i < 1.
Thus, we have xi ≥ 0 for all i < j, and hence, by inequality (5), we deduce
0 ≤ x1 +
d∑
i=2
2−ixi = 2
−jxj +
d∑
i=j+1
2−ixi ≤ 2−j · (−1) +
d∑
i=j+1
2−i < 0,
a contradiction. ⊓⊔
To show that this construction is best possible, note that if a polyhedron that
contains {0, 1}d (and hence is d-dimensional) has less than d + 1 facets, it must
be unbounded. In order to show that such a (possibly irrational) polyhedron must
contain infinitely many integer points (and hence cannot be a relaxation of {0, 1}d),
we make use of Minkowski’s theorem:
Theorem 1 (Minkowski [11]) Any convex set which is symmetric with respect to
the origin and with volume greater than 2d contains a non-zero integer point.
8 Volker Kaibel, Stefan Weltge
For ε > 0 let Bε :=
{
x ∈ Rd : ‖x‖2 < ε
}
be the open ball with radius ε. As a
direct consequence of Minkowski’s theorem, the following corollary is useful for
our argumentation.
Corollary 1 Let c ∈ Rd \ {O}, λ0 ∈ R and ε > 0. Then
L(c, λ0, ε) :=
{
λc ∈ Rd : λ ≥ λ0
}
+Bε
contains infinitely many integer points.
Proof Let us define L(c, ε) :=
{
λc ∈ Rd : λ ∈ R
}
+Bε. Clearly, L(c, ε) is symmetric
with respect to the origin. Since L(c, 0, ε)\L(c, λ0, ε) is bounded, it suffices to show
that L(c, ε) contains infinitely many integer points.
Since the latter statement is obviously true if
{λc : λ ∈ R} ∩ Zd 6= {O}, (6)
we assume that (6) does not hold. Setting ε1 := ε, by Theorem 1, L(c, ε1) contains
a point p1 ∈ Zd \ {O}. Since (6) does not hold, there exists some ε2 > 0 such that
L(c, ε2) ⊆ L(c, ε1) and p1 /∈ L(c, ε2). Again, by Theorem 1, L(c, ε2) also contains a
point p2 ∈ Zd \{O}. Further, there is also some ε3 > 0 such that L(c, ε3) ⊆ L(c, ε2)
and p2 /∈ L(c, ε3). By iterating these arguments, we obtain an infinite sequence
(εi, pi) such that pi ∈ L(c, εi) ∩ Zd ⊆ L(c, ε) ∩ Zd and pi /∈ L(c, εi+1) for all i > 0.
In particular, all pi are distinct. ⊓⊔
Theorem 2 For d ≥ 1, we have that rc({0,1}d) = d+ 1.
Proof By Lemma 1, we already know that rc({0,1}d) ≤ d + 1. Suppose there is
a relaxation R ⊆ Rd for {0, 1}d with less than d + 1 facets. As mentioned above,
since dim(R) ≥ dim({0,1}d) = d, R has to be unbounded.
By induction over d ≥ 1, we will show that any unbounded polyhedron R ⊆ Rd
with {0, 1}d ⊆ R contains infinitely many integer points. Hence, it cannot be a
relaxation of {0, 1}d. Clearly, our claim is true for d = 1. For d ≥ 1, let c ∈ Rd \{O}
be a direction such that x + λc ∈ R for any x ∈ R and λ ≥ 0. Since {0, 1}d is
invariant under affine maps that map a subset of coordinates xi to 1− xi, we may
assume that c ≥ O.
If c > O, then there is some λ0 > 0 such that λ0c is in the interior of [0, 1]
d.
Thus, there is some ε > 0 such that λ0c + Bε ⊆ [0, 1]d ⊆ R. By the definition
of c and ε, we thus obtained that L(c, λ0, ε) ⊆ R. By Corollary 1, it follows that
L(c, λ0) contains infinitely many integer points and so does R.
Otherwise, we may assume that cd = 0. Let Hd := {x ∈ Rd : xd = 0} and
p : Hd → Rd−1 be the projection onto the first d − 1 coordinates. Then, the poly-
hedron R˜ = p(R ∩ Hd) is still unbounded and contains {0, 1}d−1 = p({0,1}d). By
induction, R˜ contains infinitely many integer points and so does R. ⊓⊔
With Proposition 6 we thus obtain:
Corollary 2 Let X ⊆ {0, 1}d. Then rc(X) ≤ 2d−1 + d+ 1. ⊓⊔
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Fig. 1 Hiding set (gray) for the vertices of the standard 2-simplex (black).
4 Lower Bounds
The technique used to obtain a lower bound on the relaxation complexity of the
cube is apparently useless to prove exponential lower bounds for rc(STSPn) since
it only provides a lower bound of at most d + 1. Therefore, let us introduce an-
other simple framework to provide lower bounds on the relaxation complexity for
polyhedral sets X ⊆ Zd.
Definition 1 Let X ⊆ Zd. A set H ⊆ aff(X) ∩ Zd \ conv(X) is called a hiding set
for X if for any two distinct points a, b ∈ H we have that conv{a, b}∩conv(X) 6= ∅.
Proposition 7 Let X ⊆ Zd be polyhedral and H ⊆ aff(X) ∩ Zd \X a hiding set for
X. Then, rc(X) ≥ |H |.
Proof Let R ⊆ Rd be a relaxation for X. Since H ⊆ aff(X) ⊆ aff(R), any point in
H must be separated from X by a facet-defining inequality of R.
Suppose that a facet-defining inequality 〈α, x〉 ≤ β of R is violated by two
distinct points a, b ∈ H. Since H is a hiding set, there exists a point x ∈ conv{a, b}∩
conv(X). Clearly, x does also violate 〈α, x〉 ≤ β, which is a contradiction since
〈α, x〉 ≤ β is valid for R ⊇ conv(X).
Thus, any facet-defining inequality of R is violated by at most one point in H.
Hence, R has at least |H | facets. ⊓⊔
Let ∆d := {O, e1, . . . , ed} ⊆ {0, 1}d be the vertices of the standard d-simplex. As
an example, see Fig. 1 illustrating a hiding set for ∆2, which yields a simple proof
of the fact that any relaxation for these points must have at least three facets.
Unfortunately, it turns out that we cannot construct larger hiding sets for any ∆d.
Proposition 8 Any hiding set for ∆d has cardinality at most 3.
Proof Let H be any hiding set for ∆d. Then, for any of the inequalities xi ≥ 0,
i ∈ [d] as well as ∑di=1 xi ≤ 1, there exists at most one point in H violating it. In
particular, at most one of the points in H lies in the nonnegative orthant.
Let us assume that |H | ≥ 4. Then there are distinct points a, b, p, q ∈ H with
ai < 0 and bj < 0 for some i, j ∈ [d] with i 6= j. Since λa + (1 − λ)p ∈ ∆ ⊆ Rd+
for some λ ∈ [0,1]d, we must have pi > 0. Since pi ∈ Z, it follows that pi ≥ 1.
Analogously, we obtain pj , qi, qj ≥ 1.
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Consider now any point y = λp+(1−λ)q ∈ conv{p, q} with λ ∈ [0,1]. Note that
xi+xj ≤ 1 is a valid inequality for all points x ∈ conv∆d. But since pi, pj , qi, qj ≥ 1,
it is easy to see that yi + yj ≥ 2 and hence y /∈ conv∆d. Thus, we obtain that
conv{p, q} ∩ conv∆d = ∅, a contradiction to H being a hiding set for ∆d. ⊓⊔
This observation shows that the hiding set bound has its limitations. (As a conse-
quence of Proposition 10, we will see that rc(∆d) indeed grows in d.)
Nevertheless, in what follows, we will demonstrate that this bound is a pow-
erful tool to provide exponential lower bounds on the relaxation complexities of
numerous interesting sets X. By dividing these sets into three classes, we try to
identify general structures that are hard to model in the context of relaxations.
4.1 Connectivity and Acyclicity
In many IP-formulations for practical applications, the feasible solutions are sub-
graphs that are required to be connected or acyclic. Quite often in these cases,
there are polynomial size IP-formulations that use auxiliary variables. For instance,
for the spanning tree polytope there are even polynomial size extended formulations
[9] that can be adapted to also work for the connector polytope CONNn (see below).
In contrast, we give exponential lower bounds on the relaxation complexities of
some important representatives of this structural class.
4.1.1 STSP & ATSP
As a first application of the hiding set bound, we will show that the subtour relax-
ation for STSPn has indeed asymptotically smallest size (in the exponential sense),
i.e., that rc(STSPn) = 2
Θ(n) holds. In fact, we will also give an exponential lower
bound for the directed version ATSPn ⊆ {0, 1}An , which is the set of characteristic
vectors of directed hamiltonian cycles in the complete directed graph on n nodes
whose arcs we denote by An.
We will first construct a large hiding set for ATSPn. Towards this end, let
n = 2(N + 1) for some integer N ≥ 0 and let us consider the complete directed
graph on the node set
V := {v1, . . . , vN+1, w1, . . . , wN+1}
of cardinality n. For a binary vector b ∈ {0, 1}N let us further define the arc set
Eb :=
{
(vN+1, v1), (wN+1, w1)
}
∪
⋃
i:bi=0
{
(vi, vi+1), (wi, wi+1)
} ∪ ⋃
i:bi=1
{
(vi, wi+1), (wi, vi+1)
}
,
see Fig. 2 for an example. Note that Eb is a directed hamiltonian cycle on the node
set V if and only if
∑N
i=1 bi is odd. Thus, the set
HN :=
{
χ(Eb) : b ∈ {0, 1}N ,
N∑
i=1
bi is even
}
is clearly disjoint from ATSP2(N+1).
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v1
w1
v2
w2
v3
w3
v4
w4
v5
w5
v6
w6
Fig. 2 Construction of the set Eb for b = (0, 1, 0, 0, 1).
In this section, we will only consider graphs on these 2(N+1) nodes. It is easy
to transfer the following observations to complete graphs with an odd number of
nodes by replacing arc (vN+1, v1) in Eb by a directed path including one additional
node.
Lemma 2 HN is a hiding set for ATSP2(N+1).
Proof First, note that
HN ⊆ aff(ATSP2(N+1)) =
{
x ∈ RA : x(δin(v)) = x(δout(v)) = 1, ∀ v ∈ V
}
holds, where A is the set of arcs in the complete directed graph on V . Let b, b′ ∈
{0, 1}N be distinct with ∑Ni=1 bi even and ∑Ni=1 b′i even. Let j ∈ [N ] be an index
with bj 6= b′j . Consider the binary vectors c := b+(1−bj)ej and c′ := b′+(1−b′j)ej.
Clearly, we have that
∑N
i=1 ci is odd and
∑N
i=1 c
′
i is odd and hence χ(Ec) and χ(Ec′)
are both contained in ATSP2(N+1). Finally, it is easy to check that
χ(Eb) + χ(Eb′) = χ(Ec) + χ(Ec′)
holds and hence conv({χ(Eb), χ(Eb′)}) ∩ conv(ATSP2(N+1)) 6= ∅.
Theorem 3 The asymptotic growth of rc(ATSPn) and rc(STSPn) is 2
Θ(n).
Proof Lemma 2 shows that HN is a hiding set for ATSPn. By replacing all directed
arcs with their undirected versions, the set HN yields a hiding set for STSPn.
By Proposition 7, we obtain a lower bound of |HN | = 2Ω(n) for rc(ATSPn) and
rc(STSPn). To complete the argumentation, note that both ATSPn and STSPn
have relaxations of size 2Θ(n), which are variants of the formulation in (2). ⊓⊔
4.1.2 Connected Sets
Let CONNn be the set of all characteristic vectors of edge sets that form a con-
nected spanning subgraph in the complete graph on n nodes. The polytope{
x ∈ [0, 1]En : x(δ(S)) ≥ 1 ∀ ∅ 6= S ( Vn
}
is a relaxation for CONNn. Thus, we have that rc(CONNn) ≤ O(2n).
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For a lower bound, consider again the undirected version of our set HN . Since
each point in HN belongs to a node-disjoint union of two cycles, we have that
HN ∩CONNn = ∅. Further, we know that for any a, b ∈ HN we have that
∅ 6= conv{a, b} ∩ conv(STSPn) ⊆ conv{a, b} ∩ conv(CONNn)
and since HN ⊆ aff(CONNn) = REn , we see that HN is also a hiding set for
CONNn. We obtain:
Corollary 3 The asymptotic growth of rc(CONNn) is 2Θ(n).
4.1.3 Branchings and Forests
Besides connectivity, we show that, in general, it is also hard to force acyclicity in
the context of relaxation. Let therefore ARBn (SPTn) be the set of characteristic
vectors of arborescences (spanning trees) in the complete directed (undirected)
graph.
Theorem 4 The asymptotic growth of rc(ARBn) and rc(SPTn) is 2
Θ(n).
Proof First, note that both the arborescence polytope and the spanning tree polytope
(i.e., conv(ARBn) and conv(SPTn)) have O(2n) facets [16] and hence we have an
upper bound of O(2n) for both rc(ARBn) and rc(SPTn).
For a lower bound, let us modify the definition of Eb by removing arc (wN+1, w1).
Then, if b ∈ {0, 1}N with ∑Ni=1 bi even, we have that Eb is a node-disjoint union
of a cycle and a path and hence not an arborescence. By following the proof of
Lemma 2, we still have
χ(Eb) + χ(Eb′) = χ(Ec) + χ(Ec′),
where Ec and Ec′ are spanning arborescences. (Actually, they are in fact directed
paths visiting each node.) Since aff(ARBn) = R
An , we therefore obtain that the
modified set HN is a hiding set for ARBn. By undirecting all arcs, HN also yields
a hiding set for SPTn.
Again, by Proposition 7, we deduce a lower bound of |HN | = 2Ω(n) for both
rc(ARBn) and rc(SPTn). ⊓⊔
Remark 1 Since in the proof of Theorem 4 T1 and T2 are rooted at node v
′
1, the
statements even hold if the sets ARBn and SPTn are restricted to characteristic
vectors of arborescences/trees rooted at a fixed node.
Let BRANCHn (FORESTSn) be the set of characteristic vectors of branchings
(forests) in the complete directed (undirected) graph.
Corollary 4 The asymptotic growth of rc(BRANCHn) and rc(FORESTSn) is 2
Θ(n).
Proof The claim follows from Theorem 4 and the facts that
ARBn = BRANCHn ∩
{
x ∈ RAn :
∑
a∈RAn
xa = n− 1
}
SPTn = FORESTSn ∩
{
x ∈ REn :
∑
e∈REn
xe = n− 1
}
. ⊓⊔
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4.2 Distinctness
Another common component of practical IP-formulations is the requirement of
distinctness of a certain set of vectors or variables. Here, we consider two general
cases in which we can also show that the benefit of auxiliary variables is essential.
4.2.1 Binary All-Different
In the case of the binary all-different constraint, one requires the distinctness of
rows of a binary matrix with m rows and n columns. The set of feasible points is
therefore defined by
DIFFm,n :=
{
x ∈ {0, 1}m×n : x has pairwise distinct rows
}
.
As an example, [8] give IP-formulations to solve the coloring problem in which
they binary encode the color classes assigned to each node. As a consequence,
certain sets of encoding vectors have to be distinct.
By separating each possible pair of equal rows by one inequality, it is further
easy to give a relaxation for DIFFm,n that has at most (
m
2 )2
n+2mn facets. In the
case of m = 2, for instance, this bound turns out to be almost tight:
Theorem 5 For all n ≥ 1, we have that rc(DIFF2,n) ≥ 2n.
Proof Let us consider the set
H2,n :=
{
(x, x)T ∈ {0, 1}2×n : x ∈ {0, 1}n
}
.
For x, y ∈ {0, 1}n distinct, we obviously have that
1
2
(
(x, x)T + (y, y)T
)
=
1
2
(
(x, y)T + (y, x)T
)
∈ conv(DIFF2,n).
Since H2,n ∩ DIFF2,n = ∅ and H2,n ⊆ aff(DIFF2,n) = R2×n, H2,n is a hiding set
for DIFF2,n and by Proposition 7 we obtain that rc(DIFF2,n) ≥ |H2,n| = 2n. ⊓⊔
4.2.2 Permutahedron
As a case in which one does not require the distinctness of binary vectors but of
a set of numbers let us consider the set
PERMn :=
{
(π(1), . . . , π(n)) ∈ Zn : π ∈ Sn
}
,
which is the vertex set of the permutahedron conv(PERMn). Rado [13] showed that
the permutahedron can be described via
conv(PERMn) =
{
x ∈ Rn :
n∑
i=1
xi =
n(n+ 1)
2
∑
i∈S
xi ≥ |S|(|S|+ 1)2 for all ∅ 6= S ⊂ [n]
x ≥ O
}
(7)
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and hence has O(2n) facets. Apart from that, it is a good example for a poly-
tope having many different, very compact extended formulations, see, e.g., [5]. In
the contrary, we show that the relaxation complexity of PERMn has exponential
growth in n:
Theorem 6 The asymptotic growth of rc(PERMn) is 2
Θ(n).
Proof Let m := ⌊n2 ⌋. For any set S ⊆ [n] with |S| = m select an integer vector
xS ∈ Zn with {xSi : i ∈ S} = {1, . . . ,m− 1} and m − 1 occurring twice among the
xSi (i ∈ S) and {xSi : i ∈ [n] \S} = {m+ 2, . . . , n} and m+2 occurring twice among
the xSi (i ∈ [n] \ S). Such a vector is not contained in conv(PERMn) as∑
i∈S
xSi = 1 + 2+ . . .+ (|S| − 1) + (|S| − 1) <
|S|(|S|+ 1)
2
On the other hand, note that this is the only constraint from (7) that is violated
by xS. In particular, xS ∈ aff(PERMn) holds.
Let S1, S2 ⊆ [n] with |S1| = |S2| = m be distinct. We will show that x :=
1
2 · (xS1 + xS2) ∈ conv(PERMn) holds. Since x satisfies all constraints that are
satisfied by both xS1 and xS2 , it suffices to show that
∑
i∈T xi ≥ |T |(|T |+1)2 holds
for T ∈ {S1, S2}. W.l.o.g. we may assume that T = S1 and obtain∑
i∈S1
xi =
1
2
∑
i∈S1
xS1i +
1
2
∑
i∈S1
xS2i
=
1
2
(
m(m+ 1)
2
− 1
)
+
1
2
∑
i∈S1
xS2i
≥ 1
2
(
m(m+ 1)
2
− 1
)
+
1
2
(
m(m+ 1)
2
+ 2
)
=
m(m+ 1)
2
+
1
2
≥ |T |(|T |+ 1)
2
. ⊓⊔
Thus, the set H :=
{
xS : S ⊆ [n], |S| = m
}
is a hiding set for PERMn. Our claim
follows from Proposition 7 and the fact that |H | = ( n⌊n
2
⌋) = 2
Θ(n). ⊓⊔
4.3 Parity
The final structural class we consider deals with the restriction that the number
of selected elements of a given set has a certain parity. Let us call a binary vector
a ∈ {0, 1}d even (odd) if the sum of its entries is even (odd). In [6] it is shown that
the number of inequalities needed to separate
EVENn :=
{
x ∈ {0, 1}n : x is even}
from all other points in {0, 1}n is exactly 2n−1. This is done by showing that
ODDn :=
{
x ∈ {0, 1}n : x is odd}
is a hiding set for EVENn (although the notion is different from ours). Hence, with
Corollary 2, we obtain:
Theorem 7 The asymptotic growth of rc(EVENn) is Θ(2
n). ⊓⊔
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4.3.1 T -joins
As a well-known representative of this structural class let us consider T -JOINSn,
which is, for given T ⊆ Vn, defined as the set of characteristic vectors of T -joins
in the complete graph on n nodes. Let us recall that a T -join is a set J ⊆ En of
edges such that T is equal to the set of nodes of odd degree in the graph (Vn, J).
Note, that if a T -join exists, then |T | is even.
Theorem 8 Let n be even and T ⊆ Vn with |T | even. Then, rc(T -JOINSn) ≥ 2n4 −1.
Proof Since n is even and |T | is even, we may partition Vn into pairwise disjoint
sets T1, T2, U1, U2 with T = T1 ∪ T2, k = |T1| = |T2| and ℓ = |U1| = |U2|. Let
M1, . . . ,Mk be pairwise edge-disjoint matchings of cardinality k that connect nodes
from T1 with nodes from T2. Analogously, let N1, . . . , Nℓ be pairwise edge-disjoint
matchings of cardinality ℓ that connect nodes from U1 with nodes from U2. For
b ∈ {0, 1}k and c ∈ {0, 1}ℓ let
J(b, c) :=
( ⋃
i:bi=1
Mi
)
∪
( ⋃
j:cj=1
Nj
)
⊆ En.
By definition, J(b, c) is a T -join if and only if b is odd and c is even. Let b∗ ∈ {0, 1}k
odd and c∗ ∈ {0, 1}ℓ even be arbitrarily chosen but fixed. Since ODDn is a hiding
set for EVENn and vice versa, it is now easy to see that both sets
H1 :=
{
J(b, c∗) : b ∈ {0, 1}k even
}
H2 :=
{
J(b∗, c) : c ∈ {0, 1}ℓ odd
}
,
are hiding sets for T -JOINSn. Our claim follows from Proposition 7 and the fact
that
max {|H1|, |H2|} = max
{
2k−1, 2ℓ−1
}
= max
{
2
1
2
|T |−1, 2
1
2
(n−|T |)−1
}
≥ 2 12 ·n2 −1. ⊓⊔
5 The Role of Rationality
An interesting question is whether it may help (in order to construct a relaxation
having few facets) to use irrational coordinates in the description of a relaxation.
First, let us show that one does not lose too much when restricting to rational
relaxations only:
Proposition 9 Let X ⊆ Zd be finite and rcQ(X) be the smallest number of facets of
any rational relaxation for X. Then, rcQ(X) ≤ rc(X) + dim(X) + 1.
Proof Since X is finite, there exists a rational simplex∆ ⊆ Rd of dimension dim(X)
such that X ⊆ ∆. Let R be any relaxation of X having f facets and set B :=
(Zd \ X) ∩ ∆. Since B ∩ R = ∅ and |B| < ∞, we are able to slightly perturb
the facet-defining inequalities of R in order to obtain a polyhedron R˜ such that
B∩ R˜ = ∅ and R˜ is rational. Now R˜∩∆ is still a relaxation for X, which is rational
and has at most f + (dim(∆) + 1) = f + dim(X) + 1 facets. ⊓⊔
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However, we are not aware of any polyhedral set X where rc(X) < rcQ(X). In fact,
we even do not know if rc(∆d) < d+ 1 holds. Note that any relaxation R for ∆d
that has less than d+ 1 facets has to be unbounded. Hence, if R was rational, it
would contain a rational ray and hence infinitely many integer points, which shows
rcQ(∆d) = d+ 1.
In order to show that any relaxation for {0, 1}d has at least d + 1 facets, we
basically used the fact that for any line L(c) := {λc ∈ Rd : λ ∈ R} with c ∈ Rd\{O},
the set [0,1]d + L(c) contains infinitely many integer points. Unfortunately, such
a statement is not true for the general simplex:
Example 1 Consider the 5-dimensional simplex
S := conv {O, e1, e2, e3, e1 + e3 + e4, e2 + e3 + e5} ⊆ R5.
The polyhedron S + L((0,0, 0, 1,
√
2)T ) does not contain any other integer points than
those in S. Indeed, let p + λ · (0,0, 0,1,√2)T be integral for some p ∈ S and some
λ ∈ R. It is easy to see that p has to be one of the vertices of S and hence p is integral.
Thus, λ and λ
√
2 are both integral, which implies λ = 0.
Since S does not contain other integer points than its vertices, we can apply
a unimodular transformation and obtain a direction c′ ∈ R5 such that R =
conv(∆5) + L(c
′) is indeed an unbounded relaxation for ∆5. However, it can be
verified that R has more than 6 facets in this case.
These simple observations lead to the following questions, whose answers are
not known to the authors:
1. Is it true that rc(∆d) = d+ 1 holds for all d?
2. Is it true that rc(X) ≥ dim(X) + 1 holds for all polyhedral (or at least finite)
sets X ⊆ Rd?
3. Is there any polyhedral (or even finite) set X ⊂ Zd such that rc(X) < rcQ(X)?
We close our paper by giving at least some non-constant lower bound on the
relaxation complexity of ∆d:
Proposition 10 For all k ≥ 1, we have rc(∆k!) ≥ k.
Proof Clearly, the claim is true for k = 1. Further, it is easy to see that rc(∆m) ≤
rc(∆n) holds for all m ≤ n.
Thus, by setting d(k) := k!−1, it suffices to show that even rc(∆d(k)) ≥ k holds
for all k ≥ 2, which we will show by induction over k. Note that the latter statement
is true for k = 2. Let us assume that it is wrong for some k ≥ 3, i.e., there exists
a relaxation R ⊆ Rd of ∆d(k) that has ℓ < k facets. Since ℓ < k ≤ d(k) = dim(R),
R is unbounded.
We claim that every integer point p of ∆d(k) must lie in at least one facet of
R. Otherwise, since R is unbounded, there exist some ε > 0 and c ∈ Rd \ {O} such
that p + L(c, 0, ε) is contained in R. By Corollary 1, L(c, 0, ε) contains infinitely
many integer points and so does R, a contradiction.
Hence, there must be a facet of R that contains t ≥ d(k)+1
l
vertices v1, . . . , vt of
∆d(k). Let H be the affine subspace spanned by v1, . . . , vt and let ϕ : H ∩ Zd(k) →
Zt−1 be an affine isomorphism mapping {v1, . . . , vt} to ∆t−1. Extending ϕ to an
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affine map from H to Rt−1 yields that R′ := ϕ(R ∩ H) is a relaxation of ∆t−1.
Since
t− 1 ≥ d(k) + 1
l
− 1 ≥ d(k) + 1
k
− 1 = k!− 1 + 1
k
− 1 = (k − 1)!− 1 = d(k − 1),
by induction, we must have that R′ has at least k − 1 facets. On the other hand,
note that R′ has at most l − 1 facets. This implies k ≤ l, a contradiction to our
assumption. ⊓⊔
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