Equivalent-medium theories can describe the elastic compliance and fluid-permeability tensors of a layer containing closely spaced parallel fractures embedded in an isotropic background. We propose a relationship between effective stress ͑background or lithostatic stress minus pore pressure͒ and both permeability and elastic constants. This relationship uses an exponential-decay function that captures the expected asymptotic behavior, i.e., low effective stress gives high elastic compliance and high fluid permeability, while high effective stress gives low elastic compliance and low fluid permeability. The exponential-decay constants are estimated for physically realistic conditions. With relationships coupling pore pressure to permeability and elastic constants, we are able to couple hydromechanical and elastodynamic modeling codes. A specific coupled simulation is demonstrated where fluid injection in a fractured reservoir causes spatially and temporally varying changes in pore pressure, permeability, and elastic constants. These elastic constants are used in a 3D finite-difference code to demonstrate time-lapse seismic monitoring with different acquisition geometries. Changes in amplitude and traveltime are seen in surface seismic P-to-S reflections as a function of offset and azimuth, as well as in vertical seismic profile P-to-S reflections and in crosswell converted S-waves. These observed changes in the seismic response demonstrate seismic monitoring of fluid injection in the fractured reservoir.
INTRODUCTION
The relationship between subsurface fluid-flow properties ͑e.g., permeability͒ and subsurface mechanical properties ͑e.g., elastic moduli, seismic velocities͒ is of increasing interest with the growth of time-lapse seismic surveys, which can be used to monitor reservoirs with changing fluid conditions. Typically, these surveys attempt to spatially locate changes in seismic properties, which can be used to infer changes in fluid properties ͑Greaves and Fulp, 1987; Rickett and Lumley, 2001; Swanston et al., 2003͒ . Ideally, the changes in fluid properties and elastodynamic properties would be linked via constitutive relationships. The work of Biot ͑1956a,b͒ develops constitutive stress-strain and fluid-flow relationships in porous elastic media. For fractured media, theoretical studies investigate the effects of cracks and fractures on seismic wave propagation ͑O'Connell and Budiansky, 1976; Hudson, 1981͒ . Work describing fractures as a displacement discontinuity has led to the use of an elastic compliance tensor ͑analogous to the permeability tensor͒ to describe the elastic moduli ͑Schoenberg, 1980; Schoenberg and Sayers, 1995͒. The effect of stress on both fluid flow and elastic properties has received much attention. A study by Shapiro ͑2003͒ analyzes the effect of stress dependence of compliant porosity on seismic velocity. Both the elastodynamic and flow properties of porous rock can be strongly dependent on the effective static stress. The effective stress, as a first approximation, is taken to be the differential stress, i.e., the external stress, often anisotropic, acting on a volume of rock, less the isotropic pore pressure ͑for positive stress defined as compression͒. Thus, for constant external stress, variation in effective stress is caused by variation in pore pressure. Furthermore, changes in pore pressure can affect the elastic compliance and permeability.
The elastic compliance can be considered to be made up of two parts: the compliance of the solid grains acting as if they are welded together and the compliance of the nonrigid grain boundaries and imperfections, such as microcracks and fractures. It is believed that the dependence of rock properties on effective stress is via the second part and that the compliance of the solid grains is relatively insensitive to changes in static stress. If we assume that rock imperfections are equivalent to one or more sets of aligned fractures and that the unfractured background is a consolidated rock of moderate po-rosity ͑therefore relatively insensitive to changes in effective stress͒, then only those parts of the elastodynamic compliance tensor and the permeability tensor associated with the aligned fractures will depend on effective stress. This stress dependence of fracture compliance and permeability becomes a powerful way to look at the properties of fractured rock since, in this case, the dependence of rock properties on stress has a certain constrained form. This constrained form is the key assumption behind our subsequent analysis. In basic terms, this paper discusses seismic monitoring of fractured reservoirs.
We start by presenting a canonical problem representative of fractured reservoirs and use this problem to review equivalent-medium theories for fractured rocks and to introduce our constitutive relationship between pore pressure and both elastic properties and permeability. We then outline our coupled numerical modeling approach and give a specific example of coupled modeling. Finally, we present results of the hydromechanical and elastodynamic modeling.
A CANONICAL PROBLEM -MATERIAL PROPERTIES
We now study a three-layer problem with a fractured center layer and describe the elastic stiffness matrix, the permeability matrix, and the pore-pressure constitutive relationships.
Elastic stiffness matrix
Consider a vertically fractured layer sandwiched between a homogeneous, relatively impermeable, unfractured layer and a halfspace of the same impermeable medium below. For simplicity, assume the fractures in the layer are axisymmetric about the fracture normal, closely spaced relative to a wavelength, and predominantly aligned in a single direction. Let the normal to those fractures be the x 1 -direction and the strike be the x 2 -direction ͑where x 1 , x 2 , x 3 = x,y,z͒.
For closely spaced ͑relative to a wavelength͒ parallel fractures, equivalent medium theories are a powerful way to obtain the elastodynamic compliance tensor and permeability tensor of the fractured rock. For compliance with the very small normal stress associated with seismic waves ͑slightly more or less compressive than the usual static compression͒, consider how much the fractures within a unit width of a rock will compress or dilate. Normal compression in the fractures per unit width is assumed to be linearly related to the ͑very small͒ excess normal stress, with the proportionality constant given by Z N . Similarly, for axisymmetric fractures, the tangential motion in the fractures per unit width is assumed to be linearly related to, and aligned with, the ͑very small͒ excess tangential stress, with the proportionality constant given by Z T . This formulation gives rise to a fracture compliance matrix S f for axisymmetric fractures:
which relates motion in the fractures per unit width to effective stress traction acting on the fracture plane ͑Schoenberg and Sayers, 1995͒. How these fracture compliances depend on effective stress is discussed below.
Equivalent-medium theories for fractured rocks ͑Schoenberg and Muir, 1989͒ and for this case of axisymmetric fractures ͑Schoenberg and Sayers, 1995͒ say that the fracture compliance matrix, when put into 6 ϫ 6 contracted Voigt notation ͑Mavko et al., 1998͒, must be added to the compliance matrix of the unfractured background to give the overall elastodynamic compliance matrix of the fractured rock. This may be written explicitly in a simple form: 
where b is the second Lamé parameter. For this isotropic background, the elastodynamic compliance matrix is given by
͑1͒
For our canonical problem, the layer is assumed anisotropic and homogeneous. The form of the anisotropy ͑transverse isotropy͒ remains the same even as the layer becomes inhomogeneous, with its symmetry axis in the horizontal x 1 -direction. There are five compliances for this transversely isotropic medium that depend on four parameters: E b , b , Z N , and Z T ͑since b can be written in terms of E b and b , as shown previously͒; hence, there are only four independent elastic parameters for this medium.
The stiffness matrix C is the inverse of the compliance matrix S. It is straightforward to show ͑Schoenberg and Sayers, 1995͒ that
where
with ␥ b being the square of the ratio of shear speed to compressional speed in the unfractured isotropic background and
Each ␦ represents the ratio of the strain taken up by the fractures to the corresponding total strain in the fractured rock ͑sum of the fracture contribution and the contribution of the background͒. Hence, ␦ T and ␦ N convey significant physical meaning, and it is more meaningful for them to be specified than the underlying Z.
Permeability matrix
We follow the development of Schoenberg ͑1991͒ to obtain a combined permeability matrix K for fractured, permeable, layered media; K is the sum of the fracture permeability matrix K f and the unfractured background permeability matrix K b . The axisymmetric fractures introduce an excess permeability per unit width in the x 2 -and x 3 -directions, given by K T , but no excess permeability in the x 1 -direction ͑normal to the fractures͒. We thus have the relation
Note that K b can have arbitrary anisotropy; however, for an isotropic unfractured background with scalar permeability K b in all directions, the background permeability matrix K b = K b I, where I is the identity matrix and
Here, too, it is useful to think of fracture permeability being some multiple of background permeability.
Pore-pressure constitutive relationships
Given the elastic stiffness matrix and the permeability matrix, a relationship to effective stress and thus to pore pressure is needed. We approach this relationship through our fractured-layer model.
We consider a vertical well through a layer; the well will extract or inject fluid for a finite length of time ⌬t over the entire layer thickness. This creates pore-pressure gradients within the layer. Under our assumptions, only the fracture permeability and the fracture compliance will change, both as functions of spatial location and time. Many unknowns are involved in such a process -in particular, how much a particular pore-pressure rise ͑or drop͒ will increase ͑or decrease͒ elastodynamic compliance and fluid permeability. However, because only the contributions of the fractures to these quantities are assumed to be significant, just three parameters must be estimated -the normal and tangential fracture compliance and fracture permeability. These three parameters are a function of the normal effective stress 11 eff . The background properties are held constant.
A reasonable approach is to assume very high values of fracture compliance and permeability at low normal effective stress. Then the fracture compliances and fracture permeability approach low values asymptotically as normal stress becomes large. We estimate such dependence by exponential decay functions suggested in laboratory studies by Bandis et al. ͑1983͒ and Barton et al. ͑1985͒ . Thus, we propose that Z N and Z T are given by
and fracture permeability K T is given by
where T , N , and K are decay constants for Z T , Z N , and K T , respectively. The values of specify the rate of exponential decrease of compliance or permeability with increasing effective stress. The subscript 0 indicates values for very low effective stress acting normal to the fractures; the subscript ϱ indicates values for very high effective stress acting normal to the fractures. With these nonlinear constitutive relations we can calculate the change in fracture compliance and permeability for a given change in pore pressure resulting from injection or withdrawal, leading to inhomogeneous compliance and permeability within the fractured layer. With the new inhomogeneous fracture compliance, the elastic moduli are calculated and the seismic response can be modeled.
After initial fluid injection or withdrawal for a time interval ⌬t, the new heterogeneous compliance and permeability are used as the fluid continues to be extracted or injected from the well for an additional time interval ⌬t, changing the pore pressure and yielding another set of values for permeability and elastic moduli.
COUPLED MODELING APPLICATION
In outline, building a specific coupled numerical model proceeds with the following steps.
1͒ For a given model geometry ͑spatial dimensions, number of layers, and their thicknesses͒, select the background material properties: ␣, ␤, , , K, and p ͑P-wave velocity, S-wave velocity, density, porosity, permeability, and pore pressure, respectively͒.
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2͒ Calculate the initial external stress ext at reservoir depth using the density model and hydrostatic pressure assumption. We assume that density does not change with pressure. 
A specific simulation
Following the outline above, we designed our simulation beginning with background properties and geometry. The model has three layers: a 500-m surface layer, a 60-m fractured layer, and a halfspace below. For simplicity, the top layer and bottom half-space are relatively impermeable, homogeneous, and isotropic, with compressional-wave speed ␣, and shear-wave speed ␤ ͑km/s͒, and specific density ͑g/cm 3 ͒ given by ␣ = 3.8, ␤ = 2.2, and = 2.4. The vertically fractured layer has an in-situ external stress of 2.4 ϫ 5 = 12 MPa, where 2.4 is obtained from an assumed average specific gravity of formation above the layer and 5 MPa is obtained from 10 atm ϳ1 MPa per 100 m water depth. We assume static and dynamic properties are the same ͑a rigorously unjustified but simplifying assumption͒. 
This gives Z T 0 = 0.1057 GPa −1 and Z N 0 = 5.032 ϫ 10 −3 GPa −1 . We let Z T ϱ = Z T 0 /5 and Z T 's decay rate with stress T = 2 MPa. Similarly, we let Z N ϱ = Z T 0 /2 and Z N 's decay rate with stress N = 2 MPa. We also assume that K T 0 = 50 darcies, K T ϱ = K T 0 /100, and K T 's decay rate with stress K = 2 MPa. Then we start at a pore pressure p of 2.5 MPa so the starting value of effective normal stress is 11 eff = ext − p, which is 12 − 2.5 MPa = 9.5 MPa. We assume the external stress is isotropic; it is easy to relax this assumption and let the overburden stress be different from a rotationally symmetric horizontal external stress.
Using the above background properties, we can calculate the initial fracture compliance and permeability in the fractured layer. Using equation 4, we find the initial compliances are Similarly, from equation 5 we calculate fracture permeability to be 
͑6͒
The model is now specified and ready for initial hydromechanical and seismic calculations.
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HYDROMECHANICAL MODELING
Hydromechanical modeling calculates the evolution of a fractured reservoir's elastic compliance and permeability during fluid injection. The resulting changes in elastic compliance ͑including normal and shear components͒ are then used as input to the elastodynamic ͑seismic͒ modeling code.
Hydromechanical model setup
Since the fractured layer is assumed to contain one set of fractures, which are oriented vertically and have permeability much larger than the surrounding unfractured rock, the hydromechanical injection simulation is numerically simplified by using a 2D one-layer model located at the center plane of the fractured reservoir ͑Figure 1͒. From a hydraulic point of view, the model's reservoir layer is confined between impermeable boundaries of vertical symmetry planes and horizontal interfaces with impermeable material above and below. The model is one-quarter symmetric, measuring 4 ϫ 4 km in the horizontal plane. At the far boundaries ͑4 km away from the injection point͒ the fluid pressure is assumed to be constant.
The mechanical boundary conditions allow no displacements normal to the vertical symmetry planes and fix a constant horizontal stress of 12 MPa acting normal to the far boundaries. The bottom surface of the model has fixed vertical displacement. A constant vertical stress of 12 MPa ͑lithostatic stress͒ is imposed on the top of the reservoir layer. A constant vertical stress on the top of the reservoir layer is more realistic than a no-displacement condition because the ground surface, located 500 m above, is free to move.
Using the background material properties and equations 4 and 5, the variation of compliance and permeability with effective normal stress is shown in Figures 2 and 3 . The permeability gives a reasonable rate of fluid propagation along the fracture direction during injection. This results in a background permeability of 0.1 darcy and an initial fracture permeability along the direction of the fractures of 0.9 darcy. These values are within the range of fractured rocks ͓see Table 2 .2 in Freéze and Cherry ͑1979͔͒. In addition, we assume Biot's ␣ = 1 ͑incompressive grains͒; Biot's modulus M is estimated as 1/͑C W ͒ = 22.7 GPa ͑assuming incompressible grains͒ for = 0.1, and the compressibility of water C W = 4.4 ϫ 10 −10 Pa −1 ͑Biot, 1941; Noorishad et al., 1982͒. The exact value of M has little impact on the evolution of fluid pressure during injection because aquifer storage of water is dominated by the pressure-induced mechanical opening of fractures. The value of Biot's ␣ could be smaller than unity, with the main effect being that the effective stress would change less for a given fluid pressure change and hence the hydromechanical responses would be less pronounced.
Hydromechanical simulation results
The injection simulation was conducted with the finite-element ROCMAS program ͑Noorishad et al., 1982; Noorishad and Tsang, 1996͒, giving a fully coupled hydromechanical analysis. Injection is conducted at a constant rate of 80 litres/minute for the entire 60-mthick layer. Figure 4 presents the injection pressure versus time for simulations with and without consideration of hydromechanical changes. The lower injection pressure for the hydromechanical case is mainly a result of the increased fracture permeability as fractures are forced open by internal fluid pressure. According to Figure 3 , the fracture permeability can increase by more than one order of magnitude when the increasing fluid pressure reduces the effective normal stress toward zero. This prevents the fluid pressure from exceeding the total ͑external͒ stress normal to fractures. Therefore, in the hydromechanical case the fluid pressure stays just below total ͑exter-nal͒ stress normal to fractures ͑about 12 MPa͒. Figure 5 presents the distribution of fluid pressure and effective stress normal to the fracture planes after two months of injection. As expected, the fluid pressure distribution is anisotropic, with a more rapid propagation of fluid pressure along the fracture strike ͑y- 
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direction in Figure 5͒ . At two months, a pressure increase of more than 0.5 MPa has propagated as far as 3.3 km along the fractures. In fact, at two months, the pressure distribution along the fracture strike has almost reached steady state and is controlled by the constantpressure boundary conditions at 4 km. Figure 5b shows that the largest reduction in effective normal stress occurs near the injection well, where high fluid pressure results in an effective normal stress close to zero. Figure 6 presents the distribution of changes in shear and normal compliance after two months of injection. The largest changes of fracture compliance occur near the injection well in a zone of low effective stress extending along the strike of the fractures. The maximum changes in shear and normal compliances in Figure 6 are limited by the assumed ratios of Z T 0 /Z T ϱ = 5 and Z N 0 /Z N ϱ = 2, as shown in Figure 2 . These assumed ratios might be conservative, and higher ratios would result in larger changes. The simulation result at two months, with a heterogeneous distribution of normal and shear compliances, was converted to three dimensions by assuming a constant vertical distribution within the thin reservoir layer and a symmetrical distribution of compliances from the modeled quadrant ͑0°-90°a zimuth͒ around the injection borehole ͑see Figure 1͒ .
THREE-DIMENSIONAL ANISOTROPIC SEISMIC MODELING
At specific times in the hydromechanical modeling, the spatially heterogeneous fracture compliances were used to calculate elastic constants. Two time steps are discussed: the initial preinjection model ͑homogeneous anisotropic͒ and the two-month postinjection model ͑heterogeneous anisotropic͒. The variable grid blocks used in finite-element hydromechanical modeling were interpolated linearly to an equally spaced grid for finite-difference modeling. Furthermore, the 2D hydromechanical model of the reservoir was expanded to three dimensions using the symmetry properties described above.
The seismic 3D finite-difference code is a fourth order staggeredgrid implementation ͑Levander, 1988; Nihei et al., 1999͒ that models fractures using the method of equivalent media. Three components of velocity plus pressure and stresses can be output for each sensor. We could have inserted discrete fractures using the method of Coates and Schoenberg ͑1995͒, but these would introduce too much internal scattering ͑Nakagawa et al., 2003, 2004͒ . The finite-difference model measured 291 ϫ 291 ϫ 218 grid points ͑x,y,z͒, including a 20 grid-point absorbing boundary on all sides. The spatial grid size was 6 m; the total model was thus 1746 ϫ 1746 ϫ 1308 m ͑x,y,z͒, including the 120-m absorbing boundary on all sides. For an explosive-type source with a 30-Hz Ricker wavelet, the calculated time step was 0.5 ms. One second of data ͑2000 time steps͒ was calculated. As an example of potential seismic monitoring schemes, 
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shot gathers were calculated for three different acquisition geometries: surface seismic, vertical seismic profile ͑VSP͒, and horizontalwell crosswell ͑shown schematically in Figure 7͒ .
Surface seismic model
The 3D surface seismic shot gather had sensors at 24 m spacing in both x-͑east-west͒ and y-͑north-south͒ directions, giving 57 sensors on each of 57 receiver lines ͑which were 1344 m long͒ for a total of 3249 surface sensors ͑Figure 7a͒. While the 3D finite-difference code calculates three components of motion, only the vertical component is analyzed here, as vertical geophones are the predominant field survey sensor in use today. The source point was slightly offset ͑17 m at 45°azimuth͒ from the injection well. Figure 8 shows the vertical-component gathers for each 90°of azimuth and for a time window which includes the P-to-P reflection ͑250-350 ms͒ and the P-to-S converted reflection ͑350-450 ms͒.
Analysis of the results shows very small time-lapse changes in amplitude or traveltime of the P-to-P reflection; such changes probably would be undetectable in field data with noise. However, there is an observable change in the P-to-S reflection. Variation in amplitude with azimuth, most evident in the P-to-S reflection in Figure 8 , is present in the data generated using the initial homogeneous anisotropic model and in the postinjection, heterogeneous anisotropic model. The time-lapse change in peak amplitude of the P-to-S reservoir reflection, as a function of azimuth and offset, is shown in Figure 9 . For near offsets ͑less than 200 m͒, the small P-to-S reflection amplitude caused scatter in the ratio; these data are not shown. At offsets greater than 200 m, the azimuths parallel to the fractures, 180°and 0°͑360°͒, have no significant time-lapse amplitude change, while the azimuths normal to fractures, 90°and 270°, have about 5%-30% change, decreasing with offset. The negative time-lapse amplitude change observed in the shot gather is explained by the increased fracture compliance for fracture-normal propagation within the reservoir, which decreases the velocity of the high-velocity reservoir layer and thus decreases the reflection coefficient. The difference between the 90°and 270°time-lapse changes is presumably from the small offset of the source to the east ͑90°͒, which means the 270°reflection points have greater change in compliance for the equivalent offset distance. The variation with offset and azimuth shown in Figure 9 does not originate from a single reflection point because the data are a shot gather, not a common-midpoint ͑CMP͒ gather. The heterogeneous anisotropy of the postinjection model causes each source-receiver reflection point to have different properties. Full CMP analysis would require calculation and analysis of a complete numerical 3D surface seismic data set -a task beyond the scope of this paper.
Vertical seismic profile model
A common method for seismic detection of fractured reservoirs is the VSP. We used the 3D seismic model to generate a three-component ͑3-C͒ receiver, single-source VSP data set. The sensors were located at the injection well with 6 m spacing, giving 190 total sensors Figure 7 . Acquisition geometries for 3D seismic finite-difference modeling. Shot gathers were calculated for ͑a͒ surface seismic, ͑b͒ VSP, and ͑c͒ horizontal crosswell models. Figure 8 . Azimuth gathers of vertical-component shot gather for the P-to-P and P-to-S reservoir layer reflections for preinjection ͑top͒ and postinjection ͑bottom͒ data. Direct arrival is seen at early time and large offset ͑upper right of each plot͒.
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͑Figure 7b͒. The source was the same as for the surface seismic survey, 17 m from the borehole at 45°azimuth. Data were calculated for the preinjection model and the two-month postinjection model. With VSP surveys, it is common to record 3-C data; therefore, we analyze the horizontal component to enhance our observations of the P-to-S conversion. Figure 10 shows the horizontal component of velocity V x calculated for sensors in the injection borehole. A timelapse amplitude change in the P-to-S reflection is observable, especially for the later-arriving reservoir-bottom reflection, which is also delayed by increased fracture compliance in the postinjection reservoir layer.
Horizontal crosswell model
Crosswell seismic surveying in horizontal wells is an emerging technology. Horizontal wells can increase fluid production from vertically fractured reservoirs because of the greater number of fractures intersected. Horizontal crosswell geometry allows more spatial sampling from waves propagating within a layer. We modeled a crosswell shot gather for a borehole parallel to the fracture strike and within the reservoir layer ͑Figure 7c͒. While many horizontal wells are drilled normal to the expected fracture-strike direction, at least one modern horizontal-well development ͑Weyburn field in Canada͒ is drilled parallel to the expected fracture strike to improve matrix fluid recovery. In our model, the sensor well was 240 m west of the injection well, with sensors every 6 m, and the source was 240 m east of the injection well. Note that the single source modeled here could be located in either a vertical or a horizontal well. Figure 11 shows a shot gather for the preinjection and two-month postinjection models using V x . A change in the P-to-S converted wave amplitude and traveltime is seen between 280 and 300 ms for near-zero offsets. This time-lapse change is from the changing compliance of the fractured reservoir during injection. The change in S-wave velocity is apparent on time snapshots of the wavefield. Figure 12 shows wavefield snapshots of the x-component of particle velocity in the vertical y-z plane. A slowing of the S-wave in the reservoir layer after injection is apparent in the wavefield snapshot.
DISCUSSION
In future work, additional fracture sets could be included, distributions of fracture orientation could be considered, or the equivalent medium model could be dropped in favor of discrete fractures. In addition, the restriction that background properties are independent of Figure 9 . Time-lapse change in peak amplitude of P-to-S reflection from the fractured layer for select azimuths as a function of sourcereceiver offset. The change is normalized to the preinjection amplitude. Note that 90°and 270°are normal to fractures and 180°and 360°are parallel to fractures. Azimuth is measured clockwise from due north. Figure 10 . The x-component VSP data for ͑a͒ preinjection and ͑b͒ postinjection models. Data are time shifted to two-way P-wave time, causing the P-to-P reservoir reflection to be aligned at about 300 ms. Labeled offset is the horizontal source offset from the well location. The most observable change is in the P-to-S converted reflection from the bottom of the reservoir layer ͑labeled P-S͒. 
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effective stress could be relaxed. More extensive modeling could include complete 3D seismic surveys which would allow spatial imaging of the reservoir property changes. Another important extension to consider is monitoring with controlled shear-wave sources, allowing optimal measurement of shearwave splitting. Monitoring vertical fracture properties may be best accomplished using shear-wave sources and 3-C sensors with small receiver offsets ͑although this is difficult in some locations such as offshore͒. Monitoring unconverted shear waves, with a goal of measuring shear-wave splitting, would be similar to measuring the fracture shear compliance as defined by linear slip deformation theory. Because this type of shear-wave monitoring is often unfeasible, we offer our numerical simulation as a method to explore some ways that time-lapse information from compressional waves and converted shear waves can be acquired and analyzed.
Many refinements and parameters could be included in coupled modeling to help us understand the nature of time-lapse changes of fractured reservoir properties. Different approaches to this problem can be taken. Our approach is a framework on which to hang different features and approaches to a fractured-reservoir study. Such features and approaches include anisotropic attenuation, multiple scattering, discrete fractures, and modeling fractures as a collection of very oblate ellipsoidal or penny-shaped cracks. Other possible relationships between effective stress and fluid permeability/elastic compliance can be investigated using this framework. Comparison and calibration of models with laboratory and field-scale experiments will test these approaches.
SUMMARY
For closely spaced parallel fractures embedded in an isotropic background medium, equivalent-medium theories describe the elastic constants and fluid permeability. When fluid is injected or withdrawn from a reservoir, the pore pressure and effective stress change spatially and temporally. To model these changes, a relationship between effective stress and both permeability and elastic constants must be specified. We propose an exponential decay function that captures the asymptotic relationships between effective stress and permeability/compliance, i.e., low normal effective stress ͑external stress minus pore pressure͒ gives high elastic compliance and fluid permeability while high normal effective stress gives low elastic compliance and fluid permeability. A decay constant was estimated for physically realistic conditions. Having related pore pressure to permeability and elastic compliance, we were able to couple hydromechanical and elastic-wave modeling algorithms. The coupled codes were used to model the spatial and temporal changes in fracture permeability and elastic compliance within a fractured reservoir that arise from fluid injection in a single well. The effective stress decreased and fracture compliance increased predominantly along fracture strike, as expected. Various seismic acquisition geometries were modeled to show the applicability of time-lapse monitoring of fluid injection or withdrawal. For the relatively modest decay constants used in our model, borehole seismic geometry ͑VSP or crosswell͒ most easily detected the time-lapse change. For a point source, the P-to-S converted wave showed the most easily observed changes. The observed changes in a surface seismic shot gather implies that modeling and processing of a complete 3D surface seismic survey should allow spatial mapping of the change in fracture properties.
