Abstract: In theoretical physics, we sometimes have two perturbative expansions of physical quantity around different two points in parameter space. In terms of the two perturbative expansions, we introduce a new type of smooth interpolating function consistent with the both expansions, which includes the standard Padé approximant and fractional power of polynomial method constructed by Sen as special cases. We point out that we can construct enormous number of such interpolating functions in principle while the "best" approximation for the exact answer of the physical quantity should be unique among the interpolating functions. We propose a criterion to determine the "best" interpolating function, which is applicable except some situations even if we do not know the exact answer. It turns out that our criterion works for various examples including specific heat in two-dimensional Ising model, average plaquette in four-dimensional SU (3) pure Yang-Mills theory on lattice and free energy in c = 1 string theory at self-dual radius. We also mention possible applications of the interpolating functions to system with phase transition.
Introduction
Perturbative expansion 1 is ubiquitous tool in theoretical physics. It is widely known that perturbative expansion does not often give satisfactory understanding of physics. Indeed we encounter non-convergent 2 perturbative series in many situations. For example weak coupling perturbation theory in quantum field theory typically yields asymptotic series. Even if perturbative expansion has a nice property, computing higher order coefficients of the expansion is usually difficult task. Sometimes we have two perturbative expansions of physical quantity around different two points in parameter space, e.g., in theory with S-duality, lattice gauge theory with weak and strong coupling expansions, field theory with gravity dual, and statistical system with low and high temperature expansions, etc. It is nice if the two perturbative expansions give useful information on the physical quantity in intermediate region between these two points. As we will argue, we can indeed construct smooth interpolating functions of the two expansions. The interpolating functions are consistent with the both expansions up to some orders. One of the standard approaches is Padé approximant, which is a rational function giving the both expansions around the two points. Recently Sen has also constructed another type of interpolating function [1] , which is described by fractional power of polynomial (FPP) consistent with the two expansions. This method has been applied to S-duality improvement of string perturbation theory [1, 2] . See also similar considerations 3 [6, 7] in N = 4 super Yang-Mills theory. It has turned out that such interpolating functions usually give more precise approximation of the physical quantity than each perturbative series in intermediate regime. Although this situation is quite nice as first attempts, it has been somewhat unclear when the interpolating functions give good approximations.
In this paper, we address this question. First we introduce a new type of smooth interpolating function, which includes the Padé approximant and FPP as special cases. This interpolating function is described by "fractional power of rational function" (FPR). Then we argue that we can construct enormous number of interpolating functions in principle, which give the same two perturbative expansions up to some orders. We point out that this fact leads us to "landscape problem of interpolating functions". Namely, while the "best" approximation of the physical quantity should be unique among the interpolating functions, when we do not know the exact result, it is unclear which interpolating function gives the best answer. Finally we propose a criterion to determine the "best" interpolation in terms of the both expansions. We expect that this criterion is applicable except some situations even if we do not know the exact answer. We also explicitly test our criterion in various examples including two-dimensional Ising model, four-dimensional SU (3) pure Yang-Mills theory on lattice and c = 1 string theory at self-dual radius.
The rest of this paper is organized as follows. In section 2, we introduce some types of interpolating functions. After review of the Padé and FPP, we argue that they are special cases of more general interpolating function (FPR). In the last of section 2, we demonstrate "the landscape problem of interpolating functions" in a simple example. In section 3, we propose the criterion to determine the "best" interpolating function. We also mention some limitations of approximation by interpolating functions and our criterion. In section 4, we explicitly check our criterion in various examples. As a result our criterion works for specific heat in the 2d Ising model, average plaquette in the 4d SU (3) pure Yang-Mills theory on lattice and free energy in the c = 1 string theory. We also point out the possibility that interpolating functions would be useful for searching critical point in discrete system. Section 5 is devoted to conclusions and discussions.
Interpolating functions
In this section we describe some types of interpolating functions, which are smooth, and consistent with the two expansions around different two points in parameter space. After we briefly review the standard Padé approximant and fractional power of polynomial method (FPP) previously constructed by Sen [1] , we introduce more general interpolating function including the Padé and FPP as special cases. In the last subsection, we point out "the landscape problem of interpolating functions" in terms of a simple but nontrivial example.
Suppose a function F (g), which has the small-g expansion F Then we naively expect
In terms of the both expansions, we would like to construct smooth interpolating function 4 , which coincides with the small-g and large-g expansions up to some orders.
Padé approximant
Let us construct the Padé approximant P m,n (g) with m ≤ N s and n ≤ N l , which realizes the small-g and large-g expansions up to O(g a+m+1 ) and O(g b−n−1 ), respectively. The Padé approximant for b − a ∈ Z is given by P m,n (g) = s 0 g a 1 + We determine c k and d k such that power series expansions of P m,n (g) around g = 0 and g = ∞ agree with the small-g and large-g expansions up to O(g a+m+1 ) and O(g b−n−1 ), respectively. By construction the Padé approximant satisfies F (g) = P m,n (g)+O(g a+m+1 , g b−n−1 ). Note that this approach needs
Sometimes the denominator in (2.3) becomes zero in region of interest and the Padé approximant has poles. This situation signals limitation of approximation by the Padé unless F (g) has poles. This method has been applied to the negative eigenvalue of the Schwarzschild black hole [3] and various quantities in the 4d N = 4 super Yang-Mills theory [4] .
Fractional Power of Polynomial method
Recently Sen has constructed [1] a new type of interpolating function, which we call fractional power of polynomial method (FPP), given by Note that the FPP does not have constraint such as (2.5) in the Padé approximant. We sometimes encounter that the polynomial in the parenthesis of (2.6) becomes negative in region of interest. Then, when the power (b−a)/(m+n+1) is not integer, the FPP takes complex value and signals breaking of approximation. This method has been applied to S-duality improvement of string perturbation theory [1, 2] . See also similar considerations in the 4d N = 4 super Yang-Mills theory [6, 7] .
Fractional Power of Rational function method
The Padé and FPP are special cases of the following interpolating function
where
Here we determine c k and d k as in the Padé and FPP. We refer to this interpolating function as "fractional power of rational function method" (FPR). Note that this approach needs If we take 2ℓ + 1 = a − b for a − b ∈ Z and m + n to be even, then this is nothing but the Padé approximant while taking 2ℓ + 1 = m + n + 1 (2ℓ = m + n + 1) for even (odd) m + n gives the FPP. Thus the FPR includes the Padé and FPP as the special cases. When the rational function in the parenthesis has poles or takes negative values for non-integer α, then we cannot trust approximation by the FPR. Note also that the FPR is smooth unless the rational function has poles. Therefore we expect that when a physical quantity exhibits phase transition, its approximation by the FPR is always bad as well as the Padé and FPP. We will explicitly demonstrate this in 2d Ising model in section 4.2.
"Landscape" of interpolating functions
In the previous subsections, we have seen that we can construct various interpolating functions for given (m, n). Obviously, a superposition over multiple FPR's like
also has the same small-g and large-g expansions up to O(g a+m+1 ) and O(g b−n−1 ), respectively. Furthermore, if we add some terms, which cannot be fixed by the both expansions, to an interpolating function, this also gives the same expansions up to the desired orders as the interpolating function. Such terms are typically proportional to g h with 5 a + m + 1 < h < b − n − 1 and e −g−1/g . These facts tell us that we can construct infinite number of interpolating functions in principle while the best interpolating function, which is most close to the true function F (g) among the interpolations, should be unique. The above argument leads 6 us to "landscape problem of interpolating functions". Namely, given many interpolating functions, it is unclear which interpolating function gives the best approximation of the true function F (g). Needless to say, this is trivial if we know the exact answer of F (g), i.e., we can choose the best interpolating function just by comparing with F (g). On the other hand, when we know its small-g and large-g expansions up to some finite orders but not the exact answer, this problem is highly non-trivial. The goal of this paper is to construct a good criterion to choose the best interpolating functions in terms of information on the both expansions.
Let us demonstrate "the landscape problem of interpolating functions" in the example
(2.12) 5 The power exponent h does not often exist. 6 This problem has been sharpened in early collaborations with Ashoke Sen and Tomohisa Takimi. Hence we are grateful to them for this point. 
which is the partition function of the zero-dimensional ϕ 4 theory. Here K n (z) is the modified Bessel function of the second kind. The function F (g) has the following weak 7 and strong coupling expansions:
In fig. 1 [Left], we plot F (g), F (Ns) s (g) and F
(N l ) l (g) for some N s and N l . We see that as increasing N s (N l ), the weak (strong) coupling expansion blows up at smaller g (larger 1/g). This can be understood from that the weak coupling expansion is asymptotic while the strong coupling expansion converges everywhere as seen in (2.13).
We can construct various interpolating functions of F (g), whose explicit forms are given in appendix B.1. In terms of the FPR interpolating function F (α) m,n (g), we plot
for some values of (m, n, α) in fig. 1 [Right]. At first sight, this plot shows that the interpolating functions with larger (m, n) roughly tend to give better approximations of F (g) as naively expected. However, we observe an exception of this tendency and somewhat unclear point. The exception is that F
(g) to F (g). The unclear point is that if we consider the same value of (m, n) but different values of α, then precisions of some interpolating functions are fairly different from each other, e.g., the maximal value of |F (1/10) 2,2 (g) − F |/F is 0.0188286 while the one of |F (1/2) 2,2 (g) − F |/F is 0.000853566. These facts lead us to the following important question. When we do not know an explicit form of a function F (g) but know its small-g and large-g expansions, how do we choose the best approximation of F (g) among its interpolating functions?
In next section, we propose a criterion to determine the best interpolating functions, which covers a wide class of problem. In section 4, we will come back to the above example and check that our criterion correctly determines the best interpolating function as well as other more nontrivial examples.
Criterion for the "best" interpolating function
In the previous section, we have seen that we can construct enormous interpolating functions of a function F (g) in principle. As demonstrated, then we have encountered "the landscape problem of interpolating functions", i.e., it is unclear how one determines the best approximation of F (g) among interpolating functions without knowing an explicit form of F (g). In this section, we construct a criterion to choose the best interpolating function by using information on the small-g and large-g expansions 8 . We also mention some limitations of our criterion.
Suppose a function F (g) and that we know its power series expansions around g = 0 up to O(g a+Ns+1 ) and around g = ∞ up to O(g b−N l −1 ). Namely, we have explicit forms of F (Ns) s (g) and F (N l ) l (g). Then we consider a test function G(g), which would approximate F (g) such as interpolating functions. Given the test function G(g), let us introduce the two quantities
where the parameter Λ in I l [G] is the cutoff of the integration to make I l [G] well-defined and hence taken to be large. Throughout this paper, we take Λ = 1000. The parameters g * s , g * l , N * s and N * l will be defined shortly. Roughly speaking, these are taken such that F 
8 One might expect that some global properties of interpolating functions themselves are also useful for this purpose. Actually, in the early collaborations with Sen and Takimi, we had adopted minimizing curvatures of interpolating functions in intermediate coupling region as the part of criterion but this had not been efficient in various examples. We thank Takimi for pointing out the inefficiency of the curvatures explicitly and emphasizing importance of information on the two expansions.
Now we define the parameters g * s , g * l , N * s and N * l . Actually we differently take these values depending on properties of the small-g and large-g expansions. We classify the expansions into the following four types.
1. The both small-g and large-g expansions are convergent.
2. The small-g expansion is asymptotic while the large-g expansion is convergent.
3. The small-g expansion is convergent while the large-g expansion is asymptotic.
4. The both small-g and large-g expansions are asymptotic.
Although we cannot determine whether the expansions are convergent or not for finite N s and N l in principle, we can often extrapolate the finite data of the coefficients to infinite N s and N l as we will demonstrate in some examples. In the rest of this section, we explain how to choose the parameters g * s , g * l , N * s and N * l for the above four types.
Type 1: convergent small-g and large-g expansions
Suppose that the small-g and large-g expansions are convergent inside the circle |g| = g c s and outside the circle |g| = g c l , respectively. First, we assume that N s , and N l are sufficiently large for a simplicity of explanation. Then we will relax this condition later.
For N s ≫ 1, the small-g expansion F fig. 2 [Left]). In the region g > g b s , the small-g expansion is obviously no longer close to the function F (g) even if we are inside of the convergent radius. Similarly this is true also for the large-g expansion. The locations of the blow-up points g b s and g b l can be found by studying their curvatures of F fig. 2 [Right]. As a conclusion, we choose the parameters N * s and N * l as We take g * s and g * l such that
• The non-perturbative effects are ignorable 9 for 0 ≤ g ≤ g * s and g ≥ g * l .
• The regions 0 ≤ g ≤ g * s and g ≥ g * l are as wide as possible 10 with satisfying the above two conditions. Type 2: asymptotic small-g expansion and convergent large-g expansion Suppose that the small-g expansion is asymptotic but the large-g expansion is convergent. Then, while we take the parameters g * l and N * l as in type 1, we differently take g * s and N * s for this case. Before going to explain this, we shall recall "optimization" of asymptotic series. Let us consider a function F (g) and its power series expansion F (Ns) s (g) around g = 0. If this expansion is asymptotic and non-convergent, F (∞) s (g) diverges. We would like to know which value of N s optimally approximates F (g) with fixed g. Such optimization is usually achieved by minimization of the last term of the asymptotic series (see e.g. [8] ). Namely, the optimized value N o s is determined by the condition
We can also estimate "error" of this optimization by the next term of the series:
9 Note that only this condition is beyond information on the two expansions. For example, in quantum field theory, we can estimate classical weight of instanton effect by WKB analysis. This condition means that such weights reading from some analysis are very small in the regions 0 ≤ g ≤ g * s and g ≥ g * l . 10 Strictly speaking, the curvature peaks around the blow-up points have finite widths. Hence we should take g * s and g * l to avoid the finite widths of peaks.
Thus we choose N * s and N * l in (3.1) as
We take g * s and g * l such that
(3.8)
• The non-perturbative effects are ignorable for 0 ≤ g ≤ g * s and g ≥ g * l .
• The regions 0 ≤ g ≤ g * s and g ≥ g * l are as wide as possible. Since δ s (g) is monotonically increasing, the above condition
Here the value of ǫ s are taken depending on desired precision.
Type 3: convergent small-g expansion and asymptotic large-g expansion This case is quite parallel to type 2. The optimized order N o l of the large-g expansion is determined by
with the error
Thus we take N * s and N * l as
The parameters g * s and g * l are taken such that
• The regions 0 ≤ g ≤ g * s and g ≥ g * l are as wide as possible. Since δ l (g) is the monotonically decreasing function of g, the condition
Here we take the value of ǫ l depending on desired precision as ǫ s .
Type 4: asymptotic small-g and large-g expansions
When the both series are asymptotic, we take
The parameters g * s and g * l are taken to be
(3.14)
• The regions 0 ≤ g ≤ g * s and g ≥ g * l are as wide as possible. The function F (g) = g/(1 + g) + e −1/g and its perturbative part g/(1 + g) in the sense of g are plotted to g. Hence the deviation between them shows purely the non-perturbative effect e −1/g . We see that the Padé approximant F
partially knows about the non-perturbative effect.
Remarks
As a simple example, let us consider the function
with a constant c. Clearly the function F (g) has the convergent small-g and large-g expansions. Since the second term is non-perturbative in a sense of g, the small-g expansion is independent of c. Therefore only imposing I s [G] ≪ 1 with g * s < g c s (= 1) and e −1/g * s ≪ 1 is insufficient to check whether G(g) nicely approximates F (g) including the non-perturbative effect or not. Namely, we should also require I l [G] ≪ 1 to fix the non-perutbative ambiguity of the approximation as depicted in fig. 3 .
Next, suppose the example
whose expansions around g = 0 and g = ∞ are also convergent. While the small-g expansion has information on the 1st and 3rd terms, the large-g expansion has information on the 1st and 2nd terms. Note that the both expansions never know about the last term. This exhibits limitations of our interpolating functions and criterion, i.e., our criterion never fix the ambiguity of mixed non-perturbative effects such as e −g−1/g , which are nonperturbative in senses of both g and 1/g. Although the above examples correspond to type 1, we expect that this feature is true also for the other types.
Some examples
In this section, we explicitly check that our criterion proposed in section 3 works for the partition function of the zero-dimensional ϕ 4 theory, specific heat in the 2d Ising model, average plaquette in the 4d SU (3) pure Yang-Mills theory on lattice and free energy in the c = 1 string theory at self-dual radius. [Left] The weak coupling expansion coefficients |s 2k | divided by k! is plotted to k in semi-log scale. The straight line shows fitting by the linear function log (|s 2k |/k!) = log c s +k log A s .
[Right] The strong coupling expansion coefficients |l k | multiplied by Γ(k/2) is plotted against k in semi-log scale. The straight line denotes the linear fitting log ( 
Partition function of zero-dimensional ϕ 4 theory
Let us come back to the example (2.12) appearing in section 2.4:
We can easily see from (2.13) that the weak coupling expansion is asymptotic while the strong one is convergent. Hence this problem corresponds to type 2.
Although we know all the coefficients of the both expansions for this case, in more practical situations, we usually have their small-g and large-g expansions up to only finite orders. As an exercise of such practical situations, let us restrict that we know only the first 101 coefficients for a practical purpose, i.e., we have only information on F . Then we will estimate large order behaviors of the coefficients by extrapolation in terms of the finite data. Determination of g * s First let us study large order behavior of the weak coupling expansion. In fig. 4 [Left], we plot how the coefficients s 2k behave as increasing k. From this plot, we find that the coefficient in large k regime grows as Since the coefficient grows by the factorial, the weak coupling expansion is asymptotic. By performing optimization (3.5), we find 11
Taking ǫ s = 10 −7 in (3.8), we find
Next we estimate large order behavior of the strong coupling expansion. In fig. 4 [Right], we plot Γ(k/2)|l k | against k in semi-log scale. Then fitting the data leads us to This shows that the strong coupling expansion is convergent with the infinite convergent radius. Since the strong coupling expansion F (100) l behaves as ∼ g −201/2 in small g regime, 11 We have used the Stirling approximation log k! = k(log k − 1) + O(log k). this blows up at some point as seen in fig. 5 [Left]. In order to look for the blow-up point, we study the magnitude of the curvature:
In fig. 5 [Right], we plot the curvature of F 
Result
Now we are ready to test our criterion for the "best" interpolating function. We measure precision of the interpolating function m,n ], we can test our criterion (3.2) proposed in the previous section. We summarize our result in tab. 1. We easily see that the interpolating function F
gives the most precise approximation of F (g) among the interpolating functions in the table. Note that F (1/2) 4,4 (g) has also the minimal values of I s and I l among the candidates 12 . This shows that our criterion correctly chooses the best interpolating function in this example.
Specific heat in two-dimensional Ising model
Let us consider the 2d Ising model on the L × L square lattice with periodic boundary condition. We can study interpolation problem between high and low temperature expansions in this model. It is well known that this system in the L → ∞ limit exhibits the 12 Actually we can construct better interpolating function by considering a superposition of the interpolating functions. For example, G(g) = second order phase transition and the specific heat has a singularity as depicted in fig. 6 . On the contrary, our interpolating function (2.7) gives a smooth function unless this has poles. Hence we expect that our interpolating function fails to approximate the specific heat in the infinite volume limit while it should work for finite L. Thus it is interesting to study how properties of interpolating function change as increasing L. The Hamiltonian of the 2d Ising model is given by
where σ x is the spin variable at the position x taking the values ±1 and J is the coupling constant. In terms of the temperature T , we define the partition function of this model by
The exact solution of the partition function is given by (see e.g. [9] )
Let us introduce the quantity
which gives the specific heat by K 2 C L (K). Since the partition function is a power series of e K , we see that high temperature expansion around K = 0 of C L (K) is a power series of K while low temperature expansion around K = ∞ gives a power series of e −K . In order to make the both expansions the power series form (2.1), we introduce the parameter g by
Then the high and low temperature expansions of C L (g) become power series of g and 1/g, respectively. Namely, the small-g and large-g expansions in the previous sections correspond to the high and low temperature expansions, respectively. Note that C L (g) is a rational function of g for arbitrary finite L. Therefore one of the Padé approximants should give the exact 13 answer for finite L in principle. Below we consider interpolation problem for L = 2, 5, 8 and ∞. Denoting the high and low temperature expansions as
we also assume that we have information only on the high temperature expansion C (50) s (g) and low temperature expansion C (50) l (g). For all the cases below, we explicitly write down explicit formulas for interpolating functions C (α) m,n (g) taking the FPR form (2.7) in app. B.2. 13 In app. A, we perform a similar analysis under another parametrization e 8K = 1 + g 2 , where all FPR interpolating functions (2.7) do not give the exact answer.
2 × 2 lattice
For L = 2, the function C 2 (g) has the following expansions
In terms of these expansions, we can construct various interpolating functions for C 2 (g). As in the previous example, we read large order behaviors of the both expansions by extrapolation. By fitting the data of s k and l k for k = 10 ∼ 50, we find Hence the high and low temperature expansions seem to be convergent for |g| < A −1 s = 0.684275 and |g| > A l , respectively. We also find the blow-up points of F We summarize our result in fig. 7 and tab. 2. We find that our criterion correctly determines the best interpolating function C (−1) 7,6 (g) among the candidates as in the previous example. 0.0000128648 0.000129274 0.0000598797 0.000189154 Table 2 : Result for L = 2
The function C L (g) (black solid), the best interpolating function (green dotdashed), its high (red dotted) and low (blue dashed) temperature expansions are plotted to g for each L. 
5 × 5 lattice
Next we consider 5 × 5 lattice. For this case, C 5 (g) has the following expansions
By fitting the data of s k and l k for k = 10 ∼ 50, we again find Hence the high and low temperature expansions seem to be convergent for |g| < A −1 s = 0.622724 and |g| > A l , respectively. We also find the blow-up points g b s = 0.629103 and g b l = 3.37946. Thus we take the parameters in (3.1) as
Our result is summarized in fig. 7 and tab. 3. As in the L = 2 case, we find that our criterion correctly chooses the relatively best interpolating function C (−1)
There is an important difference from the L = 2 case. Although our criterion works also for the L = 5 case, the approximation by the best interpolation function becomes worse compared with the L = 2 case. Indeed we have about 8% discrepancy around the peak of C 5 (g). This implies that we should include information on higher order terms of the both expansions to obtain sufficiently good interpolating function. However, note that the location of the peak of the interpolating function C (−1) 7,6 (g) is almost the one of C 5 (g). We actually find that C (−1) 7,6 (g) and C 5 (g) have the peaks at g = 1.14765 and 1.12930, respectively. This point would be physically important as follows. It is known that the peak location approaches to the second order phase transition point as increasing L. Hence, if interpolating function for finite L precisely gives the peak location of C L (g), then the interpolating function would be useful for finding the phase transition point. We will see in the last of this subsection that extrapolating the peak locations of the best interpolating functions for finite L to infinite L precisely gives the known phase transition point.
8 × 8 lattice
For 8 × 8 lattice, the high and low temperature expansions of C 8 (g) are given by
. 
Infinite lattice
In the L → ∞ limit, C ∞ (g) = lim L→∞ C L (g) is given by where K(z) and E(z) are the complete elliptic integrals of the first and second kinds 14 , respectively. The function C ∞ (g) has the expansions
By fitting the data of s k and l k for k = 10 ∼ 50, we find Hence the high and low temperature expansions converge for |g| < A −1 s = 1.31145 and |g| > A l , respectively. We also find the blow-up points g b s = 1.14147 and g b l = 1.68176.
14 These are defined by 
0.000170155 0.00916161 0.0250438 0.0342054 Table 5 : Result for L → ∞
Thus we take the parameters in (3.1) as
From tab. 5, we see that the best interpolating function C (−1) 10,9 (g) minimizes I s + I l . Hence we conclude that our criterion works as in the finite L cases.
However, we observe from fig. 7 that the best interpolating functions do not reproduce the phase transition and have the infinite discrepancies at the critical point. This is true for all the interpolating functions listed in tab. 5 since our interpolating functions are smooth by construction unless they have poles. Therefore, even if our criterion to choose the relatively good interpolating function works, the approximation itself by the interpolating function is failed. This indicates that our interpolating scheme cannot be directly used for approximation when we have a phase transition.
On the other hand, the Padé approximant with some (m, n) should be exact for finite L since the exact answer is the rational function of g. This implies that even if we have a phase transition in discrete system in infinite volume limit, our interpolating scheme would be indirectly useful to extract information on phase transition. Indeed we have seen that the best interpolating functions precisely give the peak locations of the exact answers for finite L although we need higher (m, n) to correctly reproduce the values at the peaks except L = 2. Indeed if we perform fitting of the peak locations of the best interpolating functions as a function of L, then we find that the peak location in the L → ∞ is given by g = 1.44004 as depicted 15 in fig. 8 . This value is fairly close to the phase transition point g = √ 2. We expect that this feature is true also for more general discrete systems.
Average plaquette in pure SU (3) Yang-Mills theory on lattice
In this subsection 16 , we study average plaquette in 4d pure SU (3) Yang-Mills theory on lattice. Although we can compute this by preforming Monte Carlo simulation as first performed by Creutz [10] , exact analytical result is unknown.
Set up
Let us consider the pure SU (3) Yang-Mills theory on 4d hypercubic lattice with the standard Wilson action [11] 27) where U x,µ is the link variable at the position x with direction µ andμ is the unit vector along µ-direction. The parameter β is related to the bare gauge coupling g 2 0 by β = 6/g 2 0 . In terms of the link variables, we introduce average plaquette by
Although we can obtain numerical value of this by performing Monte Carlo simulation, there is no known analytical result of this quantity for arbitrary β. However, we have analytical result of strong coupling expansion and numerical result of weak coupling expansion with high precision on infinite lattice. 15 Note that the success of the fitting itself is trivial since this is the three parameter fitting in terms of the three points but the value of the intercept is nontrivial. 16 Historically, this work originated in studying FPP in this example in the early collaborations with Sen and Takimi. Then we encountered the landscape problem of interpolating functions. We thank them for this point. The result of the strong coupling expansion around β = 0 is given by (see e.g. [12] )
where the coefficients are explicitly given by The result of the weak coupling expansion around β = ∞ is [13] (see also [14, 15, 16, 17] ) The absolute value of the k-th coefficient of the strong coupling expansion is plotted against k in semi-log scale. The solid line shows the fitting function log |s k | = log c s + a s log k + k log A s .
[Right] The absolute value of the curvature of P The plot in fig. 9 shows the result of our Monte Carlo simulation 18 on 10 4 lattice, P (Ns) s (β) and P (N l ) l (β) (for some values of N s and N l ) against β. Now we determine the parameters β * s , N * s , β * l and N * l .
Determination of β * s
Let us study large order behavior of the strong coupling expansion. In fig. 10 [Left], we plot |s k | against k in semi-log scale. By fitting this by the ansatz Next we study large order behavior of the weak coupling expansion. Fig. 11 plots l k /k! 18 We have used hybrid Monte Carlo algorithm (see e.g. [18] ). We are also assuming that the 10 4 lattice is sufficiently large to determine the best interpolating function in terms of the numerical data. 19 Convergence of strong coupling expansion in lattice gauge theory has been proven in [19] . Here we are not stating that we precisely determine the convergent radius of the strong coupling expansion. We are understanding that this is fairly rough estimate and this problem itself is the big issue in the subject of quantum field theory. We just adopt this as the reference value for determining β * s . Figure 11 : The weak coupling expansion coefficient l k divided by k! is plotted to k in semi-log scale. The line denotes fitting by the function log (l k /k!) = log c l + a l log k + k log A l .
against k in semi-log scale. From this plot we find that the coefficient in large k regime grows as This exhibits that the coefficient grows by the factorial and hence the weak coupling expansion is asymptotic. By performing optimization, we find
If we take ǫ l = 10 −4 , then we should take N o l = 40 and β * l = 5.99358. However, since we know the only first 35 coefficients of the weak coupling expansion, we cannot perform this optimization and instead we demand 
Result
Let us test our criterion in this example. In terms of the strong and weak coupling expansions, we can construct interpolating functions P (α) m,n (β) of the average plaquette P (β) taking the FPR form (2.7). Since we do not know exact analytical result for the plaquette, we measure precision of approximation in terms of the Monte Carlo result by using 20 15,15 (β) − P (β))/P (β) (green triangle), (P (15) s (β) − P (β))/P (β) (blue circle) and (P (34) l (β) − P (β))/P (β) (red square) are plotted against β. Here P (β) means the Monte Carlo result. in tab. 6. Explicit formula for the interpolating functions can be found in app. B.3. We easily see that the interpolating function P (−1) 15,15 (β) gives the most precise approximation of P (β), which minimizes I s and I l among the interpolating functions. This shows that our criterion correctly chooses the best interpolating function for this case. We also plot the best interpolating function P (−1) 15,15 (β) and its normalized difference from the Monte Carlo result in fig. 12 . We find that P (−1) 15,15 (β) approximates the average plaquette with about 13% error at worst. Because finding interpolating functions becomes so heavy for larger m + n, we have stopped this up to m + n = 30. It is interesting if we use our full knowledge about the weak and strong coupling expansions to construct better interpolating functions.
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Free energy in c = 1 string theory at self-dual radius
Let us consider so-called c = 1 string theory at self-dual radius (for excellent reviews, see [20, 21, 22] ). The free energy in the c = 1 string theory has the following integral representation [23, 24, 25] 
where µ is the cosmological constant related to the string coupling constant g s roughly by µ ∼ g −1 s . This behavior can be also seen in critical behavior of topological string at the conifold point [26] . Beside the contexts of string theory, the last term in the above equation has also an interpretation from Schwinger effect [27, 28] as noted in [25] .
We can perform large µ and small µ expansions ofF (µ). The large µ expansion, which we call weak coupling expansion, is given bỹ 42) while the small µ expansion, which we refer to as strong coupling expansion, is given bỹ
Here A and γ are Glaisher constant and Euler constant, respectively. Since the two expansions ofF (µ) do not take the power series forms, we redefine the free energy as
-27 -Then we find that F (µ) has the following two power series expansions 
We assume again that we have information only on F (µ), and read large order behaviors of s k and l k by extrapolation. In fig. 13 , we plot the result of numerical integration, F Thus we expect that the strong coupling expansion is convergent for |µ| < 1. We also find a blow-up point of F Thus the weak coupling expansion is asymptotic and its optimization leads us to
Taking ǫ l = 10 −9 , we find
Result
Let us check our criterion in this example. We can construct interpolating functions F (α) m,n (µ) of F (µ) in terms of the two expansions (see appendix B.4 for explicit formula). We measure precision of approximation in terms of the numerical integration result F (µ i ) by 1 199
52) 21 The even order coefficient l 2k has the contribution only from (µ 2 /2 − 1/12) log (1 + 1/µ), whose large µ expansion is convergent. m,n ], we can test our criterion as in the other examples. We summarize our result in tab. 7. We easily see that the interpolating function F (−1) 5,5 (µ) gives the most precise approximation of F (µ), which minimizes I s and I l among the candidates. This shows that our criterion correctly chooses the best interpolating function for this example. We also plot the best interpolating function F (−1) 5,5 (β) and its normalized difference from the numerical integration result in fig. 14. We also observe that the best interpolating function gives the very precise approximation.
Discussions
In this paper we have studied interpolating function, which is smooth and consistent with two perturbative expansions of physical quantity around different two points. First we have proposed the new type of interpolating function, which is described by fractional power of rational function, and includes the Padé approximant and FPP constructed by Sen [1] as the special cases. After introducing the interpolating functions, we have pointed out that we can construct enormous number of such interpolating functions in principle while the "best" approximation of the exact answer should be unique among the interpolating functions. Then we have proposed the criterion (3.2) to determine the "best" interpolating function without knowing the exact answer of the physical quantity. This criterion depends on convergence properties of the small-g and large-g expansions. We have explicitly checked that our criterion works for various examples including the specific heat in the 2d Ising model, the average plaquette in the 4d SU (3) pure Yang-Mills theory on lattice and free energy in the c = 1 string theory at self-dual radius. We expect that our criterion is applicable unless a problem of interest does not have mixed non-perturbative effect, which is non-perturbative in the both senses of the small-g and large-g expansions.
Besides cases with mixed non-perturbative effects, we have also found another limitation of approximation by our interpolating function. In the 2d Ising model on infinite lattice, we have observed that interpolating functions do not correctly describe the phase transition although our criterion correctly chooses the relatively best approximation. This is obvious since our interpolating functions are smooth by construction unless they have poles. This indicates that our interpolating scheme cannot be directly used for approximation when we have a phase transition. On the other hand, we have seen that our best interpolating functions precisely give the peak locations of the exact answers for finite lattice size L, which converges to the phase transition point in the L → ∞ limit. Indeed fitting the peak locations as the function of L leads the peak location in the L → ∞ limit, which is very close to the phase transition point. This implies that even if we have a phase transition in discrete system in infinite volume limit, our interpolating scheme would be indirectly useful to extract information on phase transition. We expect that this feature is true also for more general discrete systems.
One of obvious possible applications of our work is to apply our interpolating scheme to physical quantities in diverse physical systems. Although we have worked on the examples in this paper, where we know the exact answers or numerical results for the whole regions, we can study more nontrivial system by using our criterion. We expect that our results are useful in various context of theoretical physics.
In this paper, we have focused on how to choose the relatively best interpolating functions among candidates in fixed problems. Conversely, it is also interesting to classify problems, which is approximated very well by the FPR (2.7) with each fixed α.
Although our criterion works in the various examples, our criterion might be too naive, need slight modifications or have some other exceptions. It is very illuminating if we can perform more rigorous treatment and precisely find necessary or sufficient conditions for validity of our criterion. Also, our criterion requires information on large order behaviors of perturbative expansions. From more practical point of view, it is very nice if there exists an alternative equivalent criterion, which uses fewer information on the expansions.
We close by mentioning possible relation to recent progress on resurgence in quantum field theory [29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39] (see also recent Borel analysis [40, 41, 42, 43, 44] in extended supersymmetric field theories). While ordinary weak coupling expansion (namely the one around trivial saddle point) generically has non-perturbative ambiguity, we expect that the ambiguity is partially fixed by interpolation to strong coupling expansion as far as we focus on real positive coupling at least. Also our interpolating scheme seems to have no obstruction even if perturbative expansions are non-Borel summable. It is interesting to study interpolation problem in theories concerned with resurgence and make clear such a relation.
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A. Analysis of two-dimensional Ising model by another parameter
In sec. 4.2, we have analyzed the interpolation problem in the 2d Ising model by using the parameter e 2K = 1 + g. Then we have seen that the exact solution of the quantity C L (g) is the rational function of g for finite L and hence one of the Padé approximants gives the exact solution. It would be interesting to repeat this analysis in terms of another parameter choice, where all the FPR interpolating function (2.7) do not give the exact solution.
In this appendix 22 , we repeat a part of analysis in section 4.2 by using the parameter
Then the exact solution of C L (g) with finite L becomes a rational function of 1 + g 2 , which does not take the form (2.7) of FPR at least for 23 L = 5 and L = 8. Here we do not explicitly write down formulas of interpolating functions but we have uploaded a Mathematica file to arXiv, which writes down the explicit forms.
A.1 5 × 5 lattice
The function C 5 (g) has the expansions
The function C L (g) (black solid), the best interpolating function (green dotdashed), its high (red dotted) and low (blue dashed) temperature expansions are plotted to g for each L.
As in section 4.2, we find that the coefficient of the expansions grow as Our result is summarized in fig. 15 and tab. 8. We see that the best interpolating function C (−1) 6,7 minimizes I s + I l . Table 8 : Table 9 : Result for L = 8
A.2 8 × 8 lattice
The high and low temperature expansions of C 8 (g) are given by
As in the L = 5 case , we find From tab. 9, we find that the best interpolating function C (−1/2) 8,7
minimizes I s + I l .
B. Explicit formula for interpolating functions
In this appendix, we explicitly write down the interpolating functions appearing in the main text. Although we often display numerical values in 6 digits, indeed we have worked on "MachinePrecision" or 100 digits in Mathematica. We have uploaded the Mathematica file to arXiv, which writes all interpolating functions in actual precisions.
B.1 Zero-dimensional ϕ 4 theory (g)=32 ( 34967691g 5 −12313050g 4 +33661002g 3 +15122952g 2 +8312739g+2651546 ) ×(11655897g 9 +42519238g 8 +64738316g 7 +71919808g 6 +217595516g 5 +36474424g 4 +178708928g 3 +78558880g 2 +66501912g+21212368) −1 ,
(g)=32(107262402g 5 +163890609g 4 +195374448g 3 +115458702g 2 +43155430g+11655897)×(35754134g 9 +197646739g 8 +498170432g 7 +769783252g 6 +1218567440g 5 +1226615044g 4 +1059003056g 3 +737175264g 2 +345243440g+93247176) −1 
B.2.4 Infinite lattice
C (−2/3) 1,1 (g)=96 6 √ 6g 3 +81 √ 3 2 g 2 +44g+64 −2/3 , C (−1) 2,1 (g)= 32(265g+708) 530g 3 +3801g 2 +3144g+3776 , C (−2/5) 2,2 (g)=192 5 √ 23 4/5 ( 2592 √ 6g 5 +29160 √ 6g 4 +163215 √ 6g 3 +182960g 2 +84480g+73728 ) −2/5 , C (−1) 2,3(g)
