The existence of symmetry in chaotic dynamical systems often leads to one or several low-dimensional invariant subspaces in the phase space. We demonstrate that complex behaviors can arise when the dynamics in the invariant subspace is Hamiltonian but the full system is dissipative. In particular, an infinite number of distinct attractors can coexist. These attractors can be quasiperiodic, strange nonchaotic, and chaotic with different positive Lyapunov exponents. Finite perturbations in initial conditions or parameters can lead to a change from nonchaotic attractors to chaotic attractors. However, arbitrarily small perturbations can lead to dynamically distinct chaotic attractors. This work demonstrates that the interplay between conservative and dissipative dynamics can give rise to rich complexity even in physical systems with a few degrees of freedom.
I. INTRODUCTION
The study of complexity has been an area of growing recent interest ͓1-5͔. Complex systems are characterized by three properties: ͑i͒ A complex system consists of many components that are interconnected in a complicated manner, ͑ii͒ the components of a complex system can be either regular or irregular, and ͑iii͒ the components exist on different length and/or time scales, i.e., a complex system exhibits a hierarchy of structures. These are also the three traits characterizing a complex system ͓1-5͔. Complex systems arise in many different fields such as physics, chemistry, fluid mechanics, biology, economics, and computer science. Some specific examples are Rayleigh-Bénard convection ͓6͔, neuronal activity ͓7͔, extended nonlinear optical systems ͓8͔, and fluid beds ͓9͔. Because of the hierarchical structure of a complex system, the state of the system can ''hop'' between different components when small perturbations are applied to the system or when the system is in a noisy environment. Thus one can control the behavior of a complex system to achieve desirable system performance by using small feedback perturbations to an accessible parameter or state of the system ͓5͔.
Complexity can arise in systems with few degrees of freedom. For instance, the double rotor map derived from a mechanical system of two degrees of freedom under external periodic kick ͓10͔ exhibits all three traits of a complex system in wide parameter ranges ͓5͔. Often there are many coexisting periodic attractors whose basins of attraction are interconnected via unstable chaotic saddles in the basin boundaries in a very complicated manner. More recently, it has been demonstrated that the standard map, which describes the dynamics of a periodically kicked rotor ͑one and a half degrees of freedom͒, can exhibit a huge number of coexisting periodic attractors when there is a weak dissipation in the system ͓11͔. The basins of the mostly periodic attractors are interwoven in a complex way and the basin boundaries permeate most of the phase space. As a practical consequence of these complicated basin structures, the final asymptotic state of the system for a given initial condition and a given parameter set cannot be predicted reliably ͓12͔.
In the study of complex systems, it is important to be able to understand how complexity arises so that one may have a better understanding and thus be better able to control and manipulate the system. In particular, one wishes to establish the fundamental link between the intrinsic properties of the nonlinear dynamical systems and the observed complex behavior. In this regard, the study of complexity in lowdimensional dynamical systems is appealing because these systems are more accessible to understanding due to the success of low-dimensional chaos theory ͓13͔. The purpose of this paper is to introduce a class of low-dimensional dynamical systems that exhibit extremely rich complex behavior and to understand the complexity in terms of the nonlinear dynamics of the system. In particular, we study dynamical systems with a simple kind of symmetry. The existence of symmetry often leads to low-dimensional invariant subspaces in the full phase space. We demonstrate that complexity can arise when the dynamics in the invariant subspace is conservative ͑Hamiltonian͒, but the full system is dissipative. We call such systems Hamiltonian-driven dissipative dynamical systems. For such a system, an infinite number of distinct attractors coexist. These attractors can be quasiperiodic, strange nonchaotic, or chaotic with different positive Lyapunov exponents. Finite perturbations in initial conditions or parameters can lead to change from quasiperiodic or strange nonchaotic attractors to chaotic attractors. However, arbitrarily small perturbations can lead to dynamically distinct chaotic attractors. The main point of the paper is that the interplay between conservative and dissipative dynamics can give rise to extremely rich complexity even when the system is low dimensional.
The paper is organized as follows. In Sec. II, we give a general argument that Hamiltonian-driven dissipative dy-namical systems can generate rich complex behavior in the form of a hierarchy of qualitatively distinct attractors. This behavior fits the three traits characterizing a complex system. In Sec. III, we give a numerical example described by a three-dimensional map. In Sec. IV, we characterize the degree of unpredictability upon small perturbations by using the uncertainty exponent ͓12͔. In Sec. V, we present a discussion.
II. HAMILTONIAN-DRIVEN DISSIPATIVE DYNAMICAL SYSTEMS
We consider dynamical systems with a low-dimensional invariant subspace denoted by S. Since S is invariant, initial conditions in S result in trajectories that remain in S forever. Now imagine that the dynamics in S is conservative, mathematically described by Hamiltonian flows or areapreserving maps. Assume that ''friction'' occurs in the subspace T that is transverse to S. Thus the dynamics in the transverse subspace is dissipative and hence the full system is also dissipative. Specifically, we consider the following general class of N-dimensional discrete maps in R N ,
where xSʚR
, and p is a parameter. The vector function G͑y͒ possesses a certain symmetry, e.g., G͑Ϫy͒ϭϪG͑y͒, so that G͑0͒ϭ0. The symmetric invariant subspace is then defined by yϭ0. We assume that both the x and y dynamics are bounded. The vector function f͑x͒ is an area-preserving map that exhibits typical features of Hamiltonian phase space: the coexistence of the Kolmogorov-Arnold-Moser ͑KAM͒ tori and chaotic regions in wide parameter ranges ͓14͔. The functions F͑x n ,p͒ and G͑y n ͒ are chosen such that the magnitude of the determinant of the Jacobian matrix ͉DJ y ͉ϵ͉‫ץ‬y nϩ1 /‫ץ‬y n ͉ is less than one in some phase-space regions. For simplicity we assume that the system ͑1͒ has a skew-product structure, i.e., the x dynamics is not influenced by the y dynamics. Since f͑x͒ is area preserving, the determinant of the Jacobian matrix of the full system Eq. ͑1͒ is determined solely by DJ y . Thus Eq. ͑1͒ is dissipative and the asymptotic sets of the system can be attractors. Since Eq. ͑1͒ has a skew-product structure, the attractors can be conveniently characterized by the largest Lyapunov exponents, denoted by ⌳ S and ⌳ T , for the invariant and transverse subspaces, respectively. Specifically, ⌳ S and ⌳ T are given by
where Df͑x n ͒ϵ‫ץ‬f͑x n ͒/‫ץ‬x n , DG͑y n ͒ϵ‫ץ‬G͑y n ͒/‫ץ‬y n , and u and v are unit vectors in S and T, respectively. Another useful quantity is the transverse Lyapunov exponent ⌳ Ќ that characterizes the transverse stability for trajectories restricted to the invariant subspace S ͓15͔. It is given by
where DG͑0͒ϵ‫ץ‬G͑y n ͒/‫ץ‬y n ͉ y n ϭ0 is evaluated at y n ϭ0. In general, if ⌳ Ќ Ͻ0, then yϭ0 is asymptotically stable and hence
Under fairly general conditions, Eq. ͑1͒ can generate all three traits characterizing a complex system. This can be seen as follows. First, since f͑x͒ is an area-preserving map, for typical parameter values there is apparently an infinite number of invariant sets in S corresponding to chaotic sets and KAM surfaces ͑or tori͒ of different rotation numbers. We restrict our study to these parameter values. In such a case, different initial conditions x 0 in S yield different invariant measures. Notice that in Eq. ͑1͒, the x dynamics can be regarded as the ''driving'' to the transverse y dynamics. Thus different invariant measures in S generate different driving and consequently generate distinct attracting motions in T or distinct attractors in the full phase space. Depending on the parameters, attractors in the full phase space with a different number of positive Lyapunov exponents can be created by changing initial conditions. Since the KAM tori and the chaotic regions in S are interconnected in a complicated way ͓14͔, we expect that the basins of the attraction for the attractors in the full phase space are also connected in a complex way. This is trait 1. Second, since there are both regular ͑KAM surfaces͒ and irregular ͑chaotic sets͒ components in S, depending on the driving F͑x,p͒, the attractors can also be nonchaotic ͑ordered͒ with no positive Lyapunov exponent or chaotic ͑random͒ with one or several positive Lyapunov exponents. Small amount of noise can push a trajectory from one attractor to another. This is trait 2. Finally, it is known that KAM surfaces typically form a hierarchy of the so-called island-around-island structure ͓14͔ and hence the attractors in the full phase space are also organized in a hierarchy of structures. This is trait 3.
III. NUMERICAL EXAMPLE
We consider the three-dimensional version of Eq. ͑1͒,
where k, a, b, and c are parameters. The invariant subspace is given by zϭ0 and hence it is two dimensional. The dynamics in the invariant plane is conservative and it is that of a periodically kicked rotor ͑the standard map in x and y͒. The transverse subspace is one dimensional ͑in z͒ and bounded. The determinant of the Jacobian matrix of Eq. ͑4͒ is ͉DJ͉ϭ͑a cos x n ϩb cos y n ϩc͒cos(2z n ), whose magnitude can be less than one in some phase-space regions. The system ͑4͒ is thus dissipative in these regions. We choose kϭ1 in the standard map so that the invariant subspace contains both KAM surfaces and distinct chaotic regions. The transverse Lyapunov exponent ⌳ Ќ is given by
͑ ln͉a cos x n ϩb cos y n ϩc͉͒͑x,y͉x 0 ,y 0 ͒dx dy,
͑5͒
where (x,y͉x 0 ,y 0 ) is the invariant density of x and y in the standard map for the trajectory starting from the initial condition (x 0 ,y 0 ). The Lyapunov exponent of the transverse subspace ⌳ T is
where z (z͉x,y) is the invariant density of z under the x and y driving. We note that if ⌳ Ќ Ͻ0, then ⌳ z ϭ⌳ Ќ because in this case the invariant (x,y) plane attracts points nearby. As a consequence, z n approaches zero asymptotically and the integral in Eq. ͑6͒ vanishes. In subsequent numerical experiments, we fix aϭ3, bϭ0, and cϭ1. To examine multiple coexisting attractors and their basin structures, we uniformly choose initial conditions from the one-dimensional line defined by x 0 ͓0,2͔, y 0 ϭ, and z 0 ϭ0.68. For each initial condition, we compute ⌳ Ќ , ⌳ z , and also ⌳ S ϭ⌳ h , the largest Lyapunov exponent for trajectories generated by the standard map in the invariant subspace. The computation is done by using 10 6 iterations and 10 6 preiterations. Note that since the dynamics in the invariant subspace is Hamiltonian, ⌳ h must be non-negative: It is zero when the trajectory (x,y) falls on KAM surfaces and it is positive when the trajectory is in the chaotic component. Figures 1͑a͒-1͑c͒ show ⌳ Ќ , ⌳ z , and ⌳ h versus x 0 . It can be seen that these plots contain both smooth parts and wildly oscillating parts. The smooth parts correspond to trajectories whose motion in x and y occurs on KAM islands and the values of ⌳ h for these parts are zero ͓Fig. 1͑c͔͒. The wildly oscillating parts correspond to trajec-FIG. 1. For Eq. ͑4͒, the Lyapunov exponents versus the initial condition x 0 for x 0 ͓0,2͔ ͑y 0 ϭ, z 0 ϭ0.68͒: ͑a͒ ⌳ Ќ versus x 0 , ͑b͒ ⌳ z versus x 0 , and ͑c͒ ⌳ h versus x 0 . The parameter setting is kϭ1 in the standard map, aϭ3, bϭ0, and cϭ1. The Lyapunov exponents show both smooth parts and wildly oscillating parts, corresponding to trajectories in the invariant plane on KAM surfaces and in chaotic components, respectively. tories in the chaotic component in the invariant plane. Since there are bounding KAM circles, different initial conditions generate characteristically different chaotic sets in the invariant plane, giving rise to different values of the Lyapunov exponents. For most initial conditions, ⌳ Ќ is always positive, indicating that the invariant plane (x,y) is repulsive in the transverse direction z for most initial conditions. This is due to the rather large value of a ͑aϭ3͒ used. Decreasing a can cause ⌳ Ќ to have both positive and negative values. From  Fig. 1͑b͒ we see that ⌳ z can be either positive or negative. Thus, from Figs. 1͑b͒ and 1͑c͒ , we see that depending on the initial condition, qualitatively different attractors in the full phase space (x,y,z) can be generated. These attractors can have ͑i͒ no positive Lyapunov exponent ͑⌳ h ϭ0, ⌳ z Ͻ0͒, ͑ii͒ one positive Lyapunov exponent ͑⌳ h Ͼ0, ⌳ z Ͻ0, or ⌳ h ϭ0, ⌳ z Ͼ0͒, and ͑iii͒ two positive Lyapunov exponents ͑⌳ h Ͼ0, ⌳ z Ͼ0͒. In case ͑i͒, depending on the sign of ⌳ Ќ , there can be quasiperiodic attractors ͑⌳ Ќ Ͻ0͒ or strange nonchaotic attractors ͑⌳ Ќ Ͼ0͒. In the following, we discuss the dynamical mechanism for generating these different types of attractors.
A. Quasiperiodic attractors and strange nonchaotic attractors
For a given initial condition, if there are no positive Lyapunov exponents, both quasiperiodic attractors and strange nonchaotic attractors ͓16͔ can arise. Quasiperiodic attractors occur if ͑a͒ the initial condition (x 0 ,y 0 ) leads to a trajectory on a KAM surface in the invariant plane zϭ0 and ͑b͒ ⌳ Ќ Ͻ0 so that points in the transverse subspace are attracted towards zϭ0. Figure 2͑a͒ shows such an attractor for x 0 ϭ0.613 in the phase space for which ⌳ Ќ ϭ⌳ z ϷϪ0.063 and ⌳ h ϭ0. Clearly, the motion is confined to a period-2 torus in the (x,y) plane. Figure 2͑b͒ shows the power spectrum computed from the time series y n of 2 15 trajectory points. This is a discrete power spectrum of the two-frequency quasiperiodic motion.
The more interesting case is the occurrence of strange nonchaotic attractors. These are attractors that are geometrically complicated, but trajectories on these attractors exhibit no sensitive dependence on initial conditions ͓16͔. The word strange usually refers to the complicated geometry of the attractor: A strange attractor contains an uncountably infinite number of points and it is not piecewise differentiable. The word chaotic refers to a sensitive dependence on initial conditions: Trajectories originating from nearby initial conditions diverge exponentially in time. Strange nonchaotic attractors occur commonly in quasiperiodically driven dissipative dynamical systems ͓16͔. We find that, in our case, strange nonchaotic attractor can arise when the trajectory in the (x,y) plane falls on a KAM surface but ⌳ Ќ Ͼ0 so that the invariant plane repels, transversely, points in its vicinity. Figures 3͑a͒ and 3͑b͒ show, for x 0 ϭ0.541, the (x,y) projection and the (x,z) projection of such an attractor, respectively. The values of the Lyapunov exponents are ⌳ z ϷϪ0.016, ⌳ h ϭ0, and ⌳ Ќ ϭ0.485. In this case, the (x,y) projection of the attractor is quasiperiodic ͓Fig. 3͑a͔͒, but the attractor appears to be strange in the (x,z) plane ͓Fig. 3͑b͔͒. Since both ⌳ z and ⌳ h are nonpositive, the attractor is nonchaotic. Figure  3͑c͒ shows the power spectrum of the time series z n . The spectrum has the broad band-looking feature, in spite of the attractor's being nonchaotic, which is also typical of strange nonchaotic attractors ͓16͔.
To understand how the quasiperiodic dynamics in the invariant plane gives rise to a strange nonchaotic attractor in the full phase space, we note that when ⌳ Ќ Ͼ0, the KAM surface in the invariant plane is transversely unstable. Consequently, there are time intervals during which a trajectory in the vicinity of zϭ0 is repelled away from it. In this case, if there are no other attractors in the phase space, the trajectory must return to the neighborhood of zϭ0 intermittently because the dynamics is bounded in z. Thus the asymptotic attractor in the full phase space exhibits a complicated geometric shape. But since ⌳ z is negative, the attractor, though geometrically complex, is not chaotic. Thus a strange nonchaotic attractor is created ͓17͔.
B. Chaotic attractors with one positive Lyapunov exponent
There are two possibilities for generating chaotic attractors with one positive Lyapunov exponent.
Case (a): ⌳ h Ͼ0 and ⌳ z Ͻ0. This corresponds to the situation where the trajectory in the invariant plane is chaotic, but the z dynamics is not chaotic. Figures 4͑a͒ and 4͑b͒   FIG. 2 . For x 0 ϭ0.613 ͑a͒ the quasiperiodic attractor at zϭ0 and ͑b͒ the power spectrum of 2 15 points from the time series y n . The Lyapunov exponents are ⌳ Ќ ϭ⌳ z ϷϪ0.063 and ⌳ h ϭ0. Note that ⌳ Ќ Ͻ0 so that z n approaches zero asymptotically.
show, for x 0 ϭ0.904, the ͑x,y͒ projection and the ͑x,z͒ projection of such an attractor. It can be seen that the ͑x,y͒ projection of the attractor fills a chaotic layer of the Hamiltonian phase space in the invariant plane ͓Fig. 4͑a͔͒. The two Lyapunov exponents are ⌳ h Ϸ0.063 and ⌳ z ϷϪ0.099. The Lyapunov dimension ͓18͔ of the attractor is thus between 2 and 3. The transverse Lyapunov exponent is ⌳ Ќ Ϸ0.418. Since ⌳ Ќ is positive, points in the vicinity of the invariant plane can be repelled away from it and hence the attractor spreads into both the positive and negative z directions, as shown in Fig. 4͑b͒ . The reason why ⌳ Ќ is positive but ⌳ z is negative can be understood by noting that the integral in Eq. ͑6͒ is always negative. Thus, in general, we have ⌳ z Ͻ⌳ Ќ and hence it is possible to have ⌳ Ќ Ͼ0 and ⌳ z Ͻ0. The power spectrum of this attractor has a broadband feature, as shown in Fig. 4͑c͒ .
Case (b): ⌳ h ϭ0 and ⌳ z Ͼ0. In this case, the motion in the invariant plane is quasiperiodic, but the quasiperiodic driving generates sensitive dependence on initial conditions in the transverse z direction. Figures 5͑a͒ and 5͑b͒ show, respectively, the (x,y) projection and the (x,z) projection of such an attractor for x 0 ϭ0.634, where the Lyapunov exponents are ⌳ h ϭ0 and ⌳ z Ϸ0.024. Thus the Lyapunov dimension of the attractor is 2. The transverse Lyapunov exponent is ⌳ Ќ Ϸ0.243. The quasiperiodic motion in the invariant plane is evident, as can be seen in Fig. 5͑a͒ . Note the similarity between Figs. 5͑b͒ and 3͑b͒ as both are generated by quasiperiodic driving in the invariant plane. In fact, the chaotic attractor in Fig. 5 develops from strange nonchaotic attractors at smaller value of the parameter a. This was verified by fixing the initial condition x 0 and examining ⌳ Ќ and ⌳ z as a increases from aϭ1. The power spectrum of the time series z n exhibits a broadband feature that is typical of chaotic attractors, as shown in Fig. 5͑c͒ .
C. Chaotic attractors with two positive Lyapunov exponents
This type of chaotic attractors is generated by chaotic trajectories in the invariant plane. Usually, the transverse Lyapunov exponent has large positive values. The invariant density z (z͉x,y) generated leads to a small negative value for the integral in Eq. ͑6͒ so that ⌳ z is positive. Figures 6͑a͒   FIG. 3 . For x 0 ϭ0.541 ͑strange nonchaotic attractor͒ ͑a͒ the corresponding quasiperiodic motion in the invariant plane (x,y), ͑b͒ the projection of the attractor onto the (x,z) plane, and ͑c͒ the the power spectrum of the time series z n . The Lyapunov exponents are ⌳ Ќ Ϸ0.485, ⌳ z ϷϪ0.016, and ⌳ h ϭ0. Strange nonchaotic attractor arises because ⌳ Ќ Ͼ0, but ⌳ z Ͻ0 ͑see the text͒. and 6͑b͒ show, for x 0 ϭ0.832, the (x,y) projection and the (x,z) projection of such an attractor, respectively. The Lyapunov exponents are ⌳ h Ϸ0.133, ⌳ z Ϸ0.083, and ⌳ Ќ Ϸ0.603. The Lyapunov dimension of the attractor is between 2 and 3. This type of hyperchaotic attractor is usually created when the trajectory in the invariant plane is in a large chaotic component ͓19͔, as can be seen in Fig. 6͑a͒ . The power spectrum of the time series z n is shown in Fig. 6͑c͒ , which has a broadband feature. FIG. 4 . For x 0 ϭ0.904 ͑chaotic attractor with one positive Lyapunov exponent͒ ͑a͒ the corresponding chaotic motion in the invariant plane (x,y), ͑b͒ the projection of the attractor onto the (x,z) plane, and ͑c͒ the power spectrum of the time series z n . The Lyapunov exponents are ⌳ Ќ Ϸ0.418, ⌳ z ϷϪ0.099, and ⌳ h Ϸ0.063. In this case, the motion in the invariant plane is chaotic, but the z Lyapunov exponent is negative. FIG. 5. For x 0 ϭ0.634 ͑chaotic attractor with one positive Lyapunov exponent͒ ͑a͒ the corresponding quasiperiodic motion in the invariant plane (x,y), ͑b͒ the projection of the attractor onto the (x,z) plane, and ͑c͒ the power spectrum of the time series z n . The Lyapunov exponents are ⌳ Ќ Ϸ0.243Ͼ0, ⌳ z Ϸ0.024Ͼ0, and ⌳ h ϭ0. Note that the chaotic attractor is generated by a quasiperiodic driving in the invariant plane.
IV. FINAL-STATE SENSITIVITY AND THE UNCERTAINTY EXPONENTS
The wild oscillation of the Lyapunov exponents in Figs.  1͑a͒-1͑c͒ as the initial condition varies continuously along a straight line in the invariant plane indicates that the asymptotic attractor of the system depends sensitively on the initial condition: A small change in the initial condition may lead to qualitatively different attractors. This is the so-called finalstate sensitivity ͓12͔. An implication is that the basins of attraction of various coexisting chaotic and nonchaotic attractors are interwoven in a complicated way.
The final-state sensitivity can be quantified by the uncertainty exponent ͓12͔. Suppose that we choose a random initial condition x 0 and apply a small perturbation ⑀ to it to get another nearby initial condition x 0 ϩ⑀. Since, obviously, there is an infinite number of attractors ͓Figs. 1͑b͒ and 1͑c͔͒, small perturbations would lead to either a completely different type of attractor with Lyapunov exponents of different sign or a similar attractor with Lyapunov exponents only differing in magnitude but not in sign. Our goal is to assess, numerically, whether small perturbations can lead to qualitatively different attractors. Thus we compute the Lyapunov exponents ⌳ z and ⌳ h for both initial conditions x 0 and x 0 ϩ⑀. For simplicity, we distinguish three cases: ͑i͒ ⌳ z Ͼ0 and ⌳ h Ͼ0 ͑two positive exponents͒; ͑ii͒ ⌳ z Ͼ0 and ⌳ h ϭ0, or ⌳ z Ͻ0 and ⌳ h Ͼ0 ͑one positive exponent͒; and ͑iii͒ ⌳ z Ͻ0 and ⌳ h Ͻ0 ͑no positive exponent͒. If x 0 and x 0 ϩ⑀ lead to Lyapunov exponents belonging to these different cases, we say that the initial condition x 0 is uncertain with respect to the perturbation ⑀. For fixed ⑀, a large number of random initial conditions can be chosen to yield the fractions of the uncertain initial conditions. Specifically, choose N T ͑large͒ initial conditions. Let N 21 ͑⑀͒ be the number of initial conditions that are uncertain between case ͑i͒ and case ͑ii͒ ͑two positive Lyapunov exponents versus one positive Lyapunov exponent͒ and let N 210 ͑⑀͒ be the number of uncertain initial conditions between case ͑i͒ or ͑ii͒ and case ͑iii͒ ͑chaotic versus nonchaotic͒. Figs. 1͑a͒-1͑c͒ . In the computation, we increase N T until N 21 reaches 500 to obtain f 21 ͑⑀͒ and f 210 ͑⑀͒. The uncertainty exponents are ␣ 21 Ϸ0.0 and ␣ 210 ϭ0.42Ϯ0.05Ͼ0. These different values of the uncertainty exponents have significant consequences regarding predictability of the asymptotic attractor of the system. In particular, regard ⑀ as the error in specifying the initial condition x 0 . The fact that ␣ 21 cannot be distinguished from zero indicates that f 21 ͑⑀͒ does not decreases appreciably even when ⑀ is decreased by many orders of magnitude. This implies the worst case of predictability: It is impossible to predict, for specific initial conditions, whether the attractor has two positive Lyapunov exponents or one positive exponent. However, the situation is improved if one attempts to predict whether the attractor is chaotic or nonchaotic because FIG. 6 . For x 0 ϭ0.832 ͑chaotic attractor with two positive Lyapunov exponents͒ ͑a͒ the corresponding chaotic motion in the invariant plane (x,y), ͑b͒ the projection of the attractor onto the (x,z) plane, and ͑c͒ the power spectrum of the time series z n . The Lyapunov exponents are ⌳ Ќ Ϸ0.603, ⌳ z Ϸ0.083, and ⌳ h Ϸ0.133. In this case, the motion in the invariant plane is chaotic and the z Lyapunov exponent is also positive.
␣ 210 has a finite value of about 0.42. For instance, when ⑀ϭ10
Ϫ1
, we have f 210 ͑⑀͒ϳ0.4. In order to reduce f 210 ͑⑀͒ to, say, 10
Ϫ3
, one needs to reduce ⑀ to about 10
Ϫ9
. Although a decrease in ⑀ does not yield an equal decrease in f 210 ͑⑀͒, the situation is better than the one with f 21 ͑⑀͒ that does not decrease regardless of how much ⑀ is decreased. The reason that ␣ 210 Ͼ0 is directly related to the Hamiltonian phasespace structure in the invariant plane. Note that nonchaotic attractors must be generated by trajectories falling on KAM surfaces in the invariant plane. It is believed that the set of phase-space regions occupied by the chaotic components is a fat fractal, i.e., a fractal with a positive Lebesgue measure ͓21͔. Thus, if an initial condition yields a chaotic trajectory in the invariant plane, a small perturbation to the initial condition can yield a quasiperiodic trajectory on the KAM surface. But for an initial condition that yields a trajectory on the KAM surface, small perturbation always produce trajectories that are still on the KAM surfaces.
V. DISCUSSION
In this paper we have introduced a class of lowdimensional dynamical systems that exhibit extremely rich complex behavior. The system is a mixture of Hamiltonian and dissipative dynamics, where the Hamiltonian dynamics occurs in some invariant subspace of the system and the dissipation occurs in the transverse subspace. The dynamics in the full phase space is thus dissipative and, for typical initial conditions, the asymptotic sets can be attractors. We demonstrate that this class of systems exhibits all three traits characterizing a complex system. In particular, for typical parameter values, a variety of distinct attractors coexist. These are quasiperiodic attractors, strange nonchaotic attractors, and chaotic attractors with different number of positive Lyapunov exponents. The basins of these attractors appear to be interwoven in a complicated manner. As a consequence, the qualitative prediction of even the type of the asymptotic attractor for specific initial conditions and parameters becomes extremely difficult. We remark that Hamiltonian dynamics is common in physical systems, but small friction is inevitable. Our work thus demonstrates that the the combination and interplay of conservative and dissipative dynamics can lead to complex behavior even for physical systems with a few degrees of freedom.
Recent work by Feudel et al. ͓11͔ demonstrated that complexity can arise in the weakly dissipative standard map. Due to the weak dissipation, the original elliptic periodic orbits become small sinks and hence an infinite number of periodic attractors can coexist. It was found that the basins of these sinks are usually interwoven in a complicated way. We should mention that our system is quite different from Hamiltonian systems with weak dissipation. In the latter case, the system itself is weakly dissipative and there is no Hamiltonian component in the system. In contrast, our system has Hamiltonian dynamics in the invariant subspace and the dissipation can be strong and it occurs in the transverse direction. While the observed complexity in our system is a direct consequence of the Hamiltonian phase-space structure that typically contains chaotic components and hierarchies of KAM islands, we see that the introduction of dissipation in the transverse direction gives rise to much richer complexity. Quasiperiodic motion on KAM surfaces in the invariant subspace can lead to quasiperiodic, strange nonchaotic, and chaotic attractors in the full phase space. Chaotic motion in the invariant subspace can induce chaotic attractors with different numbers of positive Lyapunov exponents. Thus the rich complexity observed in this paper is a nontrivial manifestation of the invariant Hamiltonian dynamics in the full phase space. Since ␣ 21 cannot be distinguished from zero, it is practically impossible to predict whether the attractor has one or two positive Lyapunov exponents. However, since ␣ 210 is finite, it is possible to distinguish chaotic attractors from nonchaotic ones if initial conditions and parameters are specified with sufficient precision ͑see the text͒.
