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I. Experimental methods
a. Materials
1,3-bis(2-pyridylimino)-4,7-dihydroxyisoindole (diol) and 1,3-bis(2-pyridylimino)-4-ethoxy-
7-hydroxyisoindole (ethoxy-ol) were synthesized previously by Hanson.S1 To prepared the
deuterated samples (diol-d and ethoxy-ol-d) the hydroxylic protons were exchanged for
deuterons by dissolving and recrystallizing each compound in CH3OD (Sigma-Aldrich).
b. Transient Absorption
Spectroscopic grade acetonitrile solutions of each compound were made with ∼0.3 OD in a
100 µm path length fused silica flow cell. The concentration for each solution was ∼2 mM.
The transient absorption apparatus has been described previously,S2 with modifications
noted here. Briefly, the fundamental of a Ti:sapphire chirped pulse amplifier was frequency
doubled in type II BBO to produce a pump pulse with center wavelength 393 nm. The
pump was attenuated to 300 nJ with neutral density filters. Approximately 100 nJ of the
fundamental was focused into a 2 mm path length cuvet filled with DI water to generate
a white light continuum probe pulse. The probe was split into two arms, reference and
sample, in a balanced detection scheme. The sample arm is sent to a motion controlled retro
reflector and is focused to the same spot on the sample as the pump. The reference arm
has fixed path length and passes through a point on the sample that is never pumped. The
spectra of both the sample and reference probes are detected with a grating spectrometer
and 100x1340 element CCD array. The balanced transient absorption is then calculated via
the expression ∆Abalanced = ∆Asample −∆Areference = log Is,u∗Ir,pIs,p∗Ir,u , where I is intensity and s,
r, p and u stand for sample, reference, pumped, and unpumped. In this scheme any shot to
shot fluctuations in the intensity of the probe are captured in ∆Areference and removed from
the real transient absorption that is induced by the pump. The time resolution of the system
was measured by cross correlating the pump and probe using the solvent response (Fig. S1).
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The system resolution is taken to be the time difference between the half minimum and half
maximum of this response, measured to be 235 fs.
The TA data was cropped at approximately 300 fs to exclude any dynamics associated
with the coherent spike. Singular value decomposition (SVD)S3 was used to determine the
number of transient species. The selection criterion for a significant component was that it’s
singular value must be greater than 2% of the first singular value. In all cases, the data was
well described by two components. A large amplitude background component (first singular
value) which does not decay with time, and a smaller second component which decays on
femtosecond time scales. The latter is assigned to the intramolecular proton transfer events
on the basis that the growth of the stimulated emission peaks in the transient spectra roughly
match the steady state emission peaks (λ ≈ 595nm).S2 Each transient was well described by
a single exponential function, with the time constants reported in Table S1.
Figure S1: The coherent spike due to the interaction between the pump and probe in pure
acetonitrile and the sample holder.
Table S1: Proton transfer time constants measured in acetonitrile. For compar-
ison transfer times from Ref. S2 measured in other solvents are given.
Time constants (fs)
Solvent diol diol-D ethoxy-ol ethoxy-ol-D
acetonitrile 319 583 257 235
methanol 710 N/A 427 N/A
chloroform 530 - - -
cyclohexane 1230 - - -
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Figure S2: Transient absorption of the diol in acetonitrile. (left) Single exponential fit of the
population dynamics retrieved by SVD. (right)
Figure S3: Transient absorption of the diol-D in acetonitrile. (left) Single exponential fit of
the population dynamics retrieved by SVD. (right)
Figure S4: Transient absorption of the ethoxy-ol in acetonitrile. (left) Single exponential fit
of the population dynamics retrieved by SVD. (right)
S4
Figure S5: Transient absorption of the ethoxy-ol-D in acetonitrile. (left) Single exponential
fit of the population dynamics retrieved by SVD. (right)
II. Computational methods
a. Thermal rate constant calculations
Thermal rate constants are calculated using a separable, semi-classical transition state the-
ory:S4
k(T ) = κ σ
kBT
h
1
Qrvib,1
F∏
i=2
Q‡vib,i
Qrvib,i
e−β∆V . (1)
Here β = 1
kBT
, σ is the symmetry number (i.e. one for the ethoxy-ol and two for the diol),
Qrvib,i denotes the harmonic vibrational partition function of the i-th normal mode at the
reactant minimum, Q‡vib,i denotes the harmonic vibrational partition function of the i-th
normal mode at the transition state, and the normal modes are sorted such that the reaction
coordinate (i.e. OH stretching mode at the minimum, unstable mode at the transition state)
comes first. ∆V is the potential energy difference between the reactants and the transition
state and κ denotes a tunneling correction factor:
κ =
eβ∆E
1 + e2pi∆E/|ωI|
+
1
2
∫ pi∆E/|ωI|
−∞
dθ eβ|ωI|θ/pi sech2 (θ) , (2)
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where ∆E is the zero-point energy corrected barrier height, defined as ∆E = ∆V +E‡ZP −
ErZP, E
‡
ZP and E
r
ZP are the harmonic zero-point energies at the transition state and the
reactant minimum, respectively, and ωI = ω
‡
vib,1 is the frequency of the unstable mode at the
transition state. This tunneling correction factor is closely related to the Wigner tunneling
correction factor, except that it performs better at temperatures close to and below the
crossover temperature as it derived using a truncated parabolic barrier instead of an infinite
parabolic barrier.
One of the assumptions made in this model is that the proton transfer can be described
using a separable, one-dimensional reaction coordinate. To test if this assumption is justified,
we investigate the expansion of the unstable normal mode at the transition state in terms
of the reactant normal modes:
ci =
〈
ω‡vib,1
∣∣ωrvib,i〉 , (3)
where
∣∣∣ω‡vib,1〉 is the unstable normal mode at the transition state and ∣∣ωrvib,i〉 are the reactant
normal modes. The largest expansion factors ci for the ethoxy-ol using B3LYP/6-31++G(d)
are shown in Tab. S2. The results clearly show that the largest component is along the
OH stretch of the reactant minimum and that no other reactant normal mode has a major
contribution. This validates using the separable model.
Table S2: Expansion coefficients for the instable normal mode at the transition
state in terms of the reactant minimum normal modes as defined in Eq. 3 for
the ethoxy-ol. Mode 1 is the OH stretch.
Mode c2i
1 0.83
89 0.02
14 0.02
28 0.02
25 0.01
...
...
The same analysis for the diol is presented in Tab. S3. Due to the symmetry of the
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molecule and the two OH groups, there are two normal modes with significant contributions,
namely, the asymmetric (mode 1) and symmetric (mode 102) OH stretching modes. However,
the two normal modes can be linearly combined to two local modes describing the OH
stretching motion of the proton to be transferred and of the other proton as |Ψlocal〉 =
1√
2
|ωr1〉± 1√2 |ωr107〉. As both normal modes have very similar frequencies (asymmetric stretch:
3188 cm−1, symmetric stretch: 3202 cm−1), the local modes are likewise close in frequency.
Projecting the instable normal mode onto these two local modes gives squared expansion
coefficients of 0.85 (for the negative admixture) and < 0.01 (for the positive admixture).
Thus, the use of the separable approach is again found to be justified.
Table S3: Expansion coefficients for the instable normal mode at the transition
state in terms of the reactant minimum normal modes as defined in Eq. 3 for
the diol. Mode 1 is the asymmetric OH stretch and mode 102 is the symmetric
OH stretch.
Mode c2i
1 0.43
102 0.42
19 0.02
81 0.02
12 0.01
...
...
b. Electronic structure calculations
All electronic structure calculations are carried out using the Gaussian09 software package.S5
Ground-state calculations employ density functional theory (DFT), and excited-state calcu-
lations employ time-dependent (TD) DFT. Solvation effects are included using a polarizable
continuum model (PCM)S6 with a dielectric constant of  = 33. Minima in the ground
and first singlet excited state are calculated using the Berny algorithm.S7 Transition states
were obtained using the Synchronous Transit-Guided Quasi-Newton methodS8,S9 method
and linear response PCM. All geometry optimizations were repeated for each combination of
exchange-correlation functional and basis set, to ensure the consistency of each stationary-
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point geometry and its corresponding energy surface.Throughout all geometry optimizations,
we confirmed that the character of the excited state remains the same. Minimum geometries
are in all cases confirmed to exhibit no imaginary vibrational frequencies, and transition
state geometries are confirmed to exhibit a single imaginary vibrational frequency. Excited-
state normal modes are calculated using numerical second derivates. Barrier heights for the
reactions (i.e., ∆V in Eqs. 1 and 2) are obtained using a state-specific (SS) PCM,S10,S11
while geometry optimizations and harmonic frequency calculations employ the standard lin-
ear response (LR) PCM.S6 The SS correction is expected to be more important for the
calculation of barrier heights than it would be for the gradients or vibrational frequencies,
as barrier heights involve energy differences between geometries that are significantly dif-
ferent.We employ the B3LYP,S12,S13 CAM-B3LYP,S14 and M062XS15 exchange-correlation
functionals and the TZVPS16,S17 and 6-31++G(d)S18 basis sets.
Table S4: Potential energies in kcal/mol for the lowest- and second-lowest singlet
excited states (S1 and S2, respectively) relative to the reactant minimum-energy
geometry on the S1 state, calculated using B3LYP/TZVP and a state-specific
PCM.
S1 S2
Reactants Transition state Products Reactants Transition state Products
Ethoxy-ol 0.0 4.3 -3.7 9.0 16.9 11.0
Diol 0.0 5.4 -5.1 6.6 16.5 8.3
The experimentally observed quantum yields and excited-state lifetimes suggest that the
ground-state system is photo-excited to a singlet excited state in both molecules.S1 Thus,
this work focuses on the lowest singlet excited state S1. Excitation from the the ground-state
to this excited state is dominated by a HOMO-to-LUMO transition and exhibits a shift in
electronic density from the OH group to the opposite N, as can be seen from the plot of the
electron-density differences between the ground state and S1 (Figs. S6 and S7). The charge-
transfer character of the excitation can be expected from experiment, as it helps to drive the
rapid ESIPT.S2 Our TD-DFT calculations find that there is also a second low-lying singlet
state S2 present in the Franck-Condon region. This state is dominated by a transition from
S8
Figure S6: Electron density ρ differences between the ground state S0 and the first and
second excited states S1 and S2 at the Franck-Condon point. Positive parts are shown in red
and negative parts in blue. (a) Diol, ρS0 − ρS1 (b) Ethoxy-ol, ρS0 − ρS1 (c) Diol, ρS0 − ρS2
(d) Ethoxy-ol, ρS0 − ρS2 .
the second highest occupied molecular orbital to the LUMO and has a different character
than S1 (see Figs. S6 and S7). The S2 state is neglected in the present treatment as it has
no charge-transfer character and does not create a significant driving force for the ESIPT
reaction; for the S2 potential energy surface Tab. S4 gives the relative energies of the reactant
and product species as well as the barrier height calculated using B3LYP/TZVP for both
low-lying singlet excited states in the diol and the ethoxy-ol. It should be noted that in
comparison to the experiment, an initial excitation to S2 and ultrafast relaxation to S1 on a
timescale faster than the instrumental limitations can not be completely excluded; however,
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Figure S7: Electron density ρ differences between the ground state S0 and the first and
second excited states S1 and S2 at the transition state. Positive parts are shown in red and
negative parts in blue. (a) Diol, ρS0 − ρS1 (b) Ethoxy-ol, ρS0 − ρS1 (c) Diol, ρS0 − ρS2 (d)
Ethoxy-ol, ρS0 − ρS2 .
this poses no problem to the present analysis, as we assume thermalization of the reactants
on the S1 state, which is consistent with either (i) excitation to S1 and thermalization or (ii)
excitation to S2, rapid interconversion to S1, and thermalization. Higher singlet states can
be excluded as they are energetically inaccessible to excitation in the experiment, and triplet
states can be excluded on the basis of the experimentally measured excited-state lifetimes
and high quantum yields.S1
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c. Robustness tests for the TD-DFT calculations
Three commonly employed exchange-correlation functionals (B3LYP,S12,S13 CAM-B3LYP,S14
M062XS15) are employed for the TD-DFT calculations reported in this study. The use of
range of different functionals is worthwhile in this study, as excitations involving charge-
transfer character are known to be problematic for TD-DFT calculations;S19–S21 the em-
ployed functionals vary with regard to the amount of exact exchange included and with
regard to long-range correction of the Coulomb interactions. Tab. S5 presents the barrier
heights and relevant vibrational frequencies calculated using the three different functionals
with the 6-31++G(d)S18 basis set. For the various functionals, the barrier heights are gener-
ally consistent with each other to within 1 kcal/mol. The frequency of the unstable mode at
the transition state is considerably lower for CAM-B3LYP, in accordance with the reduced
barrier height obtained using this functional. The difference in the vibrational frequencies
of the reaction coordinate are within 5 %. Although these barrier heights are relatively low,
raising the possibility of non-equilibrium effects in the ESIPT dynamics, it is assumed in
this study that semi-classical TST is applicable in this regime.
Table S5: The barrier height for the ESIPT reaction ∆V (in kcal/mol), imaginary
frequency ω‡1 (in cm
−1) at the transition state, and frequency (in cm−1) of the OH
stretch for the reactant ωr1 in the first excited state of the diol and the ethoxy-ol
using TD-DFT with the 6-31++G(d) basis set and three different exchange-
correlation functionals.
6-31++G(d) ∆V in kcal/mol ω‡1 in cm
−1 ωr1cm
−1
Functional Diol Ethoxy-ol Diol Ethoxy-ol Diol Ethoxy-ol
B3LYP 5.9 4.8 1375 1260 3188 2966
M062X 5.9 4.7 1378 1264 3297 3075
CAM-B3LYP 5.1 3.7 1305 1126 3178 2909
Tab. S6 presents robustness tests of the barrier heights and vibrational frequencies with
respect to the basis set (TZVPS16,S17 and 6-31++G(d)S18) employed in the TD-DFT cal-
culations. Again, barrier height differences are within 1 kcal/mol. The frequencies of the
instable modes at the transition states are slightly lower with the TZVP basis set, which is
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consistent with the decreased barrier heights obtained with this basis. The frequencies of
the OH stretching modes at the reactant minimum differ by less than 2%.
Table S6: The barrier height for the ESIPT reaction ∆V (in kcal/mol), imaginary
frequency ω‡1 (in cm
−1) at the transition state, and frequency (in cm−1) of the
OH stretch for the reactant ωr1 in the first excited state of the diol and the
ethoxy-ol using TD-DFT with the B3LYP exchange-correlation functional and
two different basis sets.
B3LYP ∆V in kcal/mol ω‡1 in cm
−1 ωr1 in cm
−1
Basis set Diol Ethoxy-ol Diol Ethoxy-ol Diol Ethoxy-ol
TZVP 5.4 4.3 1277 1153 3195 2910
6-31++G(d) 5.9 4.8 1375 1260 3188 2966
Tab. S7 presents structural parameters related to the seesaw effect calculated using
different exchange-correlation functionals and basis sets. Only very small deviations are
found for these parameters demonstrating again the robustness of the calculations with
respect to the exchange-correlation functional and basis set employed.
Table S7: Structural parameters on the first excited state S1 related to the seesaw
effect for the diol and ethoxy-ol obtained using using TD-DFT with different
exchange-correlation functional and basis sets. For the definition of d, a1 and a2
see Fig. 1 in the main text. Distances given in A˚ngstro¨m.
Diol Ethoxy-ol
d a1 a2 d a1 a2
B3LYP/TVZP 1.96 130° 130° 1.79 127° 135°
B3LYP/6-31++G(d) 1.97 131° 131° 1.82 127° 135°
M062X/6-31++G(d) 1.98 130° 130° 1.84 127° 137°
CAM-B3LYP/6-31++G(d) 1.94 130° 130° 1.78 127° 134°
The robustness of the KIE and relative KIE with respect to the exchange-correlation
functionals and basis sets employed is investigated next. To this end, the KIE is split up in
three factors:
KIE =
kH(T )
kD(T )
=
κH
κD︸︷︷︸
KIE1
· Q
r
D,vib,1
QrH,vib,1︸ ︷︷ ︸
KIE2
·
F∏
i=2
Q‡H,vib,iQ
r
D,vib,i
QrH,vib,iQ
‡
D,vib,i︸ ︷︷ ︸
KIE3
. (4)
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We now demonstrate that the first of these terms, KIE1, leads to the dominant source
of exchange-correlation functional dependence that is seen for the KIE values in Fig. 4 of
the main text. Fig. S8a reproduces the data for the full KIE values in Fig. 4 of the main
text, and Figs. S8b-d present the corresponding results associated with each of the terms
on the RHS of Eq. 4 above. It is clear from Fig. S8 that the dominant source of functional
dependence emerges from the KIE1 term, due to its dependence on the ESIPT barrier height.
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Figure S8: Scaling of the KIE in the diol (black) and the ethoxy-ol (red) and for their relative
value (cyan) with respect to different exchange-correlation functionals and basis sets. Panel
a: Full KIE, Panel b: First factor of Eq. 4 Panel c: Second factor of Eq. 4 Panel d: Third
factor of Eq. 4.
Finally, an additional point of comparison between theory and experiment is provided via
the vertical excitation energies (VEE) and Stokes shifts for the diol and ethoxy-ol. Tab. S8
provides these results for the full range of functionals and basis sets considered. Reasonable
agreement between theory and experiment is found, with M062X and CAM-B3LYP per-
forming well for these systems. As expected for an excitation with charge transfer character,
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excitation and emission energies are underestimated when the B3LYP exchange-correlation
functional is employed.S22–S24 The seemingly better agreement for the LR PCM model than
the SS PCM for the B3LYP functional is likely due to error cancelation of the well-known
charge-transfer overstabilization in the B3LYP functional and the missing description of
polarization effects in the LR PCM model, as has been previously emphasized.S25
Table S8: Excitation energies, emission energies and Stokes shifts for the diol
and ethoxy-ol. If not specified, the basis set employed is 6-31++G(d).
Diol Ethoxy-ol
Excitation∗ Emission† Stokes‡ Excitation∗ Emission† Stokes‡
B3LYP/TZVP, LR 429 591 6390 434 606 6540
B3LYP/TZVP, SS 418 563 6144 436 577 5626
B3LYP, LR 432 592 6256 437 606 6382
B3LYP, SS 420 562 5979 438 575 5445
M06-2X, LR 362 550 9442 362 558 9703
M06-2X, SS 354 518 8992 363 530 8646
CAM-B3LYP, LR 366 546 9007 367 554 9197
CAM-B3LYP, SS 357 515 8627 368 526 8182
Experiment 387 596 9061 387 611 9473
∗ Excitation energies (in nm) from the reactant minimum on the ground electronic state to the first excited
state, employing a non-equilibrium PCM.
† Emission energies (in nm) from the product minimum on the first excited electronic state (corresponding
to a single proton transfer) to the ground electronic state, employing a non-equilibrium PCM.
‡ Units of cm−1.
d. Experimentally implied ESIPT barrier heights
In general, the calculated ESIPT transfer times in Tab. 3 of the main text are significantly
larger than those observed experimentally. The results in Fig. S9 present a rough estimate
for the ESIPT barrier height that is implied by the experimental transfer times. The solid
black circles reproduce the data in Fig. 3 from the main text. For each functional, we
additionally present the experimentally implied barrier height that is obtained by fitting the
experimental transfer time to the theoretically predicted transfer time, keeping all parameters
in the rate calculation fixed except for the barrier height. The experimental results imply
somewhat lower barrier heights (approximately 1.5 kcal/mol lower) than are obtained by
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Figure S9: Experimentally implied ESIPT barrier heights (in kcal/mol) obtained for employ-
ing different exchange-correlation functionals and basis sets are shown as colored symbols
(see text for details). The black circles reproduce Fig. 3 from the main text.
direct calculation, and we again note that these relatively low barrier heights for the reaction
raise the possibility of non-equilibrium dynamical effects that are deferred for future study.
Nonetheless, given that our experimentally-implied estimates of the reaction barriers are
approximately 2.5 kcal/mol for ethoxy-ol and even higher for diol (see Fig. S9), which
corresponds to approximately 4 kT at room temperature, it appears that TST is a reasonable
starting point for analyzing the observed effects.
e. Comparison of the ethoxy-ol conformers
Fig. S10 shows the two different ethoxy-ol conformers (gauche and anti conformation) dis-
cussed in the main text.
f. Seesaw effect in the ground electronic state
The molecular seesaw effect discussed in the main text for the excited electronic state S1 is
also found for the ground state of both the diol and the ethoxy-ol. Optimized geometries
and relevant bond distances and angles are given in Fig. S11 and Tab. S9.
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Figure S10: Anti (left) and gauche (right) conformations of the ethoxy-ol for the reactant in
the S1 state, along with along with important structural parameters. Distances are shown
in blue and given in A˚ngstro¨m. Angles are shown in black.
Figure S11: Depiction of the molecular seesaw effect in the ground state of the systems.
Optimized geometries for the ESIPT reactant for the diol (left) and the ethoxy-ol (right) are
shown from calculations at the B3LYP/TZVP level of theory. ESIPT distances are shown
in blue and given in A˚ngstro¨m, and the C-C-C bond angles are shown in black.
Table S9: Structural parameters on the ground state related to the seesaw effect
for the diol, ethoxy-ol, and methyl-ol obtained using B3LYP/TZVP. For the
definition of d, a1 and a2, see Fig. 1 of the main text. Distances given in
A˚ngstro¨m.
R d a1 a2
OEt-ap 1.94 128° 134°
OEt-sc 1.94 127° 134°
CH3 1.95 128° 133°
OH 2.07 130° 130°
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