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Zusammenfassung
Die vorliegende Arbeit behandelt die Untersuchung entwicklungsbiologischer Prozesse mithilfe
moderner Lichtmikroskopietechniken. Der Fokus liegt hierbei auf der Embryogenese des Faden-
wurms Caenorhabditis elegans. Hierfür wird ein bereits vorhandener Aufbau eines Lichtblattmi-
kroskops weiterentwickelt, charakterisiert und zur Durchführung schonender dreidimensionaler
Langzeitaufnahmen der frühen Embryogenese eingesetzt. Die aus den so ermöglichten Aufnah-
men resultierenden Ergebnisse einer weiteren Promotionsarbeit werden kurz vorgestellt. Eine
Erweiterung des Aufbaus zur Durchführung von Diﬀusionsmessungen ermöglicht den Vergleich
von drei unterschiedlichen Messtechniken (SPIM-FCS, SPT, DDM) an Eichproben. Darauf auf-
bauend erfolgt eine räumliche und zeitliche Quantiﬁzierung der Proteindiﬀusion in lebenden
Embryonen. Nach ersten erfolgreichen Messungen an einem peripheren Membranprotein im
Zytoplasma und auf der Zellmembran des Embryos wird die Entwicklung eines für die Embryo-
nalentwicklung kritischen räumlichen Proteindiﬀusionsgradienten verfolgt.
In einem anschließenden Teil der Arbeit wird die Entwicklung, die Konstruktion und die Charak-
terisierung eines zweiten Aufbaus zur Durchführung von höchstaufgelösten Mikroskopieaufnah-
men sowie von Bleich- und Ablationsexperimenten vorgestellt. Neben der Auﬂösungsverbesse-
rung mikroskopischer Aufnahmen wird hierdurch sowohl die Quantiﬁzierung von Diﬀusions- und
Bindungsprozessen als auch eine minimalinvasive Möglichkeit zur gezielten Probenmanipulation
ermöglicht. Somit können neue Fragestellungen und relevante Schlüsselprozesse während der
Embryonalentwicklung untersucht werden. Die Methoden werden an Kulturzellen und Wurm-
embryonen getestet und erste Ergebnisse vorgestellt.
Summary
The topic of this thesis is the study of developmental biological processes using modern light
microscopy techniques. The focus is on the embryogenesis of the nematode Caenorhabditis
elegans. For this purpose, an already existing setup is reﬁned, characterized and used for gentle
three-dimensional long-term imaging of the early embryogenesis. The results of another thesis,
which were made possible by these acquisitions, are brieﬂy presented. An extension of the set-
up to perform diﬀusion measurements enables a comparison of three diﬀerent measurement
techniques (SPIM-FCS, SPT, DDM) using calibration samples. Based on these ﬁrst results, a
subsequent spatial and temporal quantiﬁcation of protein diﬀusion in living embryos is perfor-
med. After ﬁrst successful measurements on a peripheral membrane protein in the cytoplasm
and on the membrane of the embryo, the development of a spatial diﬀusion gradient of a pro-
tein, which is critcal for the embryonic development, is examined.
In a subsequent part of this thesis the development, construction and characterization of a
second setup for super-resolution microscopy as well as bleaching and ablation measurements
is presented. In addition to the gain of resolution these techniques facilitate both the quantiﬁ-
cation of diﬀusion and binding processes and a minimally invasive method for speciﬁc sample
manipulations. As a result of this, new issues and relevant key processes in the embryonic devel-
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 AOTF: acousto-optical tunable ﬁlter
 AP-Achse: Anterior-Posterior-Achse
 ATP: Adenosintriphosphat
 BFP: back focal plane
 CEF: collection eﬃciency function
 C. elegans: Caenorhabditis elegans
 CGC: Caenorhabditis Genetics Center
 CHO-Zellen: Chinese Hamster Ovary-Zellen
 CLSM: confocal laser scanning microscope
 CW: continouus wave
 DDM: diﬀerential dynamic microscopy
 DNA: deoxyribonucleic acid
 DPSS-Laser: diode-pumped solid-state laser
 DSLM: digital scanned light-sheet microscopy
 ER: endoplasmatisches Retikulum
 FCS: ﬂuorescence correlation spectroscopy
 FFT: fast-fourier-transformation
 FLIP: ﬂuorescence loss in photobleaching
 FPGA: ﬁeld programmable gate array
 FRAP: ﬂuorescence recovery after photobleaching
 FWHM: full width at half maximum
 GFP: green ﬂuorescent protein
 HeLa-Zellen: menschliche Gebärmutterhalskrebszellen von Henrietta Lacks
 IC: intersystem-crossing
 ISF: image structure function
 ISM: image scanning microscopy
 LSFM: lightsheet-ﬂuorescence microscope
 MDE: molecular detection eﬃciency
 MSD: mean square displacement
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 NA: Numerische Apertur
 NEBD: nuclear envelope breakdown
 PSF: Punktspreizfunktion
 ROI: region of interest
 sCMOS: scientiﬁc complementary metal-oxide-semiconductor
 SD-Mikroskopie: Spinning-Disk-Mikroskopie
 SPIM: single / selective plane illumination microscope
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But I've never seen the Icarus story as a lesson about the limitations of humans.
I see it as a lesson about the limitations of wax as an adhesive.
- Randall Munroe [1]
Der durchschnittliche Leser dieser Arbeit besteht aus ca. 3,72·1013 Zellen [2]. Angefangen haben
vermutlich alle mit einer einzelnen Eizelle und einem Spermium. Die Entstehung von Lebewesen
bzw. der Weg von einer ersten befruchteten Eizelle zu einem überlebensfähigen multizellulären
Organismus stellt hierbei eine der grundlegenden Fragen der Menschheit dar und steht somit
schon seit langem im Fokus wissenschaftlicher Forschung.
Erste bekannte Schriftstücke über die Untersuchung der Embryogenese stammen bereits aus
der Feder von Hippocrates (460  370 v.Chr.) und Aristoteles (384  322 v.Chr.) [3, 4]. Letz-
terer beschrieb in seinem Werk De generatione animalium seine Ergebnisse aus Beobachtungen
an sich entwickelnden Vogeleiern und der Sezierung von Embryonen unterschiedlicher Spezies.
Aristoteles entwickelte auf diesen basierend bereits erste Ansätze der heutzutage anerkannten
Theorie der Epigenese, also der Idee, dass sich Strukturen bei der Entwicklung eines Lebewesens
aus einer zunächst ungeformten Materie formen. Dem gegenüber stand noch bis ins frühe 19.
Jahrhundert der Ansatz der Präformationslehre, innerhalb derer die Entwicklung eines Lebewe-
sens aus einer bereits ausgebildeten Miniaturversion (wahlweise im Spermium oder der Eizelle
beﬁndlich) beginnt und der Embryo in seiner Entwicklung nur noch weiter wächst [4].
Die Untersuchung und das Erlangen neuer Erkenntnisse über die Entstehung von Lebewesen
war hierbei auch immer begleitet und abhängig vom technischen Fortschritt. Durch den Einsatz
erster optischer Linsen konnte William Harvey im 17. Jahrhundert durch Beobachtungen an
Hühnereiern den Ursprung des Embryos im Blastoderm beschreiben. Die im 17. Jahrhundert
stärker aufkommende Mikroskopie ermöglichte auch erste Forschungen an Spermien. Weitere
mikroskopische Untersuchungen Ende des 18. Jahrhunderts führten unter anderem zur Wider-
legung der Präformationslehre durch die Beschreibung der Embryogenese eines Hühnerembryos
von Caspar Friedrich Wolﬀ. Dies wurde unterstützt durch die Entdeckung der Keimblätter und
der menschlichen Eizelle durch Heinz Christian Pander und Karl Ernst von Baer Anfang des
19. Jahrhunderts. Erste Erkenntnisse in dem Bereich der Genetik in der zweiten Hälfte des 19.
Jahrhunderts, beginnend mit den Arbeiten von Gregor Mendel und der Entdeckung der DNA
durch Friedrich Miescher und Richard Altmann, führten mit weiteren Fortschritten auf den Ge-
bieten der Molekularbiologie schließlich zur Entstehung der Entwicklungsbiologie [5] und einem
vollständigerem Bild der beteiligten Prozesse.
Untersuchungsgegenstände der Entwicklungsbiologie sind Wachstums- und Entwicklungsme-
chanismen von Organismen, wie die der Zelldiﬀerenzierung und der Morphogenese. Prozesse
der Musterbildung und Selbstorganisation wurden hierbei durch Alan Turing bereits 1952 mit-
hilfe eines Reaktions-Diﬀusionsmodells beschrieben [6]. Weiterentwicklungen auf dem Feld der
Fluoreszenzmikroskopie und die Entdeckung ﬂuoreszenter Proteine im Jahr 1962 durch Osamu
Shimomura [7] führten zur erstmaligen Verwendung solcher Proteine zur Fluoreszenzmarkierung
von anderen Proteinen in lebenden Proben durch Douglas Prasher 1994 [8]. Dies ermöglichte
mikroskopische Aufnahmen der Proteinexpression während der Embryogenese von Organismen.
Zahlreiche Fortschritte und Neuentwicklungen ﬂuoreszenzmikroskopischer und molekulargene-
tischer Techniken, beginnend ab der zweiten Hälfte des 20. Jahrhunderts, führten so zu einer
Vielzahl an heutigen Untersuchungsmöglichkeiten und einem besseren Verständnis der Embryo-
genese unterschiedlichster Organismen.
Als hochgradig interdisziplinäre Forschungsrichtung verlangt die Entwicklungsbiologie hierbei
neben der Anwendung biologischer und biochemischer Ansätze auch insbesondere die Berück-
sichtigung physikalischer Konzepte. Die Möglichkeit, komplexe biologische Prozesse auf ein
10
1 EINLEITUNG
mathematisches Modell zu reduzieren und daraus abgeleitete Vorhersagen experimentell zu
überprüfen, hilft hier zudem bei der Suche nach den relevanten Faktoren und Prozessen im bio-
logischen System. Des Weiteren sind eine Reihe an physikalischen Aspekten, wie beispielsweise
solche der Themodynamik, der statistischen Physik und der Mechanik, für das Verständnis des
Zusammenspiels von Proteinen in Zellen und der Wechselwirkung zwischen Zellen relevant.
Insbesondere der Diﬀusion, als wichtigster passiver Transportprozess von Proteinen in Zellen,
kommt dabei eine kritische Bedeutung bei der Untersuchung dynamischer Prozesse in einem
Organismus zu.
Ziel der vorliegenden Arbeit ist die Entwicklung bzw. Weiterentwicklung zweier ﬂuoreszenzmi-
kroskopischer Versuchsaufbauten zur Untersuchung dynamischer Prozesse während der Embryo-
genese. Als Untersuchungsgegenstand wird hierbei der Fokus auf eines der relevanten Modell-
systeme der Entwicklungsbiologie, den Fadenwurm Caenorhabditis elegans, gelegt. Neben der
Durchführung von schonenden, dreidimensionalen Langzeitaufnahmen an lebenden Embryonen
sollen zudem unterschiedliche quantitative Techniken zur Diﬀusionsmessung implementiert und
getestet werden. Des Weiteren ist der Einsatz einer Technik zur Auﬂösungssteigerung mittels
strukturierter Beleuchtung sowie die Realisierung von Bleich- und Ablationsmessungen geplant.
Letztere sollen gezielte minimalinvasive Eingriﬀe in die Entwicklung von Embryonen ermögli-
chen, um die aus den vorherigen Untersuchungen abgeleiteten Vorhersagen unter veränderten
Randbedingungen testen zu können.
Übersicht der Arbeit
Im ersten Teil dieser Arbeit werden zunächst die biologischen Grundlagen der untersuchten Pro-
ben sowie der grundlegende theoretische Hintergrund der im Verlauf dieser Arbeit verwendeten
Methoden behandelt.
Daran anschließend wird in Teil II die Weiterentwicklung und Charakterisierung eines Licht-
blattmikroskops sowie der Einsatz des Aufbaus zur Untersuchung der frühen Embryogenese
behandelt. Neben ersten Forschungsergebnissen aus Langzeitaufnahmen der frühen Embryo-
genese von Wurmembryonen werden die Implementierungen der zuvor vorgestellten Techniken
zur Diﬀusionsmessung beschrieben und die Ergebnisse von Messungen an Eichproben für die
unterschiedlichen Methoden verglichen. Dieser Teil der Arbeit schließt mit Diﬀusionsmessungen
in lebenden Embryonen.
Teil III der Arbeit beschreibt die Entwicklung, die Konstruktion und die Charakterisierung eines
neuen Aufbaus zur Erstellung höchstaufgelöster Mikroskopieaufnahmen mit der zusätzlichen
Möglichkeit der Durchführung von Bleich- und Ablationsexperimenten. Daran anschließend er-
folgt eine methodenspeziﬁsche Beschreibung der konkreten Realisierungen am Aufbau und die
Vorstellung erster ausgewählter Messungen an ﬁxierten und lebenden biologischen Proben.









Zu Beginn dieses Kapitels wird zunächst eine kurze Einführung in die verwendeten Proben der
eukaryontische Zelle und des Fadenwurms Caenorhabditis elegans gegeben. Das Kapitel schließt
mit einer Einführung in den theoretischen Hintergrund des untersuchten Prozesses der Diﬀusion
in ihrem biologischen Kontext.
2.1. Die eukaryontische Zelle
Zellen als kleinste Einheiten lebender Organismen lassen sich in die Klassen der Eukaryonten
und Prokaryonten einteilen. Eukaryonten unterscheiden sich hierbei von den Prokaryonten durch
das Vorhandensein eines Zellkerns und einer komplexen Kompartimentalisierung weiterer Zell-
bestandteile. Im Rahmen dieser Arbeit wurde unter anderem mit eukaryontischen Kulturzellen
gearbeitet. im Nachfolgenden werden die relevantesten Zellbestandteile kurz vorgestellt. Für








Abb. 2.1: Skizze einer eukaryontischen Zelle
Dargestellt ist ein Schnitt durch eine Tierzelle mit den wichtigsten Zellkompartimenten. Die
gesamte Zelle mit einer Abmessung in der Größenordnung von 10− 100µm ist von einer Plas-
mamembran umgeben. Innerhalb der Zelle beﬁnden sich unter anderem der Zellkern (lila), das
raue und glatte endoplasmatische Retikulum (blau und violett), die Mitochondrien (orange)
und der Golgi-Apparat (rot). Neben diesen Zellorganellen besteht die Zelle zum großen Teil
aus dem Zytoplasma (türkis), einer Lösung aus unterschiedlichen Proteinen und Stoﬀen, die
im wässrigen Zytosol gelöst sind. Nicht dargestellt ist unter anderem das Zytoskelett, welches
aus einem dynamischen Filamentnetzwerk besteht, das sich durch die gesamte Zelle spannt.
Abbildung nach [10]
Abb. 2.1 zeigt die Skizze einer eukaryontischen Zelle. Die wichtigsten Zell-Bestandteile und
deren prominenteste Aufgaben sind wie folgt:
 Plasmamembran:
(5-10)nm dünne Lipiddoppelschicht zur Abgrenzung der Zelle nach außen und zum Stoﬀ-




Grundsubstanz der Zelle, bestehend aus einem Gemisch aus unterschiedlichen Proteinen
und weiteren Bestandteilen im wässrigen Zytosol
 Zellkern:
Aufbewahrungsort des Erbguts sowie zuständig für DNA-Replikation, Transkription und
Proteinaustausch mit dem Zytoplasma über Kernporen
 Zytoskelett:
Dynamisches Netzwerk aus Aktinﬁlamenten, Mikrotubuli und Intermediärﬁlamenten zur
Zellstabilisierung, -bewegung und zum aktiven Transport über Motorproteine
 Raues und glattes endoplasmatisches Retikulum:
Weit verzweigtes Kanalsystem aus membranumschlossenen Hohlräumen zur Protein- und
Lipidsynthese
 Golgi-Apparat:
Stapel aus membranumschlossenen Hohlräumen zur Membranmodiﬁzierung und -synthese
sowie zum Vesikeltransport
 Mitochondrien:
Doppelmembranumschlossene Zellorganelle mit eigenem Erbgut zur Energieproduktion
(ATP-Synthese) - kann bisweilen lose dynamische Netzwerke in der Zelle ausbilden
Zellzyklus und Zellteilung
Zellen durchlaufen zudem einen Zellzyklus, der grob aus vier Schritten besteht (siehe Abb. 2.2):
 Erste Wachstumsphase G1: die Zelle wächst, Proteine werden synthetisiert und die
Anzahl an Zellorganellen steigt
 Synthesephase S: das Zentrosom und die im Zellkern vorhandenen Chromosomen wer-
den verdoppelt
Abb. 2.2: Skizze des Zellzyklus
Innerhalb der ersten Wachstumsphase (G1) wächst die Zelle. Zentrosomen und das im Zellkern
vorhandene Chromatin verdoppeln sich in der Synthesephase (S) und die Zelle wächst weiter
(G2). In der Mitose (M) kondensiert das Chromatin, der Zellkern zerfällt und die Chromo-
somen werden von der Spindel zwischen den Zentrosomen separiert. Hierbei entstehen zwei
Tochterzellen. G1, S und G2 werden auch als Interphase bezeichnet.
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 Zweite Wachstumsphase G2: die Zelle wächst und Proteine werden synthetisiert
 Mitose M: innerhalb der Pro-, Meta-, Ana- und Telophase bildet sich die Spindel zwischen
den Zentrosomen aus und das Chromatin kondensiert im Zellkern; nachdem der Zellkern
zerfällt werden die Chromosomen vom Spindelapparat separiert; nach der Einschnürung
der Plasmamembran (Zytokinese) und der Entstehung neuer Zellkerne liegen nun zwei
Tochterzellen vor.
2.2. Der Fadenwurm Caenorhabditis elegans
Der Fadenwurm Caenorhabditis elegans [11, 12], kurz C. elegans, aus der Gruppe der Rhab-
ditiden ist eines der wichtigsten Modellsysteme der modernen Entwicklungsbiologie und Genetik
und seit fast 50 Jahren immer wieder im Fokus dieser Wissenschaften. Wurmembryonen ent-
wickeln sich in einem ellipsoiden Ei aus Chitin mit einer Größenabmessung von ca. 30µm bzw.
50µm in kurzer und langer Halbachse, während der adulte Wurm eine Größe von ca. 1mm Länge
und 65µm Durchmesser besitzt (siehe Abb. 2.3). Da sowohl der adulte Wurm als auch der Em-
bryo in der Eihülle transparent sind, lassen sich beide Zustände ohne größere Umstände mittels
lichtmikroskopischer Methoden untersuchen. Der Großteil der Würmer besteht aus Hermaphro-
diten, wodurch die Fortpﬂanzung meist durch Selbstbefruchtung geschieht. Der Wurm bildet
hierbei zuerst die Spermien und dann die Oozyten, die in der Spermathek des Wurms befruchtet
werden. Ungefähr 0,2% der Würmer liegen als Männchen vor, wodurch zu einem geringen Teil
auch sexuelle Fortpﬂanzung über Kopulation zwischen Hermaphrodit und Männchen stattﬁn-
den kann. Eine der für wissenschaftliche Untersuchungen auszeichnendsten Charakteristiken des
Wurms ist die der Eutelie (Zellkonstanz). So besitzt jeder adulte Wurm dieselbe Anzahl an
somatischen Zellkernen (Hermaphroditen exakt 959, Männchen 1031).
In seiner Entwicklung verfolgt der Embryo eine invariante Abfolge von Zellteilungen in un-
500µm 50µm
Abb. 2.3: Durchlichtaufnahmen eines adulten Wurms und eines befruchteten Embryos
Das linke Bild zeigt einen adulten Wurm auf einer Platte zur Wurmkultivierung. Der Wurm ist
umgeben von mehreren abgelegten Eiern in frühen Entwicklungsstadien. Das rechte Bild zeigt
den Embryo in einem Puﬀertropfen zum Zeitpunkt des Nuclear Meetings der beiden Pronuklei
kurz vor der Entstehung des ersten Zellkerns. Die Pronuklei sind als leicht hellere Punkte in der




terschiedliche Zelllinien [1315], die, in den frühen Stadien der Entwicklung, von einer sehr
hohen Wiederholgenauigkeit bezüglich der Teilungszeitpunkte, Zelltrajektorien und Zellgrößen
begleitet sind [16, 17]. Das Genom des Wurms wurde 1998 vollständig sequenziert [18]. Eine
umfangreiche Auswahl an stabil transﬁzierten Wurmlinien mit unterschiedlichen Mutationen
und Fluorophorfärbungen verschiedener Organellen ist über das CGC (Caenorhabditis Genetics
Center) der University of Minnesota (USA) erhältlich. Ebenso lassen sich unterschiedliche Arten
der RNA-Interferenz auf den Wurm anwenden [19, 20], was zum partiellen Gen-Knockdown
(Stilllegung von Genen) verwendet werden kann, um z.B. die Rolle bestimmter Proteine in der
Entwicklung des Wurmes zu erforschen.
2.2.1. Lebenszyklus des C. elegans
Die komplette Embryogenese des C. elegans dauert bei einer Umgebungstemperatur von 20°C
ungefähr 16 Stunden vom befruchteten Ei zum ersten Larvenstadium [21]. Direkt nach der Be-
fruchtung bildet sich die Chitin-Eihülle, die den Embryo vor Umwelteinﬂüssen schützt. Ungefähr
beim Erreichen des 24-Zell Zustandes und somit kurz vor dem Einsetzen der Gastrulation legt
der Wurm das Ei ab.
Abb. 2.4: Lebenszyklus des C. elegans
Die Abbildung zeigt den Entwicklungskreislauf eines Wurms von der Befruchtung und der Ei-
ablage an hin zum adulten Stadium. Die befruchteten Eier (als hellblaue Ellipsoide dargestellt)
beﬁnden sich zunächst im Eileiter des adulten Wurmes und werden typischerweise zu einem
Zeitpunkt kurz vor der Gastrulation abgelegt. Der geschlüpfte Wurm durchläuft nun vier Lar-
venstadien, kann unter externem Stress aber auch über einen Dauerzustand zwei Larvenstadien
umgehen. Die vermerkten Zeitdauern der Entwicklungsschritte gelten bei ca. 22°C Umgebung-
stemperatur. Abbildung nach [22, 23]
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Der Embryo erreicht beim Schlüpfen eine Zellkernanzahl von 558 (für den Hermaphroditen)
[21]. Danach durchläuft das Tier vier Larvenstadien und kommt nach ungefähr 3 Tagen ab
dem Zeitpunkt der Befruchtung im adulten Stadium an und beginnt selbst damit, Nachwuchs
zu produzieren (siehe Abb. 2.4). Nach 2-3 Tagen ist der Eigenvorrat an Spermien beim Herm-
aphroditen aufgebraucht. Die Paarung mit einem Männchen ermöglicht hierbei das Erzeugen
weiterer Nachkommen. Das Tier kann mehrere Wochen von hier an weiterleben.
Bei Futterknappheit kann der Wurm im L2-Larvenstadium zudem auch in einen sogenannten
Dauerzustand übergehen [24], der ihm das das Überleben über mehrere Monate ohne Futter
und unter widrigen Umweltbedingungen ermöglicht. Bei verbesserten Bedingungen kann der
Wurm so später seine Entwicklung wiederaufnehmen.
2.2.2. Frühe Embryogenese und Symmetriebrüche
Asymmetrische Zellteilungen, Körperachsen und Gründerzellen
Während der frühen Embryogenese kommt es zu fünf asymmetrischen Zellteilungen, die sechs
Gründer-Zellen AB, MS, E, C, D und P4 hervorbringen [25]. In der ersten Zellteilung spaltet
sich die Zygote P0 in AB auf der anterioren Seite und P1 auf der posterioren Seite auf. P1 teilt
sich nun in EMS und P2, EMS in MS und E, P2 in C und P3 und schließlich P3 in D und
















Abb. 2.5: Ausbildung der Gründerzellen im frühen Embryo
Aus der Zygote erfolgt eine Aufspaltung in die 6 Gründerzellen mit jeweils unterschiedlichen
Funktionen ihrer Tochterzellen. In der Abbildung rechts sind die groben Zellanordnungen inner-
halb der Eihülle für den (1-8)-Zellzustand skizziert. Diese sind für alle Embryonen mit hoher
Übereinstimmung vergleichbar. Abbildung nach [14]
Neben der Aufteilung in die Gründerzellen ﬁndet in den ersten drei Zellteilungsrunden aufgrund
von Symmetriebrechungen auch die Festlegung der drei Körperachsen des späteren Wurmes
statt. Der Eintreﬀpunkt des Spermiums legt bereits die zukünftige posteriore Seite fest, in-
dem er die Ausbildung von Gradienten der Proteine PAR-2 und PAR-3 steuert und somit die
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Richtung der AP-Achse (Anterior-Posterior) vorgibt [26, 27]. PAR steht hier für partitioning
defective protein. In der zweiten Zellteilung rotiert die Achse der sich teilenden P1-Zelle in
Abhängigkeit der Verteilung der PAR-Proteine aus der AP-Achse heraus [25, 28]. Die hieraus
entstehende EMS-Zelle deﬁniert die ventrale (bauchseitige) Ausrichtung der dorso-ventralen
Körperachse (siehe Abb. 2.6). Beim Übergang vom 4- zum 6-Zeller wird schließlich die ﬁnale
LR (links-rechts) Körperachse über eine Spindeldrehung der Zellen ABa und ABp festgelegt,
welche in einem leichten posterioren Versatz des Zellpaars ABar und ABpr zum Zellpaar ABal
und ABpl resultiert. Die Spindeldrehung hat ihren Ursprung in einem Vorgang namens chiraler
Morphogenese [13, 29, 30].
Entstehung von Proteingradienten
Zur Diﬀerenzierung der einzelnen Zellen ist bisweilen eine Umverteilung relevanter Signalmo-
leküle, sogenannter Morphogene, nötig. Durch eine Musterbildung in den frühen Zellen des
Embryos können so Proteingradienten entstehen, die bezüglich des Schicksals der Tochterzellen
bei der Zellteilung entscheidend sein können. Bereits 1952 wurde gezeigt, dass die Entstehung
sogenannter Turing-Muster aus einer homogenen Verteilung von Proteinen im Rahmen ei-
nes Reaktions-Diﬀusions-Modells beschrieben werden kann [6]. Hierbei ﬁndet eine räumliche
Musterbildung mehrerer Morphogene mit unterschiedlichem Diﬀusionsverhalten über Prozesse
der Katalysierung oder Produktionsinhibierung statt. Die Entstehung von Morphogengradien-
ten und die zugrundeliegenden Prozesse sind hierbei nach wie vor im Fokus aktueller Forschung
[31].
Auch in C. elegans ﬁndet beispielsweise noch vor der ersten asymmetrischen Zellteilung in P0
aufgrund der Symmetriebrechung des Spermiums die Ausbildung einer polarisierten Verteilung





Abb. 2.6: Spindeldrehungen und Zellausrichtungen im frühen Embryo
Gezeigt sind die Ausrichtung der Spindelorientierungen beim Übergang vom 2- zum 4-
Zellzustand und vom 4- zum 8-Zellzustand, sowie farblich kodiert die involvierten Protein-
verteilungen. Abbildung nach [14]
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Protein namens CYK-4 sind hier relevant. CYK-4 inaktiviert Rho, was die actomyosinbasierte
Kontraktilität auf posteriorer Seite stört und zu einer Kontraktion in Richtung der anterioren
Seite führt. Mikrotubuli, die an den Zentrosomen kondensieren, können die Bewegungen des
Aktinkortex unterstützen. PAR-3 und PAR-6 Proteine können so zur anterioren Seite gelangen
und sich am Cortex anlagern, während PAR-2 sich darauﬀolgend am posterioren Cortex an-
lagert (siehe [32] für einen Review -Artikel über PAR-Proteine). Der PAR-2 / PAR-6 Gradient
erzeugt kortikale Strömungen in der P0 -Zelle, die für eine zytoplasmische Umverteilung weiterer
Proteine notwendig sind. Nach der Ausbildung der PAR-Protein-Verteilung entstehen weitere
Asymmetrien in der zytoplasmischen Verteilung von bestimmten Proteinen, die ihrerseits wie-
der zur zytoplasmische Umverteilung beitragen können. Diese sogenannten polarity mediators
steuern die Verteilung von cell fate regulators, also Proteinen, die das weitere Schicksal der
entstehenden Tochterzellen bei einer Teilung bestimmen. Neben direktem Transport sind auch
lokale Degradation und Proteintranslation für diese ungleiche Verteilung von cell fate regula-
tors relevant [25]. Ein Beispiel für die polarity mediators ist das Protein MEX-5. Am Ende des
einzelligen Zustandes beﬁndet sich dieses größtenteils im anterioren Bereich des Zytoplasmas.
Die Umverteilung von MEX-5 ist begleitet von einer erhöhten Mobilität des Proteins im pos-
terioren Bereich des Embryos. Zugrunde hierfür liegt wahrscheinlich ein Gradient in der PAR-1
Verteilung, der zur Phosphorylierung von MEX-5 im anterioren Ende führt und zusammen mit
einer Dephosphorylierung im posterioren Ende durch PP2A die MEX-5-Proteinverteilung im
Einzeller zur Folge hat [14, 33, 34]. MEX-5 steuert nun unter anderem die Verteilung des cell
fate regulators PIE-1, der sich zunächst in Richtung der entstehenden Vorgänger-Zelle P1 der
späteren Keimbahn umverteilt und in den Zellen der somatischen Zelllinine nach der Zellteilung
in Abhängigkeit von MEX-5 abgebaut wird [35]. Die Art und Weise der Umverteilung von PIE-1
insbesondere innerhalb der P0-Zelle bleibt Gegenstand aktueller Forschung und wird auch in
dieser Arbeit behandelt. In der jüngeren Vergangenheit wurde ein Reaktions-/Diﬀusions-Modelll
vorgeschlagen, innerhalb dessen sich die Proteinverteilung von PIE-1, ähnlich wie bei MEX-5,
unter einer begleitenden, ortsabhängigen Mobilitätsveränderung in das nun posteriore Ende des
Embryos verschiebt [36]. So entstehen bereits vor der ersten Zellteilung räumliche Verteilungen
von Proteinen, wie in Abb. 2.7 skizziert.
Abb. 2.7: Asymmetrische Verteilung von Proteinen im frühen Embryo
Gezeigt sind die entstehenden Proteingradienten bzw. -verteilungen im (1-8)-Zellzustand des
Embryos. Im Einzeller (A) ist der zunächst entstehende Gradient von MEX-5 (rot) mit einer
hohen Konzentration auf der anterioren Seite des Embryos zu erkennen. Dieser führt zur Ausbil-
dung des PIE-1-Gradienten (grün) und einer Verteilung hin zur posterioren Seite zusammen mit
P granules, welche aus Agglomeraten von mehreren Proteinen und RNA bestehen. PIE-1 und P




Für einen Überblick über weitere relevante und beteiligte Proteine in dieser Gradientenausbil-
dung siehe z.B. [14]. Dies ist nur ein Beispiel von vielen in der frühen Embryogenese von C.
elegans, bei der die kortikale und zytoplasmische Proteinumverteilung und Gradientenentste-
hung zu Symmetriebrechung und Diskriminierung von Zellen führt. Neben diesen biochemischen
Einﬂüssen führen zumindest bis zur Gastrulation insbesondere auch rein mechanische Kräfte
zwischen den asymmetrisch geteilten Zellen und der einhüllenden Eihülle zu determinierten Zel-
lanordnungen und Zelltrajektorien [16, 17], was auch einen weiteren Untersuchungsbestandteil
der vorliegenden Arbeit darstellt.
2.3. Diﬀusion in lebenden Zellen
2.3.1. Diﬀusion in Zellen als Transportmechanismus
Diﬀusion, also die ungerichtete, zufällige Bewegung von Teilchen aufgrund ihrer thermischen
Energie, dient in Zellen als passiver Transportvorgang, für den keine zusätzliche Energie auf-
gebracht werden muss. Dem hingegen wird bei zielgerichteten Transportvorgängen, wie etwa
dem Transport entlang des Zytoskeletts durch Motorproteine, Energie verbraucht. Diﬀusion in
der Zelle kann z.B. zur Durchmischung von Proteinen im Zytoplasma oder auf einer Membran
führen. Reaktionen in der Zelle bzw. an bestimmten Zellorganellen können so auch durch die
Diﬀusion zeitlich limitiert werden. Durch die Abhängigkeit von z.B. der Viskosität des umge-
benden Mediums, vorhandenen Netzwerkstrukturen und der Menge und Größe anderer Makro-
moleküle in den unterschiedlichen Umgebungen der Zelle können zudem unterschiedliche Arten
von Diﬀusion erreicht bzw. beobachtet werden. Räumliche Gradienten in der Diﬀusivität be-
stimmter Proteinen innerhalb einer Zelle können des Weiteren unterschiedliche Prozesse wie die
zielgerichtete Umverteilung von Proteinen beeinﬂussen und so die Entstehung von Konzentrati-
onsgradienten begünstigen [36]. Die Proteindiﬀusion im Zytoplasma einer Zelle ﬁndet abhängig
von der Größe des betrachteten Proteins typischerweise in einer Größenordnung von 1− 40µm2s
statt [37, 38], während sich die zweidimensionale Diﬀusion von Molekülen auf Membranen in
der Region von 0, 01− 1µm2s abspielt [37, 39].
2.3.2. Diﬀusion als Brownsche Bewegung
Unter Brownscher Bewegung [4044] versteht man die ungerichtete Bewegung von mikro-
skopisch sichtbaren Teilchen in viskosen Medien, wie Gasen und Flüssigkeiten. Diese wird durch
die räumlich ungeordnete Wärmebewegung von Molekülen und die darauﬀolgenden Stöße zwi-
schen den Teilchen hervorgerufen. Diese Art der Bewegung wird auch random walk genannt.
Die Bewegungsgleichung eines solchen Teilchens mit einer Masse m ist nach Langevin für einen
überdämpften Fall gegeben als:
Fext − γ dx
dt
+ F ′(t) = 0 (2.1)
mit einer externen Kraft Fext , dem Stokeschen Reibungskoeﬃzienten γ und einem zeitlich
unkorrelierten ﬂuktuierenden Beitrag F ′(t) der thermischen Bewegung. Überdämpft bedeutet





Da aufgrund der stochastischen Natur der ungerichteten Bewegung das Zeitmittel über die
Verschiebungen der Teilchen verschwindet, wird zur Quantiﬁzierung der Partikelbewegung die
mittlere quadratische Verschiebung (MSD: mean square displacement) betrachtet. Hierfür wird
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der zeitliche Mittelwert des MSD 〈MSD(τ)〉t einer Partikeltrajektorie x(t) in Abhängigkeit zum
Zeitabstand τ über eine Zeitspanne aus N vorkommenden Zeitpunkten ti gebildet
〈MSD(τ)〉t =
〈








(x(ti + τ)− x(ti))2 (2.2)
Liegt Ergodizität vor [45], verhalten sich Zeit- und Ensemble-Mittel des Systems also gleich,













Bei Abwesenheit externer Kräfte Fext und unter Verwendung des Äquipartitionstheorems [46]
mit der Boltzmann-Konstante kB und der Umgebungstemperatur T gilt nun:
〈MSD(τ)〉t =
2 · kBT · τ
γ
(2.4)
Nach dem Fluktuations-Dissipations-Theorem ergibt sich nun aus der Einstein-
Smoluchowski-Beziehung eine Abhängigkeit des MSD in einem n -dimensionalen System zum
Diﬀusionskoeﬃzienten D gemäß [47]
〈MSD(τ)〉t = 2 · n ·D · τ (2.5)
Im Falle sphärischer Teilchen mit dem hydrodynamischen Radius R0 und für kleine Reynolds-
zahlen Re = ρ·v·dη  1 (hierbei steht ρ für die Dichte des Mediums, v für die Geschwindigkeit
des Körpers, d für die charakteristische Länge des Körpers und η für die dynamische Viskosität
des Mediums) , erhält man durch Einsetzen des nun gültigen Stokesschen Reibungskoeﬃzient





Normale vs anomale Diﬀusion
In komplexeren Medien kann anstelle der normalen Diﬀusion, wie oben beschrieben, auch die
sogenannte anomale Diﬀusion auftreten [4951]. Hierbei steigt das MSD nicht mehr linear
bzgl. der betrachteten Zeitabstände τ sondern folgt einem Potenzgesetz gemäß
〈MSD(τ)〉t = 2 · n · Γα · τα (2.7)
mit der anomalen Diﬀusionskonstante Γα und dem Anomalieparameter α. Man unterscheidet
zwischen unterschiedlichen Arten der anomalen Diﬀusion (siehe Abb. 2.8):
 Subdiﬀusion: 0 < α < 1
 Superdiﬀusion: α > 1
 Ballistische Bewegung: α = 2
Der Spezialfall α = 1 steht hier für normale Diﬀusion. Subdiﬀusives Verhalten kann unterschied-
liche Gründe haben. Gerade im Inneren von Zellen kann ein Eﬀekt namens macromolecular
crowding aufgrund der hohen Dichte an Makromolekülen und Zellorganellen im Zytoplasma
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die Bewegung der verfolgten Teilchen auf längeren Zeitskalen hemmen [52]. Diese Crowder
bewegen sich sehr viel langsamer oder gar nicht im Bezug auf die untersuchten Teilchen und
können die Bewegung auch in einem Untervolumen einsperren, was zur beschränkten Dif-
fusion bei langen betrachteten Zeitabständen führt. Ebenso zeichnet sich z.B. Diﬀusion auf
Zellmembranen durch einen anomalen Charakter aus [53]. Weitere Beispiele subdiﬀusiven Ver-
haltens sind Diﬀusion auf fraktalen Strukturen oder in Polymernetzwerken [54]. Superdiﬀusion
wird z.B. bei sogenannten Lévy-Flight Prozessen beobachtet [55]. Auch Mischungen aus akti-
ver Bewegung unterbrochen von rein diﬀusivem Verhalten können ein superdiﬀusives Verhalten
des MSD zeigen. Ein aktiver Transport, z.B. von Molekülen durch Motorproteine in der Zelle,







Zeitabstand  [s] 
norm. Di . ~
Subdi . ~  , <1
Superdi . ~  , >1
beschr. Di .
ballist. Bwg. ~    2
Abb. 2.8: Darstellung der mittleren quadratischen Verschiebung für unterschiedliche
Diﬀusionsarten
Zu sehen sind schematische Darstellungen des MSD gegen den Zeitabstand τ für die im Fließ-
text beschriebenen Arten an Diﬀusion. Neben der normalen Diﬀusion kann auch Subdiﬀusion
auftreten, was zu einem vergleichsweise erhöhten (superdiﬀusiven) oder erniedrigten (subdiﬀu-
siven) Anwachsen des MSD bei höheren Zeitabständen führt.
Je nach der zugrundeliegenden Ursache und den betrachteten Längenskalen kann in einem rea-
len, begrenzten System, wie dem einer Zelle, anomale Diﬀusion auch nur innerhalb bestimmter
Zeitskalen beobachtet werden und z.B. für sehr kleine oder sehr große Zeitabstände normale
Diﬀusion gemessen werden [56, 57]. Zudem kann für bestimmte Arten anomaler Diﬀusion eine
Verletzung der Ergodiztät vorliegen (〈MSD(τ)〉 / 〈MSD(τ)〉E 6= 1) . Dies kann z.B. für solche
Prozesse gelten, die mit einem continuous time random walk beschrieben werden können
[54], also mit einem stochastischen Sprungprozess mit zwei unabhängigen Wahrscheinlichkeits-
verteilungen für die Schrittweite und die Zeitabstände zwischen den Sprüngen.
Messung von Diﬀusion
Die Quantiﬁzierung des Proteintransports, insbesondere der Proteindiﬀusion im Inneren von
lebenden Zellen und Organismen, kann wertvolle Einblicke in die dort stattﬁndenden Prozesse
geben. So sind zum Beispiel biochemischen Reaktionen in der Zelle bisweilen diﬀusionslimi-
tiert und werden so über die Zeitskalen der Transportprozesse in der Zellumgebung beeinﬂusst.
Zudem können räumlich ausgedehnte Diﬀusionsmessungen auf unterschiedlichen Zeit- und Län-
genskalen Aufschluss über Viskositäten, Strukturen und räumliche wie zeitliche Heterogenitäten
in der Umgebung von biologischen Proben geben und zudem Wechselwirkung zwischen unter-
schiedlichen Proteinen miteinander sichtbar machen.
Zur Quantiﬁzierung von Diﬀusion wurden über die Jahre eine Auswahl an unterschiedlichen
Messmethoden entwickelt, die auch in dieser Arbeit verwendet wurden:
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Einer der direktesten Messansätze ist die Berechnung des MSD aus den rekonstruierten Trajek-
torien einer Einzelpartikelverfolgung (siehe Unterkap. 3.2.2). Für ausreichend lange Messungen
oder durch die Bildung eines Ensemblemittels kann so das zeitliche MSD entsprechend bestimmt
und ausgewertet werden.
Eine Messung des zeitlich gemittelten MSDs kann zudem in einer Fluoreszenzkorrelationsmes-
sung (siehe Unterkap. 3.2.1) durchgeführt werden. Hier wird die typische Zeitskala der Verweil-
dauer beweglicher ﬂuoreszenzmarkierter Partikel in einem Observationsvolumen bekannter Ab-
messungen anhand einer Autokorrelation der zeitlichen Konzentrationsschwankungen bestimmt.
Zudem ist es möglich, über Bleichexperimente (siehe Unterkap. 3.2.4) das Gleichgewicht an
ungebleichten Partikeln in der Probe lokal zu stören. Im Anschluss daran können durch die
Betrachtung der zeitlichen Equilibrierung des Systems Rückschlüsse auf die zugrundeliegenden
Diﬀusions- oder Bindungsprozesse gezogen werden.
Eine weitere Möglichkeit zur Bestimmung des Diﬀusionskoeﬃzienten beweglicher Partikel ist die
Durchführung von Streuexperimenten. Hierbei wird erneut die Zeitskala des Korrelationsabfalls
zeitlicher Fluktuationen in der Probe betrachtet. Dieser ist in einem Streuexperiment abhän-
gig vom untersuchten Streuwinkel und dem Diﬀusionskoeﬃzienten der gemessenen Partikel. In
dieser Arbeit wird eine Realisierung dieser Messmethode in Form einer Kleinstwinkelstreuung
anhand von Bildaufnahmen verwendet (siehe Unterkap. 3.2.3).
Neben weiteren Bild- bzw. ﬂuoreszenzbasierten Methoden gibt es zudem noch Möglichkei-
ten z.B. über eine Spinmarkierung von Molekülen deren Diﬀusionsverhalten in einer Kern- oder
Elektronenspinresonanzspektroskopiemessung zu bestimmen [5860]. Diese Techniken werden




Dieses Kapitel soll einen Überblick über die in dieser Arbeit verwendeten Methoden und den dazu
nötigen theoretischen Hintergrund geben. Alle in dieser Arbeit verwendeten Techniken basieren
entweder auf Fluoreszenzmikroskopie oder wurden an einem Fluoreszenzmikroskop implemen-
tiert. Die ersten Abschnitte beschäftigen sich daher mit dem Prinzip und den Hintergründen der
klassischen Fluoreszenzmikroskopie, sowie einer verwendeten Bildrekonstruktionsmethode zur
höchstauﬂösenden Mikroskopie. Der zweite Teil dieses Kapitels hat unterschiedliche Techniken
zur quantitativen Untersuchung diﬀusiven Verhaltens zum Inhalt, während der letzte Abschnitt
eine kurze Einführung in den Hintergrund von Ablationsexperimenten behandelt. Für tiefere
theoretische Ausführungen wird an den entsprechenden Stellen auf Quellen verwiesen. Weitere
Details, insbesondere zur Implementierung der einzelnen Methoden in den Versuchsaufbauten,
ﬁnden sich in den entsprechenden Kapiteln der Abschnitte II und III.
3.1. Fluoreszenzmikroskopie
Grundlage aller in dieser Arbeit verwendeten Techniken ist die sogenannte Fluoreszenzmikro-
skopie [61], die eine Unterkategorie der Lichtmikroskopie darstellt. Hierbei wird zunächst die zu
untersuchende Probe mittels ﬂuoreszenter Farbstoﬀmoleküle, sogenannter Fluorophore, mar-
kiert. Diese können durch Photonen bestimmter Wellenlänge angeregt werden und emittieren
daraufhin selbst räumlich isotrop langwelligeres (Stokesverschobenes) Licht. Die emittier-
ten Photonen werden über ein Objektiv detektiert und auf einen Kamerasensor abgebildet um
die örtliche Fluorophorverteilung anhand der räumlichen Verteilung der Detektionsintensität zu
quantiﬁzieren. Art und Weise der Anregung und Detektion sind hierbei von der verwendeten
Mikroskopietechnik abhängig.
3.1.1. Fluoreszenz
Fluoreszenz wird beschrieben als die durch die Absorption von Photonen induzierte Emission
von Licht durch Fluorophore. Der auf internen Relaxationsprozessen basierende Wellenlängen-
unterschied zwischen Absorption und langwelligerer Emission ist der sogenannte Stokes-Shift.
Einstrahlende Photonen werden von Fluorophoren absorbiert, indem deren Hüllenelektronen
durch die aufgenommenen Energie vom elektronischen Grundzustand S0 in einen höheren an-
geregten elektronischen Zustand angehoben werden. Dies geschieht auf einer Zeitskala von ca.
10−15 s. Photonen mit einer Wellenlänge λ0 im Vakuum besitzen hierbei eine Photonenener-
gie E = h c0λ0 mit dem Planckschen Wirkungsquantum h und der Lichtgeschwindigkeit im
Vakuum c0 . Vom angeregten Zustand relaxiert das System zunächst strahlungslos über Wech-
selwirkungen mit der Umgebung in niedrigere Rotations- bzw. Schwingungsniveaus (Zeitskala
10−12 s). Durch die Emission von Photonen einer nun größeren Wellenlänge kann das Molekül
wieder in den Grundzustand übergehen (Zeitskala 10−9 s, siehe Abb. 3.1). Dieser Vorgang wird
Fluoreszenz genannt. Das Absorptions- und Emissionsspektrum eines Fluorophors unterschei-
den sich demnach und sind abhängig von der Energiediﬀerenz der möglichen Energieniveaus
im Molekül (siehe Abb. 3.2). Über Interkombination (IC, intersystem-crossing) kann ein an-
geregtes Molekül über einen quantenmechanisch verbotenen Spin-Umklapp auch von einem
angeregten Energieniveau in einen angeregten Triplettzustand wechseln. Von dort kann das
Molekül wiederum relaxieren und über einen Spin-Umklapp und Photonenemission den Grund-
zustand erreichen, was Phosphoreszenz genannt wird. Hierbei ist es aufgrund einer erhöh-
ten Reaktivität des Moleküls mit seiner Umwelt und längeren Lebenszeiten (Zeitskala 10−6 s)
im Triplettzustand auch anfälliger für photochemische Reaktionen. Diese können eine Kon-






















Gezeigt ist ein Jablonski-Diagramm der Energieniveaus eines Fluorophors. Durch die Absorp-
tion von Photonen werden Elektronen vom Grundzustand in energetisch höhere, angeregte
elektronische Zustände angehoben (Zeitskala 10−15 s). Nach einer strahlungslosen Relaxation
in niedrigere Rotations- und Vibrationsniveaus (10−12 s) kann über Photonenemission / Fluo-
reszenz (10−9 s) wieder der Grundzustand erreicht werden. Über Intersystem-crossing (IC) ist
auch der Übergang in Triplettzustände möglich, von denen das Molekül durch Lichtemission
über Phosphoreszenz (10−6 s) in den Grundzustand wechseln kann oder ein Verlust der Fluo-
reszenzeigenschaft durch Bleichen möglich ist.
(Bleaching , deutsch: Bleichen) zur Folge haben. Zudem kann dieser Vorgang in lebenden bio-
logischen System zu unerwünschten phototoxischen Eﬀekten führen, die für den Organismus
letal sein können oder ihn in seinem Verhalten unerwünscht beeinﬂussen können [62].
3.1.2. Fluorophore und Fluoreszenzmarkierung
Ein in der Fluoreszenzmikroskopie entscheidender Faktor ist der zur Markierung verwendete
Farbstoﬀ bzw. Fluorophor. Neben einer großen Auswahl an synthetischen Fluoreszenzfarbstof-
fen gibt es auch verschiedene Proteine mit ﬂuoreszenten Eigenschaften. Der Großteil hiervon
wurde abgeleitet von einem aus der Tiefsee-Quale Aequorea victoria extrahierten Protein namens
GFP (green ﬂuorescent protein) [7]. Ausgehend von GFP wurde das Absorptions- und Emissi-
onsspektrum des Proteins, Eﬃzienz und Photostabilität durch Mutationen an unterschiedliche
Anforderungen angepasst, was zu einer Fülle an heutzutage erhältlichen Fluorophoren führt.
Ähnlich zu synthetischen Proben, wie bestimmten Molekülen, an deren Molekülstruktur ein
gewünschtes ﬂuoreszentes Molekül angehängt werden kann, ist es auch möglich eine geziel-
te Fluoreszenzmarkierung an Strukturen in lebenden Organismen wie Zellen oder Embryonen
durchzuführen. Dieser Vorgang kann z.B. durch die Transfektion mittels eines DNA-Plasmids
geschehen. Das Plasmid wird in den Organismus eingebracht und enthält den genetischen Code
des Fluorophorproteins und einen Promoter, der wiederum die Transkription des neu eingebrach-
ten Gens im Organismus initiiert. Wird der Code des Fluorophors an den Code eines anderen
Proteins im Organismus verlinkt, können so gezielt einzelne Arten von Proteinen und somit
auch bestimmte Zellstrukturen ﬂuoreszenzmarkiert werden. Es ist zu unterscheiden zwischen
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Abb. 3.2: Fluorophorspektren:
Die Abbildung zeigt das wellenlängenabhängige Anregungs- (gestrichelte Linien) und Emissi-
onspektrum (durchgezogene Linien) dreier Fluorophore (eGFP: grün , Alexa488: gelb. mCherry:
rot), die im Rahmen dieser Arbeit verwendet wurden. Das Spektrum des Farbstoﬀs FITC ist
nahezu deckungsgleich zum Farbstoﬀ Alexa488. Zudem sind die Wellenlängen der in dieser Ar-
beit zur Anregung der gezeigten Fluorophore verwendeten Laserlinien bei 491nm und 561nm
eingezeichnet.
genetische Information des Fluorophors wieder aus der Zelllinie verschwinden, während stabil
transﬁzierte Organismen die Information auch an nachfolgende Generationen weitergeben. Eine
andere Methode zur speziﬁschen Fluoreszenzmarkierung namens Immunﬂuoreszenz basiert auf
der Verwendung ﬂuoreszenzmarkierter Antikörper, die in die Probe eingebracht werden und an
den entsprechenden Antigenen binden, um diese so zu markieren.
In dieser Arbeit wurden als Eichproben unter anderem ﬂuoreszenzmarkierte Dextranmoleküle
und mit Fluorophoren eingefärbte Polystyrolkugeln verwendet. Messungen an lebenden Orga-
nismen wurden an transient transﬁzierten Kulturzellen und stabil transﬁzierten Wurmlinien von
C. elegans durchgeführt. Die verwendeten Fluorophore waren hierbei der synthetische Farbstoﬀ
Alexa488 und FITC sowie die Fluorophor-Proteine eGFP und mCherry (siehe Abb. 3.2).
3.1.3. Epiﬂuoreszenzmikroskopie
Ein Epiﬂuoreszenzmikroskop (siehe Abb. 3.3), sowie weitere nachfolgend beschriebene Fluo-
reszenzmikroskoptypen, nutzt die Wellenlängenverschiebung zwischen Anregungs- und Emissi-
onsspektrum von Fluorophoren aus. Je nach verwendetem Fluorophor wird hierzu ein geeigneter
Anregungswellenlängenbereich mittels einer Weißlichtquelle mit einem geeignetem Anregungs-
ﬁlter, einer LED-Lichtquelle oder eines Lasers realisiert. Ein wellenlängenabhängiger Dichroit
fungiert als Strahlteiler und reﬂektiert das Anregungslicht auf die hintere Apertur eines Objekti-
ves, in dessen Fokus die zu untersuchende Probenebene positioniert wird. Der Anregungsstrahl
vor dem Objektiv wird hierbei aufgeweitet, um eine möglichst gleichmäßige Ausleuchtung des
detektierten Bereichs in der Probe zu ermöglichen. Die räumlich isotrope Emission an Fluores-
zenzlicht der angeregten Fluorophore in der Probe wird nun über dasselbe Objektiv gesammelt
und passiert erneut den Strahlteiler. Aufgrund der Wellenlängenabhängigkeit kann bei geeig-
neter Wahl des Strahlteilers das rotverschobene Fluoreszenzsignal diesen passieren, während
gestreutes Anregungslicht reﬂektiert wird. Ein zusätzlicher Detektionsﬁlter nach dem Dichroi-
ten kann bei Bedarf übriges Anregungslicht blocken und den detektierten Wellenlängenbereich
selektieren. Das Fluoreszenzlicht wird nun mithilfe einer Sammellinse auf einem Kamerasensor
abgebildet und gibt so über das lokale Fluoreszenzsignal die räumliche Verteilung von Fluorpho-
ren in der Probenebene wieder. Durch diese Methode sind sehr schnelle zweidimensionale Fluo-
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reszenzaufnahmen in der Probenebene möglich. Jedoch tritt durch die Anregung und Detektion
von Fluorophoren auch unter- und oberhalb der Probenebene in dreidimensional ausgedehnten
Proben ein starkes Hintergrundsignal auf, welches den Kontrast der Aufnahmen stark verrin-
gern kann. Eine Fluoreszenzanregung außerhalb der Probenebene bedeutet auch insbesondere
für lebende Organismen potentiellen, zusätzlichen Photostress.
Abb. 3.3: Skizze eines Epiﬂuoreszenzmikroskops
Das Anregungslicht (blau) wird über einen Filter F1 auf das Anregungsspektrum des verwende-
ten Fluorophors angepasst und nach der Reﬂektion an einem Strahlteiler ST durch das Objektiv
auf die Probe geführt. Hierbei wird darauf geachtet das komplette abgebildete Gesichtsfeld der
Probenebene gleichmäßig auszuleuchten. Die so angeregte Fluoreszenz wird über das gleiche
Objektiv gesammelt und kann aufgrund der Stokes-Verschiebung den Strahlteiler passieren,
wobei zurückgestreutes Anregungslicht wieder reﬂektiert wird. Eine zusätzliche Filterung über
einen Detektionsﬁlter F2 blockt übriges Anregungslicht. Das Signal wird nun über eine Tubus-
linse auf einen Kameradetektor abgebildet.
3.1.4. Konfokale Laser-Scanning-Mikroskopie und Spinning-Disk-Mikroskopie
In einem konfokalen Laser-Scanning -Mikroskop (CLSM, confocal laser scanning microscope)
wird ein im Idealfall beugungsbegrenztes fokales Volumen in einem Punkt der Probe ange-
regt und das emittierte Fluoreszenzsignal der Fluorophore in diesem Probenvolumen über einen
Punktdetektor erfasst (siehe linke Skizze in Abb. 3.4). Hierfür wird zunächst das Anregungs-
licht (im Regelfall eines Lasers) durch das Objektiv in die Probe eingebracht. Fluoreszenz kann
so sowohl im Fokus als auch über- und unterhalb angeregt werden. Die vom Objektiv detek-
tierten Photonen bestehen aus gestreutem Anregungslicht und den von der Probe emittierten
Photonen. Diese werden, vergleichbar zu einem Epiﬂuoreszenzmikroskop, über einen Dichroiten
und einen Detektionsﬁlter, die nur das wellenlängenverschobene Fluoreszenzsignal bzw. einen
gewählten Spektralbereich transmittieren, getrennt. In neueren CLS-Mikroskopen kann eine
wellenlängenabhängige Detektion auch über den Einsatz von Prismen erfolgen. Das Fluores-
zenzsignal wird auf ein Pinhole (deutsch: Lochblende) sehr geringen Durchmessers fokussiert,
was dazu führt, dass emittierte Photonen außerhalb der Fokusebene unterdrückt werden. An-
regung und Detektion haben so einen gemeinsamen Fokus (siehe rechte Skizze in Abb. 3.4),
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was dem Messprinzip seinen Namen gibt. Durch variable Einstellungen der Pinhole-Größe kann
so die detektierte Intensität und Tiefendiskriminierung der Aufnahmen variiert und der Kon-
trast und die räumliche Auﬂösung unter einem Verlust an Signalstärke gesteigert werden. Im
weiteren Strahlverlauf wird das Detektionssignal von einem Punktdetektor erfasst. Eine räumli-
ches Abrastern der Probe erfolgt über eine zweidimensionale Anordnung von Scan-Spiegeln im
Strahlengang, die das Anregungs- und Detektionsvolumen in der Probe verschieben und so die
Aufnahme eines zweidimensionalen Bildes ermöglichen. Die Prozedur des Abrasterns kann da-
bei je nach gewählten Aufnahmeparametern einige Zeit in Anspruch nehmen. Zudem kann dies
durch eine hohe Energieeinbringung in die Probe aufgrund eines Ausbleichens der Fluorophore










Abb. 3.4: Skizze eines konfokalen Laser-Scanning Mikroskops
Ähnlich zum Epiﬂuoreszenzmikroskop erfolgt eine wellenlängenabhängige Unterscheidung zwi-
schen Anregung und Detektion des Fluoreszenzsignals über einen Strahlteiler. Die Anregung
erfolgt über einen beugungsbegrenzten Fokus in der Probenebene, der zur Bildaufnahme mittels
eines ansteuerbaren Spiegelpaares im xy-Scan-Kopf über die Probe gefahren wird. Zusätzlich ist
im Detektionsstrahlengang eine Detektionslochblende (Pinhole) verbaut, auf die das detektierte
Signal fokussiert wird. Je nach Durchmesser der Lochblende kann emittiertes Signal außerhalb
der Probenebene (im rechten Teil der Abbildung grün gekennzeichnet) unterdrückt werden, um
damit die Tiefendiskriminierung und den Kontrast der Aufnahme zu steigern.
Eine weitere Implementierung der konfokalen Mikroskopie stellt die sogenannten Spinning-Disk
(SD) Mikroskopie dar. Hierbei werden mehrere Anregungs- und Detektionsvolumina über zwei
Nipkow-Scheiben mit je einer Anordnung von Mikrolinsen und von ﬁxen Pinholes erzeugt. Das
so gesammelte Signal mehrerer Untervolumina in der Probe wird wieder zunächst über einen
Dichroiten zwischen den Nipkow-Scheiben und einen Detektionsﬁlter wellenlängenabhängig se-
lektiert und über einen Kamerasensor aufgenommen. Durch die Art der Anordnung auf den
Nipkow-Scheiben und eine Rotation derselbigen wird so über eine Integrationszeit des Sensors,
die mit der Rotationsgeschwindigkeit der Scheiben synchronisiert werden muss, jeder Punkt im
detektierten Bildausschnitt überstrichen und so ein vollständiges Bild der Probenebene aufge-
nommen (siehe Abb. 3.5). Dies führt zu einer erhöhten Aufnahmegeschwindigkeit bei ansonsten



















Abb. 3.5: Prinzip einer Spinning-Disk-Aufnahme
Für die Aufnahme wird der kollimierte Anregungslaserstrahl zunächst über ein Array an Mi-
krolinsen auf der ersten SD-Scheibe auf das Pinhole-Array der zweiten Scheibe fokussiert und
erzeugt über das Objektiv ein Muster an Anregungsfoki in der Probe. Die dort angeregte Fluo-
reszenz wird wieder über das Objektiv gesammelt, wobei durch das Pinhole-Array nun eine
Tiefendiskriminierung nach dem konfokalen Prinzip erfolgt. Ein Dichroit als Strahlteiler reﬂek-
tiert das Emissionslicht durch einen zusätzlichen Filter auf eine Tubuslinse. Diese bildet das
Signal auf einem Kamerasensor ortsabhängig ab. Durch eine gemeinsame Rotation der bei-
den SD-Scheiben erfolgt eine Abtastung der gesamten Probe während der Integrationszeit des
Kamerasensors. Abbildung nach [63]
von Fluorophoren außerhalb der Probenebene mit den damit verbundenen potentiell schädlichen
Auswirkungen auf die Probe.
3.1.5. Lichtblattmikroskopie
Die Lichtblattmikroskopie, auch Lichtscheibenﬂuoreszenzmikroskopie, lightsheet ﬂuorescence
microscopy (LSFM) oder selective / single plane illumination microscopy (SPIM) genannt,
ist ein ﬂuoreszenzmikroskopisches Verfahren, bei dem ein Lichtblatt mit einer Taille im Bereich
von einigen µm in der Fokalebene eines Detektionsobjektivs erzeugt wird. Die so im Lichtblatt
angeregte Fluoreszenz kann über das Objektiv detektiert werden und ist weitestgehend frei von
Hintergrundsignal außerhalb der Fokalebene, welches bei den zuvor genannten Mikroskopie-
Verfahren unerwünschterweise angeregt und teilweise auch detektiert wird. Hierdurch wird in
einer SPIM-Aufnahme zum einen ein erhöhter Kontrast der Aufnahmen erreicht, zum anderen
aber insbesondere unerwünschtes Bleaching und Photostress in Ebenen außerhalb der aufge-
nommenen Fokalebene unterdrückt. Die angeregte Ebene kann detektionsseitig über einen Filter
von gestreutem Anregungslicht bereinigt und mittels eines Kamerasensors als zweidimensiona-
les Bild aufgenommen werden. Damit verbindet diese Technik die schnelle Bildaufnahme eines
30
3 METHODEN
Abb. 3.6: Skizze eines Lichtblattmikroskops mit zwei Objektiven
Zunächst wird ein kollimierter Laserstrahl über eine Zylinderlinse in einer Richtung x senkrecht
zur Zeichenebene fokussiert, während die zweite Dimension z kollimiert bleibt. Nach dem An-
regungsobjekitv entsteht so ein in z fokussiertes Lichtblatt mit einer endlichen Ausdehnung in
x. Die in der Probe durch das Lichtblatt angeregte Fluoreszenz kann über ein zweites Objektiv
detektiert werden und nach einem Filter zum Blocken gestreuten Anregungslichts durch die Tu-
buslinse auf den Kamerasensor abgebildet werden. Die Lichtblattposition wird bei der Justage
auf die fokale Ebene des Detektionsobjektivs ausgerichtet.
Epiﬂuoreszenzmikroskops mit der Tiefendiskrimierung eines konfokalen Aufbaus bei stark redu-
ziertem Photostress für die Probe. Über eine Verschiebung der Probe zum Lichtblatt und der
Fokalebene oder ein gemeinsames Verschieben des Lichtblatts und der Fokalebene zur Probe
können schnelle und schonende 3D-Schichtaufnahmen (Stacks) einer Probe erstellt werden.
Die so erreichbare hohe räumliche und zeitliche Auﬂösung der aufgenommen Bilder bei hohem
Kontrast und niedriger Energieeinbringung in die Probe hat die Lichtblattmikroskopie in den
letzten Jahren insbesondere für in vivo Aufnahmen an anfälligen entwicklungsbiologischen Pro-
ben interessant gemacht. Die Methode basiert auf dem Ultra-Mikroskop von Zsigmondy und
Siedentopf im Jahre 1903 [64]. 1993 wurde die Methode durch Voie et al. auf ﬂuoreszenzmikro-
skopische Aufnahmen an biologischen Proben erweitert [65]. Diverse weitere Implementierungen
bezüglich der Lichtblattformung und der Detektion sowie erste Verwendungen in der Entwick-
lungsbiologie sind innerhalb des letzten Jahrzehnts erschienen [6677]. Hierbei wurden sowohl
Probleme durch Abschattungseﬀekte des Lichtblatts, Streuung und Aberrationen in Anregung
und Detektion durch die Verwendung von mehreren Objektiven für Anregung und Detekti-
on, Probenrotation, der Verwendung von Bessel- oder Airystrahlen, strukturierter Beleuchtung,
adaptiver Optik oder Clearing -Verfahren behoben und somit Auﬂösung, Aufnahmegeschwin-
digkeit und Probenschonung optimiert. Für weitere Details zu typischen bzw. lichtblattspeziﬁ-
schen Abbildungsfehlern, wie Aberrationen und die Entstehung von Streifen-Artefakten, siehe
z.B. [38, 78]. Die Anzahl und Anordnung der verwendeten Objektive sowie die Erzeugung des
Lichtblatts ist ein auszeichnendes Charakteristikums der unterschiedlichen Lichtblattmikrosko-
ptypen. Für eine aktuelle Übersicht unterschiedlicher Implementierung und neuer Entwicklungen
sei z.B. auf [69, 79] verwiesen. Das Lichtblatt kann sowohl statisch über die Verwendung einer
Zylinderlinse oder aus einer Kombination einer Zylinderlinse und eines Anregungsobjektivs ge-
formt werden [66], als auch dynamisch über das schnelle Verfahren eines Gauß-, Bessel- oder
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Airy-Strahls in einer Dimension während der Integrationsdauer des Kamerasensors [68] (siehe
Abb. 3.7). Die letztgenannte Technik wird dementsprechend auch als DSLM (digital scanned
lightsheet microscopy) bezeichnet.
Abb. 3.7: Unterschiedliche Arten der Lichtblatterzeugung
Der obere Teil der Abbildung zeigt die Lichtblatterzeugung über eine Zylinderlinse und ein An-
regungsobjektiv in zwei Dimensionen. Zunächst wird ein kollimierter Strahl nach dem Teleskop-
prinzip aufgeweitet und in x auf die hintere Objektivapertur fokussiert. Die dafür notwendigen
Brennweitenabstände f1,2,Zyl,Obj der Optiken sind entsprechend eingezeichnet. Die Zylinderlinse
bildet mit der Objektiv-Linse in x erneut einen Teleskopaufbau und sorgt somit für eine endliche
Breite des Lichtblatts in x. Durch die Fokussierung des Objektivs in z kann eine dünne Taille
des Lichtblatts in z entstehen und für die selektive Anregung der Fluoreszenz in einer Ebene
verwendet werden. Die DSLM-Technik basiert auf dem schnellen Verfahren eines Gaußstrahls
in x. Dies erfolgt über die Auslenkung des Strahls über einen Galvospiegel. Die Ablenkung wird
über zwei Sammellinsen in der hinteren Brennebene des Objektivs abgebildet. Die verwende-
ten Optiken müssen hierbei in ihren jeweiligen Brennweiten-Abständen voneinander positioniert
werden. Durch das schnelle Verfahren des Gauß-Strahls während der Integrationszeit der Kame-
ra entsteht für die Messdauer ein Lichtblatt endlicher Ausdehnung in x und einer Taillendicke
entsprechend der Fokussierung des Strahls in z. Die Ausdehnung in x kann hierbei über den
Winkelbereich der Strahlablenkung durch den Galvospiegel vorgegeben werden.
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3.1.6. Auﬂösung und Lichtblattdicke
Auﬂösung in Fluoreszenzmikroskopen
Unter der Auﬂösung eines optischen Systems [80, 81] versteht man den minimalen räumlichen
Abstand unterschiedlicher Strukturen innerhalb dessen eine Diﬀerenzierung dieser noch möglich
ist. In der Lichtmikroskopie ist der limitierende Faktor der Wellencharakter des Lichts und die
daraus resultierende Beugungserscheinung. So werden selbst ideale Punktlichtquellen aufgrund
der Beugung an der Apertur der verwendeten Optik nach dieser als sogenannte Beugungs- bzw.
Airyscheibchen dargestellt. Die Intensitätsverteilung einer solchen abgebildeten Punktlichtquelle
ist durch die sogenannte Punktspreizfunktion (PSF) gegeben. Optische Elemente werden durch
ihre Numerische Apertur (NA) beschrieben. Diese ist ein Maß für die Strahlfokussierung eines
optischen Systems und ergibt sich aus dem Brechungsindex n des Mediums zwischen Objektiv
und Probe und dem halbem Öﬀnungswinkel α des Objektivs mit NA = n · sin (α). Das
Auﬂösungsvermögen wird meist in Form der Halbwertsbreite FWHM (full width half maximum)
oder der charakteristischen Längenskala σxy,z für einen Abfall auf 1/e2 bezüglich der PSF
angegeben. Für ein Weitfeldmikroskop mit einer homogenen Ausleuchtung der Probe und einer
detektierten Wellenlänge λ lässt sich diese Größe numerisch abschätzen [38] zu
σxy,WF ≈ 0, 82 λ
NA
(3.1)
σz,WF ≈ 2, 80 n · λ
NA2
(3.2)
Für ein Konfokalmikroskop ergibt sich die Gesamt-PSF aus der Anregung mittels eines beu-
gungsbegrenzten Proﬁls und der PSF der Detektion, weshalb gilt:
PSFKonf = PSFAnr · PSFDet ≈ PSF2WF (3.3)
Die Näherung beinhaltet eine Vernachlässigung des Wellenlängenunterschieds zwischen Anre-
gung und Detektion. Durch die nun eﬀektive Unterdrückung der Nebenmoden in der PSF lässt
sich die PSFKonf mit einem dreidimensionalen Gauß-Proﬁl der Längenskala σ annähern, für das





Det ≈ 2 · σ−2Anr (3.4)
Hiermit ergibt sich eine Auﬂösungsverbesserung im Vergleich zur Weitfeldmikroskopie um den
Faktor
√
2 bzw. eine Verringerung der PSF-Größe um den Faktor 1/
√
2. Eine Numerische
Näherung ergibt eine Auﬂösung von
σxy,Konf ≈ 0, 61 λ
NA
(3.5)
σz,Konf ≈ 2, 09 n · λ
NA2
(3.6)
In einem Lichtblattmikroskop ergibt sich die PSFSPIM wieder aus dem Anregungs- und Detektions-
Proﬁl:
PSFSPIM = PSFAnr · PSFDet (3.7)
Hierbei ist die Verwendung unterschiedlicher Objektive und die senkrechte Ausrichtung der
beiden PSF zueinander zu berücksichtigen. Die eﬀektive Auﬂösung lässt sich so abschätzen zu:









Hiernach ergibt sich keine Auﬂösungsverbesserung in lateraler Ausdehnung im Vergleich zum
Weitfeldmikroskop, während der Auﬂösungsgewinn in axialer Dimension von der Ausdehnung
des Lichtblatts in z abhängt. Aufgrund der Entkopplung von σAnr und σDet durch die Verwen-
dung zweier unterschiedlicher Objektive zur Anregung und Detektion kann die axiale Auﬂösung
hier durch die Lichtblattdicke variiert werden. Im Falle einer Verwendung eines Anregungspro-
ﬁls in z mit vergleichbarer Ausdehnung zur axialen Detektions-PSF kann dies so zu einer zur





Die Annahme eines konstanten Beleuchtungsproﬁls und damit auch einer homogenen axialen
Auﬂösung nach Gl. 3.9 ist sowohl für ein statisches Lichtblatt als auch für ein geschriebenes
Lichtblatt nur in einer begrenzten Fläche bzw. Ausdehnung in der Strahlausbreitungsrichtung

























(A) Zu sehen sind Skizzen des statischen Lichtblatt durch die Verwendung einer Zylinderlinse
mit einem Objektiv und das entstehende Lichtblatt eines gescannten Gauß-Strahl im DSLM-
Ansatz. Abbildung nach [82] (B) Das statische Lichtblatt weißt ein Gaußproﬁl unterschiedlicher
Längenskalen in x und z in Abhängigkeit von y auf. Abbildung nach [83]
Entlang der Strahlausbreitungsrichtung y kann die Lichtblattdicke σz,Anr gemäß der Form eines
Gaußstrahls (siehe Abb. 3.9) beschrieben werden als








Hierbei gibt σz,Anr,0 die Lichtblattdicke in der Taille an, während yR als Rayleighlänge die
Längenskala für eine Taillen-Vergrößerung um den Faktor
√
2 angibt. Die minimale Taille σz,Anr,0




für einen Brechungsindex n des Mediums, einer Anregungswellenlänge λAnr und der Numeri-








Innerhalb des Bereichs 2 yR kann demnach von einer ungefähr gleichmäßigen Lichtblattdicke
ausgegangen werden. Demnach kann unter Berücksichtigung der zur Aufnahme verwendeten
Region die Ausdehnung des Lichtblatts und damit auch die axiale Auﬂösung nach Gl. 3.9 ent-
sprechend angepasst werden.
Die Ausleuchtung in x ist nur für den DSLM-Ansatz entlang des Strahlverfahrbereichs tat-
sächlich homogen, während ein statisches Lichtblatt auch hier einen Gauß-Verlauf annimmt
(siehe B in Abb. 3.8). Über eine geeignete Brennweitenkombination der Zylinderlinse und des









Das Anregungsproﬁl in z entlang der Strahlausbreitungsrichtung y kann als Gauß-Strahl ange-
nommen werden. Die Dicke des Strahls σz(y) wächst in Entfernung zur Lichtblatttaille gemäß
Gl. 3.10. Der zur Bildaufnahme verwendete Bereich in y umfasst so meist die Abmessung 2 yR.
3.1.7. Image scanning microscopy
Eine Möglichkeit zur Steigerung der lateralen Auﬂösung konfokaler Fluoreszenzmikroskopie-
aufnahmen, die auch in dieser Arbeit Verwendung ﬁndet, ist die sogenannten image scanning
microscopy (ISM) [8487]. Das Grundprinzip basiert hierbei auf einer konfokalen Mikroskopie-
aufnahme in Zusammenhang mit der Detektion des Signals auf einem Kamerasensor anstelle
eines üblicherweise verwendeten Punktdetektors. Der Herleitung nach [86] folgend, kann die
am Detektor gemessene Intensität I(~r,~s) in Abhängigkeit zur Ortskoordinate ~r der gemessenen
Probenstelle und der Pixelkoordinate ~s auf dem Detektor beschrieben werden als
I(~r,~s) =
ˆ
A(~s) · PSFDet(~r − ~r′ + ~s) · PSFAnr(~r − ~r′) · C(~r′)d~r′ (3.13)
Hierbei sind A(~r) die Blendenfunktion des Pinholes, PSFDet(~r) die Punktspreizfunktionen der
Detektion und PSFAnr(~r) das Anregungsproﬁl des Systems. C(~r) steht hier für die ortsabhängige
Dichte von Emittern in der Probe. Eine Integration über ~s ergibt so das Bild einer typischen kon-
fokalen Aufnahme, während ein Verschub der Datenpunkte bzgl. ~r um den jeweiligen Vektor ~s
und eine nachfolgende Integration nach ~s das Bild einer Weitfeldaufnahme reproduzieren würde.
Für einen Emitter bei ~r = 0 liegt das Zentrum der Verteilung PSFDet(~r−~r′+~s) ·PSFAnr(~r−~r′)
für einen Pixel an der Position ~s, unter Vernachlässigung der Stokesverschiebung zwischen An-
regung und Detektion, an der Stelle ~s2 (siehe Abb. 3.10). Die ISM-Methode basiert nun darauf,
das Zentrum der Intensitätsverteilungen für die von der optischen Achse abweichenden Pixel-





Wird das Detektionssignal einer beugungsbegrenzten Anregung über einen Bildsensor aufge-
nommen, so ist die entstehende PSF für Pixel mit einer Distanz s zur optischen Achse um
die Länge s2 verschoben. Durch eine Verschiebung der PSFISM dieser Pixel zurück auf die opti-
sche Achse und einer anschließenden Fourier-Filterung kann so das laterale Auﬂösungsvermögen
gesteigert werden.













Hierdurch trägt für eine Messung an der Fokusposition ~r das an der Kameraposition ~s detektierte




A(~s) · PSFDet(~r + ~s
2
) · PSFAnr(~r − ~s
2
)d~s (3.15)
Es lässt sich zeigen [85, 86], dass dies zu einer eﬀektiven Erhöhung der lateralen Auﬂösung
im Vergleich zu einer Weitfeldaufnahme führt. Dies ist zurückzuführen auf den vergrößerten
Bereich an Frequenzen der optischen Transferfunktion (OTF), also der Fourier-Transformation
der PSF, der sich nun verdoppelt. Aufgrund der nun stärkeren Dämpfung bzw. Untergewichtung
hoher Frequenzen, führt dies jedoch zunächst nur zu einer theoretischen Verbesserung der
PSF um den Faktor 1, 5. Dies wird kompensiert über eine Fourier-Umgewichtung mittels einer





mit der fouriertransformierten Detektions-PSF P˜SFDet(~q) und einem Normalisierungsparameter
, der die Grenzfrequenz der Filterfunktion widerspiegelt und mindestens eine Größenordnung
kleiner sei als die maximale Amplitude
∣∣∣P˜SFDet(~q)∣∣∣. Hierdurch lässt sich letztendlich eine theo-
retische Verbesserung der lateralen Auﬂösung um den Faktor 2 erreichen [85, 86]. Dies ist
vergleichbar mit einer konfokalen Mikroskopieaufnahme mit einer unendlich kleinen Detektions-
apertur. Dies würde in einer realen Messung aber auch zu einer verschwindenden Signalstärke
führen, während bei ausreichender Größe des in der ISM-Aufnahme verwendeten Sensors und
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ohne Detektionsblende das gesamte vom Objektiv gesammelte Signal detektiert wird. Um die
axiale Auﬂösung eines Konfokalmikroskops und die Unterdrückung des Signals außerhalb der
Fokusebene auch in einer ISM-Aufnahme gewährleisten zu können, ist es jedoch notwendig
weiterhin eine Detektionsapertur in Form eines Pinholes zu verwenden, was die tatsächliche
laterale Auﬂösungsverbesserung einer ISM-Aufnahme reduzieren kann.
Neben der Implementierung in einem klassischen CLSM [85] können ISM-Aufnahmen auch
mit einem konfokalen Spinning-Disk-Mikroskop realisiert werden [86], was auch in dieser Ar-
beit ausgenutzt wird. Hierfür werden Standbilder nicht überlappender Pinhole-Verteilungen mit
einem Kamerasensor aufgenommen und nach obiger Methodik verrechnet. Über eine zeitlich
verschobene, stroboskopartige Beleuchtung mittels Laserpulsen im µs-Bereich werden iterativ
Standbilder der unterschiedlichen Pinhole-Verteilungen in der Probe erfasst und die Probenebe-
ne vollständig abgetastet. Das ISM-Bild kann so über die parallelisierte Messung der einzelnen
Pinhole-Intensitätsverteilungen in wesentlich kürzerer Zeit als in einer CLSM-Aufnahme erstellt
werden. Neuere Realisierungen der ISM-Technik beinhalten unter anderem die Erzeugung eines
multifokalen Anregungsmusters durch den Einsatz digitaler Mikrospiegel (engl. : digital mi-
cromirror device DMD) [88], die Verwendung von 2-Photonen-Anregung [89, 90], sowie eine
sofortige Bildrekonstruktion nach der ISM-Methode über die Optik des Aufbaus [89, 91].
3.2. Messtechniken zur Diﬀusionsmessung
Dieses Unterkapitel beschreibt den theoretischen Hintergrund der in dieser Arbeit verwendeten
Messtechniken zur Diﬀusionsmessung. Eine detaillierte Ausführung der an den Aufbauten rea-
lisierten experimentellen Implementierungen und der jeweiligen Datenauswertung erfolgt in den
Kap. 6 und 9.
3.2.1. Fluoreszenzkorrelationsspektroskopie
In der Fluoreszenzkorrelationsspektroskopie (FCS, ﬂuorescence correlation spectroscopy) [92
95] werden die Intensitätsﬂuktuation einer zeitlichen Aufnahme der Fluoreszenzintensität in
einem fokalem Volumen bekannter Dimensionen gemessen. Unter der Annahme, dass diese
Fluktuationen auf die diﬀusive Bewegung ﬂuoreszenzmarkierter Partikel, die das Detektions-
volumen VDet betreten und verlassen, zurückzuführen ist (siehe Abb. 3.11), führt eine Auto-
korrelation der Intensität über die Zeit zu einer charakteristischen Zeitskala τD des Abfalls
der Autokorrelationsfunktion. Die Autokorrelation ist hierbei ein Maß für die Selbstähnlichkeit
des zeitlichen Intensitätssignals für steigende Zeitabstände τ und schwankt für unkorreliertes
Rauschen um einen Nullwert. Diﬀusionsinduzierte, korrelierte Fluktuationen führen zu einer ab-
fallenden Verlaufskurve entsprechend der Aufenthaltszeit der Teilchen im Detektionsvolumen.
Diese Diﬀusionszeit τD ermöglicht in Verbindung mit der Größe des Detektionsvolumens ei-
ne Abschätzung des Diﬀusionskoeﬃzienten D der markierten Teilchen. Erste FCS-Messungen
in den 1970ern untersuchten so unter anderem die Diﬀusion von Farbstoﬀen in Lösung [92].
Voraussetzung für diese Art der Diﬀusionsmessung ist eine entsprechend niedrige Konzentrati-
on ﬂuoreszenzmarkierter Teilchen, da das Verschwinden bzw. Auftauchen einzelner Partikel im
Detektionsvolumen bei einer zu hohen Teilchenkonzentration ansonsten einen zu geringen Ein-
ﬂuss auf die zeitliche Intensitätskurve hat. Dies entspricht auch einem möglichst kleinen fokalen
Volumen, um die Anzahl detektierter Teilchen gering zu halten. Zudem muss die Dynamik der
Partikel ausreichend langsam sein bzw. die Zeitauﬂösung der aufgenommenen Intensitätskur-
ve entsprechend hoch, um die Fluktuationen für Zeitabstände unterhalb der charakteristischen
Zeitskala τD registrieren zu können. Üblicherweise werden FCS-Messungen daher an einem kon-
fokalen Mikroskop und unter Zuhilfenahme von zeitlich hochaufgelösten Punktdetektoren für
die Fluoreszenzdetektion durchgeführt, wobei die Diﬀusion nur an einem ﬁxen Ort in der Probe
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gemessen wird. Räumlich ausgedehnte FCS-Messungen können z.B. durch sequenzielles Messen
an mehreren Orten in der Probe oder unter teilweisem Verlust der Zeitauﬂösung durch iteratives
Verfahren des Detektionsvolumens erreicht werden (scanning-FCS) [96, 97].
t [s]
I(t)[a.u.]
























(A) Fluoreszenzmarkierte Partikel (rot) können das beugungsbegrenzte Detektionsvolumen
(grau) in einem konfokalen Mikroskop betreten und verlassen, was als Intensitätsﬂuktuation
in der aufgenommen zeitlichen Signalkurve detektiert wird. (B) Neben der Anregung und De-
tektion eines einzelnen Detektionsvolumens können mittels eines Lichtblattmikroskops auch
mehrere Volumina begrenzter Abmessungen in der Probenebene mit einem Kamerasensor de-
tektiert und so parallelisierte FCS-Messungen durchgeführt werden. Über eine Autokorrelation
g(τ) des Intensitätssignals I(t) (C) kann die abfallende Autokorrelationskurve (D) mit einem
entsprechenden Model (rot) geﬁttet und die Zeitskala des Autokorrelationsabfalls ermittelt wer-
den. Bei Kenntnis der Größe des Detektionsvolumens kann hieraus der Diﬀusionskoeﬃzient
bestimmt werden.
FCS-Theorie
Davon ausgehend, dass sich die Anzahl detektierter Teilchen N(t) im Detektionsvolumen aus
der Summe N(t) = 〈N〉t + δN(t) mit einem zeitlichen Mittelwert 〈N〉t und den Fluktuationen
δN(t) ergibt und die detektierte Fluoreszenz I(t) proportional zur Teilchenzahl N(t) skaliert,
ergibt sich für das gemessene Signal I(t) = 〈I〉t + δI(t). Hierbei sei angemerkt, dass das
zeitliche Mittel der Fluktuationen Null ist, also 〈δI(t)〉t = 0 gilt. Die Autokorrelation g(τ) für
einen bestimmten Zeitabstand τ lässt sich nun schreiben als
g(τ) =
〈δI(t) · δI(t+ τ)〉t
〈I〉2t
=
〈I(t) · I(t+ τ)〉t
〈I〉2t
− g∞ (3.17)
mit dem Korrelations-Oﬀset g∞. Die Amplitude der Autokorrelation für τ = 0 ergibt zudem
das zeitliche Mittel der Partikelkonzentration nach




















≡ V ar(N(t)) = 〈N〉t (3.18)





≡ 〈N〉t folgt aus der Annäherung der Partikel-






PSFAnr(~r) ∗ CEF(~r) · δC(~r, t) d~r (3.19)
mit der Detektor-Eﬃzienz κ, dem räumlichen Beleuchtungsproﬁl der Anregung PSFAnr(~r) und
der sogenannten collection eﬃciency function CEF(~r) , die eine Faltung der Punktspreiz-




δC(~r, t) charakterisiert die Fluktuationen der Teilchenanzahlkonzentration im Detektionsvolu-
men. Der zeitliche Mittelwert der gemessenen Fluoreszenz ergibt sich analog zu
〈I(t)〉t = κ 〈C〉t
ˆ
PSFAnr(~r) ∗ CEF(~r) · d~r (3.20)
mit einer zeitlich gemittelten Teilchenanzahlkonzentration 〈C〉t. Diese lässt sich für Brownsche









Das Anregungsproﬁl in einem konfokalem Laser-Scanning Mikroskop kann in lateraler Dimension







angenommen werden. Hierbei wird die minimale Strahlausdehnung r0 = (λAnr · f)/npir1 über
die Laserwellenlänge λAnr, dem Brechungsindex n der Probe, dem Brennweitenabstand f der
Objektivlinse und dem Strahlradius r1 vor dem Objektiv bestimmt. Die Faltung aus Anre-
gungsproﬁl und CEF wird häuﬁg auch als sogenannte molecular detection eﬃciency (MDE)






unter Annahme eines gaußschen Detektionsvolumens der Ausmaße σxy und σz. Das Detekti-











2 · σ2xy · σz (3.23)
Dies führt letztendlich für die konfokale Laser-Scanning Mikroskopie bei dreidimensionaler Dif-
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Liegt mehr als eine Art an ﬂuoreszenten Teilchen in der gemessenen Probe vor, kann die Auto-







(1 + ττD,i )
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τD,i steht hierbei für die jeweiligen Diﬀusionszeiten der unterschiedlichen Teilchenpopulationen.
Für die Anteile der Teilchenpopulationen ρi gilt:
∑n
i=1 ρi = 1.
Weicht das diﬀusive Verhalten der Teilchen von normaler Diﬀusion ab (Anomalieparameter

















Imaging FCS und SPIM-FCS
Da die Verwendung eines konfokalen Laser-Scanning Mikroskops FCS-Messungen in der Regel
nur in einem kleinen und räumlich stationären Detektionsvolumen erlaubt, wurden in den letzten
Jahren auch vermehrt FCS-Implementierungen entwickelt, die parallelisierte FCS-Messungen an
mehreren Orten in der Probe zur gleichen Zeit ermöglichen [96, 98, 99]. Eine Herausforderung
hierbei ist die Begrenzung der einzelnen Detektionsvolumen auf kleine räumliche Ausdehnungen
und das Erreichen einer zeitlichen Auﬂösung, die schnell genug ist, um den Abfall der Autokor-
relationsfunktion erfassen zu können. Die Entwicklung neuer und schnellerer Kamerasensoren,
die Bildaufnahmegeschwindigkeiten im Bereich von 10.000-20.000 fps (frames per second)
erlauben, ermöglichen die Aufnahme von ortsabhängigen Intensitätsﬂuktuationen in der Probe-
nebene in ausreichend hoher Geschwindigkeit. Die einzelnen Pixel der Kamera dienen hierbei als
individuelle Lochblenden, der so räumlich separierten Detektionsvolumina, und können zudem
über ein Binning, also einem Zusammenlegen von Pixeln entweder direkt bei der Aufnahme
(on-chip-Binning) oder zu einem späterem Zeitpunkt bei der Auswertung (digital Binning)
in ihren lateralen Ausdehnung variiert werden. In einem Lichtblattmikroskop kann durch eine
geeignete Wahl der Optik ein Lichtblatt mit sehr geringer Dicke über einen kurzen Bereich
generiert werden, um so FCS-Messungen zu ermöglichen [100104] (siehe B in Abb. 3.11).
Die selektive Ausleuchtung führt hierbei zu einer räumliche Begrenzung des Detektionsvolu-
mens in axialer Ausdehnung. Andere Ansätze, wie z.B. die total internal reﬂection ﬂuorescence
(TIRF)-Mikroskopie können dies ebenfalls gewährleisten [105], sind in der Wahl der Mess-
position jedoch auf Ebenen beschränkt, die sich nur wenige 100nm oberhalb des Deckglases
beﬁnden, und erlauben so keine Messungen in tieferen Ebenen der Probe. Das Grundprinzip
vom Imaging bzw. SPIM-FCS ist demnach identisch zu dem einer konfokalen FCS-Messung.
Zunächst werden bei hoher Aufnahmegeschwindigkeit eine ausreichend große Anzahl an Bilder
aufgenommen. Die zeitlichen Intensitätskurven der einzelnen Pixel werden autokorreliert und
mit einem angepassten Fit-Algorithmus ausgewertet. Wichtig hierbei ist die Berücksichtigung
des Einﬂusses der quadratischen Pixel auf die laterale Detektionspunktspreizfunktion und die
entsprechende Auswirkung auf die CEF [38, 100] sowie des Anregungsproﬁls des Lichtblatts.




1 , für −a2 6 (x, y) 6 a2
0 , für |(x, y)| > a2
Die lichtblattspeziﬁsche Beschränkung der Anregung in z wird über die Annahme eines Gauß-
proﬁls in der Anregung der axialen Dimension berücksichtigt. Hierdurch ergibt sich letztendlich
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eine MDE der Form:






























)]2 · e− 2z2σ2z
(3.28)































4Dτ + σ2xy (3.31)




















Der Diﬀusionskoeﬃzient ergibt sich so aus
D =
ADet,SPIM
4 · τD (3.34)
Wie bereits für konfokale FCS-Messungen beschrieben, können auch Polydispersität und eine
Anomalie der Diﬀusion in der Autokorrelationsfunktion berücksichtigt werden. Für den Fall einer







· C(τ) + g∞ (3.35)
Konzentrationsbestimmungen in SPIM-FCS-Messungen
Bei der Bestimmung der Teilchenanzahl 〈N〉 im Detektionsvolumen wurden in vergangenen Stu-
dien [102, 106] systematische Abweichungen von der realen Konzentration und den Ergebnissen
konfokaler FCS-Messungen beobachtet. SPIM-FCS Messungen ergaben hier Konzentrations-
werte, die 2-10 mal zu groß waren. Eichmessungen lieferten hierbei einen weitgehend lineare
Überschätzung der gemessenen Konzentration bei einer Erhöhung der Probenkonzentration.
Die Möglichkeit der Teilchenanzahlbestimmung aus der Autokorrelation ist an die Annahme ge-
bunden, dass diese für einen Zeitabstand τ = 0 die Varianz der gemessenen Photonen von den
Partikeln wiedergibt und diese Varianz dem Mittelwert entspricht (siehe Gl. 3.18), was für eine
Poisson-Verteilung der Fall ist. Als mögliche Gründe hinter dem systematischen Fehler werden
neben einer mangelnden Zeitauﬂösung bei schneller Diﬀusion auch, abhängig vom verwendeten
Sensor, Kamera-Artefakte wie Rauschen oder Afterpulsing sowie eine Abweichung der erwar-
teten Poisson-Verteilung bei der Verwendung analoger Detektoren angeführt. Zudem führen
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Abweichungen der tatsächlichen MDE, aufgrund der verwendeten Annahme eines Gaußproﬁls
der Anregung, zu einer Unterschätzung des Detetektionsvolumens bzw. einer Überschätzung
der Teilchenkonzentration [38]. Eine Kompensation dieses Fehlers kann über Messungen an
einer Eichprobe bekannter Konzentration und dem Abzug des Kamerahintergrunds durchge-
führt werden [38, 102, 106, 107]. Eine Implementierung der angepassten MDE führt dazu,
dass die Integrale nicht mehr analytisch gelöst werden können, und würden so zu einem enor-
men Anstieg des Rechenaufwands durch die nötigen numerischen Berechnungen führen. Bei
nicht-homogenen Proben ist zudem die geeignete Wahl eines Signalhintergrundes während der
Beleuchtung notwendig [107]. Innerhalb dieser Arbeit wird auf Konzentrationsbestimmungen
aus SPIM-FCS-Messungen verzichtet.
Weitere mögliche Fehlerquellen
Neben den bereits angesprochenen Fehlerquellen können Fluktuationen der Fluoreszenzemission
bestimmter Fluorophore (Blinking) durch Übergänge in langlebige Triplett-Zustände zusätzli-
che Beiträge in der Autokorrelation für kleine Zeitabstände τ verursachen, die dementsprechend
ausgeglichen werden müssen. Bleaching während der Aufnahme, z.B. aufgrund einer zu ho-
hen Anregungsintensität, sorgt für einen abnehmenden Mittelwert des Intensitätssignals, kann
aber über eine entsprechende Korrektur des zeitlichen Verlaufs ebenfalls kompensiert werden
[107, 108].
3.2.2. Single Particle Tracking
Eine direkte Methode, um die Diﬀusion von Teilchen anhand des MSD auszuwerten, ist die
Einzelpartikelverfolgung (SPT, single particle tracking) (siehe Abb. 3.12) [109]. Diese Technik
wurde bereits 1987 verwendet um z.B. die Bewegung von Goldpartikeln im Zytoplasma lebender













Zu sehen ist eine schematische Darstellung für das Messprinzip einer SPT-Messung für normale
Diﬀusion. Beginnend mit der Positionsbestimmung des Partikels in der Probe anhand der auf-
genommen Intensitätsverteilung und einer anschließenden Zuordnung der erkannten Partikel in
aufeinanderfolgenden Bildaufnahmen wird die zeitabhängige Position x(t) bestimmt. Über die
Berechnung des zeitlich gemittelten 〈MSD(τ)〉t =
〈




an diskreten Zeitpunkten ti, kann die Diﬀusion des Partikels über unterschiedliche Zeitabstände
τ bestimmt und mit einem Fit getestet werden.
Die Messmethode besteht grundlegend aus drei Schritten. Zunächst werden aus einer zwei-
oder dreidimensionalen Langzeitaufnahme diﬀundierender Teilchen deren Positionen xi(t) in
der Probe bestimmt. Die Bestimmung der Position erfolgt in der Regel über einen Fit an die
Intensitätsverteilungen der erkannten Teilchen in der Bildaufnahme, z.B. über eine Gaußfunkti-
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on, um mit der Lage des Intensitätsmaximums eine Genauigkeit unterhalb der Pixel-Auﬂösung
zu erreichen. Danach wird in einem zweitem Schritt für aufeinanderfolgende Aufnahmen ei-
ne mögliche Zuordnung der erkannten Partikel in den einzelnen Bildern bezüglich der zuvor
erkannten Partikel anhand ihrer Positionen getestet. So können die Positionen über mehrere
Aufnahmen hinweg den individuellen Partikeln zugeordnet werden. Erfolgt keine erfolgreiche
Zuordnung wird in der Auswertung eine neue Partikelinstanz erzeugt bzw. endet die Trajektorie
eines zuvor erkannten Partikels. So kann für ein einzelnes Teilchen das zeitlich gemittelte MSD
〈MSD(τ)〉t für unterschiedliche Zeitabstände τ nach Gl. 2.2 direkt aus der rekonstruierten Tra-
jektorien der Teilchenposition bestimmt werden. Bei mehreren Teilchentrajektorien kann zudem
auch das Ensemblemittel 〈MSD(τ)〉E nach Gl. 2.3 ermittelt werden. Für eine verlässliche Aus-
wertung ist es notwendig, die einzelnen Teilchen auﬂösen zu können, was in Abhängigkeit der
Partikelgrößen und der Auﬂösung der verwendeten Aufnahmetechnik bzw. des Versuchsaufbaus
berücksichtigt werden muss. Eine zu große Pixelgröße in der Probenebene verringert hierbei die
Genauigkeit der Positionsbestimmung anhand eines Fits. Zudem ist es für das Tracking erfor-
derlich, dass die Dynamik der Teilchen in Zusammenhang mit der Aufnahmegeschwindigkeit
der Bildaufnahme eine eindeutige Zuordnung der individuellen Teilchen zwischen den einzelnen
Aufnahmen ermöglicht. Bei zu großem Zeitabständen τmin zwischen den Einzelaufnahmen kann
es hier zu falschen Zuordnungen kommen. Darüber hinaus müssen die markierten Teilchen in
einer ausreichend verdünnten Konzentration im Bild vorliegen, damit die einzelnen Partikel noch
voneinander unterschieden werden können. Eine ausreichend lange Dauer der Aufnahme bzw.
der gemessenen Trajektorien ist für die Statistik insbesondere bei großen Zeitabständen τ rele-
vant. Aus dem extrahierten MSD(τ) der einzelnen Partikel kann nun in einem letzten Schritt
die Art des diﬀusiven Charakters nach Gl. 2.5 oder Gl. 2.7 getestet und der Diﬀusionskoeﬃ-
zient bzw. der Anomalieparameter über einen Bereich an Zeitskalen τ bestimmt werden. Die
Lichtblattmikroskopie ist aufgrund ihrer schnellen Bildaufnahme bei hoher Auﬂösung und durch
die Möglichkeit schonende Langzeitaufnahmen auch in biologischen Proben durchzuführen in
besonderem Maße für diese Messtechnik geeignet [83, 111].
3.2.3. Diﬀerential Dynamic Microscopy
Die sogenannte diﬀerential dynamic microscopy (DDM) [112114] gehört zur Klasse der Licht-
streuungsexperimente und ist vergleichbar zu Messungen der dynamischen Lichtstreuung bei
kleinen Winkeln. In dynamischen Lichtstreuexperimenten werden ähnlich zu FCS-Experimenten
die Fluktuationen des an der Probe gestreuten Anregungslichts gemessen, wobei das Streulicht
durch die Streuung an unterschiedlichen Streuzentren in der Probe miteinander interferiert. Eine
diﬀusive Bewegung von Teilchen in Lösung führt so zu einer zeitlich abfallenden Autokorrelation
des gemessenen Signals, deren Zeitskala in Zusammenhang mit dem untersuchten Streuvektor
eine Abschätzung der Diﬀusion der untersuchten Partikel erlaubt. Eine erster Einsatz von La-
serlichtstreuexperimenten zur Bestimmung der Diﬀusion von Kolloiden und Proteinen geschah
bereits 1967 [115].
In DDM-Messungen wird über Mikroskopaufnahmen die Beweglichkeit markierter Teilchen
ebenfalls aus den zeitlichen Fluktuationen der örtlichen Partikelkonzentration ermittelt. Dies
geschieht über einen diskreten Wertebereich an Wellenvektoren q, der sich aus den Pixelabstän-
den und den Abmessungen der aufgenommenen Bilder ergibt. Der Pixelabstand xmin = a in der
Bildebene gibt hierbei den maximalen Wellenvektor qmax = pi/xmin vor, die Abmessung einer
quadratischen ROI (Region of Interest) mit der Kantenlänge xmax den kleinsten Wellenvektor
qmin = 2pi/xmax. In einer Messung wird zunächst eine Zeitreihe von Bildern diﬀundierender
Partikel in einer homogenen Lösung aufgenommen. Bei einer Proportionalität der lokalen Bil-
dintensität zur örtlichen Teilchenkonzentration lässt sich so die Dynamik der Teilchen in der
Lösung auswerten, indem man die sogenannte Bildstrukturfunktion (image structure function,
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ISF) im Fourier-Raum betrachtet. Hierzu werden zunächst Diﬀerenzbilder
∆I(x, y, τ) = I(x, y, t+ τ)− I(x, y, t)
für gewählte Zeitabstände τ aus der Zeitreihe gebildet. Diese Diﬀerenzbilder werden gemäß




∆I(x, y, τ)e−2pii(qxx+qyy) dx dy (3.36)
in den Wellenvektor-Raum qx,y fouriertransformiert. Nun wird über alle Realisierungen des
gewählten Zeitabstandes τ in einer Serienaufnahme gemittelt und die dynamische Struktur-
funktion











y aufgrund der Annahme von Isotropie ergibt sich so die eindimensionale Größe
Dqt(q, τ) für einen gewählten Zeitabstand τ . Wiederholt man dies für alle möglichen Zeitab-

















































(A) Aus einer Zeitaufnahme von Bildern diﬀundierender Partikel wird über die Fourier-
transformation der Diﬀerenzbilder für unterschiedliche Zeitabstände τ das Leistungsspektrum
Dqt(qx, qy, τ) (B) berechnet. (C) Nach einer Mittelung der Datensätze über alle Realisierungen
des Zeitabstandes τ und einer radialen Mittelung werden die erhaltenen Kurven für Dqt(q, τ)
nach Gl. 3.38 geﬁttet. (D) Aus den so bestimmten Graphen für τDqt(q) gegen q erhält man
nach Gl. 3.39 den Diﬀusionskoeﬃzienten D (gezeigt sind τDqt Werte für zwei unterschiedliche
Diﬀusionskoeﬃzienten D). Abbildung teilweise übernommen aus [112].
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Dqt(q; τ) gehorcht bei einer Brownschen Bewegung der Teilchen der Relation [112]:







Hierbei steht der Fit-Parameter A(q) für den Zusammenhang zwischen der gemessenen Fluores-
zenzintensität und der Teilchenkonzentration, während B(q) das ﬂuoreszenzsignalunabhängige
Leistungsspektrum des Detektorrauschens widerspiegelt. Die Zeitskala τDqt(q), die den exponen-




D · q2)−1 (3.39)
mit dem Diﬀusionskoeﬃzienten D der Partikel. Hierdurch lässt sich nun durch die Bestimmung
aller τDqt(q) die Diﬀusivität der Partikel in Abhängigkeit der Wellenvektoren ermitteln.. Ei-
ne erste Realisierung der DDM-Methode wurde 2008 publiziert [112], woraufhin diese in den
letzten Jahren mehrfach erfolgreich angewandt und weiterentwickelt wurde. Hierbei wurde die
Technik an mehreren Mikroskoptypen (unter anderem in Hellfeld-, Konfokale Fluoreszenz- und
Lichtblattmikroskopen [112, 116, 117]) implementiert und auf eine Reihe an unterschiedlichen
Proben angewandt , unter diesen typischerweise meist größere Kolloide in wässriger Lösung oder
Bakteriensuspensionen [113, 118, 119].
3.2.4. Fluorescence recovery after photobleaching
Ein weiteres Messverfahren zur Quantiﬁzierung von Diﬀusion und Bindung ist die sogenannte
FRAP-Technik (ﬂuorescence recovery after photobleaching), welche das erste Mal 1976 zur
Messung an Farbstoﬀen in Lösung angewandt wurde [120]. Hierbei wird in einem Bleichexpe-
riment das irreversible Bleichen von Fluorophoren (siehe Abschnitt 3.1.1) wie folgt ausgenutzt:
Nachdem die Fluorophore in einem Probenareal bestimmter Größe und Geometrie durch ei-
ne lokal begrenzte Anregung hoher Intensität gebleicht wurden, sinkt die dort detektierbare
Fluoreszenzintensität. Findet ein Austausch von ﬂuoreszenten Teilchen statt, z.B. durch die
Diﬀusion von ungebleichten Teilchen in die zuvor gebleichte Region, steigt die dort gemessene
Fluoreszenzintensität wieder an. Die Zeitskala des Signal-Anstiegs in Abhängigkeit zur Größe
und Form der gebleichten Region gibt hierbei Auskunft über die Dynamik bzw. das diﬀusive
Verhalten der Teilchen.
Eine FRAP-Messung ist wie folgt aufgebaut (siehe auch Abb. 3.14): In einer pre-bleach-Phase
wird zunächst über einen kurzen Zeitraum die Fluoreszenzintensiät in der ROI gemessen. Die
Aufnahme- und Anregungsparameter werden dabei so gewählt, dass kein merkbares Bleichen
der Fluorophore stattﬁndet. In der nächsten Phase werden nun innerhalb der ROI durch eine
erhöhte lokale Laserleistung der Anregung die dort beﬁndlichen Fluorophore so weit wie möglich
gebleicht. Dieser Vorgang passiert idealerweise instantan, um einen Teilchenaustausch zwischen
der ROI und der Umgebung während des Vorgangs zu vermeiden (Corona-Eﬀekt) [121]. Da
dies experimentell jedoch nicht realisierbar ist, wird zumindest versucht, die Bleichphase zeit-
lich so kurz wie möglich zu halten. In der anschließenden post-bleach-Phase wird nun wieder
bei stark reduzierter Anregungsleistung die Erholung der Fluoreszenzintensität innerhalb der
ROI gemessen, bis sich diese wieder in einem Gleichgewichtszustand beﬁndet. Ein möglicher
Unterschied zwischen einem höherem pre-bleach-Intensitätsniveau und einem potentiell niedri-
gerem in der post-bleach-Phase erreichtem Plateau der Intensität ist auf einen immobilen Anteil
zurückzuführen. Durch Bindung ﬂuoreszenter Teilchen an sehr langsame oder immobile Struk-
turen außerhalb der ROI können diese nicht zur zum Austausch der Teilchen innerhalb der ROI
beitragen. Zudem kann die Gesamtkonzentration an ﬂuoreszenten Partikeln in der Probe durch




In einer pre-bleach-Phase wird zunächst die Intensität I(t) einer ROI in der Probe gemessen.
Zum Zeitpunkt tB erfolgt das Bleichen der dortigen Fluorophore durch eine stark erhöhte
Anregungsleistung in der untersuchten Region. Die Erholung der dadurch zunächst reduzierten
Intensität in der ROI wird in der post-bleach-Phase gemessen, bis diese sich wieder in einem
Gleichgewichtszustand beﬁndet. Durch einen geeigneten Fit an die Erholungskurve kann so
der Diﬀusionskoeﬃzient oder die Bindungskinetik in der Probe bzw. an der Struktur ermittelt
werden.
Die Erholung der Intensität kann bindungs- oder diﬀusionslimitiert sein. Bei diﬀusionslimitierter
Erholung werden mögliche Bindungsvorgänge der ﬂuoreszenzmarkierten Partikel vernachlässigt
und das erwartete Verhalten der Erholung der Fluoreszenzintensität F (t) lässt sich je nach
verwendeter Geometrie der ROI theoretisch berechnen [122]. Für eine kreisförmige ROI ist die
Fluoreszenzerholung beschrieben als:




mit den Fit-Parametern A und B und den modiﬁzierten Besselfunktionen I0,1(z) nullter und
erster Ordnung. Dies gilt für eine kreisrunde ROI mit dem Radius R und dem Diﬀusionskoef-
ﬁzienten D. Durch eine geeignete Fit-Prozedur lässt sich so der Diﬀusionskoeﬃzient nach Gl.
3.40 ermitteln. Mit der FRAP-Methode kann zudem auch Bindungskinetik untersucht werden.
Für eine bindungslimitierte Erholung der Fluoreszenz, z.B. durch Proteinbindung an eine Zell-
organelle, wird die betroﬀene, immobile Struktur über die Wahl einer passenden ROI gebleicht.
Unter Annahme von Anbindung und Dissoziation der markierten Proteine aus der Umgebung
an die Struktur und des Teilchenanzahlerhalts im System ergibt sich eine Diﬀerentialgleichung




und einer typischen Zeitskala τB der Bindungsvorgänge [123]. Aus der Zeitskala der Erholung
lassen sich so z.B. die Bindungsraten der Anbindung und Dissoziation abschätzen [124].
Neben der klassischen FRAP-Methode, wie oben beschrieben, sind auch vergleichbare andere
Implementierungen von Bleichexperimenten möglich. In einem FLIP-Experiment [125] (ﬂuore-
scence loss in photobleaching) wird der Abfall der Fluoreszenz außerhalb der gebleichten ROI
innerhalb eines kontinuierlichen Bleichvorgangs zeitlich und räumlich betrachtet, um Aussagen
über die Bewegung der Moleküle zu treﬀen.
Bei beiden Bleichmethoden ist darauf zu achten, dass durch das Photobleichen in lebenden
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Proben auch phototoxische Eﬀekte auftreten können, die das Verhalten von Zellen verändern
können. Da der Bleichvorgang in einer lokal möglichst speziﬁschen ROI geschehen sollte, wird
für FRAP-Experimente normalerweise ein CLSM verwendet. Dies kann jedoch aufgrund der
zeitlichen Dauer einer einzelnen Aufnahme durch die Abrasterung der Probe zu Problemen bei
einer schnellen Erholung des Signals führen, wenn die zeitliche Erholung in der post-bleach-
Phase nicht hinreichend genau abgetastet werden kann.
Ein Bestandteil dieser Arbeit ist die Entwicklung eines Mikroskopaufbaus, welcher eine hohe
Bild-Aufnahmerate bei konfokaler Auﬂösung über eine Spinning-Disk-Einheit mit der Möglich-
keit verbindet, Bleichexperimente über einen separat in die Probe eingebrachten Laserfokus zu
ermöglichen (siehe Unterkap. 9.2). Dies erlaubt eine hohe räumliche und zeitliche Auﬂösung
der Bildaufnahmen in Kombination mit Bleichexperimenten in einer ROI beliebiger Größe und
Abmessung.
3.3. Laser-Ablation
Neben den Methoden der Zellmanipulation durch chemische oder genetische Veränderungen
an der Probe ist die gezielte, minimalinvasive Manipulation von Zellen bzw. von Strukturen in
der Zelle durch fokussierte Strahlung seit langem ein wichtiges Werkzeug biologischer Untersu-
chungen. Die Laser-Ablation ist hierbei eine Technik zum gezielten Abtragen bzw. Schneiden
von Materialien und Strukturen. Anders als bei einer mechanischen Manipulation können hierbei
einzelne intrazelluläre Organellen in der lebenden Probe adressiert werden ohne die Zellmembran
zu verletzen, was ansonsten typischerweise zum Tod der Zelle führen würde. Die erste erfolgrei-
che Durchführung solcher Experimente wurde bereits 1912 von Sergej Tschachotin in Form der
mikroskopischen Strahlenstichmethode mithilfe fokussierter Strahlen von Magnesiumfunken
realisiert [126]. Zahlreiche Weiterentwicklungen, insbesondere nach der Kommerzialisierung von
Laserapparaturen in den 1960ern, führten zu einer entsprechenden Verbesserung der Geräte-
speziﬁkationen und eröﬀneten neue Fragestellungen (siehe [127] für eine Übersicht). Mit der
Möglichkeit der gezielten Sichtbarmachung speziﬁscher Zellorganellen durch Fluoreszenzmar-
kierungen wurde zudem die Genauigkeit der Probenmanipulation sowie die Untersuchung der
daraus resultierenden Eﬀekte dramatisch verbessert [128]. In der Zellbiologie wird dies z.B. in
Kulturzellen oder einzelnen Zellen in einem Embryo verwendet, um an bestimmten Strukturen
innerhalb der Zelle Veränderungen herbeizuführen ohne die Gesamtintegrität der Zelle zu sehr
zu beeinträchtigen [127133]. Daneben ist es auch möglich z.B. in Embryonen und adulten
Lebewesen einzelne Zellen abzutöten, um die Eﬀekte auf den Organismus bzw. den weiteren
Verlauf der Embryogenese zu untersuchen [133, 134].
Der Eﬀekt basiert auf der Energieeinbringung durch einen lokal begrenzten Laserfokus mit ei-
ner hohen Leistungsdichte und kurzer Pulsdauer. Dies kann bei geeignet hohen Leistungen zur
Ionisierung und Ausbildung eines Plasmas führen, was zur Auﬂösung der Molekülbindungen
in den bestrahlten Strukturen führt. Welcher Eﬀekt bei der Bestrahlung entsteht und zu den
Strukturänderungen führt, hängt von der Leistungsdichte in der Probenstelle, der Bestrahlungs-
bzw. Pulsdauer und dem Absorptionskoeﬃzienten des Mediums ab (siehe Abb. 3.15). Bei ge-
ringer Leistungsdichte und langer Beleuchtung treten zunächst photochemische Wechselwir-
kungen auf. Bei höherer Leistung kann Gewebe durch thermische Wechselwirkungen z.B. über
Schmelzprozesse, Denaturierung, Verkohlung oder Verdampfen verändert werden. Hohe Leis-
tungsdichten mit Pulsdauern im Bereich von 10 − 100ns können Photoablation verursachen,
bei der die Energie der absorbierten Photonen zu einer Dissoziation von Molekülen führt, wenn
deren Bindungsenergie überstiegen wird. Hierbei wird auch eine gewisse Menge an thermischem
Stress an die Umgebung abgegeben. Die plasmainduzierte Ablation kann bei hohen Energie-
dichten und der Verwendung von Pulsdauern im Bereich von 100fs−500ps erreicht werden. Die
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lokal sehr begrenzte Auﬂösung von Molekülbindungen erfolgt hierbei ohne merkbare Abgabe
thermischer oder mechanischer Beschädigungen an der unmittelbaren Umgebung (jedoch kann
z.B. gestreutes UV-Licht weiterhin zu Schäden in biologischen Proben führen). Bei zu hohen
Leistungsdichten kann es zur sogenannten Photodisruption kommen. Da das entstehende Plas-
ma einen erhöhten Absorptionskoeﬃzienten aufweist, kann dieses z.B. bei zu langen Pulsdauern
dazu führen, dass das Plasma rasch an Größe gewinnt (plasma shielding [135]) und durch die
Plasmaexpansion eine akustische Schockwelle durch das Entstehen einer Kavitationsblase aus-
gelöst wird. Dies kann selbst bei einem beugungsbegrenztem Anregungsfokus zu mechanischen
Schäden auf einer Längenskala von 1−10µm in der Probe führen. Neuere Studien haben gezeigt,
dass auch bei der Verwendung von ns-Pulsen eine Genauigkeit von 250− 300nm erreicht wer-
den kann, was die Entstehung eines Plasmas ohne Photodisruption auch bei diesen Pulsdauern
bestätigt [127].




































Abb. 3.15: Abschätzung der Wechselwirkungen zwischen Gewebe und Laserstrahlung
In Abhängigkeit von der Leistungsdichte in der Probe und der Bestrahlungs- bzw. Pulsdauer
können unterschiedliche Wechselwirkungen zwischen Strahlung und Gewebe auftreten. Neben
den photochemischen und thermischen Wechselwirkungen sind hier insbesondere die Photo-
und Plasmaablation für gezielte Probenmanipulationen von Interesse. Während bei der Photo-
ablation Wärme in die Umgebung der Probe abgegeben wird, ist dies bei der Plasmaablation
nochmals stark reduziert. Bei zu hoher Leistungsdichte kann es zur Photodisruption kommen,
bei der das schnell anwachsende Plasma zur Entstehung einer akustischen Schockwelle in der
Probe führt, was zu einer großﬂächigen Zerstörung von Strukturen in der Probe führen kann.
Abbildung nach [129]
Ein Bestandteil dieser Arbeit ist die Entwicklung eines Mikroskopaufbaus, der die zielgerichtete
Durchführung von Ablationsexperimenten unterhalb der µm-Skala an Kulturzellen und Embryo-
nen des Fadenwurms C. elegans erlaubt (siehe Unterkap. 9.3). Dies erfolgt über die Einbringung
eines gepulsten UV-Lasers und eines Galvospiegelpaares mit einer Softwareumgebung, die eine
Abfolge an Fokuspositionen innerhalb der Probe ermöglicht. Die Bildaufnahme während der Ab-
lationsexperimente wird durch eine Spinning-Disk-Einheit am Mikroskopstativ innerhalb eines










Dieses Kapitel beschreibt die Weiterentwicklung eines Lichtblattﬂuoreszenzmikroskops (im Nach-
folgenden SPIM genannt). Ein ursprünglicher Prototyp des Aufbaus wurde bereits 2012 durch
den damaligen Diplomstudenten Herrn Michael Schaub im Rahmen seiner Diplomarbeit am
Lehrstuhl realisiert [136]. Daran anschließend wurde der Aufbau durch den Autor dieser Arbeit
im Rahmen seiner Diplomarbeit fertiggestellt und erweitert [78]. Im Laufe der vorliegenden Ar-
beit wurde der Aufbau wiederum weiterentwickelt und mit dem Fokus auf schnelle, schonende,
dreidimensionale Langzeitmessungen der frühen Embryogenese von Wurmembryonen mit hoher
örtlicher und zeitlicher Auﬂösung optimiert und eingesetzt [16, 17]. Das System wurde darüber
hinaus um die Einsatzmöglichkeit quantitativer Diﬀusionsmessungen erweitert [103]. Zudem
wurde ein weiterer an die Apparatur anschließender Versuchsaufbau in Form eines Lichtblatt-
mikroskops veränderter Geometrie entwickelt, um neue Möglichkeit der Probenpräparation und
ergänzende Techniken der Probendetektion zu ermöglichen. Soweit nicht anders vermerkt wur-
den Weiterentwicklung, Aufbau und Kalibration, Programmierung der Kontrollsoftware sowie
Messungen und Datenevaluation zur Aufbaucharakterisierung durch den Autor dieser Arbeit
durchgeführt. Weitere Details zu Messverfahren, Datenverarbeitung und -evaluierung ﬁnden
sich applikationsspeziﬁsch in den Kap. 5, 6 und 7.
Weiterentwicklungen zum vorherigem Aufbau
Details zu ursprünglichen Versionen dieses Aufbaus sowie Entwicklung von einem frühen Proto-
typen an ﬁnden sich in [78, 136]. Im Rahmen dieser Arbeit wurden folgende Weiterentwicklungen
am Aufbau vorgenommen:
 Konzeptionierung und Einbau einer beheizbaren Probenkammer zur Temperaturkontrolle
während einer Langzeitaufnahme
 Einbau eines akustooptischen Filters (AOTF, acousto-optical tunable ﬁlter) für schnelle
Shutter-Aufgaben und zur Intensitätsmodulierung
 Einbau eines zweiten Anregungslasers und Anpassung des Systems zur Aufnahme von
Mehrkanalmessungen
 Implementierung eines geschriebenen Lichtblatts (DSLM) über Einbau eines galvanome-
trischen Spiegelpaares zur homogeneren Ausleuchtung der Probe und zukünftigen Imple-
mentierung einer konfokalen Schlitzauslesung der Kamera
Die notwendige Ansteuerung der neuen Komponenten erforderte und ermöglichte zudem die
 Anpassung und Optimierung der Steuersoftware und des Messvorgangs sowie die Syn-
chronisierung der beteiligten Komponenten über ein Multifunktionsdatenerfassungsgerät
Um neue Arten der Probenpräparation und Bildaufnahme zu erlauben, wurde der vorgestellte
Aufbau zudem um einen zweiten Abschnitt erweitert. Dieser wurde vom Verfasser dieser Ar-
beit konzipiert, aufgebaut und für erste Messungen verwendet. Die weitere Charakterisierung
dieses Aufbaus sowie Messungen nach der DDM-Methode (siehe Kap. 3.2.3) sind Bestandteil
einer Bachelor-Arbeit von Herrn Lukas Weihmayr [137], welcher vom Verfasser dieser Arbeit
betreut wurde. Dieser Teil des Versuchsaufbaus wurde des Weiteren bereits im Rahmen eines




Eine Skizze des Aufbaus ﬁndet sich in Abb. 4.1. Der Aufbau beﬁndet sich auf einem optischen
Tisch der Firma CVI Melles Griot (Albuquerque, USA). Die verwendete Tischplatte (OTTR-203-
1219-1829-M6) ist mit M6-Gewinden in einem 25mm Raster versehen. Die Tischplatte steht
auf vier passiven Schwingungsisolatoren (07 OTI 055, Melles Griot) zur Dämpfung von Erschüt-
terungen. Der Großteil des Aufbaus basiert auf einem Schienen-Reiter-System des Herstellers
OWIS GmbH (Staufen, Deutschland). Im SYS-65 -System der Firma Owis verfügen die erhält-
lichen optischen Halterungen über eine optische Achse in 65mm Höhe über der Tischﬂäche. An
mehreren Stellen des Aufbaus wurden auch Produkte anderer Hersteller, vorwiegend optome-
chanische Komponenten der Firma Thorlabs Inc (Newton, USA), verbaut und entsprechende
Adapterplatten eigenständig entworfen und in den Mechanikwerkstätten (NW1 und NW2) der
Universität in Auftrag gegeben. Eine tabellarische Übersicht der verwendeten Bauteile sowie
Bilder des Aufbaus ﬁnden sich im Anhang in Tab. 10 und Abb. D.1.
Anregungsstrahlengang und Justage
Zur Fluoreszenzanregung stehen zwei DPSS-Laser (diode-pumped solid-state laser), welche im
CW-Modus (continouus wave) betrieben werden, zur Verfügung. Der Cobolt Calypso, sowie der
Cobolt Jive der Firma Cobolt AB (Solna, Schweden) verfügen jeweils über eine Wellenlänge
von 491nm und 561nm und sind somit zur Anregung gängiger Fluorophore wie z.B. Alexa488,
eGFP und mCherry geeignet (siehe Abb. 3.2). Die Ausgangsleistung beider Laser beträgt jeweils
0, 5− 60mW mit einem Ausgangsdurchmesser des Strahls von jeweils σLaser = (700± 50)µm.
Beide Laserlinien werden über je zwei Spiegel (BB1-E02, Thorlabs) und einen Dichroiten
(DMLP505 Longpass Dichroic Mirror, Thorlabs ) auf eine gemeinsame optische Achse gebracht.
Um einen möglichst genauen Überlapp der beiden Strahlachsen bzw. der später entstehenden
Lichtblätter zu garantieren, wird dieser zunächst an zwei unterschiedlichen Positionen entlang
der Strahlachse über ein Pinhole (IB-D54-0-37, Owis) justiert. Anschließend wird dieser Pro-
zess in einem zweitem Durchlauf mittels der Verwendung eines Beam-Proﬁlers (BP209-VIS
Dual Scanning Slit Beam Proﬁler, Thorlabs) an zwei Stellen entlang des Strahlenganges wie-
derholt. Beide Strahlen werden danach durch die Verwendung eines Teleskopstrahlenganges
bestehend aus zwei Sammellinsen (AC254-xxx-A,Thorlabs, mit unterschiedlichen Brennweiten
f) aufgeweitet und mittels eines Shearing Interferometers (SI050, Thorlabs) bezüglich der Kol-
limation der Strahlen nach dem Teleskopaufbau überprüft. Der Aufweitungsfaktor M1 ergibt
sich aus dem Brennweitenverhältnis der Linsen f1,2 zuM1 =
f2
f1 und kann, je nach gewünschter
Lichtblattdicke, durch Austausch der verwendeten Linsen variiert werden. Eine Übersicht ver-
wendeter Linsenkombinationen und Strahldurchmesser ﬁndet sich im Anhang dieser Arbeit in
Tab. 11. Nach dem Teleskopaufbau passieren die Strahlen den AOTF (AOTFnC-400.650, AA
Opto-Electronic, Orsay, Frankreich), der durch die Erzeugung einer Schallwelle in einem Kristall
ein optisches Gitter erzeugt. Durch die Beugung am optischen Gitter kann so eine abgelenkte
Mode des Strahls erzeugt werden, die in Ihrer Intensität sehr schnell modulierbar (Ansprechzeit
< 4µs) ist. Im weiteren Verlauf des Strahlengangs wird die so in ihrer Intensität modulierbare
erste Mode der Strahlen über zwei Spiegel auf ein galvanometrisches Spiegelpaar (6210H mit
3mm XY Mirror Set Protected Aluminum Coating, Cambridge Technology, Bedford, USA) ge-
lenkt, welches über Anlegen einer Spannung in seinen Winkelpositionen verstellbar ist und zur
gezielten Ablenkung des Strahls während der Messung in der Probe verwendet werden kann. Zur
exakten Positionierung des Galvospiegelhalters ist dieser auf zwei manuellen Linearverschiebeti-
schen montiert. Um die Auslenkung nach dem Galvospiegelpaar in eine korrekte Verschiebung
des Strahls in der Probe zu übersetzen, ist es notwendig, die Abstände der zwei nachfolgenden
Sammellinsen (AC254-xxx-A, Thorlabs) und des Anregungsobjektivs im telezentrischen Prinzip,
d.h. in den Brennweitenabständen der Optiken, anzuordnen (siehe Abb. 3.7).
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Abb. 4.1: Skizze des SPIM-Aufbaus
Gezeigt ist eine Skizze des SPIM-Aufbaus. Die Laser 1 und 2 werden über Spiegel und einen
Dichroiten (DC) auf eine gemeinsame optische Achse einjustiert. Über einen Teleskopaufbau
aus den Linsen L1 und L2 wird der Strahl aufgeweitet und kollimiert. Ein Strahlteiler (BS)
koppelt bei Bedarf einen Teil der Intensität der Strahlen zu einem anderen Teil des Aufbaus
aus (hier verdeckt). Die transmittierten Strahlen treﬀen auf den AOTF. Die erste Mode der
gebeugten Strahlen wird über zwei weitere Spiegel auf ein Galvospiegelpaar gelenkt. Über zwei
weitere Linsen L3,4 erfolgt eine weitere Vergrößerung des Strahls. Die Linsen sind zum Gal-
vospiegelpaar und dem Anregungsobjektiv entsprechend des telezentrischen Prinzips in ihren
Brennweitenabständen zueinander positioniert. Für die Verwendung eines statischen Lichtblatts
kann optional eine Zylinderlinse LZyl eingebaut werden. Der restliche Teil des Aufbaus ist auf
einem vertikal stehenden Breadboard aufgebaut (siehe eingerahmte Box rechts unten in der
Abbildung). Hier werden die Strahlen über zwei Spiegel auf das Anregungsobjektiv gelenkt. Die
Probe beﬁndet sich in der ﬂüssigkeitsgefüllten Probenkammer. Über ein zweites Objektiv wird
so die angeregte Fluoreszenz in der Probe detektiert und über zwei FiIter F1,2 die Anregungs-
wellenlängen geblockt. Eine Tubuslinse bildet das Fluoreszenzbild auf den Kamerasensor ab.
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Zunächst wird der Strahlengang hierfür über die beiden Spiegel vor dem Galvospiegelpaar auf
die optische Achse der nachfolgenden Komponenten ausgerichtet. Nun wird ein erneuter Tele-
skopaufbau aus zwei Sammellinsen der Brennweiten f3,4 derart eingebaut, dass der Abstand der
ersten Linse zum Mittelpunkt des Galvospiegelsystems der Brennweite f3 entspricht. Erneut wird
hierdurch eine Vergrößerung M2 =
f4
f3
erreicht, was zu einer Gesamtvergrößerung M = f2f4f1f3
führt. Um einen entstehenden Höhenunterschied der Strahlachse nach dem Galvospiegelpaar
auszugleichen, wurden entsprechende Abstandshalter gefertigt und zwischen Schienen und op-
tischem Tisch positioniert. Der Strahl wird über den Sammellinsenabstand kollimiert und über
zwei weitere Spiegel, die auf einem senkrecht errichtetem Breadboard -System (MB3030/M mit
VB01/M-Halterungen, Thorlabs) angebracht sind, vertikal umgelenkt. Der Strahl triﬀt auf das
Anregungsobjektiv HCX APO L 10x/0.30 W U-V-I (Arbeitsabstand 3, 6mm) der Firma Lei-
ca Microsystems GmbH (Wetzlar, Deutschland), dessen hintere Fokusebene (BFP, back focal
plane) in einem Abstand gemäß f4 zur vorherigen Sammellinse positioniert ist. Durch diese
Anordnung der Optiken in den jeweiligen Brennweitenabständen ist das Prinzip einer telezen-
trischen Ausleuchtung erfüllt. Aufgrund von Abbildungsfehlern sphärischer Linsen bei einem
schiefwinkligen Strahlungseinfall ist deren Fokusebene leicht verkrümmt. Dies kann durch die
Verwendung einer sogenannten telezentrischen Scan-Linse, die eine ebene Fokusﬂäche ortho-
gonal zur Strahlachse des Systems garantiert, umgangen werden. Aufgrund der Beschränkung
auf nur geringe Winkelauslenkungen und demnach nur geringer zu erwartender Aberrationen
erwies sich in diesem Aufbau die Verwendung von klassischen Sammellinsen als ausreichend.
Die Erzeugung eines dynamisch gescannten Lichtblatts erfolgt durch eine schnelle iterative Win-
kelbewegung eines der beiden Galvospiegel, während der andere Spiegel zur Nachjustage der
Lichtblatthöhe in der Probe verwendet werden kann. Zur Erzeugung eines statischen Lichtblatts
kann zusätzlich eine Zylinderlinse (LJ1277L1-A, Thorlabs) in den Strahlengang zwischen der
letzten Sammellinse und dem Anregungsobjektiv eingebracht werden (siehe Abb. 3.7). Diese
muss in einem Abstand gemäß ihrer Brennweite fZyl = 250mm zur BFP des Anregungsobjek-
tivs positioniert werden und fokussiert den Strahl nur in einer Raumdimension, was zu einem
Teleskopaufbau mit dem Anregungsobjektiv und einer endlichen Breite des Lichtblatts in dieser
Dimension führt. Durch die Fokussierung des Strahls durch das Objektiv in der anderen Raum-
dimension wird so eine schmale Taille des geformten Lichtblatts erreicht. Die Verwendung eines
Breadboards zur Montage der Optiken und die 45°-Ausrichtung der Objektive zur Ebene des
optischen Tisches ist vergleichbar zu [74, 101] und erleichtert die Probenpräparation insbeson-
dere bei Messungen an Wurmembryonen [16, 17].
Probenkammer, Proben-Positionierung und Auﬂichtquelle
Aufgrund der verwendeten Proben müssen diese während einer Langzeitmessung in einer wäss-
rigen Umgebung bzw. einer Puﬀerlösung gehalten werden. Die hierfür nötige Probenkammer
besteht aus einer durchsichtigen Kunststoﬀwand mit zugehörigem Deckel, in dem Aussparrungen
für die notwendigen Immersionsobjektive vorhanden sind. Der Boden der Probenkammer besteht
aus Aluminium und einem auf der Unterseite angebrachten Peltier-Element MCTE1-12715L-S
(Farnell, Aschheim, Deutschland) zur Aufheizung der Bodenplatte. Die Spannungsversorgung
des Peltierelements ist in einem Regelkreis mit einem PT100 Widerstandsthermometer verbun-
den, welches in die ﬂüssigkeitsgefüllte Probenkammer eingetaucht wird. Über ein Bedienober-
ﬂäche kann eine Soll-Temperatur der Probenkammer-Flüssigkeit eingestellt und die momentane
Temperatur angezeigt werden. Über eine Swiss Boy 100 -Hebebühne der Firma Rudolf Grauer
AG (Degersheim, Schweiz)) wird die Variation der Höhenposition der gesamte Probenkammer
zur Probenmontage ermöglicht. Der Probenpositionierer besteht zum einen aus zwei horizontal
montierten, motorisierten Linearverschiebetischen T-LS28M-KT03 der Firma Zaber Technolo-
gies Inc (Vancouver, Kanada)), mit einer minimale Schrittweite von 99nm und einem maximalen
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Verschiebebereich von 28mm. Eine Grob-Positionierung der Höhenposition erfolgt manuell über
einen zusätzlichen Hebetisch der Firma Linos GmbH (Göttingen, Deutschland) mit einem Ver-
stellbereich von 10mm. Zur exakten Probenverschiebung relativ zum Lichtblatt bzw. der Foku-
sebene des Detektionsobjektivs während einer Messung wird ein angepasster Objektiv-Scanner
P-721 PIFOC der Firma Physik Instrumente (Karlsruhe, Deutschland) mit einem Verschiebebe-
reich von 100μm und einer Wiederholgenauigkeit von 5nm verwendet. Die Probe selbst ist auf
einem Eigenbauprobenhalter aus schwarz eloxiertem Aluminium angebracht. Die sich auf einem
Deckgläschen beﬁndliche Probe wird mittels Vakuumfett reversibel auf diesen aufgeklebt. Für
unterschiedliche Proben steht eine Auswahl an entwickelten Probenhaltern zur Verfügung, die
an dem Objektiv-Scanner angebracht werden können (siehe [78]). Eine LED-Lampe mit frei
verstellbarem Teleskoparm (JANSJÖ Arbeitsleuchte, INGKA Holding B.V., Leiden, Niederlan-
de) wird für die Erstellung von Auﬂichtaufnahmen der Probe und zur schnellen Probenﬁndung
verwendet.
Detektionsstrahlengang und Kamerasensor
Die Detektion der angeregten Fluoreszenz erfolgt über ein weiteres, zum Anregungsobjektiv
senkrecht montiertes Objektiv HCX APO L 40x/0.80 W U-V-I (Arbeitsabstand 3, 3mm) (Lei-
ca Microsystems). Die exakte Position des Objektivs kann entlang und orthogonal zur opti-
schen Achse bzw. parallel zur Breadboardﬂäche über zwei Linearverschiebetische einjustiert
werden. Das detektierte Signal passiert ein Filterrad (FW2A Filter Wheel Station, Thorlabs)
auf dem zwei hintereinander positionierte Filterstellungen zur Signalﬁlterung vorhanden sind.
Hierfür stehen für die Detektion von GFP ein Bandpassﬁlter mit einer Transmission im Bereich
von 508− 554nm (531/46 nm BrightLine® single-band bandpass, Semrock ,Rochester, USA)
sowie ein Kanten-Filter (488 nm EdgeBasic, Semrock) mit einer Transmission im Wellenlän-
genbereich von 505900nm zur Verfügung. Hinter diesen ersten Filtern kann ein Notch-Filter
(SEM-NF03-561E-25, Semrock) zur Blockierung des Anregungslicht bei 561nm eingebracht
werden. Bei gleichzeitiger Verwendung des Kanten-Filters und des Notch-Filters können so
Mehrkanal-Aufnahmen ohne Filterwechsel zwischen den Aufnahmen getätigt werden. Der Fil-
terwechsel ist manuell über Rotation der beiden Filterradstellungen auf 2 · 6 unterschiedliche
Filterpositionen möglich. Das so geﬁlterte Signal wird nach dem Detektionsobjektiv über eine
Sammellinse (AC508-200-A, Thorlabs) auf den Kamerasensor der verwendeten sCMOS-Kamera
(scientiﬁc complementary metal-oxide-semiconductor) ORCA-Flash 4.0 der Firma Hamamatsu
Photonics, K.K. (Hamamatsu, Japan) abgebildet. Der Sensor besteht aus 2048× 2048 Pixeln
mit einem Pixelabstand von 6, 5µm bei einer Quanteneﬃzienz von 65 − 70% im Bereich von
500− 600nm. Bei voller Bildgröße und durch die Verwendung einer FireBird Camera Link card
sind Bildaufnahmeraten von bis zu 100fps möglich, wobei bei einer Reduzierung der ausgelese-
nen Zeilen auf dem Sensor bis zu 25655fps erreicht werden können. Die Kamera ist an einem
Eigenbaukamerahalter befestigt, der zwei um 90° verdrehte Kamerapositionen erlaubt. So kann
die Ausleserichtung des Sensors entlang oder senkrecht zur Strahlrichtung der Anregung durch-
geführt werden. Dies ist von Bedeutung wenn man entweder einen schmalen Bereich in der
Lichtblatttaille bei hoher Bildaufnahmerate messen oder die zeilenweise Auslesung der Kame-
ra mit dem Schreiben eines Lichtblatts synchronisieren will (Lightsheet-Readout-Mode [73]).
Die kameraseitige Implementierung der zweiten Bildaufnahmetechnik wurde auf dem Sensor
nachträglich über ein Firmware-Upgrade ermöglicht. Zur Abschirmung von Streulicht ist der
Detektionspfad zusätzlich mit einem Rohr aus schwarzer Pappe versehen.
4.2. Aufbauansteuerung, Kontroll- und Evaluationssoftware
Ansteuerungskomponenten
Zur Ansteuerung des Messaufbaus wird ein CELSIUS W520 der Firma Fujitsu K.K. (Tokio,
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Japan) mit 16 GB Arbeitsspeicher, einem Intel® Xeon® Processor E3-1220V2 @ 3.10 GHz
-Prozessor und einem Windows 7 Professional 64-bit -Betriebssystem verwendet. Die Kom-
munikation zu den im Messaufbau verbauten Komponenten geschieht zum einen über serielle
Kommunikation mittels USB- oder RS-232-Anschlüßen. Weitere analoge und digitale Eingangs-
und Ausgangssignale werden über das Multifunktionsdatenerfassungsmodul NI PCIe-6353 und
zwei SCB-68A Connector Blocks der Firma National Instruments Corporation (Austin, USA)
verarbeitet. Die serielle Kommunikation, Interaktion mit dem Datenerfassungsmodul, sowie die
allgemeine Ansteuerungsarchitektur und Benutzeroberﬂäche wurden mit der Softwareumgebung
LabVIEW (Laboratory Virtual Instrumentation Engineering Workbench) von National Instru-
ments durch den Autor dieser Arbeit erstellt (LabVIEW 2012 Version 12.0, 64bit). Die Kamera
selbst kann ebenfalls über eine existierende, LabVIEW -basierte Software angesteuert werden.
Hierbei hat es sich jedoch als stabiler und schneller erwiesen, diese über die Hamamatsu-eigene
Software HoKaWo (V2.10) anzusteuern und die Synchronisierung über Triggersignale sicherzu-
stellen. Die über die durch die Software angesteuerten Komponenten sind wie folgt:
 Anregungslaser: Cobolt Calypso / Jive (seriell. Kommun.)
 AOTF: AOTFnC-400.650 (Analoge Ausgangssignale + TTL-Signal Blanking über NI
PCIe-6353)
 Galvanometer-Spiegel-Paar (Analoge Ausgangssignale + TTL-Signal Blanking über NI
PCIe-6353)
 Probenpositionierer x/y: T-LS28M-KT03 (seriell. Kommun.)
 Probenpositionierer z: P-721 PIFOC (seriell. Kommun.)
 Kamera: ORCA-Flash 4.0 (TTL-Triggersignale über NI PCIe-6353)
Messprogramm
Das Messprogramm besteht aus einer graphischen Oberﬂäche zur Eingabe der Aufnahmepa-
rameter und verfügt über unterschiedliche Modi zum Test dieser Parameter während einer
Live-Aufnahme. Eine Abbildung des Programms sowie eine ausführliche Behandlung der einzel-
nen Parameter ﬁndet sich im Anhang in Abschnitt B. Die möglichen Eingabeparameter setzen
sich wie folgt zusammen:
 Laserleistung der beiden Anregungslaser
 Blanking und Modulation des AOTF zur unabhängigen Laserleistungsmodulation der bei-
den Anregungswellenlängen
 PIFOC-Position bzw. Verfahrbereich, Schrittweite und Schrittanzahl für eine Stack-
Aufnahme aus zweidimensionalen Bildern mit festem Abstand zwischen den Ebenen.
 Parameter zur Langzeitaufnahme von 3D-Stacks (Stackanzahl, Zeitabstand, Wahl zwi-
schen Ein- oder Mehrkanalmessungen)
 Positions- bzw. Winkelkontrolle der Galvospiegel sowie eine Oberﬂäche zur Erstellung
einer Spannungskurve zur Kontrolle der Lichtblatterzeugung über den DSLM-Ansatz
Ein separates Messprogramm aus [78] zur Probenﬁndung beinhaltet zusätzlich:




Vor dem Beginn einer Langzeitmessung muss innerhalb der Bildaufnahme-Software ein Live-
Stream bekannter Bildanzahl eingestellt und die Kamera in einem externen Edge-Trigger-Modus
geschalten werden. Nach Beginn der Aufnahme in der HoKaWo-Software kann die Messung
über die LabVIEW -Software gestartet werden. Nach Erreichen der Probenposition wartet das
Messprogramm hierbei auf ein Triggersignal der Kamera. Wenn diese für eine Aufnahme bereit
ist setzt das Programm die Transmission der ausgewählten Laserwellenlänge auf den vorher be-
stimmten Wert und gibt der Kamera das Triggersignal zum Starten der Aufnahme. Nach dem
Ende der Integrationszeit der Kamera wird die Laseranregung umgehend gestoppt und die Pro-
be bei Bedarf auf die nächste Aufnahmeebene verfahren, während die Kamera das Bild ausliest.
Erst wenn diese wieder ihr Bereitschaftssignal für die nächste Aufnahme durch ein Triggersignal
sendet bzw. die Probe verfahren wurde, wird die Laseranregung wieder aufgenommen. Somit
wird eine schnelle Messung bei minimierter Probenbestrahlung garantiert. Nach Ende der Auf-
nahme werden die Daten innerhalb der HoKaWo-Software als Image-Stack abgespeichert und
können zur weiteren Datenverarbeitung auf Fremdrechner exportiert werden.
Datenverarbeitung und Evaluations-Software
Für die Verarbeitung dreidimensionaler Aufnahmen ist es aufgrund der Messaufbauarchitek-
tur notwendig, eine Verschiebung der Einzelaufnahmen zueinander durchzuführen. Dies ist be-
gründet in der z-Bewegung der Probe, die in einem 45°-Winkel zur Bildebene durchgeführt
wird. Ein entsprechende Software-Umgebung zur Durchführung dieser Datenaufbereitung wur-
de durch Herrn Rolf Fickentscher erstellt [23]. Die SPIMpac genannte Software basiert auf der
Matlab-Programmierumgebung der Firma The MathWorks Inc. (Natick, Massachusetts, USA
) und umfasst Programme zur bereits erwähnten Registrierung von Stack-Aufnahmen, sowie
semiautomatisierte Programme zur Mikroskopcharakterisierung, Bilddarstellung und Datenaus-
wertung. Die Software wird im Rahmen der Promotionsarbeit von Herrn Fickentscher beständig
weiterentwickelt.
Programme zur Evaluation von Aufnahmen der Embryogenese von C.elegans beinhalten ein in-
tensitätsbasiertes Tracking ﬂuoreszenzmarkierter Zellkerne sowie eine Segmentierung von Zellen
aus Aufnahmen von Embryonen mit einer ﬂuoreszenzmarkierten Membran. Aufgrund der neuen
Möglichkeit Mehrkanalmessungen durchführen zu können, ist es so möglich durch die Verwen-
dung doppelt markierter Wurmlinien sowohl Zelltrajektorien als auch deren Oberﬂäche aus einer
Messung zu bestimmen. Weitere Arten der Datenverarbeitung werden üblicherweise mit Mat-
lab-basierten Auswerteskripten oder dem frei erhältlichem Programmpaket Fiji [138] getätigt.
Fiji basiert auf dem Bildbearbeitungsprogramm ImageJ [139] des National Institute of He-
alth (Bethesda, Maryland, USA) und ermöglicht die Verwendung einer Reihe von zusätzlichen
Programmpaketen von privaten Entwicklern. Weitere Details zu Verarbeitung und Evaluation
innerhalb bestimmter Teilprojekte ﬁnden sich in den Kap. 5 und 6.
4.3. Aufbaucharakterisierung
Lichtblattdicke und -breite
Die Dicke des Lichtblattes und damit auch die axiale Auﬂösung ist abhängig von dem verwen-
detem Anregungsobjektiv und dem Strahldurchmesser. Die minimal erreichbare Dicke σLB,min
des Lichtblatts lässt sich nach Gl. 3.11 für den verwendeten Aufbau abschätzen zu
σLB,min(λ = 491nm) =
1, 33 ∗ 0, 491µm
pi · 0, 3 = 0, 69µm
σLB,min(λ = 561nm) =
1, 33 ∗ 0, 561µm
pi · 0, 3 = 0, 79µm
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Dies würde aufgrund der Rayleighlänge jedoch nur einen sehr kurzen messbaren Bereich der
Tiefe 2 · 3, 1µm = 6, 2µm bzw. 2 · 3, 5µm = 7µm ergeben. Um das Lichtblatt auf einer länge-
ren Abmessung ungefähr gleich dick zu halten, wird die NA des Anregungsobjektivs reduziert,
indem die hintere Apertur der Optik nicht komplett ausgeleuchtet wird. Die NA kann grob aus
dem Durchmesser d und der Brennweite f der Optik mit NA = d2f abgeschätzt werden. Der
Durchmesser beträgt für das verwendete Anregungsobjektiv d = 12mm. Über die Verwendung
eines Strahls mit einem Durchmesser kleiner d kann so die NA reduziert und die Lichtblatt-
dicke und Rayleighlänge vergrößert werden. Die Lichtblattdicke wurde experimentell über eine
Messung des Strahlproﬁls in einer Probe aus 1%-Agarose (Agarose Low Melt von Carl Roth,
Karlsruhe, Deutschland) und dem Farbstoﬀ Alexa488 (Alexa Fluor 488 von Invitrogen, Carlsbad,
USA) aufgenommen (siehe auch [78]) und der Strahldurchmesser mit einem Matlab-basiertem
Auswerteprogramm [23, 78] ausgewertet (siehe Abb. 4.2).



























Abb. 4.2: Gemessenes Lichtblattproﬁl
Zur Abschätzung der Lichtblattdicke wird der Gaußstrahl in einer ﬂuoreszenten Alexa488 -Probe
in 1% Agarose aufgenommen. Durch das ﬁtten mehrerer Intensitätsproﬁle (linker Graph in der
Abbildung) senkrecht zur Strahlachse mit einem Gaußproﬁl (rote Kurve) kann so die Lichtblatt-
dicke experimentell bestimmt werden. Durch einen Fit der so ermittelten Werte für σLB(y) nach
Gl. 3.10 (blaue Kurve im rechten Graphen der Abbildung) lässt sich die minimale Lichtblattdicke
bestimmen.
Theoretische und gemessenen Werte für unterschiedliche Strahldurchmesser σStrahl sind in Tab.
1 gelistet. Die ermittelten Werte für kleine Strahldurchmesser liegen leicht oberhalb der erwar-
teten Werten der obigen Abschätzung, nähern sich für größere Strahldurchmesser allerdings
den theoretischen Werten an. Die gemessenen Werte stimmen mit den Werten aus anderen
Publikationen weitgehend überein [140].
Die Lichtblattbreite im DSLM-Ansatz ist über den Verfahrweg des Galvospiegelpaares gege-
ben. Bei einer Amplitude der angelegten Dreiecksspannung von ±0, 2V entspricht dies einer
Lichtblattbreite von 140µm in der Probenebene. Die Breite wird größer als die entsprechende
Probendimension in x gewählt, um störende Eﬀekte bei der Umlenkung des Strahls an den Rän-
dern der Probe aufgrund einer zu langen Probenanregung zu vermeiden. Die Lichtblattbreite bei
der Verwendung der Zylinderlinse ergibt sich aus der Vergrößerung aus Zylinderlinsenbrennweite








= 112,5 . Bei Strahldurchmessern von 1, 75− 8, 75mm resultiert dies in Lichtblattbrei-
ten von ca. 140− 700µm. Über eine Maske, die den Strahl vor der Linse in x begrenzt, könnte




2 · σStrahl σLB,theo[µm] σLB,exp[µm] yR[µm]
> 12mm 0, 69 (theo) - 3, 07 (theo)
1, 75mm 4, 75 6, 4± 0, 4 262
2, 63mm 3, 17 2, 5± 0, 3 40
6, 30mm 1, 32 1, 2± 0, 2 8, 8
8, 75mm 0, 95 1, 0± 0, 2 6, 7
λ = 561nm
2 · σStrahl σLB,theo[µm] σLB,exp[µm] yR[µm]
> 12mm 0, 79 (theo) - 3, 5 (theo)
6, 30mm 1, 51 1, 5± 0, 2 14, 1
Tab. 1: Theoretische und gemessene Lichtblattdicken
Gezeigt sind die theoretisch erreichbaren Lichtblattdicken nach Kap. 3.1.6 für einen reduzier-
ten Strahldurchmesser auf der hinteren Apertur des Objektivs und einer dadurch reduzierten
NA. Zudem sind die experimentell bestimmten Werte für die zwei verwendeten Anregungsla-
serwellenlängen und die dementsprechenden Rayleighlängen yR nach Gl. 3.12 dargestellt (der
Fehler entspricht der Standardabweichung der Messungen). Für beide Wellenlängen liegen die
gemessenen Werte für größere Strahldurchmesser im Bereich der theoretisch erwarteten Werte.
Lichtblatttaillenverschiebung zwischen Zylinderlinse und DSLM
Bei der Verwendung der Zylinderlinse zur Lichtblattformung tritt eine unerwartete Verschie-
bung der Lichtblatttaillenposition entlang der Strahlausbreitungsrichtung auf. Die Taille des
Lichtblatts beﬁndet sich hierbei ca. (11± 2)µm näher am Anregungsobjektiv im Vergleich zum
Gaußstrahl bzw. der Lichtblatttaille im DSLM-Ansatz [141]. Der Grund für diese Verschiebung
könnte ein ungewollter Einﬂuss der Zylinderlinse auf die Fokussierung in z sein. Hierdurch könnte
die Kollimation in z verloren gehen, was zu einer Verschiebung der Fokusposition führen würde.
Dies hatte im Rahmen der Fehler keinen Einﬂuss auf die in Tab. 2 ermittelten Werte für die
Auﬂösung und lässt sich bei Bedarf über eine Verschiebung der Detektionsobjektivposition kom-
pensieren. Weitere Details hierzu, insbesondere im Kontext von SPIM-FCS-Messungen, ﬁnden
sich in [141].
Pixelabmessungen und Auﬂösung
Die Pixelabstände in der Bildebene ergeben sich aus dem physischen Pixelabstand des Ka-
merasensors (6, 5µm für die verwendete Orca Flash4.0) und der Vergrößerung des Detek-
tionsobjektivs (40x). Hieraus ergibt sich für die verwendeten Bauteile ein Pixelabstand von
6, 5µm/40 = 162, 5nm. Dies wurde experimentell über Aufnahmen an einer μm-Skala der Fir-
ma Graticules Ltd. (Kent, England) und einem gemessenen Wert von (161, 6±1, 1)nm veriﬁziert
[78]. Zur Bestimmung der Auﬂösung in lateraler und axialer Dimension werden kleine Kugeln
(im Nachfolgenden Beads genannt) aus Polystyrol, die mit Fluorophoren eingefärbt wurden
(FluoSpheres Carboxylate-Modiﬁed Microspheres 0.2µm der Firma Invitrogen) verwendet. Ihr
Durchmesser beträgt 200nm ist somit unterhalb der theoretisch erwarteten Auﬂösungsgrenze.
Aufgrund der Faltung der MDE mit der endlichen Probenabmessung ist aus diesen Messungen
eine leichte Überschätzung der System-PSF möglich. Die Kugeln werden in einer ausreichend
verdünnten Lösung (typischerweise 1:2000 bzgl. der Stocklösung mit einem Feststoﬀgehalt von
2%) in einer 1% Agaroselösung präpariert und als Tropfen auf einem Deckglas aufgetragen, so
dass die einzelnen Beads ortsfest in der Probe verteilt sind. Mit einem Absorptions- und Emis-
sionsmaximum bei 505nm /515nm sind diese für die Anregung mit der 491nm Wellenlänge
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Abb. 4.3: Intensitätsproﬁle durch ﬂuoreszente Beads zur PSF-Bestimmung
Gezeigt sind die laterale und axiale Abbildung der Stack-Aufnahme eines Beads (d = 200nm) für
eine Anregung bei 491nm. Die eingezeichneten Längenskalen betragen 500nm für die linke und
1µm für die rechte Aufnahme. Unterhalb der Aufnahmen sind exemplarische Intensitätsproﬁle
zur Bestimmung der PSF aufgetragen. Der Fit einer Gaußfunktion (rot) erfasst die Verteilung
der Pixelwerte der Intensität (schwarz) und dient zur Bestimmung der Auﬂösungen σxy bzw.
σz in Tab. 2.
geeignet. Aufgrund der hohen Emission und einer möglichen Anregung bei 561nm (bei erhöhter
Laserleistungen aufgrund der niedrigeren Anregungsseﬃzienz) ist so auch eine Quantiﬁzierung
des zweiten Anregungs- bzw. Detektionskanals möglich. In einer Stack-Aufnahme werden hierfür
200 einzelne Schichten mit einer PIFOC-Schrittweite von 200nm aufgenommen.
λ = 491nm
σLB,exp[µm] σxy,theo[nm] σxy,exp[nm] σz,theo[nm] σz,exp[nm]
0, 69 (theo) 528 - 647 -
6, 4± 0, 4 528 460± 50 1735 1810± 100
2, 5± 0, 3 528 462± 41 1462 1420± 231
1, 2± 0, 2 528 434± 42 981 1130± 243
1, 0± 0, 2 528 424± 48 888 1019± 261
λ = 561nm
σLB,exp[µm] σxy,theo[nm] σxy,exp[nm] σz,theo[nm] σz,exp[nm]
0, 79 (theo) 589 - 737 -
1, 5± 0, 2 589 443± 65 1195 1328± 345
Tab. 2: Theoretische und gemessene Werte der lateralen und axialen Auﬂösung für
unterschiedliche Lichtblattdicken
Gezeigt sind die nach Unterkap. 3.1.6 erwarteten theoretischen Werte der Auﬂösung für die in
Tab. 1 bestimmten Lichtblattdicken und eine Detektion bei 515nm bzw. 575nm. Die experimen-
tell bestimmten Werte der lateralen Auﬂösung sind für die beide Anregungswellenlängen 491nm
und 561nm und eine Detektion bei 505900nm bzw. 565900nm geringer als die theoretisch
erwarteten Werte während die Werte der axialen Auﬂösungen im erwarteten Bereich liegen.
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Die Auswertung der PSF erfolgt über eine durch Herrn Fickentscher entwickelteMatlab-Software
[23] und ergibt vergleichbare Werte für andere Auswerte-Programme (z.B. [142]). In der Aus-
wertung werden einzelne Beads aus der 3D-Aufnahme selektiert und die PSF über einen Fit mit
einer Gauß-Funktion an den Intensitätsproﬁlen durch die Beads in den drei Raumdimensionen
der Aufnahme bestimmt (siehe Abb. 4.3). Eine einzelne Auswertung der PSF in einer Region
der lateralen Abmessungen (50× 50)µm2 um die Lichtblatttaille umfasst dabei typischerweise
10-20 einzelne Beads. In Tab. 2 sind die theoretisch erwarteten und experimentell bestimmten
Werte der PSF für unterschiedliche Lichtblattdicken aus mehreren Messungen aufgeführt. Die
gemessenen Werte der lateralen Auﬂösung sind hierbei leicht niedriger im Vergleich zu den
theoretischen Erwartungen aus Kap. 3.1.6 während die Werte der axialen Auﬂösung weitgehend
mit den theoretischen Erwartungen und Publikationen mit vergleichbaren Systemen überein-
stimmen [140]. Die Werte der axialen Auﬂösung für ein Weitfeld- und eine Konfokalmikroskop
bei der Verwendung des gleichen Detektionsobjektivs und einer Detektion im Bereich 515nm
sind σz,WF = 1802nm bzw. σz,Konf = 1275nm. Somit ist die axiale Auﬂösung eines Lichtblatt-
mikroskops ab einer Lichtblattdicke von ca. 1µm bereits höher als die eines vergleichbaren
Konfokalmikroskops.
Aufnahmedauer einer Stack-Aufnahme und Anregungsdauer der Probe
Einer der Vorteile eines Lichtblattmikroskops ist die vergleichsweise schnelle Aufnahmedauer
einer dreidimensionalen Aufnahme bei hoher Auﬂösung. Die Aufnahmedauer dieses Aufbaus
ergibt sich aus der Belichtungszeit für die Aufnahmen der einzelnen Ebenen und der Warte-
zeit für die Bewegung des Probenpositionierers in z. Zu diesen Zeiten kommen zusätzliche
systeminherente Wartezeiten zwischen den einzelnen Schritten in der Langzeitaufnahme. Die
Aufnahmedauer einer einzelnen Schichtaufnahme beträgt dabei
TStack = 200ms + n · (tKamera + tSoftware) + (n− 1) · tPIFOC (4.1)
mit einer initialen Wartezeit von 200ms für das Erreichen der ersten Position, der Schichtanzahl
n, der Kamerabelichtungszeit tKamera, die typischerweise bei 20 − 50ms liegt, einer software-
abhängigen Zeitdauer tSoftware = 20ms und einer Wartezeit nach der PIFOC-Ansteuerung von
tPIFOC = 60ms. Bei Mehrkanalmessungen erfolgt die Aufnahme beider Kanäle in der gleichen
Ebene nacheinander, was zu einer entsprechenden Verlängerung der Aufnahmedauer gemäß
TStack,Mehrkanal = 200ms + 2n · (tKamera) + n · tSoftware + (n− 1) · tPIFOC (4.2)
mit einer größeren Dauer tSoftware = 29ms führt. Durch den Einbau eines AOTF zur schnel-
len Intensitätsmodulation konnte die Zeit, in der die Probe beleuchtet wird, und damit auch
der Photostress auf die Probe nochmals drastisch reduziert werden. Die Ansteuerungszeit des
AOTF liegt bei Werten t < 4µs und ist damit vernachlässigbar klein im Vergleich zur typischen
Belichtungszeit. Während einer Aufnahme wird die Anregung durch den Laser so nur noch
auf die Belichtungszeit der Kamera begrenzt. Die Dauer einer Stack-Aufnahme von n = 51
Schichten mit einer Belichtungszeit von 50ms und einer ﬁxen PIFOC-Wartezeit von 60ms be-
läuft sich so auf 6, 8s bzw. 9, 8s für eine Mehrkanalmessung. Hierbei ist die Probe jedoch nur
für n · 50ms = 2, 55s bzw. 5, 1s dem Anregungslicht ausgesetzt. In einer früheren Version des
Aufbaus [16, 78] wurde die Probe aufgrund der langsamen Ansteuerung eines physischen Shut-
ters auch über die komplette Verfahrdauer hinweg beleuchtet, was zu vergleichsweise höherem
Photostress und einer Reduzierung der maximal möglichen Aufnahmedauern führte.
4.4. Zweiter SPIM-Aufbau
Der zusätzliche Aufbau gleicht dem oben beschrieben in der grundlegenden Konzeptionierung.
Der größte Unterschied zum vorherigen Aufbau ist eine horizontale Ausrichtung der optischen
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Abb. 4.4: Skizze des zweiten SPIM-Aufbaus
Die Strahlen werden am Strahlteiler (BS) aufgeteilt und über zwei Spiegel auf einen Telesko-
paufbau aus zwei Linsen L5,6 gelenkt. Nachdem die Strahlen dort aufgeweitet wurden passieren
diese eine verstellbare Irisblende und treﬀen auf eine Zylinderlinse FZyl, die zu einer Fokussie-
rung in z führt. Das Anregungsobjektiv formt so mit der Zylinderlinse das statische Lichtblatt
in der Fokusposition. Durch Variation der Irisblende kann der Strahldurchmesser auf der hin-
teren Apertur des Objektivs und damit auch die Lichtblattdicke verändert werden. Anregungs-
und Detektionsobjektiv beﬁnden sich in orthogonaler Ausrichtung in der ﬂüssigkeitsgefüllten
Probenkammer. Die Probe selbst wird von oben in die Probenkammer eingeführt und über den
motorisierten Probenhalter verschoben. Das vom Detektionsobjektiv gesammelte Fluoreszenz-
signal wird über einen Filter F von Anregungsstreulicht gereinigt und über eine Tubuslinse auf
den Kamerasensor abgebildet.
Achsen des Anregungs- und Detektionsobjektiv zum Probentisch. Dies erlaubt eine Probenprä-
paration von oben, das heißt, dass insbesondere ﬂüssige Proben als kleine Probensäckchen
präpariert und von oben in den Fokus bzw. das Lichtblatt geführt werden können [107]. Das
erforderte die Konzeptionierung einer Probenkammer, in der die beiden Immersionsobjektive
eingeführt werden können, ohne dass die Flüssigkeit in der Kammer austritt. Die hier gewählte
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Objektivausrichtung ist somit vergleichbar zu den meisten üblicherweise verwendeten Licht-
blattmikroskopen [69]. Eine Skizze dieses Aufbaus ist in Abb. 4.4 zu sehen. Eine Liste der
verwendeten Komponenten sowie ein Bild des Aufbaus beﬁndet sich im Anhang dieser Arbeit
in Tab. 13 und Abb. D.2. Die Justage des Aufbaus ist vergleichbar mit der bereits für den oben
beschriebenen Aufbau erläuterten Prozedur.
Anregungsstrahlengang
Zur Anregung bzw. Lichtblattformung werden Teile der beiden Laserlinien des zuvor beschrie-
benen Aufbaus durch einen Strahlteiler BSW10 (Thorlabs) ausgekoppelt. Die Strahlen werden
über zwei Spiegel auf die optische Achse einer Schiene gelenkt, auf der ein Teleskopaufbau aus
zwei Linsen L5,6 (AC254-xxx-A mit unterschiedlichen Brennweiten, Thorlabs) die Strahlen auf-
weitet und kollimiert. Die Strahlen werden damit insgesamt um den FaktorM = f6f2f5f1 bezüglich
ihrer ursprünglichen Strahldurchmesser vergrößert. Eine verstellbare Irisblende (IB-D54, Owis)
dient zur zusätzlichen Variation des Strahldurchmessers und damit auch der Lichtblattdicke.
Über eine Zylinderlinse (LLJ1629L1-A, Thorlabs) wird der Strahl in z (senkrecht zur Tischebe-
ne) auf die BFP des Anregungsobjektivs HCX APO L 10x/0.30 W U-V-I (Leica Microsystems)
fokussiert. Dadurch entsteht ein statisches Lichtblatt in der z-y-Ebene. Die Position des Ob-
jektivs entlang der optischen Achse lässt sich über einen Linearverschiebetisch justieren.
Probenkammer, Probenpositionierung und Durchlichtquelle
Die Probenkammer besteht aus durchsichtigem Kunststoﬀ auf einer Aluminiumplatte und ver-
fügt über zwei Öﬀnungen an den Seiten für die verwendeten Immersionsobjektive. Diese werden
über Dichtungsringe abgedichtet, um ein Austreten der Flüßigkeit zu verhindern, während eine
Nachjustage der Objektive möglich bleibt. Der Probenpositionierer besteht aus einem xyz-
Setup aus drei motorisierten Linearverschiebetischen (MTS50/M-Z8, Thorlabs). Am letzten
Verschiebetisch ist ein Eigenbau-Probenhalter angebracht, in dem sich unter anderem Greifer
und dünne Kanülen zur Probenanbringung montieren lassen. Über eine LED-Lampe (JANSJÖ
Arbeitsleuchte, INGKA Holding B.V., Leiden, Niederlande) können Durchlichtaufnahmen der
Probe erstellt werden. Eine Verschiebung in x ermöglicht die Erstellung von Stack-Aufnahmen
der Proben.
Detektionsstrahlengang und Kamerasensor
Ein zweites Objektiv HCX APO L 40x/0.80 W U-V-I (Leica Microsystems) dient zur Detek-
tion der angeregten Fluoreszenz in der Probe. Dieses lässt sich wiederum entlang seiner opti-
schen Achse über einen Linearverschiebetisch justieren, um die fokale Ebene des Objektivs mit
dem Lichtblatt in Deckung zu bringen. Ein Detektionsﬁlter F (FF01-531/46-25 oder BLP02-
561R-25, Semrock) dient zum Blocken von gestreutem Anregungslicht während eine Tubuslinse
(AC508-200-A, Thorlabs) das so bereinigte Signal auf den Kamerasensor einer CCD-Kamera
(DFC 360 FX, Leica Microssystems) abbildet.
Kontrollsoftware, Datenverarbeitung und -evaluation
Zur Ansteuerung des Messaufbaus wird ein CELSIUS W520 der Firma Fujitsu K.K. (Tokio,
Japan) mit 16 GB Arbeitsspeicher, einen Intel® Xeon® Processor E3-1220V2 @ 3.10 GHz
-Prozessor und einem Windows 7 Professional 64-bit -Betriebssystem verwendet. Die Ansteue-
rung der Komponenten erfolgt für die Anregungslaser, wie weiter oben beschrieben, über Lab-
VIEW. Die Probenpositionierer MTS50/M-Z8, sowie die Kamera DFC 360 FX werden gemein-
sam über die Open-Source Softwareumgebung µ-Manager [143] oder bei getrennter Verwen-
dung durch die Software LAS AF 2.7 (Leica Microsystems) und µ-Manager angesteuert. Die
Kontroll-Software umfasst folgende Parameter und Aufnahmemodi:
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 Laserleistung der beiden Anregungslaser
 Motor-Position bzw. Verfahrbereich, Schrittweite und -anzahl für eine Stack-Aufnahme
 Parameter zur Langzeitaufnahme von 3D-Stacks (Stackanzahl, Zeitabstand)
 Kameraparameter (Belichtungszeit, Binning, Bit-Tiefe, ROI-Auswahl, Clockrate)
Projektbeschreibung des Aufbaus
Der Aufbau wurde vorrangig entwickelt, um Messungen an ﬂüssigen Proben (z.B. Beads in
wässriger Lösung) mit unterschiedlichen Lichtblattdicken aufzunehmen und nach der DDM-
Methode auszuwerten. Die Probenpräparation von oben ermöglicht hier andere Herangehens-
weisen im Vergleich zum zuvor beschrieben Versuchsaufbau. Durch die modulare Aufbauweise
können zudem unkompliziert Teile ausgetauscht werden und so unterschiedliche Messungen an
einem breiten Probenspektrum durchgeführt werden. Zudem ist eine Erweiterung des Detekti-
onsarmes für die Durchführung gleichzeitiger Doppelkanalmessungen auf einem Kamerasensor
geplant [144]. Zum Zeitpunkt der Abgabe dieser Arbeit sind bereits alle notwendigen Opti-
ken hierfür eingetroﬀen. Hierbei wird das detektierte Signal wellenlängenabhängig von einem
Dichroiten aufgespalten und auf zwei unterschiedliche Bereiche des Kamerasensor abgebildet
(siehe Abb. 4.5). Hierdurch können zeitgleich mehrere Fluorophore angeregt und detektiert wer-
den. Zudem sind so auch Kreuzkorrelationsmessungen zwischen unterschiedlichen Wellenlängen
nach der SPIM-FCCS-Technik möglich [102, 107].
Abb. 4.5: Detektionspfad für Doppelkanalmessungen
Das detektierte Signal wird zunächst über einen Teleskopaufbau aus zwei Sammellinsen L7,8
auf eine Maske fokussiert, um den Bildauschnitt aus der Probenebene zu limitieren. Ein Dichroit
(DC) trennt den Strahl in zwei Wellenlängenbereiche auf. Über weitere Detektionsﬁlter F1,2
werden die Strahlen selektiert. Die beiden Detektionsstrahlengänge werden nun gemeinsam
unter einem Winkel auf die Tubuslinse gelenkt, so dass die entsprechenden Wellenlängen auf
zwei räumlich getrennten Bereichen des Kameradetektors aufgenommen werden.
Eine weitere Charakterisierung dieses Aufbaus ist Bestandteil der Bachelorarbeit von Herrn
Lukas Weihmayer [137] und wird daher an dieser Stelle nicht weiter vorgenommen.
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5. Aufnahmen der frühen Embryogenese von C. elegans
Dieses Kapitel beschreibt den Einsatz des zuvor behandelten Versuchsaufbaus zur Erstellung
von Langzeitaufnahmen der frühen Embryogenese des Fadenwurms C. elegans. Erste Ergebnis-
se des hier vorgestellten Projekts wurden bereits in den Diplomarbeiten des Verfassers dieser
Arbeit [78] sowie von Herrn Rolf Fickentscher [23] behandelt und zu Beginn der vorliegenden
Arbeit publiziert [16]. Im weiteren Verlauf dieser Arbeit und der Promotionsarbeit von Herrn
Fickentscher wurde das Projekt weiter vertieft. Die Weiterentwicklung des Aufbaus und ins-
besondere die neue Möglichkeit zur Aufnahme von Mehrkanalmessungen bei einer regulierten
Umgebungstemperatur ermöglichte die Veröﬀentlichung neuer Ergebnisse in Form einer weiteren
kollaborativen Publikation [17]. Darüber hinaus führten die am Aufbau getätigten Aufnahmen
zu einer weiteren Publikation durch Herrn Fickentscher [145].
Die Entwicklung des verwendeten Versuchsaufbaus, die Programmierung der Kontrollsoftwa-
re, die Entwicklung von Methoden zur Probenpräparation und die frühen Messungen wurden
hierbei vom Autor dieser Arbeit vorgenommen. Zusätzliche Messungen, die Programmierung
der Evaluationssoftware, die Datenevaluation und begleitende Simulationen wurden von Herrn
Fickentscher im Rahmen seiner Diplom- und Promotionsarbeit am Lehrstuhl durchgeführt. Die
für die Datenevaluation verwendeten Methoden werden daher in dieser Arbeit nur kurz an-
gesprochen. Im Folgenden werden die Durchführung der Langzeitaufnahmen und ausgewählte
Ergebnisse vorgestellt.
Zielsetzung, Motivation und Proben
Eines der ersten Forschungsprojekte am Lehrstuhl, für welches der vorgestellte SPIM-Aufbau
konzipiert wurde, ist die Langzeitaufnahme der frühen Embryogenese des C. elegans. Die Em-
bryogenese des Fadenwurms hat sich als sehr robust und wiederholgenau erwiesen, was bis-
lang größtenteils auf eine Reihe biochemischer Prozesse und Regulationen zurückgeführt wurde
[14, 21, 25]. Die erste Fragestellung, die mit dem vorgestellten SPIM-Aufbau angegangen wurde,
war daher, inwiefern unterschiedliche Aspekte der Embryogenese Variationen unterworfen sind
bzw. von welchen weiteren Faktoren die Robustheit der Embryogenese abhängen könnte. Hierbei
standen mögliche physikalisch motivierte Gesetzmäßigkeiten sowie die Untersuchung weiterer
kritischer Einﬂussparameter abseits der reinen Biochemie und Genetik im Fokus der Untersu-
chungen. Die Eigenschaft der Eutelie ermöglicht hierbei einen direkten Vergleich des Verhaltens
einzelner Zelllinien und der gesamten Embryogenese zwischen unterschiedlichen Individuen. Das
Ziel war zunächst eine Messapparatur zu schaﬀen, um dreidimensionale Fluoreszenzmikrosko-
pieaufnahmen von Embryonen über einen Zeitraum von der Befruchtung des Eis bis mindestens
zum Beginn der Gastrulation (ca. im 26-Zellzustand) erstellen zu können, ohne den Embryo
dabei zu schädigen bzw. in seiner Entwicklung zu beeinträchtigen. Zusätzlich sollte eine hohe
zeitliche und räumliche Auﬂösung erreicht werden, indem möglichst schnelle Stack-Aufnahmen
in zeitlich kurzen Abständen bei einem ausreichend hohen Signal-Rausch-Verhältnis getätigt
werden. Um unterschiedliche Aspekte der Embryogenese im selben Individuum untersuchen zu
können, wurde in einem späteren Schritt die Implementierung von Mehrkanalmessungen im Zu-
sammenhang mit der Verwendung unterschiedlicher Fluorophormarkierungen an verschiedenen
Zellkompartimenten notwendig. Eine Erhöhung des Photostresses in der Probe muss aufgrund
der verdoppelten Aufnahmenanzahl zudem durch eine zeitliche Reduzierung der Probenanre-
gung auf die eigentliche Kameraaufnahmedauer kompensiert werden. Eine zusätzliche Kontrol-
le der Umgebungstemperatur durch eine entsprechende beheizbare Probenkammer ermöglicht
darüber hinaus die Untersuchung der Temperaturabhängigkeit unterschiedlicher Aspekte der
Embryogenese. Die hier dargestellten Anforderungen an den Aufbau werden durch die in Kap.
4 vorgestellten Anpassungen erfüllt. Durch die so ermöglichten Mehrkanalmessungen kann nun
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zum einen auf die Einfärbung der Histone zurückgegriﬀen werden, um Zellanordnungen im
Wurm zu untersuchen. Diese sind als Bestandteile des Chromatins zur DNA-Verpackung wäh-
rend der Interphase im Zellkern verteilt und liegen während der Zellteilung kondensiert an den
Chromosomen vor. Zur Quantiﬁzierung der Zellformen und -volumina wird eine Fluoreszenzmar-
kierung des peripheren Membranproteins PLC1δ1 ausgenutzt. Dies liegt in hoher Konzentration
an der Membran vor und besitzt auch einen geringeren zytoplasmischen Anteil.
Die für die nachfolgenden Untersuchungen verwendeten Embryos stammen aus stabil transﬁ-
zierten Wurmlinien, die über das Caenorhabditis Genetics Center bezogen wurden. Im Einzelnen
wurden folgende Wurmlinien verwendet:
 XA3501: GFP::H2B + GFP::tbb-2
GFP-markierte Histone (H2B) und Mikrotubuli (β-Tubulin) - hierdurch sind Zellkerne,
Chromosomen und Spindelapparat ﬂuoreszenzmarkiert
 OD58: GFP::PH(PLC1δ1)
GPF-markiertes PLC1δ1- hierdurch sind die Zellmembran stark und das Zytoplasma
schwach ﬂuoreszenzmarkiert
 OD95: mCherry::HIS-58 + GFP::PH(PLC1delta1)
GFP-markiertes PLC1δ1 und mCherry-markierte Histone (HIS-58) - hierdurch sind Zell-
membran und Zytoplasma sowie Zellkerne bzw. Chromosomen ﬂuoreszenzmarkiert
5.1. Methoden
Probenpräparation und Aufnahme
Details zur Wurmkultivierung, den verwendeten Reagenzien und früheren Formen der Proben-
präparation ﬁnden sich in [16, 23, 78]. Die Würmer werden auf NGM-Platten (Nematode Growth
Medium) bei 20, 5°C gehalten. Als Nahrungsquelle dient ein zuvor ausgebrachter Bakterienra-
sen (Escherichia coli OP50). Es wird darauf geachtet, nur Würmer von Kulturen zu verwenden,
die nicht in jüngerer Vergangenheit in einem Hungerzustand waren, um eventuelle Veränderun-
gen bzw. Abweichungen in der Entwicklung zu vermeiden. Geeignete Individuen (junge adulte
Würmer) werden unter einem Durchlichtmikroskop (Leica S8 APO, Leica Microssystems) aus-
gewählt, mit einem abgeﬂammten Platindraht von der NGM-Platte abgenommen und in einen
ca. 50µl großen Tropfen M9-Puﬀer gesetzt . Dort wird der Wurm mit zwei Kanülen (NEOPOINT
Größe 20 - Ø0,40mm, Servoprax GmbH, Wesel, Deutschland) entlang des Eileiters in der Nähe
der Spermathek aufgeschnitten. Der Großteil der Eier quillt so in jungen Würmern selbstständig
heraus. Um sehr frühe Eier (direkt nach der Befruchtung) freizulegen, ist es bisweilen nötig,
diese durch sanften, beidseitigen Druck auf den Wurm herauszupressen. Geeignete Embryonen
(spätestens vor dem Nuclear Meeting der beiden Pronuklei) werden selektiert und mit einer
Glaskapillare mit einem Spitzendurchmesser von ca. 100− 200µm und einem angeschlossenem
Peleusball aus dem Tropfen gesogen. Der Embryo wird nun mit ca. 10−20µl M9-Puﬀer auf ein
im Vorfeld mit Poly-L-lysin (Biochrom, Berlin, Deutschland) beschichtetes Deckgläschen aufge-
bracht. Die Beschichtung mit Poly-L-lysin macht das Deckgläschen hierbei klebrig, so dass der
Embryo anhaftet und sich dieser beim späteren Eintauchen in die gefüllte Probenkammer nicht
vom Glas ablöst. Das Deckgläschen wird auf dem Probenhalter des SPIM-Aufbaus mittels Va-
kuumfett (Baysilone-Paste, GE Bayer Silicones GmbH, Leverkusen, Deutschland) aufgebracht
und in die mit Milli-Q-Wasser (geﬁltertes und deionisiertes Reinstwasser aus einer Filteranlage
der Firma EMD Millipore, Billerica, Massachusetts, USA) gefüllte Probenkammer eingebracht.
Die Probenkammer selbst wird im Vorfeld auf die gewünschte Messtemperatur des Mediums
geheizt (soweit nicht anders genannt beträgt diese 20, 5◦C). Bei der Probenausrichtung wird
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darauf geachtet, die lange Halbachse des ellipsoiden Embryos senkrecht zur Lichtblattstrahlrich-
tung zu positionieren, um den Embryo entlang des dünnsten Teils des Lichtblattes aufnehmen
zu können. Um die Probenﬁndung zu erleichtern, hat es sich in der Praxis als hilfreich erwie-
sen, im Vorfeld die grobe Position des Embryos auf dem Deckgläschen durch zwei senkrechte
Linien mit einem wasserunlöslichem Stift zu kennzeichnen. Diese Hilfslinien lassen sich über
die Beleuchtung mittels der Auﬂichtlampe am Aufbau in einer Live-Aufnahme ﬁnden, was die
Probenﬁndung stark beschleunigt. Nachdem die Abbildung des Embryos in der Mitte des Ka-
merasensors positioniert wurde, wird die Höhenposition über die manuelle Höhenpositionerung
angepasst, um den Verfahrweg der PIFOC-Einheit auf die Abmessung des Embryos einzustel-
len. Zur Bildaufnahme wird der DSLM-Ansatz genutzt, um eine gleichmäßige Ausleuchtung der
Probenebene zu garantieren und Abschattungs- bzw. Streifeneﬀekte insbesondere in späteren
Entwicklungsstadien zu minimieren. Dies erfordert eine Synchronisation des an das Galvospie-
gelpaar angelegten Spannungssignals zur Belichtungszeit der Kamera. Typische Parameterwerte
für eine Langzeitmessung der frühen Embryogenese an den erwähnten Wurmlinien sind wie folgt:
 Laserleistung (491nm/561nm): 50mW
 AOTF-Spannung (491nm): 0, 5V (Leistung an hinterer Objektivapertur: 0, 2mW)
 AOTF-Spannung (561nm): 1, 0V (Leistung an hinterer Objektivapertur: 0, 6mW)
 Kamerabelichtungszeit: 50ms
 Binning (on-chip): 1× 1
 ROI: (500× 600) Pixel
 Galvospiegel: Dreiecksspannung ±200mV bei 20Hz (für eine Belichtungszeit von 50ms)
 PIFOC-Schrittweite: (51/101) Ebenen mit (2/1)µm Schrittweite
 Stackaufnahme: (180/360) Stacks alle (60/30)s
 Lichtblattdicke: 1, 2− 1, 6µm
Die Messung erfolgt nach der in Unterkap. 4.2 beschriebenen Prozedur. Nach Beendigung der
Aufnahme wird der Embryo aus dem Messaufbau entfernt und in einer Petrischale mit M9-
Puﬀer aufbewahrt. Das abschließende Schlüpfen des Wurmes fungiert als Qualitätskontrolle zur
Überprüfung einer von der Messung unbeeinträchtigten Entwicklung des Embryos.
Temperaturabhängige Messungen, RNAi-Experimente und Eihüllenentfernung
Um den Einﬂuß externer Einﬂüsse und Abhängigkeiten von unterschiedlichen, organismusspezi-
ﬁschen Systemgrößen zu testen, werden Aufnahmen der frühen Embryogenese unter folgenden
veränderten Bedingungen getätigt:
 Temperaturvariation der Umgebung im Bereich von 15− 25°C
 Größen-Variation der untersuchten Embryonen durch RNAi-Methoden zur Erstellung klei-
nerer und größerer Individuen (ima3 und C27D9.1)
 Entfernung der Chitin-Eihülle durch Chitinase
Die Temperaturvariation erfolgt hierbei über die in Kap. 4.1 erwähnte Probenkammerheizung.
Da diese über das Peltierelements nur heizen kann, wurden Temperaturen unterhalb der Umge-
bungstemperatur im Laborraum (minimal 18°C) unter Zuhilfenahme eines Wasserkühlkreislaufs
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ermöglicht. Dies wurde von Herrn Fickentscher über ein Schlauchsystem realisiert, welches über
die Messdauer eine konstante Rate an Eiswasser (ca. 6°C) in die Probenkammer füllt und ein
entsprechendes Flüssigkeitsvolumen ablässt. Das Peltierelement kann so die Probenumgebung
durch seine Heizleistung an die gewünschte Temperatur anpassen.
Die Größenvariationen der Embryonen durch RNA-Interferenz basieren auf der zielgerichteten
Abschaltung von Genen. Hierbei wird die mRNA (messenger RNA) eines bestimmten Gens auf-
gespalten und die zu übertragende Information zerstört bzw. die Proteintranslation behindert.
Ein Knockdown des Gens ima3 (importin alpha 3) und C27D9.1 führt z.B. zu Würmern klei-
nerer bzw. größerer Abmessungen. Als Methode zur Einbringung der RNAi-Konstrukte wurde
ein Feeding -Protokoll verwendet [17, 20]. Hierbei werden den Würmern genetisch veränderte
Bakterienstämme, welche die dsRNA produzieren, gefüttert. Der gewünschte Eﬀekt lässt sich
so in den Nachkommen dieser Würmer beobachten.
0 min 18 min 32.5 min
50.5 min 69 min 145.5 min
Abb. 5.1: Beispiele einer Langzeitaufnahme der Embryogenese von C. elegans
Zu sehen sind sechs Momentaufnahmen in Form von Maximalintensitätsprojektionen in unter-
schiedlichen Stadien der Entwicklung während der Embryogenese. Die hier verwendete Wurm-
linie OD95 erlaubt sowohl die Aufnahme der Zellkerne durch eine Histonmarkierung mittels
mCherry (rot), als auch eine Aufnahme der Zellmembran über GFP-markiertes PLC1δ1 (grün).
Die eingezeichnete Längenskala beträgt 10µm und die Zeitangaben sind bezogen auf die erste
Aufnahme im sich teilenden Einzeller.
Die Bedeutung der Einhüllung durch eine feste Chitinhülle kann getestet werden, indem Em-
bryonen ohne Chitinhülle präpariert und deren Entwicklung untersucht werden. Hierbei wird
nach der Extraktion eines Embryos dieser auf einem Deckglas für ca. drei Minuten in 30µl einer
NaOCL Lösung mit 3% Na gegeben. Nach drei Waschgängen mit M9-Puﬀer wird 25μl einer
Chitinaselösung auf den Embryo gegeben, bis die Chitinhülle nach 10 − 15min aufgelöst ist.
Die Chitinaselösung besteht aus 5 Einheiten Chitinase aus Streptomyces (Sigma-Aldrich, St.
Louis, Missouri, USA) in 2ml sterilem Ei-Puﬀer. Hierbei verbleibt zunächst eine einhüllende
Vitellin-Schicht um den Embryo, die jedoch wesentlich verformbarer ist im Vergleich zur starren
Chitinhülle. Diese ist als Permeabilitätsbarriere wichtig zum Schutz des Embryos vor potentiell
ungünstigen Umgebungsbedingungen. Bei Bedarf lässt sich auch diese Vitellinschicht durch eine
vorsichtige Manipulation abstreifen [145, 146].
5.2. Untersuchung der Zelltrajektorien und mechanisches Modell
Zur Untersuchung der Zelltrajektorien wurde eine auf der Matlab-Umgebung basierte Auswer-
teroutine entwickelt, die anhand einer intensitätsbasierten Lokalisationsﬁndung die zeitabhängi-
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gen Positionen der markierten Nuklei im Koordinatensystem des Embryos extrahiert. Details zu
den einzelnen Auswerteschritten, sowie den verwendeten Filtern und Korrekturen ﬁnden sich in
[16, 23]. Beispiele einer hierfür verwendeten Langzeitaufnahme der Embryogenese mittels des







































Abb. 5.2: Beispiel von rekonstruierten Zellkerntrajektorien
Gezeigt sind experimentell ermittelte Zellkerntrajektorien der Zellen im 4-Zellzustand ABa,
ABp, EMS und P2 , sowie deren entsprechenden Tochterzellen nach den Zellteilungen. Ab-
bildung nach [16]
Die so extrahierten Trajektorien können für mehrere Individuen verglichen werden. Hierfür müs-
sen die Trajektorien zeitlich und räumlich aneinander ausgerichtet werden [16, 23]. Die durch-
schnittliche Variabilität 〈∆r〉 der Zellanordnungen für unterschiedliche Embryonen liegt bis zum
12-Zellzustand unterhalb von 3, 5µm und kann somit während der frühen Embryogenese als na-
hezu deterministisch angesehen werden (siehe Abb. 5.3 A) [16]. Die Trajektorien ~ri(t) der Zellen
lassen sich hierbei in einem mechanischen Modell durch eine überdämpfte Langevin-Gleichung
der Form







beschreiben. Die Zellen werden hier als verformbare Sphäroiden mit einem Radius Ri angenom-








senkrecht zur Eihülle in das Innere des Embryos . Zwischen zwei Zellen wirken für einen Zell-
abstand rij = |~ri − ~rj | ≤ Ri +Rj repulsive Kräfte der Form
~FC,ij = F0~eij
{
1 , für: rij ≤ min(Ri, Rj)
Ri+Rj−rij
max(Ri,Rj)
, für: min(Ri, Rj) ≤ rij ≤ Ri +Rj
70
5 AUFNAHMEN DER FRÜHEN EMBRYOGENESE VON C. ELEGANS
entlang der Richtung ~eij =
~rij
rij
. Über einen Rauschterm ~ werden stochastische Bewegungen
der Zellen in das Modell mit aufgenommen. Für weitere Details siehe [16, 23]. Ein Vergleich der
durch das Modell simulierten Zelltrajektorien mit den experimentell erhaltenen ergibt Abwei-
chungen in derselben Größenordnung der experimentellen Streuungen zwischen unterschiedli-
chen gemessenen Individuen und bestätigt somit die Annahme einer mechanisch getriebenen Re-
laxationsbewegung nach obigem Modell (siehe Abb. 5.3 B). Als Eingabeparameter werden dem
Modell in seiner jetzigen Form die experimentell ermittelten Teilungsachsen und Fitparameter
zur Bestimmung der Teilungsvolumenverhältnisse sowie zu dem zum Volumen in Abhängigkeit




























































Abb. 5.3: Vergleich von Zelltrajektorien zwischen unterschiedlichen Individuen und Si-
mulationen
(A) Gezeigt ist ein Beispiel von Trajektorien derselben Zelle in unterschiedlichen Embryonen. Die
Wahrscheinlichkeitsverteilung p(∆r) für eine Abweichung ∆r der Trajektorien lässt sich über
eine Gaußfunktion mit einem Mittelwert im Bereich 3, 5µm ﬁtten. (B) Der Verlauf einer simu-
lierten Trajektorie aus dem Modell deckt sich mit einer experimentell bestimmten Trajektorie.
Die Wahrscheinlichkeitsverteilung der Abweichung ∆r ist vergleichbar mit den Abweichungen
zwischen unterschiedlichen experimentell bestimmten Trajektorien. Das Modell geht von re-
pulsiven Kräften ~FC zwischen den Zellen und einer rücktreibenden Kraft ~FW der Eihülle aus.
Abbildungen nach [16]
5.3. Vermessung der Zellvolumina und Teilungszeiten
Die aus den Aufnahmen der ﬂuoreszenzmarkierten Zellkerne ausgelesenen Zellzyklendauern T ,
hier deﬁniert als Zeitraum zwischen der Anaphase der Mutterzelle und der Anaphase der unter-
suchten Tochterzelle, zeigt eine Zunahme der Teilungszeiten für spätere Zellen [17]. Unter der
Vermutung einer Volumenabhängigkeit der Teilungszeiten lässt sich durch Mehrkanalmessun-
gen eine mögliche Abhängigkeit der Zellzyklendauern von der Größe der Zelle untersuchen. Zur
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Abb. 5.4: Beispiele für die Segmentierung zur Volumenbestimmung
(A) Gezeigt sind drei Maximalintensitätsprojektionen von Stackaufnahmen an der Wurmlinie
OD95. Die eingezeichnete Längenskala beträgt 10µm. (B) Einzelne Schichtaufnahmen der in A
gezeigten Stackaufnahmen zeigen die erhöhte GFP-Konzentration an der Plasmamembran. Dies
wird zur intensitätsbasierten Segmentierung der einzelnen Zellen genutzt. (C) Beispiele einer
Segmentierung mit den farbkodierten Randbereichen zeigen die unterschiedlichen erkannten
Zellen. Die Segmentierung wird zur Volumen- und Formbestimmung der Zellen verwendet.
Abbildungen nach [17]
Bestimmung der Zellvolumina und -formen wird der Membrankanal von Aufnahmen der Linie
OD95 über eine intensitätsbasierte Segmentierung der einzelnen Zellen ausgewertet (siehe Abb.
5.4). Bei der Untersuchung der experimentell bestimmten Zellzyklendauern T ergibt sich eine






mit einer konstanten Zeit TM für die Dauer der Mitose und einer volumenabhängigen Zeitdauer
der Interphase αV . Zusätzliche RNAi-Messungen mit reduzierten und vergrößerten Zellvolu-
mina bestätigen die kausale Volumenabhängigkeit der Zellzyklendauern (siehe Abb. 5.5 B).
Die Volumenabhängigkeit kann im Rahmen eines limiting-component-Modell erklärt werden,
innerhalb dessen vor Beginn der Mitose zunächst Proteine zur Einleitung der Mitose über eine
limitierende Anzahl an Kernporen aus dem Zytoplasma in den Kern gelangen müssen, bis dort
eine kritische Konzentration erreicht ist. Der Proportionalitätsfakor α unterschiedet sich dabei
zwischen Zellen der somatischen Linie und denen der Keimlinie, mit einem ungefähr doppelt so
hohen Wert αKeimlinie im Vergleich zu αSomatisch [17]. Unterschiede zwischen der Keimlinie und
den Zellen der somatischen Linie können über biochemische Unterschiede zwischen den beiden
Linien erklärt werden. So können z.B. die in den Zellen der Keimlinie vorhandenen P granules
(Tröpfchen aus Proteinen und RNA) die Rate, in der die Komponenten über die Kernporen in
den Zellkern gelangen, potentiell reduzieren, indem sie einen Teil der Kernporen besetzen [17].
Messungen für unterschiedliche Umgebungstemperaturen zeigen verschobene Werte für α und
TM gemäß einer Arrhenius-Skalierung mit einer leicht geringeren Temperaturabhängigkeit der
Mitosedauer TM im Vergleich zu α (siehe Abb. 5.6). Dies deckt sich mit der Erwartungshal-
tung eines dominanten Einﬂusses biochemischer Prozesse auf die Zeitskala der Zellteilungen.
Aus den durch die Segmentierung der Membranaufnahmen ermittelten Größen der einzelnen
Zellen kann zudem das Asymmetrieverhältnis einer Zelle bei ihrer Zellteilung aus dem Ver-
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Abb. 5.5: Volumenabhängigkeit der Zellzyklendauern
(A) Gezeigt sind die experimentell gemessenen Zellzyklendauern der somatischen AB-Linie und
der Zellen der Keimbahnlinie P1−4 für eine Umgebungstemperatur von 22, 5°C in unbehandelten
Embryonen. Die Dauer der Interphase verhält sich invers proportional zum Zellvolumen, was im
Rahmen eines limiting-component-Modell erklärt werden kann. (B) Die theoretisch erwarteten
Zellzyklendauern TModell nach Gl. 5.1 decken sich für die unterschiedlichen Zelllinien mit den ex-
perimentell gemessenen Werten. Zusätzliche Aufnahmen an RNAi-behandelten Würmern (siehe
Kasten rechts unten, Längenskala 10µm) führen zu systematisch verringerten (sm) oder vergrö-
ßerten (la) Zellvolumina und bestätigen das theoretische Modell auch für eine Größenvariation
des gesamten Embryos. Abbildungen nach [17]
hältnis der beiden Volumina der jeweiligen Tochterzellen bestimmt werden [145]. Hierbei zeigt
sich eine klare Asymmetrie für die Zellen der zukünftigen Keimbahn mit einer ansteigenden
Asymmetrie für spätere Zellen. Auch die Zellen der somatischen Zelllinien weisen bisweilen ein
asymmetrisches Volumenverhältnis auf. Messungen nach einer Entfernung der starren Chitin-
hülle zeigen eine Reduktion der vorhandenen Asymmetrien in den somatischen Zellinien, was
für eine Asymmetrie der Zellteilungen aufgrund geometrischer Randbedingungen spricht. Die
asymmetrischen Zellteilungen der Keimlinie sind zurückzuführen auf eine nur dort auftretende,
zellgrößenunabhängige Spindelverschiebung und sind nahezu unabhängig von der Einschränkung
der Eihülle [145]. Simulationen der Zelltrajektorien und -anordnungen nach dem in Unterkap.














































Abb. 5.6: Zellzyklendauern in Abhängigkeit von Temperatur und Zellvolumen
Gezeigt sind die experimentell gemessenen Zellzyklendauern der somatische AB-Linie und
der Zellen der Keimbahn P1−4 bei unterschiedlichen Umgebungstemperaturen im Bereich von
15−25°C. Die Temperaturabhängigkeit der Zellphasendauern lässt sich gemäß einer Arrhenius-
Skalierung beschreiben [17]. Abbildungen nach Herrn Rolf Fickentscher
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Werte der Asymmetrien bei den Zellteilungen und die Werte für αKeimlinie , αSomatisch und TM
im Bereich der gemessenen Werte liegen. Wird jedoch z.B. αKeimlinie = αSomatisch gesetzt ohne
Berücksichtigung der asymmetrischen Teilungsverhältnisse, kommt es ab dem 12-Zellzustand
in ungefähr 25% der Simulationen zum Auftreten aberranter Phänotypen mit einer veränder-
ten Zellanordnung. Dies ist begründet in einer zu schnellen Teilung der Zellen der Keimlinie,
wodurch die Postionen einiger Zellen im Embryo vom gemessenen Wildtypen abweichen [17].
5.4. Zusammenfassung und Ausblick
Durch die in dieser Arbeit beschriebenen Weiterentwicklungen des SPIM-Aufbaus ist es gelun-
gen, dreidimensionale Langzeitmessungen am frühen Embryo des C. elegans durchzuführen, wel-
che zu den obig beschriebenen Ergebnissen führten. Die hohe zeitliche und räumliche Auﬂösung
bei gleichzeitiger Schonung der Probe, sowie die Möglichkeit, Mehrkanalmessungen zu tätigen,
ergab neue Möglichkeiten bei der Auswertung relevanter Charakteristiken der Embryonalent-
wicklung. Für weitere Details der Datenauswertung und eine weiterführende Ergebnisdiskussion
sei hier auf [16, 17, 145] verwiesen. Die aus den obigen Messungen resultierenden Ergebnisse
sind im Nachfolgenden nochmals als Übersicht gelistet:
 sowohl Zellanordnungen als auch Zelltrajektorien sind während der frühen Embryogenese
für unterschiedliche Individuen nahezu identisch
 Zelltrajektorien während der frühen Embryogenese können mit einem mechanischen Mo-
dell beschrieben werden, innerhalb dessen die einzelnen Zellen als verformbare Sphäroide
repulsive Kräfte voneinander und durch die Eihülle erfahren - auf dem Modell basierende
Simulationen reproduzieren die Messdaten
 die Dauer der Interphase ist invers proportional zu den Zellvolumina und können mit einem
limiting-component-Modell beschrieben werden - hierbei existiert ein zelllinienspeziﬁscher
Unterschied der Skalierung zwischen der somatischen Linie und der Keimlinie
 die Zeitskalen der Zellteilungen zeigen eine temperaturabhängige Arrhenius-Skalierung
 asymmetrische Teilungen der Keimlinie sind zurückzuführen auf eine zellgrößenunabhän-
gige Spindelverschiebung
 Asymmetrien in Zellteilungen der somatischen Linien werden vorwiegend durch die Wech-
selwirkung mit der einhüllenden Eihülle verursacht
 asymmetrische Zellteilungen und zelllinienspeziﬁsche Skalierungsunterschiede sind not-
wendig für eine robuste Reproduktion des Wildtyp-Phänotypen in den auf dem mechani-
schen Modell basierenden Simulationen - andernfalls entsteht eine Bifurkation der Simu-
lationen hin zu einem aberranten Phänotypen
 die Eihülle ist im Rahmen der Simulation notwendig zur robusten Embryogenese - bei
fehlender Eihülle ist das Auftreten von aberranten Phänotypen möglich
Unter den zukünftigen Zielen dieses Projekts beﬁndet sich unter anderem die Frage nach dem
Verhalten der Zellanordnung und Teilungszeitcharakteristik zu späteren Entwicklungsstadien
(100 Zellen und mehr). Hierbei stellt neben der bei der Untersuchung immer kleiner werden-
der Zellen limitierenden Auﬂösung insbesondere ein verschlechtertes Signal-Rausch-Verhältnis
zu späteren Zeitpunkten ein Problem bei der Datenauswertung dar. Dies scheint vornehmlich
durch die stärkere Streuung und Absorption des anregenden Lichtblatts sowie der angeregten
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Fluoreszenz in der heterogenen Umgebung der späteren Embryonen induziert zu sein. Ein Ein-
satz einer konfokalen Schlitzauslesung in Zusammenhang mit einem geschriebenem Lichtblatt
[73, 77] sollte hierbei zu einer Steigerung des Kontrastes der Aufnahmen führen und soll in der
näheren Zukunft am Aufbau implementiert werden.
Eine Überprüfung des hier beschriebenen Modells der Zellanordnung für veränderte Randbedin-
gung, wie verlängerter Zellzyklendauern oder ausbleibender Zellteilungen kann über die Durch-
führung von Ablationsexperimenten im lebenden Embryo realisiert werden. Erste erfolgreiche
Realisierungen solcher Experimente werden in Unterkap. 9.3 vorgestellt.
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6. Techniken zur Diﬀusionsmessung in einem
Lichtblattmikroskop
Dieses Kapitel behandelt den Einsatz des SPIM-Aufbaus zur Durchführung quantitativer Diﬀu-
sionsmessungen. Hierfür werden die zuvor in Unterkap. 3.2 vorgestellten Methoden SPIM-FCS,
SPT und DDM am Aufbau angewandt und durch Messungen an Eichproben getestet. Die Er-
gebnisse der unterschiedlichen Techniken werden abschließend im Hinblick auf den Einsatz in
biophysikalischen Fragestellungen verglichen. Die Implementierung, Messungen und die Evalua-
tion der Daten wurden vom Autor dieser Arbeit durchgeführt.
Zielsetzung und Motivation
Die Quantiﬁzierung des Diﬀusionsverhaltens von Partikeln und Molekülen kann Aufschluss über
innere Prozesse in biologischen Proben geben. Da die heterogene Umgebung lebender Materie
bisweilen räumliche Variationen der Diﬀusion zeigt [33, 36, 103, 147], kann dies räumlich paral-
lelisierte Diﬀusionsmessungen in einem ausgedehntem Bereich der Probe erforderlich machen.
Darüber hinaus ist insbesondere bei ﬂuoreszenzmikroskopischen Techniken darauf zu achten,
die Probe durch die Messung und z.B. mögliche phototoxische Eﬀekte nicht zu beeinträchtigen
oder in ihrem natürlichem Verhalten zu beeinﬂussen. In diesem Kapitel erfolgt die Implementie-
rung unterschiedlicher Techniken zur quantitativen Diﬀusionsmessung am zuvor vorgestellten
SPIM-Aufbau. Durch die Verwendung eines Lichtblattmikroskops wird der Photostress auf den
Organismus minimiert. Zudem wird durch die Auswertung von Bilddaten zur Diﬀusionsmessung
in einer ausgedehnten Region der Probe die Quantiﬁzierung des diﬀusiven Verhaltens, je nach
verwendeter Methode, an unterschiedlichen Probenstellen (FCS), für unterschiedliche Partikel
(SPT) oder über einen Bereich an Wellenvektoren (DDM) ermöglicht. In diesem Kapitel werden
die technischen Details der Implementierungen, der Messaufnahmen und der Datenevaluation
anhand von Eichmessungen an Kalibrationsproben vorgestellt.
6.1. SPIM-FCS
Implementierung, allgemeine Versuchsdurchführung und Datenevaluation
Zur Durchführung einer Imaging -FCS-Messung ist es zunächst erforderlich, das Observations-
volumen klein zu halten. Dies wird in lateraler Auﬂösung durch die Verwendung eines Detekti-
onsobjektivs mit hoher numerischer Apertur (NA = 0, 8) und hoher Vergrößerung (40×) sowie
durch die Wahl eines Kamerasensor mit hinreichend kleinen Pixelabmessungen in der Bildebene
(162, 5nm) erreicht. In axialer Ausdehnung ist die Begrenzung des Observationsvolumens durch
die Kombination der Detektions-PSF der Optik (Numerische Apertur) und der Dicke des Licht-
blatts bestimmt (siehe Gl. 3.9). Durch die Wahl eines dünnen Lichtblatts (σLichtblatt ≤ 1, 2µm)
kann so die Größe des Observationsvolumens mit ca. 1, 2ﬂ gering genug für FCS-Messungen
gehalten werden.
Für SPIM-FCS-Messungen wird über eine Zylinderlinse ein statisches Lichtblatt erzeugt, da für
ein geschriebenes Lichtblatt in einem DSLM-Ansatz zum einen ein Einﬂuss auf die Autokorre-
lation der Bildintensitäten aufgrund der Frequenz des Schreibvorgangs zu erwarten ist und zum
anderen der mögliche Frequenzbereich der Ansteuerung des verwendeten Galvospiegelpaares zu
gering wäre, um die für die Auswertung der Korrelation notwendigen hohen Bildaufnahmeraten
bei gleichmäßiger Ausleuchtung zu gewährleisten.
Die eigentliche Messung besteht aus der konsekutiven Bildaufnahme der Probenebene, in der
die ﬂuoreszenzmarkierten Partikel angeregt werden und deren Fluoreszenzsignal pixelweise über
einen ausgedehnten Zeitbereich detektiert wird. Nach der SPIM-FCS-Messung wird bei glei-
chen Aufnahmeparametern, jedoch ohne Fluoreszenzanregung, eine reduzierte Anzahl an Bild-
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aufnahmen zur Bestimmung des Kamerahintergrunds getätigt (in dieser Arbeit üblicherweise
im Bereich von 2000 konsekutiven Einzelaufnahmen).
Abhängig von der erwarteten Zeitskala der Teilchenbewegung und der Intensität des Fluores-
zenzsignals wird die Belichtungszeit und damit auch die Bildaufnahmerate der Messung an-
gepasst. Nach [148] sollte letztere für eine erwartete Diﬀusionszeit τD bei kamerabasierten
FCS-Messungen mindestens (0, 1 · τD)−1 betragen, um den Fehler der Messungen kleiner 10%
zu halten. Die Möglichkeit des Pixel-Binnings, also der Zusammenlegung mehrerer benachbarter
Pixel zu einem größeren eﬀektivem Pixel, kann bei zu niedriger Signalstärke oder zu schneller
Diﬀusion hilfreich sein. Eine so resultierende Vergrößerung des eﬀektiven Observationsvolumens
führt zudem zu einer Verschiebung von τD zu größeren Zeiten hin, was den Fit-Vorgang an den
aus den Messdaten berechneten Autokorrelationskurven stabiler werden lässt. Dies führt jedoch
auch zu einem Verlust der räumlichen Auﬂösung und zu einer Erhöhung der Teilchenanzahl im
Observationsvolumen.
Ein weiterer Vorteil einer so wählbaren Größe der lateralen Observationsﬂäche ist die Durch-
führung von Messungen des diﬀusiven Verhaltens auf verschiedenen Längenskalen, was z.B.
zur Untersuchung von komplexen Membranstrukturen verwendet werden kann [149, 150]. Hier-
bei können anhand längenskalenabhängiger Änderungen der Diﬀusionszeiten über das FCS-
Diﬀusion-Law [149] von brownscher Bewegung abweichende Diﬀusionsarten, z.B. auf Netzwer-
ken oder innerhalb von Mikrodomänen, unterschieden werden. Das Binning kann hierbei sowohl
während der Messung auf dem Kamerasensor ausgeführt werden (on-chip-Binning), als auch
erst nach der Messung artiﬁziell in der Auswertung der Pixeldaten.
Die Aufnahmedauer einer SPIM-FCS-Aufnahme sollte möglichst lange sein, um mittels einer
Mittelung über die korrelierten Zeitabstände zu robusten Daten zu kommen (nach [148] minimal
≥ max(100 ·τD, 10000 ·τ) für einen Fehler unter 20%). Die Länge einer Aufnahme kann jedoch
insbesondere bei einer großen Pixelanzahl der Bilder durch die reine Größe der erzeugten Da-
ten begrenzt sein. Bei in vivo-Messungen an biologischen Proben können zudem phototoxische
Eﬀekte im Organismus limitierend für die Aufnahmedauer sein. Auch ist im besonderen Fall
sich entwickelnder Proben auf die Zeitskala der Entwicklung der Probe zu achten. Dies kann
dazu führen, dass es bei Messungen innerhalb bestimmter Entwicklungsstadien eines Organis-
mus notwendig ist, die Messdauer auf ein Zeitfenster innerhalb des untersuchten Stadiums zu
begrenzen.
Aufgrund der tendenziell niedrigeren Signalstärke bzw. eines schlechteren Signal-Rausch-Ver-
hältnisses bei Kameraaufnahmen mit sehr kurzen Belichtungszeiten, kann es notwendig sein,
dies durch höhere Anregungsleistungen in der Beleuchtung zu kompensieren. Hierbei ist wie
bereits erwähnt auf Phototoxizität aber auch auf Bleichprozesse zu achten. Während die mitt-
lere Intensität in einer idealen SPIM-FCS-Messung keinen Abfall über die Zeit aufweist, ist
es möglich im Experiment dennoch auftretendes Bleichen durch eine entsprechende Korrektur








Das hintergrundkorrigierte Fluoreszenzsignal f(t) fällt hierbei von der ursprünglichen Intensität
f0 exponentiell ab mit einem Polynom n-ter Ordnung im Exponenten. Die Funktion f(t) wird













mit der hintergrundkorrigierten gemessen Fluoreszenzintensität I(t) verrechnet um das letzt-
endlich korrigierte Signal Ikorr(t) zu ermitteln. Diese Art der Bleichkorrektur hat keinen Einﬂuss
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auf die so ermittelten Diﬀusionszeiten, solange die Bleichprozesse auf entsprechend längeren
Zeitskalen im Vergleich zur Dynamik der Diﬀusion ablaufen [38, 108].
Zur Auswertung der Datensätze wird das Open-Source-Software Quickﬁt 3.0 (Version 3.0 (be-
ta) 64-bit, SVN: 4465, Kompilierdatum: 2015-10-29) [38, 142] in einem Windows 10 64bit-
Betriebssystem verwendet. Innerhalb der Software sind alle notwendigen Schritte zum Einlesen
der Daten, der Bleichkorrektur, der Erstellung der Autokorrelation und eine Fit-Routine zur Da-
tenevaluation enthalten. Die Fit-Ergebnisse werden zur weiteren Datenverarbeitung in Matlab
eingelesen und können über eigene Skripte weiterverarbeitet werden. Vor dem Erstellen der Au-
tokorrelation werden die Messaufnahmen zunächst eingelesen und der Kamerahintergrund wird
anhand der vorhergehend aufgenommenen Hintergrundaufnahme gemittelt und abgezogen. Bei
Bedarf wird eine reduzierte ROI der Aufnahmen ausgewählt und anhand der gemittelten Inten-
sitätskurve aller später verwendeten Pixel der Aufnahmen nach Intensitätsspitzen (zum Beispiel
aufgrund von vereinzelten Agglomeraten in der Probe) gesucht. Bei Bedarf können so durch die
Auswahl eines reduzierten, konsekutiven Zeitfensters diese aus der Evaluation ausgenommen
werden. Zudem zeigt die gemittelte Intensitätskurve auch potentiell auftretende Bleichvorgän-
ge, die bei Bedarf im weiteren Verlauf über eine Auswahl des passenden Bleichmodells f(t)
berücksichtigt werden können. Ebenso ist es möglich ein zusätzliches Software-Binning auf die
Aufnahmen anzuwenden.
Nach der Einstellung oben genannter Parameter erfolgen die notwendigen Operationen mit dem
Endresultat einer Autokorrelationskurve für jeden resultierenden Pixel der Auswertung. Bei in-
homogenen Proben, wie etwa bei Embryonen mit speziﬁsch markierten Zellorganellen, kann in
einem nächsten Schritt eine Maskierung von Pixeln außerhalb der zu untersuchenden Strukturen
erfolgen. Ebenso können zum Beispiel Stellen mit Agglomeraten örtlich maskiert werden.
Zur Auswertung der Autokorrelationskurven, steht eine Fit-Umgebung zur Verfügung, inner-
halb derer eine passende Fit-Funktion (z.B. nach Gl. 3.29 oder Gl. 3.35), der verwendete Fit-
Algorithmus (innerhalb dieser Arbeit: Levenberg-Marquardt) und diverse Übergabeparameter
ausgewählt werden können. Die Übergabeparameter bestehen hierbei zum einen aus aufbauspe-
ziﬁschen Größen wie der lateralen und axialen Auﬂösung sowie der Pixelgröße und zum anderen
aus Start- und Rand-Werten für oﬀene Fit-Parameter, wie dem erwarteten Diﬀusionskoeﬃzien-
ten, Teilchenanzahl und Fraktionsanteilen bei mehrkomponentigen Fit-Modellen.
Nach Beendigung der Fit-Prozedur lassen sich die Ergebnisse als zweidimensionale Abbildung
der pixelweise aufgetragenen Fit-Ergebnisse darstellen. Hierdurch lassen sich letztendlich Diﬀu-
sionskarten der aufgenommenen Probenebene erstellen. Vermeintliche Ausreißer zu sehr hohen
oder niedrigen Diﬀusionskoeﬃzienten bezüglich des Mittelwertes lassen sich so schnell bezüg-
lich eines stabilen Fits nachprüfen und der Fit bei Bedarf wiederholen. Ist dies z.B. aufgrund
einer stark verzerrten Autokorrelationskurve nicht möglich, werden die betroﬀenen Pixel oder
Regionen bei Bedarf entsprechend maskiert.
Nachfolgend sind die einzelnen Schritte der Datenaufnahme und Auswertung nochmals stich-
punktartig aufgelistet:
 Messung über konsekutive Bildaufnahme bei möglichst hoher Bildaufnahmerate, mög-
lichst langer Messdauer und möglichst niedriger Anregungsleistung
 Messung des Kamerahintergrunds bei fehlender Anregung
 Einlesen der Daten in Quickﬁt:
Abzug des gemittelten Hintergrunds - ROI-Auswahl - Auswahl des Zeitfensters anhand der
gemittelten zeitlichen Intensitätskurve (z.B. bei Intensitätspeaks) - optionales Software-
Binning - Bleichkorrektur - Berechnung der Autokorrelation (optional für mehrere Binning-
Stufen)
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 Maskierung von Pixeln (z.B. bezüglich bestimmter Zellkompartimente oder Agglomerate)
 Fit-Prozedur der Daten mit geeignetem Modell der Diﬀusion
 Nachkontrolle der Fit-Ergebnisse (z.B. anhand der Diﬀusionskarte)
 Weiterverarbeitung der Datensätze in Matlab
Messungen an Kalibrationsproben: Beads
Zur Validierung der verwendeten SPIM-FCS-Methode am Aufbau werden in einem ersten
Schritt quantitative Diﬀusionsmessungen an Kalibrationsproben vorgenommen. Hierfür wer-
den zunächst die bereits zuvor in dieser Arbeit verwendeten Beads (FluoSpheres Carboxylate-
Modiﬁed Microspheres 0.2µm, Invitrogen) in wässriger Lösung gemessen. Ihre runde Geometrie
mit einem Durchmesser von 200nm führt nach Gl. 2.6 zu einem theoretisch erwartetem Diﬀu-
sionskoeﬃzienten von Dtheo = 2, 15
µm2
s in wässriger Lösung bei T = 20°C. Für eine Messung
im SPIM-Aufbau wird die Beads-Stammlösung mit einem ursprünglichen Feststoﬀgehalt von
2% zunächst mittels Milli-Q-Wasser auf eine Verdünnung im Bereich 0, 002−0, 04 % gebracht.
Die Lösung wird in ein Eppendorf-Gefäß abgefüllt und für mindestens 15min in ein Ultraschall-
bad gelegt, um mögliche Agglomerate aufzulösen. Die Proben werden danach beliebig lange
im Kühlschrank bei 5◦C unter Lichtausschluss aufbewahrt und vor einer Messung erneut ins
Ultraschallbad gegeben. Für die eigentliche Messung werden 500 − 700µl der Probe auf ein
mit Alkohol gereinigtes rundes Deckgläschen (Ø = 20mm) aufpipettiert, so dass der Tropfen
groß genug ist, um sowohl die Glasﬂäche des Anregungs-, als auch des Detektionsobjektivs
vollständig zu benetzen. Diese Methode wurde bereits erfolgreich in SPIM-FCS Messungen in
vergleichbaren Aufbauten verwendet [101]. Hierbei ist darauf zu achten, an einer Probenstelle
nahe am Boden des Deckgläschens zu messen, da in der Mitte der Probe stärkere Konvekti-
onsströmungen auftreten können [101], was bereits während einer Live-Aufnahme der Probe




















Abb. 6.1: Beispiel eines Intensitätsverlaufs einer Bead-Aufnahme
Gezeigt ist der zeitabhängige Mittelwert (rote Kurve) aller Pixelintensitäten einer Langzeit-
aufnahme diﬀundierender Beads, sowie die Werte des Mittelwert abzüglich (dunkelgrau) und
zuzüglich (hellgrau) der Standardabweichung. Zu erkennen ist ein um ein konstantes Niveau
ﬂuktuierender Mittelwert mit einzelnen Ausreißern hin zu erhöhten Intensitäten bzw. größeren
Standardabweichungen. Diese Ereignisse sind auf Agglomerate mit erhöhtem Signal zurückzu-
führen, die in die aufgenommene Probenebene hinein diﬀundieren und diese nach kurzer Zeit
wieder verlassen. In einer SPIM-FCS-Auswertung können diese Ereignisse entweder zeitlich aus-
genommen werden oder die betroﬀenen Pixel in der Probenebene maskiert werden. (Bead-Größe
200nm, Konzentration 0, 04%, Zeitabstand 0, 624ms, Bildanzahl 20000, Pixelgröße 162, 5nm,
ROI-Größe 124× 124 Pixel)
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Abb. 6.2: Beispiel einer Autokorrelationskurve einer Beads-Messung
Gezeigt ist eine exemplarische Autokorrelationskurve eines Pixels (schwarz) einer Beads-
Messung mit einem Fit (rot) basierend auf normaler dreidimensionaler Diﬀusion nach Gl. 3.29
mit den zugehörigen Residuen. Die Zeitauﬂösung ist bezüglich des Abfalls der Autokorrelation
ausreichend für einen verlässlichen Fit der Daten an das verwendete Diﬀusionsmodell. Die Resi-
duen zeigen keine auﬀälligen Abweichungen vom verwendeten Fit-Modell. (Bead-Größe 200nm,
Konzentration 0, 04%, Zeitabstand 0, 624ms, Bildanzahl 20000, Pixelgröße 162, 5nm)
und in der späteren Auswertung des Diﬀusionsverhaltens sichtbar wird. Die Verwendung einer
größeren Probenmenge, um so die komplette Probenkammer mit der Beads-Lösung zu fül-
len, würde ein Volumen von ca. 30 − 50ml benötigen und eine entsprechende Reinigung aller
beteiligter Komponenten nach der Messung nötig machen. Eine andere Möglichkeit der Pro-
benpräparation zur Vermessung geringerer Probenmengen in einem Lichtblattmikroskop, die
Strömungen erfolgreich beseitigen kann, ist die Verwendung von Probensäckchen bzw. -röhren,
die aus einem Material bestehen, dessen Brechungsindex nahezu identisch zu dem von Wasser
ist [38, 107]. Da sich dies aufgrund der Aufbaugeometrie in einem vertikalen Aufbau als schwie-
rig gestaltet, wurde unter anderem zur Implementierung dieser Art der Probenpräparation der
zweite, horizontale SPIM-Aufbau entwickelt, gebaut und bereits erfolgreich mit dieser Art der
Probenpräparation eingesetzt [137]. Die in dieser Arbeit verwendeten Bildaufnahmeparameter
für eine Messung an Bead-Lösungen sind wie folgt:
 Laserleistung (491nm): 50mW
 AOTF (491nm): 0, 5− 5V (Leistung an hinterer Objektiv-Apertur: 0, 2− 15mW )
 20.000 Einzelaufnahmen + 2.000 Hintergrundaufnahmen
 Kamerabelichtungszeit: 624− 1208µs
 Binning (on-chip): 1× 1
 ROI: (124× 124)− (248× 248) Pixel
 Lichtblattdicke: 1, 2µm
Nach der Messung wird zunächst der zeitliche Verlauf der gemittelten Intensitätskurve aller Pixel
in der Aufnahme betrachtet. Dieser lässt Rückschlüsse auf die Qualität der Aufnahme bzw. auf
die Gegenwart einzelner Agglomerate zu, die in der Messung als Intensitätsspitzen zu erkennen
sind (siehe Abb. 6.1). Zur Steigerung der Datenqualität kann man die Aufnahme zeitlich auf
80
6 TECHNIKEN ZUR DIFFUSIONSMESSUNG IN EINEM LICHTBLATTMIKROSKOP
einen Verlauf ohne diese Ereignisse zuschneiden, wodurch jedoch die Länge der Aufnahme
an sich reduziert wird. Eine weitere Möglichkeit ist die lokale Maskierung der Pixel anhand
ihrer Intensitätswerte. Die Autokorrelationskurven aus den Intensitätskurven der einzelnen Pixel
werden mit einem entsprechenden Modell dreidimensionaler Diﬀusion nach Gl. 3.29 geﬁttet,
um den Diﬀusionskoeﬃzienten zu bestimmen (siehe rote Kurve in Abb. 6.2).
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Abb. 6.3: Maximalintensitätsprojektion, Diﬀusionskarte und Statistik einer Beads-
Messung
(A) Die Maximalintensitätsprojektion einer Beads-Aufnahme zeigt deutliche Agglomerate (z.B.
im oberen linken Bildausschnitt), die sich in der Diﬀusionskarte wiederﬁnden als Orte deutlich
erniedrigter Diﬀusionskoeﬃzienten. (B) Die Diﬀusionskarte der Messung zeigt eine Verteilung
von gemessenen Diﬀusionskoeﬃzienten im Bereich von 0, 1 − 6, 5µm2s mit einem Maximum
der Verteilung bei ca. 2, 1µm
2
s . (C) Die Statistik der gemessenen Diﬀusionskoeﬃzienten (unter
Maskierung der Agglomerate) zeigt eine Verteilung um einen Mittelwert von (2, 24± 0, 88)µm2s
(Medianwert: 2, 17µm
2
s ) mit einem Fehler gemäß der Standardabweichung. In der zugehörigen
Darstellung als Boxplot mit rotem Medianwert, oberem und unteren Quartil und einer Whis-
kerlänge gemäß des 1,5-fachen Interquartilsabstands werden ca. 1% der gemessenen Werte als
Ausreißer zu höheren Diﬀusionskoeﬃzienten (> 4, 48µm
2
s ) dargestellt. Mittel- und Medianwert
der Verteilung liegen im Bereich des für diese Partikelgröße erwarteten Diﬀusionskoeﬃzienten
von 2, 15µm
2
s . (Bead-Größe 200nm, Konzentration 0, 04%, Zeitabstand 0, 624ms, Bildanzahl
20000, Pixelgröße 162, 5nm, ROI-Größe 124× 124 Pixel)
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Die so erhaltenen Diﬀusionskoeﬃzienten können so pixelweise als Diﬀusionskarte angezeigt und
die Statistik in Form einer Verteilung betrachtet werden (siehe Abb. 6.3 B und C). Innerhalb
der Intensitätsdarstellung und der Diﬀusionskarten (Abb. 6.3 A und B) können so auﬀällige Be-
reiche betrachtet und auf potentielle Abweichungen der Daten oder der Fit-Qualität untersucht
werden.
Die Ergebnisse der in Abb. 6.3 dargestellten Messung zeigen neben der aus dem Intensitäts-
verlauf in Abb. 6.1 zu erwartenden Präsenz von Agglomeraten eine Verteilung der gemessenen
Diﬀusionskoeﬃzienten um einen Mittelwert von (2, 24 ± 0, 88)µm2s mit einem Fehler gemäß
der Standardabweichung, was sich mit dem theoretisch erwarteten Wert von 2, 15µm
2
s deckt.
Hierbei sind gemessene Diﬀusionskoeﬃzienten bei niedrigeren Werten mit nicht maskierten Ag-
glomeraten in der Messung erklärbar. Gemessene Werte bei höheren Werten sind auf mögliche
Ungenauigkeiten des Fit-Algorithmus bzw. der Auswerteroutine zurückzuführen. Die gemessene
Verteilung und insbesondere die Größe der Standardabweichung ist vergleichbar mit SPIM-FCS-
Messungen anderer Gruppen an vergleichbaren Proben [106].
Um den Verlauf der Autokorrelation auf eine eventuelle Anomalie der Diﬀusion zu überprüfen,
zum Beispiel aufgrund eines vorliegenden Strömung in der Probe, welche einen Anomaliepa-
rameter α > 1 zur Folge hätte, kann ein entsprechend modiﬁziertes Modell der anomalen
Diﬀusion an die Daten geﬁttet werden (siehe Unterkap. 3.2.1). Eine exemplarische Verteilung
der so erhaltenen Anomalieparameter α in Abb. 6.4 zeigt einen leicht erhöhten Mittelwert der
Verteilung mit α = 1, 10 ± 0, 25. Im Rahmen der Standardabweichung zeigt diese Messung
so eine großteils normale Diﬀusion. Um die Daten gezielt auf einen gerichteten Fluss hin zu
überprüfen, lässt sich ein entsprechendes Fit-Modell nach [38, 100, 142] verwenden, welches
eine gerichtete Strömung in der Form der Autokorrelationsfunktion mit einbezieht. Die Ergeb-
nisse einer derartigen Auswertung auf die gemessenen Flussgrößen und Diﬀusionskoeﬃzienten
für eine Beads-Messung mit vorliegender Strömung sind in Abb. 6.5 gezeigt.









Abb. 6.4: Anomalieparameter α für eine Beads-Messung
Um die Diﬀusion der Beads auf eine mögliche Anomalie hin zu untersuchen, kann die Verwen-
dung eines Fit-Modells basierend auf anomaler Diﬀusion verwendet werden. Dies liefert für die
hier gezeigte Messung eine Verteilung an gemessenen Anomalieparametern um einen Mittelwert
von α = 1, 10 ± 0, 25 (Medianwert 1, 07). Der leicht zur Superdiﬀusion erhöhte Mittel- bzw.
Medianwert deutet auf einen vorliegenden Fluss hin, der zu einem beschleunigten Abfall der Au-
tokorrelationskurven führt. (Bead-Größe 200nm, Konzentration 0, 04%, Zeitabstand 0, 624ms,
Bildanzahl 20000, Pixelgröße 162, 5nm, ROI-Größe 124× 124 Pixel)
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Abb. 6.5: Flussgeschwindigkeiten und Diﬀusionkoeﬃzienten für eine Beads-Messung
mit vorliegender Strömung
(A) Die Verteilung der gemessenen Diﬀusionskoeﬃzienten unter Berücksichtigung einer Strö-
mung führt bei der Verwendung an einem Datensatz mit ausgeprägtem Fluss zu einer entspre-
chenden Reduktion der gemessenen Werte. Während unter der Annahme einer reinen Diﬀu-
sion ein Mittelwert von 2, 55µm
2
s (Medianwert: 2, 45
µm2
s ) mit einer Standardabweichung von
0, 81µm
2





s ) mit einer Standardabweichung von 0, 72
µm2
s . (B) Die Verteilung der durch
das Fit-Modell ermittelten Strömungsgeschwindigkeit vFluss besitzt ein deutliches Maximum
bei 0µms , was bedeutet, dass für einen gewissen Teil der Pixel kein Fluss in der Autokorrelati-
on über den Fit bestimmt werden konnte. Für die restlichen Pixel ergibt sich eine Verteilung
an Flussgeschwindigkeiten mit einem Mittelwert von 4, 35µms (Medianwert: 3, 99
µm
s ) mit ei-
ner Standardabweichung von 3, 48µms (Bead-Größe 200nm, Konzentration 0, 04%, Zeitabstand
0, 624ms, Bildanzahl 20000, Pixelgröße 162, 5nm, ROI-Größe 124× 124 Pixel)
Da die Autokorrelation eines einzelnen Pixels für die Richtung einer Strömung blind ist, wür-
de zur Bestimmung derselben eine Kreuzkorrelation zwischen benachbarten Pixeln verwendet
werden müssen [38, 107], worauf im Rahmen dieser Arbeit verzichtet wird. Bei Aufnahmen
mit sichtbar vorliegender Strömung führt die Verwendung des ﬂusskorrigierten Modells zu ei-
ner dementsprechenden Erniedrigung des aus dem Fit bestimmten Diﬀusionskoeﬃzienten im
Vergleich zur Verwendung einer Fit-Funktion ohne Fluss, da der Abfall der Autokorrelation in
diesen Fällen durch die gerichtete Strömung beschleunigt wird.
Nach den entsprechenden Korrekturen ergibt sich für SPIM-FCS-Messungen an 200nm-Beads
mit einer Konzentration von 0, 04% ein aus sechs Messungen bestimmter Diﬀusionskoeﬃzient
von (1, 89 ± 0, 83)µm2s (Mittelwert mit Standardabweichung über alle Pixel aus allen Messun-
gen). Der so experimentell bestimmte Wert deckt sich im Rahmen der Fehler mit der theo-
retischen Erwartung von 2, 15µm
2
s . Der im Vergleich zum theoretisch erwarteten Wert leicht
erniedrigte Mittelwert der Messungen könnte hierbei durch nicht identiﬁzierte Agglomerate in
den Messungen erklärt werden. Der Versuch eines zweikomponentigen Fits zur Evaluierung der
Agglomeratbildung im Szenario einer normalen Diﬀusion bzw. Diﬀusion mit Fluss blieb ohne
zufriedenstellende Ergebnisse, was mit dem geringen zu erwartendem Unterschied der Diﬀusi-
onskoeﬃzienten zwischen einzelnen Beads und den Agglomeraten aus zwei oder mehr Beads
erklärbar ist. SPIM-FCS-Messungen anderer Gruppen an vergleichbaren Proben liefern Werte
von (1, 9± 0, 7)µm2s [106].
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Messungen für unterschiedliche Bead-Konzentrationen
Um die Ergebnisse der SPIM-FCS-Messungen für unterschiedliche Konzentrationen von Beads-
Lösungen zu testen, wurden 15 unabhängige Messungen mit je minimal 124 × 124 Pixeln für
Konzentrationsbereiche von 0, 002 − 0, 04 % durchgeführt und nach der oben beschriebenen
Prozedur ausgewertet (je drei Messungen mit Zeitabständen von 1208µs für alle Konzentratio-
nen und je drei zusätzliche Messungen mit Zeitabständen von 624µs für 0, 002% und 0, 04%).
Die Ergebnisse der Verteilungen aller nicht maskierten Pixel dieser Messungen sind in Abb.
6.6 bzw. Tab. 3 gezeigt. Hierbei fällt auf, dass bei Messungen an niedrigeren Konzentrationen
die Verteilungen der gemessenen Diﬀusionskoeﬃzienten bei höheren Werten wesentlich höhe-
re Häuﬁgkeiten aufweisen, während die Maxima der Verteilungen für alle Konzentrationen im
Bereich von 2, 0 − 2, 2µm2s verbleiben. Diese Beobachtung bei niedrigen Konzentrationen wird
begleitet von einer erhöhten Anzahl an Pixeln in den einzelnen Messungen, die aufgrund einer
unzureichenden Qualität der Autokorrelationskurve maskiert werden müssen. Dies ist insbeson-
dere an Orten in der Probenaufnahme der Fall, an denen während der Messung bei niedrigeren
Konzentrationen innerhalb der endlichen Messzeit von 12, 5− 24, 2s eine unzureichende Anzahl
an Teilchen das Observationsvolumen passiert haben, was in den gemittelten Intensitäten der
Zeitaufnahme sichtbar ist. Eine Maskierung der Pixelwerte mit Mittelwerten der Intensitätswer-
te in den unteren 10% der Intensitätsverteilung führte hierbei zu einer Reduzierung des Eﬀektes,
ohne diesen gänzlich zu kompensieren.














































Abb. 6.6: Statistik der SPIM-FCS-Messungen für unterschiedliche Bead-
Konzentrationen
Gezeigt sind die normierten Verteilungen der Messungen für unterschiedliche Konzentrationen
von Bead-Lösungen sowie eine Boxplot-Darstellung der Ergebnisse. Während die Maxima der
Verteilungen für alle Konzentrationen im Bereich von 2, 0 − 2, 2µm2s beﬁndlich sind zeigen
sich vor allem für die beiden niedrigsten Konzentrationen auch wesentlich höhere Werte der
relativen Häuﬁgkeit für Diﬀusionskoeﬃzienten > 4µm
2
s . Dies resultiert wahrscheinlich aus nicht
maskierten Pixeln mit einer unzureichenden Anzahl an Partikeln in ihrem Observationsvolumen.
Dies führt zu einer Verbreiterung der Verteilung und einer entsprechenden Erhöhung der Mittel-
bzw. Medianwerte in Tab. 3. (Bead-Größe 200nm, Konzentration 0, 002− 0, 04%, Zeitabstand
0, 624− 1, 208ms, Bildanzahl 20000, Pixelgröße 162, 5nm, ROI-Größe 124× 124 Pixel)
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Konzentration: 0, 002% 0, 004% 0, 01% 0, 02% 0, 04%
DMittelw. [
µm2
s ] 2, 85± 1, 70 2, 71± 1, 66 1, 97± 0, 97 1, 74± 0, 90 1, 89± 0, 83
DMedian[
µm2
s ] 2, 53 2, 43 1, 84 1, 66 1, 82
Tab. 3: Mittel- und Medianwerte der SPIM-FCS-Messungen für unterschiedliche Bead-
Konzentrationen
Die Tabelle zeigt die Mittelwerte der Messungen der Verteilungen aus Abb. 6.6 mit einem Fehler
gemäß der Standardabweichung, sowie die Medianwerte. Diese zeigen für Konzentrationsberei-
che von 0, 01 − 0, 04% vergleichbare Werte, die im Rahmen der Fehler mit dem theoretisch
erwarteten Wert von 2, 15µm
2
s und Ergebnissen früherer SPIM-FCS-Studien übereinstimmen
[106]. Eine leichte Erniedrigung der gemessenen Werte könnte durch nicht maskierte Agglome-
rate entstehen. Die Ergebnisse für niedrigere Konzentrationen zeigen im Vergleich stark erhöhte
Werte der Mittel- und Medianwerte, sowie eine starke Verbreiterung der Verteilung, was mit der
zu geringen Partikelstatistik der endlichen Messung erklärt werden kann. (Bead-Größe 200nm,
Konzentration 0, 002 − 0, 04%, Zeitabstand 0, 624 − 1, 208ms, Bildanzahl 20000, Pixelgröße
162, 5nm, ROI-Größe 124× 124 Pixel)
Das vermehrte Auftreten von erhöhten Werten des Diﬀusionskoeﬃzienten führt demnach auch
zu einer Erhöhung der Mittel- und Medianwerte bei einer gleichzeitigen Verbreiterung der Ver-
teilung (siehe Tab. 3). Ab einer Konzentration > 0, 01% ist dieser Eﬀekt nicht mehr zu be-
obachten und die erhaltenen Verteilungen der gemessenen Diﬀusionskoeﬃzienten sind unter-
einander vergleichbar. Die erhaltenen Werte sind im Bereich des theoretisch erwarteten Wertes
von Dtheo = 2, 15
µm2
s und stimmen auch mit den Werten früherer SPIM-FCS-Studien überein
[106]. Dies validiert zum einen den Einsatz der SPIM-FCS-Technik an dem in dieser Arbeit
vorgestelltem Aufbau zur Bestimmung des Diﬀusionskoeﬃzienten einer Probe und zeigt gleich-
zeitig die Limitierung der Technik bei sehr niedrigen Konzentrationen und endlicher Messdauer.
Messungen an Kalibrationsproben: Alexa488 an Dextran(10kD)
Um die Qualität von Messungen bei höheren Diﬀusionskoeﬃzienten zu testen, wurde als zwei-
te Eichprobe eine Lösung von Dextranmolekülen, an die der Farbstoﬀ Alexa488 gebunden
wurde, verwendet (Dextran, Alexa Fluor 488, 10 kDa MW, Invitrogen). Die Dextranmolekü-
le besitzen mit einer Größe von 10kD einen hydrodynamischen Radius in der Größenordnung
von (3, 56 ± 0, 06)nm [151] was zu einem theoretisch erwartetem Diﬀusionskoeﬃzienten von
(60, 3 ± 1, 0)µm2s in Wasser bei T = 20°C führt. Die Probe wird für eine SPIM-FCS-Messung
von ihrer Stocklösung mittels Milli-Q-Wasser auf eine Konzentration von 2, 5µg/ml verdünnt
und als Tropfen mit einem Volumen von 500 − 700µl auf ein vorher mit Alkohol gereinigtes
Deckgläschen aufpipettiert. Die weiteren Messparameter sind wie folgt:
 Laserleistung (491nm): 50mW
 AOTF (491nm): 6V (Leistung an hinterer Objektiv-Apertur: 19mW )
 50.000 Einzelaufnahmen + 2.000 Hintergrundaufnahmen
 Kamerabelichtungszeit: 117µs
 Binning (on-chip): 2× 2 - 4× 4
 ROI: (200× 12) Pixel
 Lichtblattdicke: 1, 2µm
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Abb. 6.7: Intensitätskurve und Autokorrelationskurven einer Alexa-488-
Dextran(10kD)-Messung
(A) Gezeigt ist der zeitabhängige Mittelwert (rot) aller Pixelintensitäten einer Langzeitaufnah-
me an Alexa-488-Dextran(10kD) in wässriger Lösung. Der Mittelwert, ebenso wie die Werte
des Mittelwert abzüglich (dunkelgrau) und zuzüglich (hellgrau) der Standardabweichung,
schwankt um ein konstantes Niveau ohne erkennbare Ausreißer, was auf eine weitgehend
homogene Probe ohne Agglomerate schließen lässt. (B) Zu sehen sind zwei exemplarische
Autokorrelationskurven einzelner Pixel mit unterschiedlichen Binning-Stufen (Binning 2 × 2
mit einer Pixelgröße von 325nm in grau und Binning 8× 8 mit einer Pixelgröße von 1300nm in
schwarz) für eine Messung an Alexa-488-Dextran(10kD) in wässriger Lösung. Der zugehörige
Fit (blau bzw. rot) basiert jeweils auf normaler dreidimensionaler Diﬀusion. Beide Kurven
lassen sich mit der gegebenen Zeitauﬂösung (τmin = 117µs) noch zufriedenstellend durch das
Fit-Modell beschreiben, wobei der Verschub des Autokorrelationsabfalls zu längeren Diﬀusi-
onszeiten für die Kurve unter höherem Binning eine entsprechend verlässlichere Aussagekraft
des Fits verspricht. (Dextrankonzentration 2, 5µg/µl, Zeitabstand 0, 117ms, Bildanzahl 50000,
Pixelgröße 325− 1300nm, ROI-Größe 200× 8 Pixel)
Abb. 6.7 A zeigt eine exemplarische Intensitätskurve einer SPIM-FCS-Messung an der Dex-
tranprobe. Auﬀällig im Vergleich zur Intensitätskurve in Abb. 6.1 ist das Fehlen von einzelnen
Intensitätsspitzen, so dass davon ausgegangen werden kann, dass sich keine Agglomerate in
der Probe beﬁnden. Eine Autokorrelationskurve für einen einzelnen Pixel in Abb. 6.7 B für zwei
unterschiedliche Binning-Stufen zeigt den zu erwartenden schnelleren Abfall der Autokorrelation
im Vergleich zu Messungen an Beads. Trotz einer erhöhten Aufnahmerate von 8547fps erfasst
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die Zeitauﬂösung den Abfall der Autokorrelationsfunktion bei kleinen Zeitskalen nur knapp.
Gerade bei höheren Binningstufen führt ein einkomponentiger Fit normaler Diﬀusion an die
entsprechenden Autokorrelationskurven dennoch zu einem aussagekräftigem Fit-Ergebnis. Bei
der Verwendung eines anomalen Diﬀusionsmodells ergibt sich für drei unabhängige Messungen
eine Verteilung aller Pixel mit einem Mittelwert von Bereich von α = 0, 80 ± 0, 21. Aufgrund
der nur geringen Anomalie und der fehlenden Zeitauﬂösung in Zusammenhang mit der Daten-
qualität gerade bei kleinen τ bei kaum merklicher Verbesserung der Fit-Qualität wird hierbei
im Weiteren von einem Szenario einer normalen Diﬀusion ausgegangen. Eine Auswertung der
Daten unter Berücksichtigung einer möglichen Strömung ergibt für die verwendeten Datensätze
größtenteils verschwindende Flussgeschwindigkeiten mit Medianwerten von vFluss < 0, 15
µm
s ,
weshalb auch dieses Szenario in der weiteren Auswertung der Datensätze nicht weiter berück-
sichtigt wird. SPIM-FCS-Messungen an der Probe ergeben einen Mittelwert des Diﬀusionskoef-
ﬁzienten von (86, 07± 22, 66)µm2s mit einem Medianwert von 83, 75µm
2
s (siehe Abb. 6.8 für die
Verteilung einer Einzelmessung) und liegen damit oberhalb des theoretisch erwarteten Wertes
von (60, 3± 1, 0)µm2s .





















Abb. 6.8: Statistik einer Alexa-488-Dextran(10kD)-Messung
Die Statistik der gemessenen Diﬀusionskoeﬃzienten der gezeigten Messung zeigt eine Verteilung
um einen Mittelwert von 85, 70µm
2
s (Medianwert: 83, 43
µm2
s ) mit einer Standardabweichung von
22, 21µm
2
s . Die zugehörige Darstellung als Boxplot zeigt ca. 1, 6% der gemessenen Werte als
Ausreißer zu höheren Diﬀusionskoeﬃzienten (> 141, 79µm
2
s ). Der Mittel- und Medianwert der
Verteilung liegt bei höheren Werten im Vergleich zum theoretisch erwarteten Diﬀusionskoeﬃ-
zienten von (60, 3± 1, 0)µm2s , wird jedoch im Rahmen der Fehler durch die in einer konfokalen
FCS-Messungen gemessenen Werte von (95, 16±2, 95)µm2s bestätigt. Die zu niedrigeren Werten
verschobenen Ergebnisse der SPIM-FCS-Messungen können hierbei in der niedrigeren Zeitauﬂö-
sung begründet sein. (Dextrankonzentration 2, 5µg/µl, Zeitabstand 0, 117ms, Bildanzahl 50000,
Pixelgröße 325nm, ROI-Größe 200× 8 Pixel)
Konfokale FCS-Messungen an der gleichen Probe (durchgeführt von dem Master-Studenten Dirk
Hofmann) liefern Werte im Bereich (95, 16± 2, 95)µm2s [141] und sind somit ebenfalls deutlich
über dem theoretischem Wert, jedoch im Rahmen der Fehler trotz eines erhöhten Mittelwerts
übereinstimmend mit den mittels SPIM-FCS ermittelten Ergebnissen. Ein möglicher Grund einer
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schnelleren gemessenen Diﬀusion könnte eine etwaige Trennung von Alexa-488 von den Dex-
tranmolekülen sein. Diese zusätzliche Komponente an freien Alexa-Molekülen in der Lösung
würde zu einer Erhöhung des eﬀektiv gemessenen Diﬀusionskoeﬃzienten in einem einkompo-
nentigem Fit führen. Ein Versuch dies über einen zweikomponentigen Fit an den SPIM-FCS und
konfokalen FCS-Daten zu ermitteln blieb ohne schlüssige Ergebnisse. Unter der Annahme, dass
die freie Alexa-Komponente der Grund für eine Verschiebung hin zu einer schnelleren gemes-
senen Diﬀusion ist, kann der im Vergleich zur konfokalen Messung tendenziell niedrigere Wert
der SPIM-FCS-Messung mit der niedrigeren Zeitauﬂösung der Messung begründet werden.
Die gezeigten Messungen an Alexa zeigen die Möglichkeit unter einer entsprechenden Erhö-
hung des Fehlers selbst die schnelle Diﬀusion von Dextranmolekülen in wässriger Lösung in
einer SPIM-FCS-Messung zu quantiﬁzieren und liefern vergleichbare Ergebnisse zu konfokalen
FCS-Messungen.
Experimentelle Abschätzung der lateralen Auﬂösung in einer SPIM-FCS-Messung
Der lateralen Auﬂösung der System-PSF σdet.xy kommt für die korrekte Bestimmung des Dif-
fusionskoeﬃzienten aus der charakteristischen Zeitskala des Autokorrelationsabfalls eine be-
sonders kritische Bedeutung zu (siehe Gl. 3.33 bzw. Gl. 3.34). Bei einem korrekt bestimmten
Wert von σdet,xy müssen Auswertungen der Datensätze für den Fall einer normalen Diﬀusion
für Messungen mit unterschiedlichen Pixelabmessungen a beziehungsweise für unterschiedliche
Binning-Stufen vergleichbare Werte des Diﬀusionskoeﬃzienten zur Folge haben. Eine Verwen-
dung der zuvor experimentell bestimmten Werte der lateralen Auﬂösung aus gemessenen Pro-
ﬁlen an Beads (siehe Unterkap. 4.3) führte im Rahmen dieser Arbeit zu einem leichten Anstieg
der gemessenen Diﬀusionskoeﬃzienten bei der Auswertung von Datensätzen mit ansteigendem
Binning (siehe Abb. 6.9).
Da dieses Problem für kamerabasierte FCS-Messungen bekannt ist, hat sich eine experimen-
telle Bestimmung der lateralen Auﬂösung aus den eigentlichen SPIM-FCS-Messungen etabliert
[38, 102, 104, 106, 107, 152]. Hierbei wird die Aufnahme einer homogenen Probe (Beads
oder Farbstoﬀe in Lösung) über mehrere Binningstufen mit unterschiedlichen Werten der late-
ralen Auﬂösung um den zuvor experimentell bestimmten oder theoretischen erwarteten Wert
für σdet,xy ausgewertet. Dies führt für größere Pixelabmessungen bei zu niedrigen Werten von
σdet,xy zu einem Anstieg der gemessenen Diﬀusionskoeﬃzienten bzw. einem Abfall bei zu hohen
Werten (siehe Abb. 6.9). Ein abnehmender Einﬂuss von σdet,xy auf die Größe des Observati-
onsvolumens bei Pixelgrößen a σdet,xy führt zu einer Annäherung der so gemessenen Diﬀu-
sionskoeﬃzienten zu dem korrekten Wert. Aus den so erhaltenen Auswertungen lässt sich nun
der Wert für σdet,xy bestimmen, bei dem der erhaltene Diﬀusionskoeﬃzient für unterschiedliche
Pixelgrößen konstant bleibt. Dies geschieht in einem zweiten Schritt, in dem der gemittelte
Wert der erhaltenen Diﬀusionskoeﬃzienten aus den vorhergehenden Auswertungen für große
Pixelabmessungen als ﬁxer Fit-Parameter verwendet wird und die laterale Auﬂösung als oﬀener
Fit-Parameter ermittelt wird.
Diese Art der Auswertung erbrachte im Rahmen dieser Arbeit eﬀektive Werte für σdet,xy im
Bereich von (508, 62 ± 97, 43)nm als Mittelwert mit Standardabweichung aus Messungen an
Alexa488 an Dextran(10kD) und (498, 09 ± 128, 65)nm für Messungen an 200nm Beads bei
einer Konzentration von 0, 04%. Die so erhalten Mittelwerte der lateralen Auﬂösung liegen
somit leicht oberhalb des experimentell bestimmten Wertes aus Unterkap. 4.3 und zeigen ver-
gleichbare Werte für unterschiedliche Proben. Diese Methode zur Bestimmung der Auﬂösung ist
aufgrund der hohen Standardabweichung der erhaltenen Diﬀusionskoeﬃzienten (diese betragen
ca. 50% des gemessenen Mittelwertes des Diﬀusionskoeﬃzienten für Beads-Messungen bzw.
15 − 20% für Messungen an Alexa-488-Dextran(10kD)) nur bedingt als optimal zu bewerten,
da sich so ein großer Bereich an Werten der lateralen Auﬂösung ﬁndet, in denen der mittlere
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Diﬀusionskoeﬃzient im Rahmen der Fehler konstant bleibt. Für eine korrekte Bestimmung des
Diﬀusionskoeﬃzienten ist zudem eine entsprechende Kalibration der Auﬂösung vor jedem Mess-
zyklus durchzuführen. Eine Alternative zu dieser Methode wäre z.B. die Eichung der lateralen
Auﬂösung anhand einer Messung an einer Probe mit bekannten Diﬀusionskoeﬃzienten, ähnlich
zur Fokuskalibration in einem konfokalen FCS-Aufbau.
Als zugrundeliegende Ursache der Abweichung zwischen den aus den Intensitätsproﬁlen be-
stimmten Werten der Auﬂösung einer Bead-Aufnahme zu den über die SPIM-FCS-Messung
ermittelten Werten wurde zum einen der Einﬂuss der Pixelgröße auf die Auﬂösungsbestim-
mung anhand der Intensitätsproﬁle von Partikeln unterhalb der Auﬂösungsgrenze aufgeführt
[38]. Eine weitere Ursache ist eine Abweichung der tatsächlichen Fokusgeometrie, welche im
Rahmen des Fit-Modells in den drei Raumdimensionen genähert als Gaußfunktion beschrieben
wird, dessen tatsächliche Form allerdings aus der Faltung mit dem Anregungsproﬁl gemäß eines
Gaußstrahl (siehe Gl. 3.8) entsteht [38]. Da die Verwendung dieser realitätsnäheren PSF-Form
allerdings mit einer rechenaufwändigen numerischen Integration bei der Implementierung des
Fit-Modells einhergehen würde, wird im Rahmen dieser Arbeit die gaußfunktionsbasierte PSF
mit der korrigierten lateralen Auﬂösung nach obiger Beschreibung verwendet.











































Abb. 6.9: Eichkurven zur Bestimmung der lateralen Auﬂösung
(A) Gezeigt sind die Werte der gemittelten Diﬀusionskoeﬃzienten einer SPIM-FCS-Messung
an 200nm Beads bei ansteigender Pixelgröße durch Binning. Hierbei wurden die Werte der
lateralen Auﬂösung in einem Bereich von σdet,xy = 300− 700nm variiert. Die Werte zeigen für
ein ansteigendes Binning der Datensätze einen Abfall bzw. Anstieg der Diﬀusionskoeﬃzienten
für kleine bzw. große Werte der lateralen Auﬂösung. Die Mittelwerte zeigen für einen Wert
von σdet,xy = 500nm einen annähernd konstanten Mittelwert des Diﬀusionskoeﬃzienten über
alle Pixelgrößen. Die Fehlerbalken aus der Standardabweichung betragen jeweils ca. 50% der
gemessenen Mittelwerte und werden aus Gründen der Übersichtlichkeit nicht dargestellt. (B)
Die gemittelten Diﬀusionskoeﬃzienten einer Messung an Alexa-488-Dextran(10kD) in wässriger
Lösung zeigt über den untersuchten Bereich an Pixelgrößen eine stärkere Abhängigkeit der
Mittelwerte für ein ansteigendes Pixelgrößen. Auch hier ist für σdet,xy = 500nm ein stabiler
Wert des Diﬀusionskoeﬃzienten zu erkennen, während die in einem vorhergehendem Beadscan
ermittelte Auﬂösung von σdet,xy ≈ 435nm weiterhin zu einem Anstieg führt. Die Fehlerbalken
aus der Standardabweichung betragen 15− 20% der Mittelwerte und werden aus Gründen der
Übersichtlichkeit nicht dargestellt. (A: Bead-Größe 200nm, Konzentration 0, 04%, Zeitabstand
0, 624ms, Bildanzahl 20000, ROI-Größe 124× 124 Pixel ; B: Dextrankonzentration 2, 5µg/µl,
Zeitabstand 0, 117ms, Bildanzahl 50000, ROI-Größe 200× 8 Pixel)
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6.2. Single Particle Tracking
Neben der zuvor beschriebenen Implementierung und Durchführung quantitativer Diﬀusions-
messungen mittels SPIM-FCS soll nun in einem nächsten Schritt eine weitere Art der Dif-
fusionsmessung am SPIM-Aufbau realisiert werden. Hierfür ﬁndet die Implementierung einer
Einzelpartikelverfolgung (siehe Unterkap. 3.2.2) am Lichtblattmikroskop statt. Dies erfolgt vor-
rangig zur Überprüfung der SPIM-FCS-Ergebnisse aus Messungen an einzelnen diﬀundierenden
Partikeln (Beads). Die in diesem Abschnitt verwendeten Aufnahmen von ﬂuoreszenzmarkierten
Beads in wässriger Lösung sind demnach identisch zu den bereits im Unterkap. 6.1 beschrie-
benen. Die Implementierung der Einzelpartikelverfolgung im SPIM-Aufbau erfolgt unter den
nachfolgend beschriebenen Rahmenbedingungen.
Zunächst erfolgt die Langzeitaufnahme von Partikeln, mit Größenabmessungen und in einer
Teilchenkonzentration, die es erlauben, einzelne Partikel getrennt voneinander aufzunehmen,
um deren Position anhand der Bildaufnahme zu bestimmen. Zur eindeutigen Verfolgung der
Partikeltrajektorien muss entsprechend der erwarteten Zeitskala der Bewegung eine Bildauf-
nahmerate gewählt werden, die hoch genug ist, um die Partikelbewegung bzw. -zuordnung
möglichst fehlerfrei sicherzustellen. Eine Zeitaufnahme des Kamerahintergrunds kann verwen-
det werden, um diesen nach einer Mittelung von den Einzelaufnahmen der Partikel abzuziehen,
um die Partikelidentiﬁzierung durch einen erhöhten Kontrast zu verbessern. Die verwendeten
Bildaufnahmeparameter für eine Lösung von Beads mit einem Durchmesser von d = 200nm
Abb. 6.10: Exemplarische Aufnahme einer Partikelverfolgung in Trackmate
Zu sehen ist eine Einzelaufnahme einer SPIM-Messung ﬂuoreszenzmarkierter Partikel. Zusätzlich
sind die in der Aufnahme vom Tracking-Algorithmus erkannten Partikel in Form von violetten
Kreisen markiert, sowie farblich markiert exemplarische Trajektorien der Gesamtaufnahme aus
insgesamt 20.000 Bildern gezeigt. Einzelne Trajektorien zeigen hier eine Vorzugsrichtung ent-
lang der Bilddiagonale zwischen oberer linker und unterer rechter Bildecke, was für einen Fluss
in der Probe spricht, welche die brownsche Bewegung der Teilchen in der wässrigen Lösung über-
lagert. (Bead-Größe 200nm, Konzentration 0, 004%, Zeitabstand 1, 208ms, Bildanzahl 20000,
Pixelgröße 162, 5nm, ROI-Größe 124× 124 Pixel)
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sind identisch zu den in Unterkap. 6.1 beschriebenen Werten. Nach der Aufnahme einer aus-
reichend langen Zeitreihe und dem Abzug des gemittelten Hintergrunds werden die einzelnen
Trajektorien mithilfe des ImageJ-Plugins TrackMate (v2.8.1) [153] ermittelt (siehe Abb. 6.10).
Innerhalb dieser Tracking-Software werden dabei zunächst die einzelnen Partikel in den Ein-
zelaufnahmen anhand eines Fits am Intensitätsproﬁl der Partikel in der Bildebene mit einer
Genauigkeit unterhalb der Pixelabmessung detektiert und in einem zweiten Schritt über einen
Tracking-Algorithmus verbunden bzw. die einzelnen Tracks erstellt. Innerhalb der TrackMate-
Software werden zunächst die aufnahmespeziﬁschen Größen der Pixelabmessungen und Zeitab-
stände der Einzelaufnahmen eingegeben. Die relevanten Optionen der Parametereinstellungen
zur Auswertung der Datensätze sind wie folgt:
 Wahl des Partikeldetektionsalgorithmus - hier wurde ein Laplacian of Gaussian (LoG)
verwendet
 speziﬁsche Detektionsalgorithmusparameter - bei der Verwendung eines LoG z.B. Wahl
des Detektionsdurchmessers - hier wurde ein Durchmesser von 15 Pixeln (2, 44µm) und
ein softwareinterner Qualitätsthreshold [153] von 30 verwendet
 optionale Selektion der erkannten Partikelpositionen anhand softwarespeziﬁscher Quali-
tätsparameter
 Wahl des Tracking-Algorithmus: hierfür wurde der Simple LAP tracker (Linear Assi-
gnment Problem) verwendet
 speziﬁsche Trackingalgorithmusparameter - bei der Verwendung des simple LAP-Trackers:
maximale Entfernung der Partikelpositionen, maximale Anzahl an Detektionslücken und
maximale Entfernung zur Lückenschließung in Bezug auf die Verfolgung der Partikelposi-
tionen in aufeinanderfolgenden Aufnahmen - hier wurden eine maximale Linking distance
von 15 Pixeln und keine Lücken in der Detektion verwendet
 optionale Möglichkeiten weiterer Filter der erkannten Partikeltrajektorien anhand unter-
schiedlicher Parametergrößen der Auswertung (z.B. Trajektorienlänge, mittlere Geschwin-
digkeit, maximaler Abstand)
 Analyse- und Darstellungsumgebungen bzgl. unterschiedlicher Trajektorieneigenschaften
 Export der Trajektorien und weiterer Auswertungscharakteristika
Die Anzahl der so erhaltenen Partikeltrajektorien liegen für die getätigten Messungen bei obi-
gen Parametern und Beads-Konzentrationen von 0, 002− 0, 04% im Bereich von ca. 1− 2 · 104
Einzeltrajektorien für eine Einzelmessung. Dies Trajektorien werden in Form einer .xml -Datei
exportiert und zur weiteren Auswertung in Matlab eingeladen. Die weitere Auswertung der Tra-
jektorien erfolgt in einem angepasstem Matlab-Skript, basierend auf der Software @msdanalyzer
[154].
Zunächst lassen sich die Datensätze bei einer vermuteten Strömung auf eine eventuelle Drift
testen. Hierfür kann zum eine Drift des Massenmittelpunkts rM =
∑N
i=1 ri aller N detektierten
Teilchen in aufeinanderfolgenden Aufnahmen verwendet werden. Diese Methode ist jedoch nur
stabil für eine große Anzahl an Teilchen, die im Idealfall während der Messung konstant bleibt,
und erweist sich gerade bei einer begrenzten Partikelanzahl als sehr fehleranfällig. Eine andere
Methode ist die Verwendung einer Geschwindigkeitskorrelation. Hierbei wird davon ausgegan-
gen, dass die Positionsverschiebungen ∆ri eines Teilchens aus einem unkorreliertem diﬀusiven
Anteil und einem korreliertem Driftanteil nach ∆ri = ∆ri,diﬀ + vDrift ·∆t gegeben ist.
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Abb. 6.11: Ergebnis einer Flussanalyse aus einer Geschwindigkeitskorrelation
Gezeigt ist die zeitliche Verschiebung rDrift(t) der Partikeltrajektorien aus einer Geschwindig-
keitskorrelation aller Trajektorien in Abb. 6.10. Der zeitliche Verlauf der Verschiebung zeigt
deutlich eine zeitlich nahezu konstante Drift in die untere linke Ecke des Bildes mit einer
Geschwindigkeit von vDrift = (2, 09 ± 0, 19)µms (Mittelwert + Standardabweichung über alle
Zeitpunkte). Anhand der so zeitlich erfassten Drift rDrift können die Einzeltrajektorien entspre-
chend korrigiert und eine Überschätzung des MSD vermieden werden. (Bead-Größe 200nm,
Konzentration 0, 004%, Zeitabstand 1, 208ms, Bildanzahl 20000, Pixelgröße 162, 5nm, ROI-
Größe 124× 124 Pixel)
Eine Mittelung über alle Teilchen zum Zeitpunkt t ergibt so eine Ensemblegeschwindigkeit
〈v〉E (t) = 1N(t)
∑N
i=1(∆ri,diﬀ/∆t+vDrift), bei der die unkorrelierten Anteile von ∆ri,diﬀ/∆t ver-
schwinden, was zu einer Driftgeschwindigkeit von vDrift = 〈v〉E (t) führt. Die entsprechende Ver-
schiebung der Trajektorien aufgrund der Drift ergibt sich demnach aus rDrift(t) =
´ t
0 〈v〉E (t′)dt′.
rDrift(t) kann dementsprechend von den Einzeltrajektorien der getrackten Partikel abgezogen
werden, um den Einﬂuss auf deren MSD zu kompensieren [154]. Ein Beispiel einer solchen
Driftanalyse für die zuvor gezeigte Messung ist in Abb. 6.11 gezeigt. Aus den zeitlichen Ver-
lauf von rDrift zeigt sich eine deutliche Verschiebung der Partikeltrajektorien nach rechts un-
ten, was die Vermutung einer Drift bestätigt. Die Flussgeschwindigkeit vDrift = rDrift(t)/t =
(2, 09±0, 19)µms liegt hierbei in derselben Größenordnung wie Ergebnisse vorhergehender SPIM-
FCS-Auswertungen (siehe Abb. 6.5 B).
Aus den ﬂusskorrigierten Einzeltrajektorien lässt sich nun das zeitlich gemittelte MSD der jewei-
ligen Trajektorie nach 〈MSD(τ)〉t =
〈




Ein Beispiel der MSD-Verläufe aller Einzeltrajektorien einer Messung mit einer Mindestlänge
von 1s ist in Abb. 6.12 gezeigt. Neben einem weitgehend linearen Verlauf der MSD-Kurven
über drei Größenordnungen an Zeitskalen zeigt sich eine erhebliche Breite an Verläufen für
die Einzeltrajektorien. Für eine stabile Bestimmung des Diﬀusionskoeﬃzienten kann hierbei die
Berechnung eines gewichteten Ensemblemittels aus allen MSD-Verläufen der Einzeltrajektorien





über alle N Trajektorien erfolgen. Der Gewichtungsfaktor wi ergibt sich hierbei aus der Anzahl
der Instanzen des Zeitabstandes N(τ)i in der betroﬀenen Trajektorie, wodurch der Einﬂuss
langer Trajektorien bei kleinen Zeitabständen wächst. Das Ergebnis einer solchen Ensemblemit-
telwertsberechnung ist in Abb. 6.13 gezeigt.
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Abb. 6.12: MSD-Kurve einzelner Partikeltrajektorien einer Messung
Aufgetragen sind die Beispiele der zeitlich gemittelten Kurven des mittleren Verschiebungsqua-
drats der längsten Trajektorien aus der Messung in Abb. 6.10 in doppellogarithmischer Darstel-
lung. Die graue Fläche kennzeichnet den Bereich innerhalb der Extremallinien aller Trajektorien
mit einer Länge > 1s. Neben einer gewissen Streuung der Einzeltrajektorien zeigen die Graphen
über den Bereich an Zeitabständen von 1, 2 · 10−3s < τ < 1 · 10−1s einen weitgehend linea-
ren Verlauf einer normale Diﬀusion. (Bead-Größe 200nm, Konzentration 0, 004%, Zeitabstand
1, 208ms, Bildanzahl 20000, Pixelgröße 162, 5nm, ROI-Größe 124× 124 Pixel)













































Abb. 6.13: MSD-Kurve aus dem Ensemblemittel mehrerer Einzeltrajektorien
Zu sehen ist der Verlauf der MSD-Kurve (schwarz) eines Ensemblemittels aller Trajektorien
der Messung in Abb. 6.12 im Bereich von 1, 2ms − 1s in linearer und doppellogarithmischer
Auftragung. Die gewichtete Standardabweichung der Einzelkurven ist als graue Fläche markiert
und zeigt eine deutliche Verbreiterung der gemessenen MSD-Werte bei größeren Zeitabständen
aufgrund der schlechteren Statistik. Ein auf Gl. 2.5 basierender Fit (rot) einer normalen Diﬀu-
sion mit D = (2, 019±0, 003)µm
2
s , welcher mittels eines Fits in einem reduzierten Bereich von
τ = [0, 003s− 0, 03s] erstellt wurde, beschreibt den Verlauf der MSD-Kurve für kleine Zeitab-
stände, mit geringen Abweichungen für die kürzesten Zeitabstände. Für längere Zeitabstände
sind Abweichungen zu geringeren gemessenen MSD-Werten zu erkennen.
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Der Verlauf von MSDEnsemble wird durch einen Fit basierend auf normaler Diﬀusion gemäß
MSD = D · 4τ innerhalb des Bereichs kurzer Zeitabstände gut erfasst. Der Fit basiert hierbei
auf einem reduziertem betrachteten Bereich an Zeitabständen von τ = [0, 003s− 0, 03s] . Der
Grund für diese Einschränkung des Fit-Bereichs ist wie folgt. Um eine bessere Darstellung des
Verlaufs der MSD-Kurve zu bekommen wird der berechnete Diﬀusionskoeﬃzient als MSD/4τ
gegen τ aufgetragen (siehe Abb. 6.14). Im Falle einer normalen Diﬀusion sollte diese Art der
Auftragung im Rahmen der Fehler einen weitgehend konstanten Verlauf zeigen. Wie in Abb.
6.14 zu erkennen ist, ist dies für die gezeigte Messung nur für einen begrenzten Bereich an
Zeitabständen der Fall. Der Fehler ergibt sich hierbei aus Sg/
√
F mit der gewichteten Stan-
dardabweichung Sgund der Anzahl der Freiheitsgrade F des gewichteten Mittelwertes [154]. Bei
den kürzesten Zeitabständen der Messung treten hier Abweichungen der Diﬀusionskoeﬃzienten
zu niedrigeren Werte aus einer möglichen Unterschätzung der MSD-Werte auf. Abweichungen
für solch kleine Zeitabstände können sowohl aus einem statischem Lokalisationsfehler (z.B.
aufgrund von Rauschen in der Aufnahme) [155], als auch aus einem dynamischen Fehler der
Positionszuordnung aufgrund einer endlich langen Integrationszeit der Kamera während der
Teilchenbewegung herstammen [156, 157]. Während der erste Eﬀekt zu einer Überschätzung
des MSD führt, kann der zweite Eﬀekt eine Unterschätzung des MSD zur Folge haben, was in
der gezeigten Kurve dominant zu sein scheint. Ein so zunächst vermeintlich superdiﬀusives Ver-
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Abb. 6.14: Bestimmung des Fit-Bereichs aus MSD/4τ gegen τ
Zur Überprüfung des Diﬀusionsverhaltens über unterschiedliche Zeitskalen wird der Diﬀusions-
koeﬃzient nach Gl. 2.5 als D = MSD/4τ anhand der ermittelten MSD-Werte des Ensemble-
mittels gegen den Zeitabstand τ aufgetragen (schwarze Kurve mit Fehlerbalken). Nach einer
anfänglich kurze Erhöhung des Wertes ist ein weitgehend konstanter Verlauf über drei Größen-
ordnungen an Zeitabständen zu erkennen, was eine normale Diﬀusion auf dieser Zeitskala mit
einem wiedergibt. Für größere Zeitskalen ist ein Abfall der MSD-Werte zu erkennen, der durch
unzureichende Statistik und Wechselwirkung der Teilchen auf größeren Zeitabständen erklärt
werden kann. Der Fit aus Abb. 6.13, basierend auf den Werten eines reduzierten Fit-Bereichs
der Zeitabstände von τ = [0, 003s − 0, 03s], beschreibt den Verlauf für diese und vergleichba-
re Messungen und bleibt innerhalb der Fehlergrenzen der aus den MSD-Werten abgeleiteten
Diﬀusionskoeﬃzienten. (Bead-Größe 200nm, Konzentration 0, 004%, Zeitabstand 1, 208ms,
Bildanzahl 20000, Pixelgröße 162, 5nm, ROI-Größe 124× 124 Pixel)
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Für anwachsende Zeitabstände ergibt sich im weiteren Verlauf ein Plateaubereich über zwei bis
drei Größenordnungen an Zeitskalen, innerhalb derer sich ein im Rahmen der Fehler konstanter
Diﬀusionskoeﬃzient von DEnsemble = (2, 019 ± 0, 003)µm
2
s zeigt. Dieser liegt somit im Be-
reich des erwarteten Diﬀusionskoeﬃzient Dtheo = 2, 15
µm2
s und bestätigt für diese Zeitskalen
auch die Annahme einer normalen Diﬀusion. Für größere Zeitabstände sind wiederum erneut
Abweichungen des Kurvenverhaltens zu beobachten. In der gezeigten Auswertung sinken die
Werte und deuten damit ein subdiﬀusives Verhalten an, während bei den größten Zeitabstän-
den τ > 0, 5s aufgrund der zu niedrigen Statistik keine wirkliche Aussage mehr getroﬀen werden
kann. Eine mögliche Wechselwirkung der Teilchen untereinander könnte hier das subdiﬀusive
Verhalten bei größeren Zeitskalen erklären [109].
Neben der Verwendung der gemittelten MSD-Kurve lassen sich die Einzeltrajektorien auch se-
parat auswerten und die Statistik der so erhalten Diﬀusionskoeﬃzienten vergleichen. Hierbei
werden aus den MSD-Kurven aller Einzeltrajektorien in einer Qualitätskontrolle nur diejenigen
für die Statistik verwendet, die in Ihrem Fit ein Bestimmtheitsmaß R2 > 0, 9 aufweisen, um
Ausreißer zu beseitigen. Ein beispielhaftes Ergebnis für eine solche Auswertung ist in Abb. 6.15
gezeigt.














































Abb. 6.15: Verteilung der ermittelten Diﬀusionskoeﬃzienten aus Einzeltrajektorien
Die Abbildung zeigt links das Histogramm der ermittelten Diﬀusionskoeﬃzienten aller ausge-
werteten Einzeltrajektorien mit einem Bestimmtheitsmaß R2 > 0, 9 der Messung aus Abb. 6.10
(2608 von 12950 Einzeltracks) sowie eine Darstellung in Form eines Boxplot rechts davon. Auf-
grund einzelner stark erhöhter Werte des gemessen Diﬀusionskoeﬃzienten mit D > 10µm
2
s (114
von 2608 Tracks) wurden die Darstellungen jeweils auf einen Bereich von D = 0−10µm2s einge-
schränkt. Zudem sind die Werte aus dem MSD des Ensemblemittels in Abb. 6.13 (rot) sowie der
Mittel- (blau) und Medianwert (grau) der Verteilung im reduzierten Wertebereich eingezeichnet,
mit DEnsemble = (2, 019±0, 003)µm
2
s , DMittelwert = (3, 38±2, 11)µm
2
s und DMedian = 2, 89
µm2
s
. Das Histogramm zeigt ein Maximum in der Nähe des Werts aus dem Fit am Ensemblemittel
sowie einen nicht vernachlässigbaren Anteil gemessener Werte des Diﬀusionskoeﬃzienten größer
dem theoretisch erwartetem Wert Dtheo = 2, 15
µm2
s , was zu entsprechend erhöhten Werten des
Mittel- und Medianwertes führt. Die erhöhten Werte des Diﬀusionskoeﬃzienten lassen sich am
wahrscheinlichsten mit nicht kompensierten Tracking-Fehlern der Auswertung erklären. (Bead-
Größe 200nm, Konzentration 0, 004%, Zeitabstand 1, 208ms, Bildanzahl 20000, Pixelgröße
162, 5nm, ROI-Größe 124× 124 Pixel)
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Die Verteilung der ermittelten Diﬀusionskoeﬃzienten von 2608 verwendeten Fits aus ursprüng-
lich 12950 Einzeltracks besitzt ein Maximum in der Nähe des aus dem Ensemblemittel be-
stimmten Werts DEnsemble = (2, 019 ± 0, 003)µm
2
s . Ebenso erscheinen vereinzelte Diﬀusions-
koeﬃzienten mit Werten weit oberhalb des theoretisch erwarten Diﬀusionskoeﬃzienten mit
D > 10µm
2
s . Diese könnten auf teilweise falsche Zuordnungen von Partikelidentitäten wäh-
rend der Trajektorienverfolgung hindeuten und verschieben die Mittel- und Median-Werte der
Verteilung zu höheren Werten im Vergleich zum theoretisch erwarteten Wert. Werden nur
Werte in einem realistischen Wertebereich D = 0 − 10µm2s berücksichtigt, ergeben sich ein
Mittel- und Medianwert von DMittelwert = (3, 38± 2, 11)µm
2
s und DMedian = 2, 89
µm2
s . Da die-
se Werte aus der Einzeltrajektorienauswertung immer noch vergleichsweise hoch im Vergleich
zu dem theoretisch erwarteten Wert liegen, wird das Ergebnis des Ensemblemittels hier als
vertrauenswürdiger eingeschätzt. Die Ergebnisse aus Auswertungen der ensemblegemittelten
MSD-Kurven im reduzierten Zeitbereich von τ = [0, 003s − 0, 03s] von je drei unabhängi-
gen Messungen für Beads-Konzentrationen von 0, 002% und 0, 004% lieferten Mittelwerte von
D0,002% = (2, 011 ± 0, 016)µm
2
s und D0,004% = (2, 014 ± 0, 004)µm
2
s . Diese Werte bestätigen
die Ergebnisse von SPIM-FCS-Messungen (siehe Unterkap. 6.1) und liegen im Bereich des theo-
retisch erwarteten Wertes. Auswertungen an Messungen höherer Konzentrationen im Bereich
von 0, 01 − 0, 04% zeigten eine starke Störanfälligkeit des Trackings aufgrund einer zu hohen
Teilchendichte. Dies resultierte in einen stark subdiﬀusiven Verhalten der MSD-Werte bzw. ei-
nem kontinuierlichen Abfall des Verlaufs der daraus berechneten Diﬀusionskoeﬃzienten in einer
Auftragung gemäß Abb. 6.14 ohne Plateau einer brownschen Diﬀusion.
Im Vergleich zu SPIM-FCS-Messungen zeigt sich ein deutlich reduzierter Bereich an Bead-
Konzentrationen, in dem die SPT-Messungen am SPIM-Aufbau zur Quantiﬁzierung des Diﬀu-
sionsverhaltens der verwendeten Probe genutzt werden können. Die vorgestellten Messungen
bei niedrigeren Konzentrationen zeigen dennoch die Möglichkeit der Diﬀusionsbestimmung aus
den aus Bildaufnahmen gewonnenen Partikeltrajektorien.
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6.3. Diﬀerential Dynamic Microscopy
Neben den bereits weithin etablierten Methoden zur Diﬀusionsbestimmung durch FCS- und
SPT-Messungen wird im Rahmen dieser Arbeit auch die noch relativ junge Technik der Dif-
ferential Dynamic Microscopy (siehe Unterkap. 3.2.3) am SPIM-Aufbau implementiert und
getestet. Eine erste erfolgreiche Realisierung dieser Technik in einem Lichtblattmikroskops wur-
de bereits während der Erstellung dieser Arbeit publiziert [117]. Ein wertvoller Vorteil dieser
Methode im Vergleich zur SPT-Technik ist die Möglichkeit, den Diﬀusionskoeﬃzient diﬀundie-
render Teilchen auch bei hohen Konzentrationen, die eine Unterscheidbarkeit der Teilchen nicht
mehr ermöglichen, zu bestimmen.
Die Probenaufnahme bei einer DDM-Messung ist vergleichbar zu SPIM-FCS-Messungen und
SPT-Messungen. Grundlage bildet die konsekutive Langzeitaufnahme von ﬂuoreszenzmarkier-
ten Partikeln. Nachfolgend sind speziﬁsche Anforderungen an DDM-Messungen für eine stabile
Auswertung der Strukturfunktion Dqt(q, τ) in Abhängigkeit des untersuchten Wellenvektor-
Bereich q beschrieben. Der grundsätzlich zur Verfügung stehende Bereich an Wellenvektoren
ist zum einen gegeben durch die räumlichen Dimensionen der verwendeten Aufnahmen, im ein-
zelnen der Pixelabstand xmin und die Abmessung der quadratischen ROI, mit der Kantenlänge
xmax. Hieraus folgt der maximale q-Wert von qmax = pi/xmin und ein minimaler q-Wert gemäß
qmin = 2pi/xmax. Um den Anstieg des Leistungsspektrums auf ein Plateau in der Messung noch
erfassen zu können, werden zur Auswertung kleiner q-Werte entsprechend lange Messdauern T
benötigt, mit T > 1/(D · q2min). Große Wellenvektoren erfordern Messungen mit sehr kurzen
Zeitabständen zwischen den Einzelaufnahmen, um dort den initialen Anstieg des Leistungsspek-















































Abb. 6.16: Beispiele der Strukturfunktion Dqt(qx,y, τ) sowie der radial gemittelten
Strukturfunktion D(q, τ) einer Beads-Messung für unterschiedliche Zeitabstände τ
(A) Der Logarithmus der Strukturfunktion Dqt(qx,y, τ) ist im Wellenvektorraum qx,ynach der
Mittelung über alle Instanzen der Zeitabstände gezeigt. In der Nähe der beiden Mittellinien
qx,y = 0 sind Artefakte zu erkennen, die aus der räumlichen Begrenzung der ROI stammen.
Diese können bei Bedarf unterdrückt werden. Die Strukturfunktion zeigt eine annähernd ra-
dialsymmetrische Verteilung mit anwachsenden Werten bei größeren Zeitabständen, die den
Anstieg der Varianz der Bildaufnahmen wiederspiegeln. (B) Exemplarische Kurven der radial
gemittelten Strukturfunktion zeigen den generellen Abfall der Strukturfunktion bei großen Wel-
lenvektoren. Die Werte der Strukturfunktion steigen mit größeren Zeitabständen τ . (Bead-Größe
200nm, Konzentration 0, 004%, Zeitabstand 1, 208ms, Bildanzahl 20000, Pixelgröße 162, 5nm,
ROI-Größe 124× 124 Pixel)
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Dies führt in DDM-Messungen zu einer weiteren Einschränkung des messbaren q-Bereichs,
sowohl durch die räumliche Größe und Auﬂösung der Aufnahme, als auch durch die Bild-
aufnahmerate F und die Messdauer T . Die Aufnahmeparameter der Messungen an Beads-
Lösungen (Durchmesser d = 200nm, Dtheo = 2, 15
µm2
s ), die für die hier vorgestellten DDM-
Auswertungen verwendet wurden, sind identisch zu denen in den Unterkap. 6.1 und 6.2.
Die Auswertung der DDM-Aufnahmen im Rahmen dieser Arbeit erfolgt in mehreren Schritten
innerhalb einer Matlab-basierten Softwareumgebung. Zunächst werden die einzelnen Bildrei-
hen eingeladen und die Strukturfunktion Dqt(q, t) berechnet. Dieser Teil der Datenauswertung
basiert auf einem modiﬁziertem Skript der Software DDMCalc [158]. Hierfür werden alle Ein-
zelaufnahmen I(x, y, t) für einen gewählten Zeitabstand τ voneinander subtrahiert, das Diﬀe-
renzbild ∆I(x, y, τ) = I(x, y, t+ τ)− I(x, y, t) über eine FFT (Fast-Fourier-Transformation)
nach Gl. 3.36 in den Wellenvektorraum transformiert und die dreidimensionale Strukturfunk-
tion Dqt(qx,y, τ) nach Gl. 3.37 berechnet. Zur Beschleunigung der Auswertung, insbesondere
bei einer hohen Pixelanzahl und langen Messreihen, wird dies für eine Abfolge an exponentiell
wachsenden Zeitabstände durchgeführt, um die Rechenzeit von Stunden auf mehrere Minuten
zu reduzieren. So werden z.B. aus 20000 konsekutiven Einzelaufnahmen nur 86 unterschiedli-
che Zeitabstände ausgewertet. Abschließend wird das Ensemblemittel über alle Instanzen des
Zeitabstandes τ gebildet. Beispiele der so erhaltenen Strukturfunktion Dqt(qx,y, τ) aus einer
Messung an einer Beads-Probe sind in Abb. 6.16 A für vier unterschiedliche Zeitabstände τ
zu sehen. Die Strukturfunktion selbst zeigt eine weitgehend radialsymmetrische Verteilung um
den Mittelpunkt der kleinsten Wellenvektoren, sowie eine Entwicklung zu höheren Werten der
Strukturfunktion für größere Zeitabstände aufgrund der anwachsenden Varianz der Aufnahmen.












































Abb. 6.17: Kurven der Strukturfunktion Dqt(q, τ) aufgetragen nach τ mit Fit
Gezeigt sind Datensätze der Strukturfunktion Dqt(q, τ) der Messung aus Abb. 6.16 aufgetragen
gegen die Zeitabstände τ für unterschiedliche Wellenvektoren q . Der Anstieg der Strukturfunk-
tionen wird von einem Fit nach Gl. 3.38 erfasst und dient zur Bestimmung der wellenvektorab-
hängigen Zeitskala τDqt. Die Länge der erfassten Zeitabstände reicht aus, um das Plateau der
Strukturfunktion für Wellenvektoren bis ca. 1µm−1 verlässlich zu ﬁtten. (Bead-Größe 200nm,
Konzentration 0, 004%, Zeitabstand 1, 208ms, Bildanzahl 20000, Pixelgröße 162, 5nm, ROI-
Größe 124× 124 Pixel)
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y durchgeführt und so die radial gemittelte Strukturfunktion Dqt(q, τ) be-
rechnet werden. Beispiele der so erhaltenen Kurven der Strukturfunktion für vier unterschiedliche
Zeitabstände τ sind in Abb. 6.16 B gezeigt.
Nach der Berechnung der Strukturfunktion wird diese innerhalb der Auswertesoftware für al-
le vorkommenden Wellenvektoren q nach Gl. 3.38 geﬁttet. Die Strukturfunktion für größere
Zeitabstände τ kann aufgrund der dort schlechteren Statistik Abweichungen aufweisen, was
die Reduktion der Datenkurven auf kleinere Zeitabstände bisweilen nötig macht. Innerhalb der
nachfolgend behandelten Auswertungen wurden hierbei aufgrund der geringeren Statistik für
größere Zeitabstände nur Werte für τ < 1, 8s berücksichtigt. Beispiele der erhaltenen Kur-
ven der Strukturfunktion für acht unterschiedliche Wellenvektoren mit zugehörigem Fit sind in
Abb. 6.17 gezeigt. Die Kurven zeigen den Anstieg der Bildvarianz im Wellenvektorraum auf ein
Plateau innerhalb einer bestimmten Zeitskala, in der jegliche Korrelation zwischen den Bildern
abgeklungen ist.
Die Ergebnisse der Fit-Routine für die Fit-Parameter A(q) und B(q) sind in Abb. 6.18 A
mit einem Fehler gemäß der Konﬁdenzintervalle des Fits bei einem Konﬁdenzniveau von 95%
dargestellt. Der Verlauf der beiden Parameter entspricht dem beschriebenen Verhalten aus frü-
heren DDM-Studien [113, 159] und zeigt eine starke Annäherung der Werte bei Wellenvektoren
q > 10µm−1. Ebenso lassen sich aus dem Fit die für die weitere Auswertung relevanten Daten
der Zeitskalen τDqt(q) gegen die gemessenen Wellenvektoren q auftragen (siehe Abb. 6.18 B).
Hier ist bereits zu erkennen, dass die Zeitskalen bei sehr kleinen Werten q < 1µm−1 und sehr
großen Werten q > 10µm−1 vom erwarteten Verlauf τDqt = (Dq2)−1 stark abweichen, wel-
cher sich nur in einem Bereich mittlerer Wellenvektoren abzeichnet. Während bei sehr großen
q-Werten ein Anstieg der beobachteten Zeitskala auftritt, nehmen diese bei sehr kleinen Wellen-
vektoren wieder ab. Dies wurde bereits in früheren DDM-Studien berichtet, wo Abweichungen
bei großen Wellenvektoren zum einen auf die zu niedrige Zeitauﬂösung der Strukturfunktion
und den Problemen der Fit-Routine bei zu ähnlichen Werten der Fit-Parameter A(q) und B(q)
sowie auf eine Unterdrückung der hohen räumlichen Frequenzen der Bildaufnahmen durch die
optische Transferfunktion der Detektion zurückgeführt wurde [117, 159, 160]. Dies scheint
auch insofern erwartbar, da bei Wellenvektoren q > 10µm−1 bereits Abstände nahe der Grö-
ßenordnung der Auﬂösungsgrenze des optischen Systems untersucht werden. Abweichungen bei
niedrigen Werten des Wellenvektors lassen sich zum einen durch die erniedrigte Statistik der
dort untersuchten großen räumlichen Abstände in den Aufnahmen, als auch durch die end-
liche Länge der Zeitaufnahme und die so limitierte zeitliche Abtastung des Strukturfunktion
erklären [117, 159, 160]. Darüber hinaus spielt hierbei auch in besonderem Maße die axiale
Auﬂösung des Systems eine Rolle, da eine von der in Unterkap. 3.2.3 beschriebenen Theorie
vernachlässigte Diﬀusion in der axialen Richtung, also aus der Aufnahmeebene heraus, gerade
bei kleinen Wellenvektoren zu einer Erniedrigung des gemessenen Wertes von τDqt führen würde
[113, 116, 118]. Der gezeigte Verlauf der Zeitskalen τDqt(q) gelangt für kleine Wellenvektoren
auf ein Plateau bei τDqt,max ≈ 0, 4s, was eine Limitierung der untersuchten Längenskala des




0, 4s · 2, 15µm2/s = 0, 93µm widerspie-
gelt. Dieser Wert liegt nur leicht unterhalb der in Unterkap. 4.3 berechneten axialen Auﬂösung
bzw. Lichtblattdicke des verwendeten SPIM-Aufbaus. Eine entsprechender Abfall der Zeitska-
len in Abhängigkeit zur axialen Auﬂösung des verwendeten Systems ist auch in einer früheren
DDM-Studien unter Verwendung konfokaler Aufbauten beobachtet worden [116]. Ebenso wur-
de in einer früheren DDM-Studie mit einem Lichtblattmikroskop eine Abhängigkeit des für die
Auswertung nutzbaren Bereiches an Wellenvektoren von der Position entlang des Lichtblattes
festgestellt [117]. Hierbei zeigten Messposition an Stellen der Probe, in denen sich das Licht-
blatt fern seiner Taille aufgeweitet hat, nutzbare Bereiche der Wellenvektoren, die zu kleineren
Werten verschoben waren, was mit der dort schlechteren axialen Auﬂösung erklärt werden kann.
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Abb. 6.18: Kurven der Fit-Parameter A,B und Zeitskala τDqt gegen q
(A) Bei der Betrachtung der Fit-Parameter fällt zunächst eine deutliche Variation von A(q)
über die unterschiedlichen Wellenvektoren q auf. Dieser nimmt zu großen Wellenvektoren stark
ab und kommt für q-Werte > 10µm−1 in Größenordnungen des Fit-Parameters des Hinter-
grundrauschens, was den Fit für diesen Bereich instabil werden lässt. (B) Die aus dem Fit an
die Strukturfunktion bestimmte Zeitskala τDqt(q) zeigt in einem Bereich q = 1− 10µm−1 ten-
denziell den erwarteten Verlauf τ(q) = (Dmq2)−1. Für kleinere Wellenvektoren ist ein starker
Abfall gegenüber des erwarteten Verlaufs zu beobachten, der unter anderem auf der Diﬀusion
der Teilchen aus der Fokalebene heraus basiert, welche die Zeitskala des Varianzanstiegs in
diesem Bereich sichtbar erniedrigt. Hinzu kommt eine geringere Statistik an kleinen Wellenvek-
toren und eine endliche Zeitlänge der Bildaufnahme. Abweichungen bei großen Wellenvektoren
hin zu erhöhten Zeitskalen sind zum einen auf die limitierende Aufnahmegeschwindigkeit um
einen stabilen Fit sicherzustellen sowie die Begrenzung der Wellenvektoren durch die Auﬂö-
sungsgrenze des optischen Systems zurückzuführen. Des Weiteren nähern sich hier die Werte
der Fit-Parameter A(q) und B(q) in Gl. 3.38 zur gleichen Größenordnung hin an, was den Fit
insgesamt instabil werden lässt. Ein Fit (rot) basierend auf einem reduzierten Wellenvektorbe-
reich zwischen q = (1− 10)µm−1erfasst den Verlauf der Kurve weitgehend über diesen Bereich
mit einem Diﬀusionskoeﬃzienten von D = (1, 74±0, 03)µm2s . Die Fehler der Zeitskalen aus den
Konﬁdenzintervallen des Fits sind hierbei kleiner als die in der Abbildung verwendeten Symbole.
Zudem ist der Medianwert (grau) der aus den einzelnen Zeitskalen des reduzierten Bereichs be-
rechneten Diﬀusionskoeﬃzienten eingezeichnet. (Bead-Größe 200nm, Konzentration 0, 004%,
Zeitabstand 1, 208ms, Bildanzahl 20000, Pixelgröße 162, 5nm, ROI-Größe 124× 124 Pixel)
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Eine weiterführende Behandlung dieses Einﬂusses unter Zuhilfenahme von Simulationen wird
weiter unten vorgenommen. Durch eine Reduzierung des ausgewerteten Wellenvektorbereiches
auf Werte zwischen q = (1− 10)µm−1 kann nun eine Abschätzung des Diﬀusionskoeﬃzienten
getätigt werden. Ein Fit an den inversen Werten von τ gemäß τ−1 = Dq2 basierend auf Gl.
3.39 führt zu einem Wert des Diﬀusionskoeﬃzienten von Dred = (1, 74 ± 0, 03)µm
2
s . Hierbei
wurde der inverse Wert von τ gewählt, um hohen q-Werte aufgrund der erhöhten Statistik und
der reduzierten Abhängigkeit von der axialen Auﬂösung entsprechend stärker zu gewichten.
Eine andere Methode der Diﬀusionskoeﬃzientenbestimmung aus früheren Studien stellt die Be-
rechnung des Mittelwerts des nach D(q) = q−2τ−1Dqt berechneten Diﬀusionskoeﬃzienten für
einen reduzierten q-Bereich dar [117]. Dieser Methodik folgend wird zunächst der so berech-
nete Wert von D gegen q aufgetragen (siehe Abb. 6.19). Hierbei ist anzumerken, dass der
Diﬀusionskoeﬃzient in der gezeigten Messung selbst innerhalb des reduzierten q-Bereichs einen
deutlichen monotonen Anstieg für kleiner werdende q-Werte zeigt, was zu erhöhten Mittel- und
Medianwerten von DMittelwert = (2, 01± 0, 38)µm
2
s und DMedian = 1, 90
µm2
s im Vergleich zum

































Abb. 6.19: Diﬀusionskoeﬃzient nach Gl. 3.39 gegen q
Der Graph der berechneten D(q)-Werte zeigt entsprechend des Verhaltens der Zeitskala τDqt
einen starken Anstieg für kleiner werdende Wellenvektoren. Der Anstieg bleibt auch für den
reduzierten Bereich qred = [1− 10µm−1 ] (blau) deutlich erhalten. Horizontale Linien zeigen die
Werte aus einem Fit an den reduzierten Bereich mit Dred = (1, 74 ± 0, 03)µm
2
s (rot) , sowie
den Medianwert der hierfür verwendeten Einzelwerte DMedian = 1, 90
µm2
s (grau). (Bead-Größe
200nm, Konzentration 0, 004%, Zeitabstand 1, 208ms, Bildanzahl 20000, Pixelgröße 162, 5nm,
ROI-Größe 124× 124 Pixel)
Unter der Annahme, dass eine Erhöhung des gemessenen Diﬀusionskoeﬃzienten aufgrund feh-
lender Statistik oder einer zu kurzen Aufnahmedauer erst bei niedrigeren Werten des Wellen-
vektors relevant wird, wäre ein weitgehend stabiler Wert des nach obiger Methode berechneten
Diﬀusionskoeﬃzienten D(q) für höhere q-Werte im Bereich bis zu 10µm−1 zu erwarten, was
sich in der gezeigten Messung im Rahmen der Fehler nicht widerspiegelt. Dies spricht für einen
wachsenden Einﬂuss der axialen Auﬂösung selbst bei hohen q-Werten. Zudem sollte die dar-
aus folgende Überschätzung des Diﬀusionskoeﬃzienten nach D3D(q) = q−2τ−1Dqt, 3D(q) mit
τDqt, 3D(q) < τDqt, 2D(q) zu einem zum realen Diﬀusionskoeﬃzient vergleichsweise erhöhten
Wert führen. Der aus dem Fit für qred = [1− 10µm−1] ermittelte Wert liegt hierbei unterhalb
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Abb. 6.20: Einﬂuss einer Agglomerat-Korrektur auf die Zeitskala τ(q)
(A) Die Verwendung einer korrigierten Fit-Funktion an den Werten der Strukturfunktionen nach
Gl. 6.3 führt zu Werten der Korrekturfaktoren α für kleine Wellenvektoren zu Werten < 1. In-
nerhalb des für den Fit verwendeten Bereichs von qred = [1−10µm−1] ist die geﬁttete Funktion
mit einem Mittelwert von α = 0, 999± 0, 018 im Rahmen der Fehler identisch zur unkorrigier-
ten Fit-Formel. Für größere q-Werte wird der Fit wie oben beschrieben instabil. (B) Die Werte
der korrigierten Zeitskalen τ ′Dqt weichen nur für sehr geringe Werte des Wellenvektors von den
Werten einer unkorrigierten Fit-Funktion ab und ändern den erhalten Wert der Diﬀusionskoeﬃ-
zienten im Rahmen der Fehler nicht. (Bead-Größe 200nm, Konzentration 0, 004%, Zeitabstand
1, 208ms, Bildanzahl 20000, Pixelgröße 162, 5nm, ROI-Größe 124× 124 Pixel)
des theoretisch erwarteten und der aus SPIM-FCS- und SPT-Messungen ermittelten Werte.
Dies könnte zu Teilen auf einen für DDM-Messungen potentiell verstärkten Einﬂuss agglome-
rierter Beads zurückzuführen sein. Auswertungen unterschiedlicher Messungen zeigen zudem
bisweilen ein gewisse Variation des Verlaufs von D(q) für den Bereich q = [5 − 10µm−1] mit
einem tendenziell weitgehend konstantem Verhalten für D(q) oder zwischenzeitliche niedrige-
ren Werte für D(q) im Bereich mittlerer q-Werte. Exemplarische Darstellungen dieser Verläufe
ﬁnden sich im Anhang in Abb. A.1. Für eine Abschätzung des Diﬀusionskoeﬃzienten aus der
DDM-Auswertung werden im weiteren Verlauf die Fit-Ergebnisse sowie die Medianwerte der
Diﬀusionskoeﬃzienten angegeben, da die Mittelwerte zu stark von den erhöhten Werten der
Diﬀusionskoeﬃzienten bei kleineren Wellenvektoren abhängen.
Korrektur von Agglomeraten
Zur Korrektur eines möglichen Einﬂusses von Agglomeraten bei einer vermuteten Polydispersität
der diﬀundierenden Teilchen wurde in früheren DDM-Studien eine Streckung des exponentiellen
Anstiegs mittels eines zusätzlichen Fitparameters α nach
Dqt(q, τ) = A(q) ·
1− e(− ττDqt(q))α(q)
+B(q) (6.3)
verwendet [117]. Dies erfordert vor der Auswertung des Diﬀusionskoeﬃzienten die Berechnung
einer gemittelten Zeitskala τ ′Dqt nach
τ ′Dqt = τDqtαΓ(α
−1) (6.4)
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mit der Gammafunktion Γ und einem Korrekturfaktor α. Eine Anwendung dieser Korrektur auf
den oben behandelten Datensatz ist in Abb. 6.20 mit den erhaltenen Werten von α(q) und
den korrigierten und unkorrigierten Zeitskalen τDqt und τ ′Dqt gezeigt. Der Eﬀekt der Korrektur
ist am größten im Bereich kleiner Wellenvektoren < 2µm−1 und führt dort mit α-Werten von
minimal 0, 9 zu einer nur geringen Erhöhung der beobachteten Zeitskala. Der durch den Fit
ermittelte Diﬀusionskoeﬃzient für qred = [1 − 10µm−1 ] liegt mit D′red = (1, 75 ± 0, 02)µm
2
s
im Rahmen der Fehler bei identischen Werten im Vergleich zum unkorrigierten Datensatz mit
Dred = (1, 74 ± 0, 03)µm
2
s , da der Eﬀekt der Korrektur vorrangig bei sehr kleinen Werten
q < 1µm−1 zu Werten mit α < 1 führt. Dies zeigte sich auch für alle weiteren DDM-Messungen
mit Abweichungen der korrigierten Ergebnisse um ±(0, 042± 0, 048)µm2s . Im weiteren Rahmen
der Auswertung wurde insofern auf eine Verwendung dieser Korrektur verzichtet.
Ergebnisse für unterschiedliche Bead-Konzentrationen
Die Ergebnisse der Messungen an unterschiedlichen Konzentrationen von Beads zeigte innerhalb
der DDM-Auswertungen keine ausgeprägte Abhängigkeit der ermittelten Diﬀusionskoeﬃzienten
von der Konzentration. Abb. 6.21 und Tab. 4 zeigen die Mittelwerte der Diﬀusionskoeﬃzienten
aus mehreren Messungen , die sich zum einen aus einem Fit an einem reduzierten Wellenvek-
torbereich qred = [1 − 10µm−1 ] ergeben und zum anderen aus den Medianwerten der nach
D(q) = q−2τ−1Dqt berechneten Einzelwerte dieses Bereichs bestimmt wurden. Im Rahmen der
Standardabweichungen der Messungen sind diese Werte weithin vergleichbar, mit einer leichten
Erhöhung der Medianwerte im Vergleich zu den Fit-Ergebnissen, sowie einer breiteren Streuung
der Medianwerte. Die innerhalb der DDM-Auswertung bestimmten Werte der Diﬀusionskoeﬃ-
zienten zeigen über alle Messungen erniedrigte Werte im Vergleich zum theoretisch erwarteten
Wert Dtheo = 2, 15
µm2
s sowie zu den Ergebnissen aus SPIM-FCS- und SPT-Messungen (siehe













Abb. 6.21: Resultate der DDM-Auswertungen für unterschiedliche Bead-
Konzentrationen
Gezeigt sind die gemittelten Ergebnisse der DDM-Auswertungen aus einem Fit an einem
reduzierten Bereich an Wellenvektoren (rot) mit qred = [1 − 10µm−1 ], sowie die Medianwerte
der Diﬀusionskoeﬃzienten (schwarz) in diesem Bereich (vgl. Abb. 6.19). Die Fehlerbalken
ergeben sich aus den Standardabweichungen der einzelnen Messungen. Die gemessenen Werte
liegen im Bereich D = 1, 31−1, 74µm
2
s und damit unterhalb des theoretisch erwarteten Wertes
und der Ergebnisse aus SPIM-FCS- und SPT-Messungen. (Bead-Größe 200nm, Konzentration
0, 002 − 0, 04%, Zeitabstand 0, 624 − 1, 208ms, Bildanzahl 20000, Pixelgröße 162, 5nm,
ROI-Größe 124× 124 - 248× 248 Pixel)
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Unterkap. 6.1 und 6.2). Eine potentielle Auswirkung von Agglomeraten innerhalb der Messun-
gen, die zu einer Erniedrigung des gemessenen Diﬀusionskoeﬃzienten führen würde, konnte
anhand der oben beschriebenen Korrekturmethode nicht bestätigt werden. Zudem sollte eine
Überschätzung des Diﬀusionskoeﬃzienten aufgrund der in der Theorie nicht berücksichtigen
Diﬀusion aus der Detektionsebene heraus zu tendenziell erhöhten Werten führen.
Vergleichbare DDM-Messungen einer anderen Gruppe an 200nm-Beads in einem SPIM-Aufbau
ergeben einen Diﬀusionskoeﬃzienten von (2, 28± 0, 03)µm2s für eine Konzentration von 0, 04%
[117], was um fast einen Faktor 2 größer ist im Vergleich zu Messungen dieser Arbeit. Neben
der Verwendung eines dickeren Lichtblatt (Halbwertsbreite ∼ 4, 5µm), eines Detektionsobjektiv
mit geringerer Auﬂösung (20×) und niedrigerer Numerischer Apertur (0, 5), was zu einer Er-
niedrigung des Einﬂusses einer Diﬀusion aus der Aufnahmeebene heraus führt, wird innerhalb
der erwähnten Studie insbesondere der Mittelwert der Einzelwerte des Diﬀusionskoeﬃzienten
in einem reduzierten q-Bereich verwendet. Dies ermöglicht ohne genaue Kenntnis der Kurven-
verläufe D(q) aus dieser Studie keinen direkten Vergleich mit den hier gezeigten Ergebnissen.
Konzentration: 0, 002% 0, 004% 0, 01% 0, 02% 0, 04%
Dred [
µm2
s ] 1, 57± 0, 24 1, 29± 0, 16 1, 46± 0, 08 1, 42± 0, 06 1, 31± 0, 20
DMedian[
µm2
s ] 1, 64± 0, 29 1, 29± 0, 23 1, 46± 0, 27 1, 51± 0, 42 1, 37± 0, 30
Tab. 4: Resultate der DDM-Auswertungen für unterschiedliche Bead-Konzentrationen
Gelistet sind die Mittelwerte der gemessenen Werte Dred aus einem Fit für qred = [1−10µm−1 ]
und der Medianwerte im ausgewählten q-Bereich mit den jeweiligen Standardabweichungen.
(Bead-Größe 200nm, Konzentration 0, 002−0, 04%, Zeitabstand 0, 624−1, 208ms, Bildanzahl
20000, Pixelgröße 162, 5nm, ROI-Größe 124× 124 - 248× 248 Pixel)
Simulationen und Einﬂuss der Lichtblattdicke
Zur Untersuchung des Einﬂusses der axialen Auﬂösung auf die DDM-Messung erfolgt die Aus-
wertung simulierter Datensätze. Hierfür wurde in Matlab eine am Lehrstuhl bereits vorhandene
Simulationssoftware von Herrn Prof. Dr. Matthias Weiss für zweidimensionale Diﬀusion durch
den Verfasser dieser Arbeit auf drei Dimensionen erweitert und entsprechend der obigen Me-
thodik ausgewertet. Die Parameter der Simulation werden hierbei soweit möglich identisch zu
den realen Experimenten gewählt und sind wie folgt:
 Zeitabstand 1208µs
 Pixelgröße: 162, 5nm
 Teilchenanzahl: 20
 ROI: (124x124) Pixel
 20.000 Einzelaufnahmen
 Diﬀusionskoeﬃzient der Teilchen D = 2, 15µm
2
s
 Auﬂösung in x/y: σdet,xy = 500nm
 Axiale Auﬂösung in z: σdet,z = S · 500nm
Der Parameter S = σdet,z/σdet,xy gibt hierbei als Strukturfaktor die Anisotropie der Auﬂö-
sung an. Für die oben gezeigten experimentellen Messdaten beträgt S hierbei ca. Sexp = 2, 6.
Innerhalb der Simulation werden die Teilchen zunächst beliebig verteilt und können zwischen
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den einzelnen Aufnahmen in allen drei Raumdimensionen stochastisch eine brownsche Bewe-
gung gemäß ihres Diﬀusionskoeﬃzienten nach rx,y,z(t+ τ) = rx,y,z(t) + rdiﬀ durchführen. rdiﬀ
steht hierbei für eine normalverteile Zufallsvariable gemäß einer Verteilung um 0 und mit einer
Standardabweichung von
√
2Dτ in den drei Raumdimensionen. Zur Berechnung der Aufnah-
me wird das Bild zunächst mit einem stochastischem Rauschen gefüllt und die Beiträge der
einzelnen Partikel durch eine Gaußfunktion mit einer Halbwertsbreite entsprechend der Auﬂö-
sungen verrechnet. Die Partikel können aus den Rändern der xy−Koordinaten hinaus diﬀun-
dieren und werden durch neue Partikel an einer Randposition ersetzt. Für Partikelpositionen in
z > ±3 ·S ·500nm, weit nachdem die Intensitätsbeiträge der Partikel unterhalb des Rauschnive-
aus liegen, werden diese durch eine neu gewählte Partikelposition an dem Rand des z-Bereichs
ersetzt. Die so erhaltenen simulierten Aufnahmen werden als Bilddateien abgespeichert und in
einem weiteren Schritt identisch zu realen Messdaten nach dem oben beschrieben Prozedere
ausgewertet.




















Abb. 6.22: Einﬂuss der axialen Auﬂösung in simulierten DDM-Messungen
Gezeigt sind die aus simulierten Datensätzen gewonnen Verläufe für D(q) für eine zweidimen-
sionale Diﬀusion und eine dreidimensionale Diﬀusion mit unterschiedlichen Werten der Ani-
sotropie der Auﬂösung S = σdet,z/σdet,xy . Simulierter Datensätze einer zweidimensionalen
Diﬀusion (schwarz) zeigen den erwarteten Verlauf eines weitgehend konstanten Wertes des Dif-
fusionskoeﬃzienten um den in der Simulation verwendeten Wert von D = 2, 15µm
2
s (graue
Linie). Datensätze dreidimensionaler Diﬀusion zeigen eine von S abhängige Überschätzung der
Diﬀusionskoeﬃzienten für kleine Wellenvektoren, die für größere Werte der axialen Auﬂösung
entsprechend abnimmt.
Beispiele der Verläufe von D(q) für eine reduzierten Bereich an Wellenvektoren, in dem der
Fit an den simulierten Datensätzen zu stabilen Ergebnissen führte, sind in Abb. 6.22 gezeigt.
Hierbei wurden zum einen eine zweidimensionale Diﬀusion (keine Bewegung in z) sowie Daten-
sätze für eine dreidimensionale Diﬀusion mit unterschiedlichen Werten der axialen Auﬂösung
aufgetragen. Zunächst zeigt sich, dass die Auswertung einer zweidimensionalen Diﬀusion er-
wartungsgemäß zu einem stabilen Verlauf D(q) um den in der Simulation verwendeten Wert
des Diﬀusionskoeﬃzienten von D = 2, 15µm
2
s führt. Dies veriﬁziert auch die grundlegende Me-
thodik der DDM-Auswertung, die in dieser Arbeit verwendet wird. Für eine isotrope Auﬂösung
mit S = 1 zeigt sich eine starke Abhängigkeit von D(q) mit der erwarteten Überschätzung des
Diﬀusionskoeﬃzienten bei kleiner werden Werten des Wellenvektors. Der Einﬂuss der Diﬀusion
nimmt für eine größer werdende Anisotropie der Auﬂösung aufgrund des abnehmenden Einﬂus-
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ses der Diﬀusion in z erwartungsgemäß ab. Experimentelle Datensätze aus DDM-Messungen
am zweiten SPIM-Aufbau für unterschiedliche Lichtblattdicken im Rahmen der Bachelorarbeit
von Herrn Lukas Weihmayr [137] bestätigen die gezeigten Ergebnisse der Simulationen.
Der Einﬂuss einer axialen Komponente der Diﬀusion in DDM-Messungen wurde bereits in frü-
heren Publikationen angesprochen [113, 116, 118]. Indem in der Strukturfunktion
Dqt(q, τ) = A(q) · [1− g(q, τ)] +B(q) (6.5)
mit der normierten Korrelationsfunktion g(q, τ) die einzelnen Beiträge der lateralen und axialen
Diﬀusion nach g(q, τ) = g2D(q, τ) · gz(q, τ) berücksichtigt werden, können DDM-Messungen
so theoretisch auch zur Bestimmung dreidimensionaler Diﬀusion verwendet werden. Während
die Korrelationsfunktion der lateralen Beiträge die zuvor bereits verwendete Form g2D(q, τ) =
e−Dq
2
xyτ besitzt, ist der Beitrag in axialer Richtung nach [113] in einem Hellfeldmikroskop ab-
hängig von der Kohärenz der verwendeten Ausleuchtung. Während hier für den Grenzfall eine
kohärente Ausleuchtung eine Relation gemäß gz(q, τ) ∼ e−Dq2zτ zustande kommt, führt eine in-
kohärente Ausleuchtung zu einer Abhängigkeit der Form gz(q, τ) ∼ 1/
√
1 +D∆q2τ mit einer
charakteristischen Breite ∆q der optischen Transferfunktion in z. Diese kann als inverser Wert
der Schärfentiefe L(q) = 1/∆q verstanden werden. Diese theoretische Überlegung führt in der
Literatur zu der entsprechenden Empfehlung einer Verwendung eines optischen Systems mit ei-
nem hohen Wert der Schärfentiefe bzw. einer Detektionsoptik mit einer niedrigen numerischen
Apertur. Dies resultiert innerhalb der DDM-Messungen zu einer Zeitskala der Beiträge axialer
Diﬀusion, die vernachlässigbar groß gegenüber der Zeitskala des Anstiegs der Strukturfunktion
aufgrund der lateralen Diﬀusion bleiben.
Eine Implementierung obiger Überlegungen zum Beitrag der axialen Diﬀusion im Rahmen einer
tatsächlichen Auswertung an Messungen dreidimensionaler Diﬀusion wurde nach dem Kennt-
nisstand des Autors dieser Arbeit bisher nicht beschrieben bzw. publiziert und stellt eines der



















Abb. 6.23: Einﬂuss einer gerichteten Strömung in simulierten DDM-Messungen
Die Werte der Diﬀusionskoeﬃzienten aus azimuthal gemittelten simulierten Datensätzen zwei-
dimensionaler Diﬀusion mit einer gerichteten Strömung zeigen eine für stärkere Strömungsge-
schwindigkeiten vFluss zunehmende Überschätzung der Diﬀusionskoeﬃzienten für kleiner wer-
dende Wellenvektoren. Eine Erweiterung auf dreidimensionale Diﬀusion mit ausgeprägter Strö-
mung führt zu einer entsprechenden stärkeren Überschätzung des Diﬀusionskoeﬃzienten im
Vergleich zu einer einer zweidimensionalen Strömung bzw. einer dreidimensionalen Diﬀusion
ohne Strömung (vgl. Abb. 6.22).
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potentiellen künftigen Projekte basierend auf den in dieser Arbeit vorgestellten Grundlagen dar.
Einﬂuss eines gerichteten Strömung auf DDM-Messungen
Der Einﬂuss einer gerichteten Strömung innerhalb der Probe sollte neben dem Eﬀekt der brown-
schen Diﬀusion zu einer entsprechenden Erniedrigung der Zeitskala des Varianzanstiegs und
damit zu einer Überschätzung des Diﬀusionskoeﬃzienten führen. Um dies an simulierten Da-
tensätzen zu testen wurden mehrere Szenarien zweidimensionaler Diﬀusion mit unterschied-
lichen Flussgeschwindigkeiten ~vFluss nach ~rx,y,z(t + τ) = ~rx,y,z(t) + ~rdiﬀ + ~vFlussτ simuliert.
Die aus den DDM-Auswertungen resultierenden Verläufe für D(q) sind in Abb. 6.23 gezeigt.
Die Kurvenverläufe zeigen deutlich die erwartete Überschätzung der Diﬀusionskoeﬃzienten in
Abhängigkeit zur Flussgeschwindigkeit. Diese wächst für kleiner werdende Wellenvektoren ver-
gleichbar zur Überschätzung des Diﬀusionskoeﬃzienten aufgrund einer axialen Diﬀusion an
(siehe Abb. 6.22).
Datensätze mit einer Überlagerung der beiden Eﬀekte zeigen dementsprechend auch eine stärker
ausgeprägte Überschätzung von D(q) im Vergleich zu einer dreidimensionalen Diﬀusion ohne
Fluss bzw. einer zweidimensionalen Diﬀusion mit Fluss. Der Einﬂuss einer gerichteten Strömung
sollte sich zudem in den dreidimensionalen Datensätzen der Strukturfunktion Dqt(qx, qy, τ)






















































Abb. 6.24: Einﬂuss einer gerichteten Strömung auf die Strukturfunktion
(A) Die Darstellung der dreidimensionalen Strukturfunktion Dqt(qx,y) für einen beliebig ge-
wählten Zeitabstand τ = 0, 0121s zeigt für eine simulierte Messung mit einer gerichteten
Strömung eine Abweichung von der theoretisch erwarteten Rotationssymmetrie einer isotro-





y = 3, 14µm
−1 (gepunkteter Kreis in linker Abbildung) zeigt entlang des Kreispro-
ﬁls eine deutliche Abweichung von einem konstanten Verlauf. (B) Vergleichbare Abbildung des
Verlaufs der Strukturfunktion für einen simulierten Datensatz ohne Fluss zeigen im Rahmen
der Fluktuationen einen gleichmäßigen Verlauf der Strukturfunktion. Die Auswertung eines ex-
perimentellen Datensatz mit Fluss zeigt vergleichbar zu Simulationen mit Fluss eine deutliche
Variation der Strukturfunktion.
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einen simulierten Datensatz mit vFluss = 5
µm
s ist in Abb. 6.24 A gezeigt. Durch die gerichte-
te Strömung ist die Annahme der Isotropie nicht mehr erfüllt und die Strukturfunktion zeigt





y . Eine vergleichbare Kurve für einen simulierten Datensatz ohne Fluss (siehe
Abb. 6.24 B) zeigt hingegen den erwarteten konstanten Verlauf von Dqt(q, τ), während die
aus einem experimentellen Datensatz mit Fluss gewonnene Kurve ebenfalls eine deutliche Rich-
tungsabhängigkeit aufweist. Die hier gezeigten Datensätze zeigen deutlich, dass die azimuthale
Mittelung der Datensätze demnach für Messungen mit gerichteter Strömung eine fehlerbe-
haftete gemittelte Größe der Strukturfunktion Dqt(q, τ) zur Folge hat. Stattdessen wäre eine
richtungsabhängige Analyse aller Kurven der Strukturfunktion vonnöten, um den Fehler einer
Überschätzung des Diﬀusionskoeﬃzienten zu vermeiden.
Eine Auswertung der Datensätze der Strukturfunktion entlang einer Ausrichtung orthogonal zur
Flussrichtung ergibt hierbei eine korrekte Bestimmung des Diﬀusionskoeﬃzienten, vergleichbar
zu den Datensätzen ohne Strömung. Die Strukturfunktionen entlang der Flussrichtung zeigt
den zu erwartenden zusätzlichen Anstieg der Varianz aufgrund der gerichteten Bewegung und
lässt sich dementsprechend nicht mehr durch Gl. 3.38 korrekt erfassen. Zur korrekten Aus-
wertung dieser Datensätze bedarf es einer dementsprechend korrigierten Fit-Formel, die die
Abweichungen von einer rein brownschen Bewegung beinhalten. Angepasste Fit-Funktionen
zur Auswertung von DDM-Datensätzen wurden in der Vergangenheit beispielsweise bereits bei
Messdaten verwendet, die eine Überlagerung ballistischer Bewegung mit brownscher Diﬀusi-
on aufzeigten [116, 118, 161]. Aufgrund der Annahme einer Isotropie der hier untersuchten
ballistischen Bewegungen der markierten Teilchen können hierbei jedoch wiederum azimuthal
gemittelte Kurven von Dqt(q, τ) verwendet werden. Eine Berücksichtigung einer gerichtete
Strömung in vergleichbaren Streutechniken [162] führt zu einem Beitrag des Flusses auf die
Korrelationsfunktion gemäß gFluss ∼ eτ2/τ2Fluss mit einer charakteristischen Zeitskala des Fluss-
beitrags τFluss. Eine Fit-Funktion der Form










könnte so zur Analyse einer gerichteten Strömung in DDM-Messungen herangezogen werden.
Ein Versuch der Implementierung obiger Fit-Formel zur Flussgeschwindigkeitsbestimmung im
Rahmen einer richtungsabhängigen Auswertung der Strukturfunktion wurde im Rahmen des
Projekts bislang unterlassen und steht im Fokus weiterer zukünftiger Untersuchungen.
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6.4. Zusammenfassung, Vergleich und Ausblick
Im Rahmen dieser Arbeit erfolgte die Implementierung von drei unterschiedlichen Techniken zur
Diﬀusionsmessung am zuvor vorgestellten Lichtblattmikroskop. Durch Messungen an Eichpro-
ben wurde der Arbeitsablauf zur Datenaufnahme und -auswertung sowie zu berücksichtigende
Faktoren und die Behandlung von probenspeziﬁschen Eigenschaften aufgezeigt. Hierbei traten
charakteristische Vor- und Nachteile der einzelnen Methoden ans Licht. Die Ergebnisse der
Messungen an ﬂuoreszierenden Partikeln in Lösung für unterschiedliche Konzentrationen sind
gesammelt in Abb. 6.25 gezeigt.

















Abb. 6.25: Vergleich der Ergebnisse der Diﬀusionsmessungen an Beads
Gezeigt sind die Ergebnisse der Diﬀusionsmessungen an 200nm Beads für unterschiedliche Kon-
zentrationen mit unterschiedlichen Techniken zur Diﬀusionsmessung. Aufgrund der fehlenden
Unterscheidbarkeit der Teilchen liegen hier für die SPT-Messungen keine Ergebnisse für Lösun-
gen höherer Bead-Konzentration vor. Während SPIM-FCS- (rot) und SPT-Messungen (hellgrau)
Ergebnisse im Bereich des theoretisch erwarteten Diﬀusionskoeﬃzieten von Dtheo = 2, 15
µm2
s
liefern, ergeben DDM-Messungen (dunkelgrau) leicht erniedrigte Werte. Neben der in Unterkap.
6.1 beschriebenen Überschätzung des Diﬀusionskoeﬃzienten bei SPIM-FCS-Messungen an sehr
niedrigen Teilchenkonzentrationen ist keine eindeutige Abhängigkeit des diﬀusiven Verhaltens
von der Teilchenkonzentration im untersuchten Bereich festzustellen.
Die Ergebnisse der gezeigten SPIM-FCS-Messungen zeigten trotz einer breiten Verteilungen
der extrahierten Diﬀusionskoeﬃzienten Mittelwerte der Messungen im Bereich des theoretisch
erwarteten Wertes. Durch eine unabhängige Auswertung aller einzelnen Pixelintensitätsverläufe
besitzt diese Methode neben einer entsprechend hohen Statistik aufgrund der hohen Pixelanzahl
auch die Möglichkeit einzelne Regionen bzw. fehlerhafte Pixel anhand unterschiedlicher Quali-
tätsparameter zu maskieren,. Dies steigert insbesondere bei heterogenen Proben die Qualität der
Ergebnisse. Potentielle Fehlerquellen, wie die Anwesenheit von Agglomeraten oder gerichteter
Strömung, können im Rahmen der verwendeten Fit-Modelle entsprechend berücksichtigt wer-
den. Allein bei zu niedrigen Konzentrationen der untersuchten diﬀundierenden Partikeln zeigte
sich aufgrund der erniedrigten Partikelstatistik in den Observationsvolumen einzelner Pixel eine
potentielle Überschätzung der gemessenen Diﬀusionskoeﬃzienten.
Die hier vorgestellten SPT-Messungen an Beads bestätigen die theoretisch erwarteten Wer-
te der Diﬀusion für die untersuchten Proben, sowie die Ergebnisse der SPIM-FCS-Messungen.
Die Notwendigkeit der Unterscheidbarkeit der einzelnen Partikel limitiert diese Methode je-
doch auf niedrige Teilchenkonzentrationen. Durch eine Betrachtung des Ensemblemittels einer
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entsprechend hohen Anzahl an Partikeltrajektorien kann hier eine stabile Auswertung des dif-
fusiven Verhaltens gewährleistet und probenspeziﬁsche Eigenschaften wie die einer gerichteten
Strömung verlässlich bestimmt und korrigiert werden.
Die Implementierung von DDM-Messungen an dem vorgestellten Lichtblattmikroskop zeigte
gerätespeziﬁsche Herausforderungen in der Auswertung der Datensätze. Aufgrund der hohen
axialen Auﬂösung eines Lichtblattmikroskops führt die bisher für die Verwendung dieser Messme-
thode meist unberücksichtigte Diﬀusion in axialer Dimension zu einer wellenvektorabhängigen
Überschätzung der Diﬀusionskoeﬃzienten. Auch die Auswirkungen eines potentiellen Flusses in
der Probe zeigen hier die Grenzen der Methode auf, die zu einer notwendigen Anpassung der
Auswerteroutine für derartige Messsituationen führt. Die Ergebnisse der hier gezeigten Auswer-
tungen experimenteller Datensätze führen demnach nur zu bedingt mit den zuvor vorgestellten
Methoden vergleichbaren Ergebnissen.
Weiterführende Projekte ausgehend von den hier gezeigten Messungen beinhalten zum einen
den Einsatz der SPIM-FCS-Technik an biologischen Proben. Aufgrund der hier gegebenen Mög-
lichkeit, parallelisierte Diﬀusionsmessungen in größeren Regionen heterogener Proben durchzu-
führen und in der Auswertung räumlich diskriminieren zu können, erlaubt diese Methode auch
die Untersuchung komplexerer Diﬀusionsszenarien in der Umgebung von Zellen und Embryonen.
Erste derartige Messungen werden im nachfolgenden Kapitel vorgestellt.
Zudem sind zukünftige Diﬀusionsstudien unter Verwendung der unterschiedlichen Techniken
sowie eine Weiterentwicklung der hier vorgestellten DDM-Auswertung unter Berücksichtigung
der Störgrößen Fluss und axialer Diﬀusion geplant.
Ein Vergleich der Anwendung der hier vorgestellten Techniken an einem Lichtblattmikroskop in
Form einer Publikation beﬁndet sich zum Zeitpunkt der Abgabe dieser Arbeit in der Entstehung.
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7. Diﬀusionsmessungen im frühen Wurmembryo mit
SPIM-FCS
Nach der Durchführung erster Messungen an Eichproben besteht der nächste Schritt im Ein-
satz der SPIM-FCS-Technik an lebenden biologischen Systemen. Erste erfolgreiche SPIM-FCS-
Messungen der Proteindiﬀusion in biologischen Proben wurden zumeist in Kulturzellen durchge-
führt [101, 102, 104, 107]. Weitere Diﬀusionsmessungen, z.B. in der Flügelimaginalscheibe jun-
ger Drosophila-Embryonen [101] oder an Partikeln im Blutkreislauf eines Zebraﬁsch-Embryos
[100], zeigen erste erfolgreiche Anwendungen in Embryonen als empﬁndlichen Modellsystemen.
Ein Ziel der vorliegenden Arbeit ist die erstmalige Durchführung von SPIM-FCS-Messungen
im frühen Embryo des C. elegans. Ein Teil der hier vorgestellten Ergebnisse wurde bereits im
Rahmen dieser Arbeit publiziert [103]. Messungen und die Evaluation der Daten wurden, soweit
nicht anders vermerkt, vom Autor dieser Arbeit getätigt.
7.1. Messungen am peripherem Membranprotein PLC1δ1
Zielsetzung und Motivation
Zur Überprüfung der Einsatzmöglichkeiten der SPIM-FCS-Technik in frühen Embryonen des C.
elegans wird als erste Probe zunächst ein System gewählt, innerhalb dessen sowohl das Szenario
einer dreidimensionalen Diﬀusion im Zytoplasma als auch einer zweidimensionalen Diﬀusion auf
einer Membran untersucht werden kann. Hierfür geeignet scheint das periphere Membranprotein
PLC1δ1, welches im C. elegans-Embryo aufgrund seiner Pleckstrinhomologiedomäne an die
Zellmembran ankoppeln kann, wo es eine zweidimensionale Diﬀusion zeigt [163]. Des weiteren
kann es sich nach einer typischen Aufenthaltszeit auf der Membran wieder von dieser lösen und
liegt somit auch frei diﬀundierend im Zytoplasma der Zelle vor.
Abb. 7.1: Probe und Position des Lichtblatts zur Diﬀusionsmessung in C. elegans
(A) Gezeigt sind eine Einzelaufnahme der Fluoreszenzintensität der Linie OD58 in einer Ebe-
ne, sowie darunter eine Maximalintensitätsprojektion einer Stackaufnahme. Man erkennt die
erhöhte Proteinkonzentration an der Membran und den geringeren zytoplasmischen Anteil des
markierten Proteins. (B) Die Lichtblatt- und Detektionsebene für SPIM-FCS-Messungen wird
für Membranmessungen in die dem Detektionsobjektiv näher zugewandte Zellmembran gelegt
(türkise Ebene). Diﬀusionsmessungen werden in einer Ebene in der oberen Hälfte des Embryos
vorgenommen, um mögliche Aberrationen durch die Probe gering zu halten (grüne Ebene in
rechter Abbildung). Abbildung nach [103]
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Diﬀusionsmessungen an diesem Protein mittels scanning -FCS lieferten in früheren Studien Wer-
te für DMembran = (1, 1 ± 0, 3)µm
2
s und DZyto = (8, 1 ± 2, 0)µm
2
s [37], während aus FRAP-
Experimenten Werte der Membrandiﬀusion von DMembran = (1, 7 ± 0, 2)µm
2
s mit typischen
Residenzzeiten von τ = (8, 3± 1, 1)s auf der Membran gemessen wurden [164]. Hiermit beﬁn-
det sich das Protein in einem für SPIM-FCS messtechnisch zugänglichem Bereich der Diﬀusion.
Versuchsdurchführung, Datenevaluation und Ergebnisse der Diﬀusionsmessungen
Die Messungen werden in frühen Embryonen der bereits zuvor in dieser Arbeit verwendeten
Wurmlinie OD58 durchgeführt (siehe Abb. 7.1 A). Hierfür werden Embryonen zu einem Zeit-
punkt vor der ersten Zellteilung nach der in Unterkap. 5.1 beschriebenen Methodik präpariert,
in der Mitte des Lichtblatts positioniert und eine konsekutive Bildaufnahme gestartet. Die Auf-
nahmeparameter der Messungen sind wie folgt:
 Laserleistung (491nm): 50mW
 AOTF (491nm): 1− 10V (Leistung an hinterer Objektiv-Apertur: 0, 8− 26, 0mW )
 20.000 Einzelaufnahmen + 2.000 Hintergrundaufnahmen
 Kamerabelichtungszeit: 152− 1004µs
 Binning (on-chip): 2× 2
 ROI: (400× 28)− (400× 208) Pixel
 Lichtblattdicke: 1, 2µm
Für Messungen der Membrandiﬀusion wird die Aufnahme in der dem Detektionsobjektiv zuge-



































Abb. 7.2: Beispielkurven für die Intensitätskurve, Bleichkorrektur und Autokorrelati-
onsfunktion einer SPIM-FCS-Messung in der Membran
(A) Das unkorrigierte Intensitätssignal eines Pixels einer Messung in der Membran des Em-
bryos zeigt einen deutlichen Abfall aufgrund von Bleichprozessen in der Probe hin zu einem
asymptotischem Verlauf zum Ende der Messung. Der Abfall wird über einen Fit (rot) nach Gl.
6.1 erfasst. (B) Die nach Gl. 6.2 korrigierte Intensitätskurve zeigt den erwarteten Verlauf von
Fluktuationen um einen konstanten Mittelwert. (C) Der Abfall der aus der korrigierten Intensi-
tätskurve resultierende Autokorrelationsfunktion wird über einen entsprechenden Fit (rot) eines
zweidimensionalen Diﬀusionsverhaltens erfasst und der Diﬀusionskoeﬃzient kann als oﬀener
Fit-Parameter ermittelt werden. (a = 650nm, τmin = 1004µs) Abbildung nach [103]
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Um eine mögliche Membranbewegung innerhalb des Lichtblatts während der Aufnahmedauer
aufgrund der Entwicklung und Umstrukturierung im Embryo zu vermeiden, werden die Mem-
branmessungen in zeitlich stabilen Sequenzen der Embryonalentwicklung durchgeführt. Hierfür
werden Embryonen im Einzellzustand vor der ersten Zellteilung und im Zweizellzustand verwen-
det. Eine Begrenzung der Messdauer auf maximal 20s erzielte hierbei größtenteils zufrieden-
stellende Ergebnisse. Diﬀusionsmessungen im Zytoplasma sind bezüglich der Wahl des Mess-
zeitpunkts unkritischer, wobei darauf geachtet wird. nur während der Interphase des Zellzyklus
zu messen. Zur Steigerung des Signals durch eine leicht erhöhte Fluorophorexpression wird die
Temperatur in der Probenkammer für die Messung auf 25°C erhöht. Die vergleichsweise hohe
Anregungsleistung des Lasers ist in der für die FCS-Messungen notwendigen hohen Aufnahme-
rate begründet. Diese führt zu Integrationszeiten des Kamerasensor, welche um einen Faktor
50− 500 kleiner sind im Vergleich zu üblichen Belichtungszeiten bei Langzeitaufnahmen (siehe
Unterkap. 5.1). Um dennoch ein für die Auswertung ausreichendes Signal-Rausch-Verhältnis zu
erlangen, wird der Abfall der detektierten Intensität zum einen durch ein 2× 2-on-chip-Binning
als auch durch eine erhöhte Anregungsleistung kompensiert, was wiederum zu Bleichprozessen
und der Notwendigkeit einer Bleichkorrektur nach Gl. 6.2 führt. Ein Beispiel der Intensitätskurve
einer Membranmessung ist mit dem zugehörigem Fit der Bleichkurve in Abb. 7.2 A zu sehen.
Die korrigierte Intensitätskurve ist in Abb. 7.2 B gezeigt und stellt den entsprechenden Verlauf





























Abb. 7.3: Beispiel einer SPIM-FCS-Messung in der Membran und Statistik über meh-
rere Messungen
(A) Das normierte Intensitätsbild einer Messung in der Membran eines Embryos im Zweizellzu-
stand zeigt eine heterogene Proteinansammlung auf der Membran. Anhand der Intensitätswerte
lassen sich Bereiche der Aufnahme außerhalb der Membran entsprechend maskieren. (B) Die
durch den Fit erhaltenen Werte des Diﬀusionskoeﬃzienten lassen sich als zweidimensionale
Abbildung wiedergeben. In dieser Darstellung ist bereits eine Heterogenität des Diﬀusions-
verhaltens zu erkennen. (C) Die Statistik aller ausgewerteten Pixel bezüglich des erhaltenen
Diﬀusionskoeﬃzienten zeigt eine breite Verteilung um einen Mittelwert von (0, 95± 0, 46)µm2s .
(a = 650nm, τmin = 1004µs) (D) Die Ergebnisse mehrerer Messungen an unterschiedlichen
Embryonen sind jeweils als Boxplot dargestellt. Die Medianwerte der einzelnen Werte schwanken
zwischen DMedian = 0, 631, 04
µm2
s . (a = 650nm, τmin = 1004µs) Abbildung nach [103]
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Die aus dem so korrigierten Pixelintensitätsverlauf resultierende Autokorrelationskurve ist in
Abb. 7.2 C mit dem zugehörigem Fit basierend auf einer zweidimensionalen Diﬀusion auf der
Membran nach Gl. 3.35 zu sehen. Die Zeitauﬂösung des Abfalls der Autokorrelationsfunktion
ermöglicht bei einer Pixelgröße von a = 650nm (eﬀektives Binning von 4× 4) die Bestimmung
des Diﬀusionskoeﬃzienten zur weiteren Evaluation. Das Ergebnis einer SPIM-FCS-Messungen
in der oberen Membran eines zweizelligen Embryos ist in Abb. 7.3 zu sehen. Über das gemit-
telte Intensitätsbild der Langzeitaufnahme (Abb. 7.3 A) können die Pixelbereiche außerhalb
der Membran anhand der gemessenen Fluoreszenzintensität als Hintergrund maskiert werden,
um in späteren Schritten der Auswertung nicht weiter berücksichtigt zu werden. Die Fluo-
reszenzintensität selbst zeigt auf der Membran unterschiedliche Bereiche höherer Fluorophor-
konzentrationen. In der aus den Fit-Ergebnissen entstanden Diﬀusionskarte (Abb. 7.3 B) ist
eine deutliche Streuung der erhaltenen Diﬀusionskoeﬃzienten mit Regionen höherer und nied-
rigerer Diﬀusion zu erkennen. Dies spiegelt, zusammen mit der Breite der Verteilung aus der
Statistik über alle evaluierten Pixel in der Messung (Abb. 7.3 C), zum einen nicht zu vermei-
dende Ungenauigkeiten der Messung bzw. des Fit-Prozesses wieder, kann aber auch Aufschluss
über ein gewisses Maß einer Heterogenität im Diﬀusionsverhalten auf der Membran geben. Die
hier exemplarisch gezeigte Verteilung besitzt einen Mittelwert von (0, 95± 0, 46)µm2s (Binning
4× 4) mit der Standardabweichung aller Pixel als Fehler und liegt somit im erwarteten Bereich
des Diﬀusionskoeﬃzienten aus früheren FCS-Studien [37]. 12 unterschiedliche Membranmes-
sungen an Embryonen ergaben vergleichbare Verteilungen mit Medianwerten im Bereich von
DMedian = 0, 631, 04
µm2



































Abb. 7.4: Beispielkurven für die Intensitätskurve, Bleichkorrektur und Autokorrelati-
onsfunktion einer SPIM-FCS-Messung im Zytoplasma
(A) Das unkorrigierte Intensitätssignal eines Pixels einer Messung im Zytoplasma des Embryos
zeigt einen Abfall aufgrund von Bleichprozessen in der Probe. Im Vergleich zu Membranmessun-
gen (siehe Abb. 7.2) erfolgt der Abfall langsamer, was in dem höheren Austausch von Proteinen
aus dem restlichen Zytoplasma begründet sein kann. Der Abfall wird über einen Fit (rot) nach
Gl. 6.1 erfasst. (B) Die korrigierte Intensitätskurve zeigt diﬀusionsbasierte Fluktuationen um
einen konstanten Mittelwert. (C) Der Abfall der Autokorrelationsfunktion wird im Rahmen ei-
nes auf dreidimensionaler Diﬀusion basierten Fits (rot) erfasst. Die Kurve zeigt einen Abfall
auf einer kürzeren Zeitskala aufgrund der schnelleren zytoplasmischen Diﬀusion und ein hö-
heres Rauschen im Vergleich zu Membranmessungen. Dies ist in der geringeren Intensität der
aufgenommenen Intensitätskurve aufgrund der niedrigeren Proteinkonzentration und der not-
wendigerweise höheren Aufnahmerate der Messungen begründet. (a = 975nm, τmin = 351µs)
Abbildung nach [103]
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In allen Verteilungen fallen einzelne Ausreißer zu höheren Diﬀusionskoeﬃzienten auf, die auf
einen eventuellen Beitrag schnellerer zytoplasmischer Diﬀusion in der ACF hindeuten. Der In-
tensitätsverlauf mit verwendeter Bleichkorrektur sowie der korrigierte Intensitätsverlauf eines
Pixels einer Messung im Zytoplasma sind in Abb. 7.4 A,B gezeigt. Der bleichinduzierte Inten-
sitätsabfall geschieht hierbei langsamer als auf der Membran, was mit dem höheren Grad an
Teilchenaustausch im Zytoplasma erklärt werden kann. Die erhaltene Autokorrelationskurve in
Abb. 7.4 C zeigt neben einem Abfall bei einer kleineren charakteristischen Zeitskala, wie es für
die schnellere zytoplasmische Diﬀusion zu erwarten ist, auch größere Schwankungen der Kurve
aufgrund des niedrigeren Signal-Rausch-Verhältnisses bei Messungen im Zytoplasma. Dies ist
zum einen in dem geringeren Signal einer reduzierten zytoplasmischen Konzentration des Pro-
teins begründet als auch in der nun notwendigerweise höheren verwendeten Zeitauﬂösung (hier
τmin = 351µs) und der damit verbundenen Signalerniedrigung, um den schnelleren Abfall der
Autokorrelationsfunktion noch verlässlich ﬁtten zu können. Der Diﬀusionskoeﬃzient kann trotz
der niedrigeren Datenqualität im Vergleich zu Membranmessungen durch die höhere Zeitauf-
lösung und unter Verwendung eines erhöhten eﬀektiven Binnings von 6 × 6 (a = 975nm) mit
einem Fit basierend auf dreidimensionaler Diﬀusion nach Gl. 3.29 bestimmt werden. Das exem-
plarische Ergebnis einer Messung im Zytoplasma ist in Abb. 7.5 gezeigt. Erneut erfolgt anhand
des Intensitätsbildes eine Maskierung von Bereichen, die entweder Hintergrund oder Membran-
segmente beinhalten. Aufgrund der hohen nötigen Aufnahmeraten > 1000fps wird nur ein
schmalerer Bereich des Sensors ausgelesen, was dazu führt, das Teile des Embryos nicht mehr
in der aufgenommenen ROI liegen. Die erhaltene Diﬀusionskarte zeigt erneut eine räumliche
Verteilung unterschiedlicher Diﬀusionskoeﬃzienten, welche Ihren Ursprung in zytoplasmischer
Heterogenität z.B. aufgrund der Präsenz von Zellorganellen oder Makromolekülen haben kann,



























Abb. 7.5: Beispiel einer SPIM-FCS-Messung im Zytoplasma und Statistik über meh-
rere Messungen
(A) Das normierte Intensitätsbild einer Messung im Zytoplasma eines Embryos im Zweizell-
zustand zeigt eine geringe Heterogenität des zytoplasmischen Proteinanteils. Klar erkennbare
Membranbereiche werden vor der Auswertung maskiert. (B) Die Diﬀusionskarte im Zytoplas-
ma zeigt ein heterogenes Diﬀusionsverhalten. (C) Die Statistik über alle Pixel zeigt eine breite
Verteilung der gemessen Diﬀusionskoeﬃzienten um einen Mittelwert von (7, 48 ± 2, 78)µm2s
(a = 975nm, τmin = 351µs). (D) Die Ergebnisse mehrerer Messungen an unterschiedlichen
Embryonen sind als Boxplot dargestellt. Die Medianwerte der einzelnen Werte schwanken zwi-
schen DMedian = 6, 6313, 38
µm2
s . (a = 975nm mit τmin = 154 − 1004µs) Abbildung nach
[103]
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Die Statistik aller ermittelten Diﬀusionskoeﬃzienten in der Aufnahme zeigt eine entsprechende
Breite der Verteilung um einen Mittelwert von (7, 48±2, 78)µm2s mit der Standardabweichung als
Fehler. Die Diﬀusion von PLC1δ1 ist somit im Zytoplasma ungefähr eine Größenordnung schnel-
ler als auf der Membran. Die gemessenen Werte decken sich wiederum im Rahmen der Fehler
mit den Ergebnissen früherer FCS-Studien [37]. Die gemessenen Verteilungen aus insgesamt 7
Messungen an frühen Embryonen zeigen vergleichbare Verteilungen des Diﬀusionskoeﬃzienten
mit Medianwerte im Bereich von DMedian = 6, 6313, 38
µm2
s (a = 975nm).
Bestimmung der Residenzzeit auf der Membran über Pixel-Binning
Betrachtet man die erhaltenen Diﬀusionskoeﬃzienten aus den Membanmessungen an PLC1δ1
zeigt sich ein deutlicher Anstieg der Verteilungen der erhaltenen Diﬀusionskoeﬃzienten für an-
wachsende Pixelgrößen im Bereich von a = 325− 1300nm (siehe Abb. 7.6). Dieses Phänomen
zeigt sich nicht für Messungen im Zytoplasma. Hier beträgt der Mittelwert mit Standardab-
weichung aus allen Messungen im Zytoplasma DZyto = (10, 22 ± 6, 66)µm
2
s für a = 975nm
und DZyto = (10, 94 ± 6, 30)µm
2
s für a = 1300nm. Messungen für kleinere Pixelgrößen sind
aufgrund der Datenqualität hier nicht mehr verlässlich auswertbar. Der weitgehend konstante
Wert der zytoplasmischen Diﬀusion lässt einen systematischen Fehler der Auswertung, z.B. auf-











Abb. 7.6: Anstieg des eﬀektiv gemessenen Diﬀusionskoeﬃzienten für ansteigende Pi-
xelgrößen
Gezeigt sind die Mittel- und Medianwerte (Kreise und Dreiecke) aus den Verteilung aller gemes-
senen Pixel für unterschiedliche Pixelgrößen. Die Fehler entsprechen den Standarabweichungen
der Verteilungen. Die Verteilungen der Messwerte steigen für größere Pixelabmessungen an, was
im Rahmen von Gl. 7.3 aufgrund des Einﬂusses der begrenzten Residenzzeit T rationalisiert wer-
den kann. Ein Fit nach Gl. 7.3 (rot) mit realistischen Werten der Diﬀusion auf Membran und im
Zytoplasma erfasst den Ansteig der Verteilungen und bestätigt mit T = 2, 8s eine Residenzzeit
des peripheren Membranproteins PLC1δ1 im Sekundenbereich. Abbildung nach [103]
Der scheinbare Anstieg des gemessenen Diﬀusionskoeﬃzient kann anders erklärt werden. Ein
Nebeneﬀekt des erhöhten Binnings ist die Verschiebung der Diﬀusionszeit im nun vergrößertem
Observationsbereich zu längeren Zeitskalen. Als peripheres Membranprotein verbleibt PLC1δ1
jedoch nur für einen Zeitraum im Bereich von wenigen Sekunden auf der Membran [163? ] um
anschließend wieder in das Zytoplasma zurückzufallen. Die Entbindung von der Membran und
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die gemessenen Beiträge der erhöhten zytoplasmischen Diﬀusion führen so zu einer relativen
Erniedrigung des Werts der eﬀektiv gemessenen Diﬀusionszeit und somit zu einer Erhöhung des
daraus abgeleiteten Diﬀusionskoeﬃzienten. Dieser Eﬀekt wurde auch in FRAP-Messungen an
identischen Proben in früheren Studien berichtet, wo eine Vergrößerung der Bleichregion bei
einer Annahme einer rein diﬀusiven Erholung des Messsignals zu einem anwachsenden gemes-
senen Diﬀusionskoeﬃzienten führte [164].
Während der Messdauer lässt sich der Rückfall der Proteine von der Membran ins Zytoplas-
ma im Observationsvolumen im Rahmen eines Poisson-Prozesses mit der Wahrscheinlichkeit
p(t) = 1 − e−k·t mit einer Rate k beschreiben. Die gemittelte Diﬀusionszeit τDiﬀ durch die
Observationsﬂäche R2 ist somit gegeben über
τDiﬀ =
R2
4 {(1− p(τ))DMembran + p(τ)DZyto} (7.1)
mit den tatsächlichen Diﬀusionskoeﬃzienten DMembran und DZyto. Mit typischen Diﬀusionszei-
ten τDiﬀ im Bereich < 100ms und erwarteten Residenzzeiten auf der Membran im Sekunden-
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(7.2)
mit ξ = (DZyto − DMembran)/(DMembran · T ) und der Residenzzeit T des Proteins auf der
Membran. Der eﬀektiv gemessene Diﬀusionskoeﬃzient Deﬀ wird so abhängig von der Größe
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) (7.3)
beschrieben und wächst bei größeren Werten für R2 aufgrund der begrenzten Residenzzeit
der Proteine auf der Membran. Eine in Abb. 7.6 gezeigte Abschätzung basierend auf Gl.
7.3 und unter Verwendung realistischer Werte der Diﬀusionskoeﬃzienten und Residenzzeiten
(DZyto = 8
µm2
s , DMembran = 0, 3
µm2
s und T = 2, 8s) gibt den Trend der experimentell ermit-
telten Werte des gemessenen Diﬀusionskoeﬃzienten auf der Membran für eine anwachsende
Pixelgröße entsprechend wieder und bestätigt die zuvor berichteten Zeitskalen der Proteinresi-
denzzeit auf der Membran im Sekundenbereich [103, 163? ]. Die Abhängigkeit der Größe der
Observationsﬂäche R2 von der Pixelgröße a nach Gl. 3.33 wurde hierbei für den gemessenen
Bereich zu R ≈ a/0, 6 angenähert. Trotz einiger Näherungen, unter anderem der fehlende
Berücksichtigen von Ereignissen, bei denen zytoplasmische Proteine während der Messung an
die Membran anhaften, ermöglicht dieses relativ simple Modell bereits die Quantiﬁzierung von
(Ent-)Bindungsereignissen an Membranen anhand von Diﬀusionsquantiﬁzierungen auf unter-
schiedlichen Längenskalen. Die Überprüfung eines eventuellen Einﬂusses anomaler Diﬀusion
bzw. die Untersuchung des Verhaltens der Diﬀusionszeiten auf unterschiedlichen Längenskalen
nach dem FCS-Diﬀusion-Law [149, 150] bezüglich einer Kompartimentalisierung bzw. Struktur
auf der Membran wird an dieser Stelle aufgrund des vermeintlich dominanten Charakters der
begrenzten Residenzzeit der Proteine auf der Membran unterlassen, auch wenn ein möglicher
Einﬂuss dieser Faktoren nicht ausgeschlossen werden kann.
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Zusammenfassung
Die hier gezeigten Messungen der Proteindiﬀusion von PLC1δ1 stellen den ersten berichteten
Einsatz der SPIM-FCS-Technik zur Quantiﬁzierung der Proteindiﬀusion und Bindung in frü-
hen Embryonen des C. elegans dar. Sowohl die langsame Diﬀusion auf der Membran als auch
die schnelle zytoplasmische Diﬀusion konnten hierbei gemessen werden. Die so erhaltenen Er-
gebnisse stimmen mit den Berichten früherer Studien überein. Neben der Möglichkeit so auch
potentielle Heterogenitäten in der zweidimensionalen Ebene der Probe untersuchen zu können
wurde des weiteren gezeigt, wie eine längenskalenabhängige Untersuchung des Diﬀusionsver-
haltens auf der Membran zur Abschätzung der Residenzzeit eines peripheren Membranproteins
genutzt werden kann. Ausgehend von den Ergebnissen dieses Kapitels in Form eines ersten
erfolgreichen Einsatzes der SPIM-FCS-Technik in C. elegans-Embryonen sollen nun im Nach-
folgenden Abschnitt Messungen an einem Protein mit einem anisotropen Diﬀusionsverhalten
unternommen werden.
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7.2. Verfolgung der Diﬀusionsgradientenentwicklung von PIE-1
Dieses Projekt wurde im Rahmen dieser Arbeit durch den Verfasser begonnen und nachfol-
gend im Rahmen einer Masterarbeit von Dirk Hofmann [141] am Lehrstuhl unter Betreuung
durch den Verfasser dieser Arbeit weitergeführt. Projektkonzeptionierung, erste Messungen so-
wie die Erstellung der frühen Fassungen der Auswerteskripte und der Datenevaluation wurden
vom Verfasser dieser Arbeit durchgeführt. Weitere Messungen sowie die Weiterentwicklung von
Auswerteskripten, unterstützende konfokale FCS-Messungen und die Auswertung der späteren
Gesamtdaten erfolgten unter Betreuung durch Herrn Hofmann.
Zielsetzung und Motivation
Nach den erfolgreichen Kalibrationsmessungen, sowie Messungen an zytoplasmischer Diﬀusi-
on und der Diﬀusion auf Membranen im lebenden frühen Embryo [103], soll in einem nächsten
Schritt ein entstehender Proteindiﬀusionsgradient im frühen Embryo räumlich und zeitlich unter-
sucht werden. Die Möglichkeit Diﬀusion in einer kompletten Ebene des Embryos zur gleichen Zeit
zu messen liefert hierbei unter der Annahme eines annähernd rotationssymmetrischen Gradien-
ten einen Einblick in das Diﬀusionsverhalten im gesamten Embryo zum Zeitpunkt der Messung.
Ein interessanter Untersuchungsgegenstand im frühen C. elegans ist hierbei die Entstehung des
Konzentrations- und Diﬀusionsgradienten des Proteins PIE-1 (siehe Unterkap. 2.2.2).
Das Protein PIE-1 spielt im frühen Embryo die Rolle einer Keimbahndeterminante, indem es so-
wohl als Transkriptionsrepressor als auch als Expressionspromoter fungiert [165, 166]. PIE-1 wird
hierbei zwischen dem Zeitpunkt der Befruchtung und der ersten Zellteilung von einer zunächst
räumlich homogenen Verteilung ausgehend am posterioren Ende, dem späterem Entstehungsort
der P1-Zelle, angereichert. Die verbleibende Proteinkonzentration im anterioren Ende wird nach
der ersten Zellteilung in der entstandenen AB-Zelle abgebaut [167, 168]. Der zugrundeliegende
Prozess der räumlichen Proteinumverteilung von PIE-1 vor der ersten Zellteilung ist nach wie
vor diskutiert. Daniels et al schlagen hierfür ein heterogenes Reaktions-/Diﬀusionsmodell vor,
innerhalb dessen eine Erniedrigung des Diﬀusionskoeﬃzient von PIE-1 im posterioren Ende die
dortige Anreicherung unterstützt [36]. Der entstehende Konzentrationsgradient steht in Abhän-
gigkeit zum inversen Gradienten der Proteine MEX-5/6 (siehe Unterkap. 2.2.2), so dass ein
Gen-Knockdown der MEX-5/6 Expression zu einem Ausbleiben der posterioren Anreicherung
von PIE-1 führt [36, 169]. Da die PIE-1-Gesamtkonzentration im Embryo für die MEX-5/6-
Mutanten zum Wildtypen vergleichbar bleibt, wird ein Modell basierend auf einer Proteindegra-
dation auf anteriorer Seite durch die dort höhere MEX5/6-Konzentration als zugrundeliegender
Prozess der Konzentrationsgradientenentstehung ausgeschlossen [36]. Ergebnisse von Bleich-
experimenten hinsichtlich einer möglichen Immobilisierung des Proteins im posterioren Bereich
des Zytoplasmas, sowie der Möglichkeit einer Diﬀusionsbarriere entlang der anterior-posterior
Grenze im Embryo schließen auch diese beiden Möglichkeiten aus [36]. Frühere Studien be-
legen neben dem Konzentrationsgradienten von PIE-1 einen zusätzlichen Diﬀusionsgradienten
mit einer niedrigeren Diﬀusion im posteriorem Bereich und einer höheren Diﬀusion im anterio-
rem Bereich [36, 169]. FCS-Messungen im anterioren und posterioren Ende eines befruchteten
Wurmes zum Zeitpunkt des Zusammenbruchs der Nukleushülle (nuclear envelope breakdown,
NEBD) ergeben Werte des Diﬀusionskoeﬃzienten von PIE-1 von DAnterior = (8, 03±0, 34)µm
2
s
undDPosterior = (0, 61±0, 12)µm
2
s mit Anomalieparametern der Diﬀusion von αAnterior = 0, 65±
0, 01 und αPosterior = 0, 35 ± 0, 02 [169] . Eine Kombination aus FRAP- und FCS-Messungen
im Rahmen eines zwei- bis dreikomponentigen Fit-Modells einfacher Diﬀusion ergab Werte von
DAnterior,schnell = (8, 7 ± 0, 7)µm
2
s und DAnterior,langsam = (0, 6 ± 0, 2)µm
2
s mit einer schnellen
Fraktion von ρAnterior,schnell = 0, 8, sowieDPosterior,schnell = (14, 2±7, 8)µm
2
s ,DPosterior,langsam =
(0, 6 ± 0, 3)µm2s und DPosterior,sehr langsam = (0, 006 ± 0, 002)µm
2
s mit einer schnellen Fraktion
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von ρPosterior,schnell = 0, 3 und einer langsamen Fraktion von ρPosterior,langsam = 0, 4 [36]. Beiden
Studien gemeinsam ist die Beobachtung höherer Diﬀusionskoeﬃzienten bzw. größerer Anteile
einer schnellen Fraktion im anterioren Teil des Embryos. Abweichend von Daniels et al, die
eine Erniedrigung der Diﬀusion von PIE-1 auf posteriorer Seite vorschlagen [36], erklärt Wu et
al den entstehenden Diﬀusionsgradienten mit einer durch MEX-5/6 induzierten Erhöhung der
PIE-1-Diﬀusion auf anteriorer Seite, was durch RNAi Experimente gestützt wird, in denen ein
Knockdown von MEX-5/6 zu einem nahezu gleichverteilten Diﬀusionskoeﬃzienten von PIE-1
von DAnterior,Knockdown = (0, 82± 0, 12)µm
2




Um die oben genannten Ergebnisse früherer Studien zu überprüfen und den zeitlichen Verlauf
des Diﬀusionsgradienten in einer räumlich ausgedehnten Ebene des Wurmes zu quantiﬁzieren,
sollen SPIM-FCS-Messungen an frühen Embryonen der Linie JH1327 (PIE-1::GFP) zu unter-










































Treffen der Pronukleikurz nach der Befruchtung
anteriorposterior
Abb. 7.7: Entstehender Diﬀusionsgradient von PIE-1
(A) Zum Zeitpunkt kurz nach der Befruchtung (sichtbar an der gewellten Oberﬂäche des Em-
bryos in der Auﬂichtaufnahme) zeigt das Intensitätsbild einer Fluoreszenzaufnahme eine ho-
mogene Verteilung des ﬂuoreszenzmarkierten Proteins im Embryo. Zum späteren Zeitpunkt des
Treﬀens der Pronuklei (zu erkennen in der Auﬂichtaufnahme im linken Bereich des Embryos) hat
sich bereits ein Konzentrationsgradient der Proteinverteilung ausgebildet. Ebenso ist die erhöhte
Konzentration von PIE-1 am männlichen Pronukleus zu erkennen [170]. (B) Diﬀusionskarten
aus SPIM-FCS-Messungen (a = 1300nm mit tmin = 1004µs) basierend auf einer einkompo-
nentigen freien Diﬀusion zeigen eine weitgehend heterogene Verteilung im frühen Embryo mit
vereinzelt erhöhten Werten auf der anterioren Seite. Zum späteren Zeitpunkt ist eine deutliche
Erhöhung des Diﬀusionskoeﬃzienten auf der anterioren Seite zu erkennen. (C) Der für jede
Spalte gemittelte Wert des Diﬀusionskoeﬃzienten entlang der x- bzw. anterior-posterior-Achse
zeigt im frühen Embryo einen weitgehend konstanten Verlauf, während nach der Ausbildung
des Konzentrationsgradienten von PIE-1 ein klarer Anstieg zu höheren Diﬀusionskoeﬃzienten
sichtbar wird. Auf posteriorer Seite bleiben die Werte weitgehend unverändert.
120
7 DIFFUSIONSMESSUNGEN IM FRÜHEN WURMEMBRYO MIT SPIM-FCS
und im frischem Einzellzustand kurz vor der ersten Zellteilung) durchgeführt und die räumlich
und zeitliche Entwicklung der Proteindiﬀusion verglichen werden.
Versuchsdurchführung, Datenevaluation und Ergebnisse einer einkomponentigen Aus-
wertung
Für SPIM-FCS-Messungen werden die Embryonen wie in Unterkap. 5.1 beschrieben präpariert,
in der Mitte des Lichtblatts positioniert und die Messung zum gewünschten Zeitpunkt gestartet.
Die Wurmlinie wird hierbei aufgrund der Tendenz ihre stabile Transfektion mit der Zeit zu verlie-
ren bei 24°C gehalten und nur solche Würmer für neue Platten und Messungen ausgewählt, die
deutlich den zur Transfektion zugehörigen Roller -Phänotypen zeigten. Die Aufnahmeparameter
sind wie folgt:
 Laserleistung (491nm): 50mW
 AOTF (491nm): 4, 5− 10V (Leistung an hinterer Objektiv-Apertur: 12, 7− 26, 0mW )
 20.000 Einzelaufnahmen + 2.000 Hintergrundaufnahmen
 Kamerabelichtungszeit: 1004µs
 Binning (on-chip): 2× 2
 Temperatur in Probenkammer: 24°C
 ROI: (400× 208) Pixel
 Lichtblattdicke: 1, 2µm
Die Aufnahmeebene wird mittig im Embryo gewählt, um den erwarteten Diﬀusionsgradienten
entlang der mittleren Ebene aufnehmen zu können. Vergleichbar zu den Messungen an PLC1δ1
muss für eine ausreichende Datenqualität der Autokorrelationskurven die Anregungsintensität
während der Messung weit oberhalb der für Bildaufnahmen üblichen Leistungswerte gewählt
werden, was eine Bleichkorrektur der Intensitätsverläufe nötig macht. Dies ermöglicht zwei bis
drei verwertbare Messungen pro Embryo, deren Zustand in einer anschließenden Auﬂichtauf-
nahme bis zum Drei-/Vierzellzustand verfolgt wird. Um eine ausreichende Datenqualität für die
Fit-Prozedur zu erreichen wird zudem ein Software-Binning von (2 × 2) - (4 × 4) verwendet.
Der Rest der Datenauswertung ist vergleichbar zu den weiter oben beschriebenen Messungen
an PLC1δ1. Zwei Beispiele einer Auﬂicht- und Fluoreszenzaufnahme zu Zeitpunkten vor Ent-
stehung des Konzentrationsgradienten und danach sind in Abb. 7.7 A gezeigt. Während zum
Zeitpunkt kurz nach der Befruchtung eine weitgehend homogene Intensitätsverteilung entlang
des Embryos auf eine ebenso homogene Verteilung der Proteinkonzentration schließen lässt
zeigt derselbe Embryo zum Zeitpunkt des Treﬀens der Pronuklei bereits eine deutlich erhöh-
te Konzentration auf der posterioren Seite. Diﬀusionskarten in Abb. 7.7 B stellen die aus der
SPIM-FCS-Messung und einem einkomponentigen Fit normaler Diﬀusion extrahierten Diﬀu-
sionskoeﬃzienten dar. Diese zeigen neben einer gewissen Heterogenität über den gesamten
Embryo hinweg auch einen leicht erhöhten Diﬀusionskoeﬃzient auf anteriorer Seite bereits zum
ersten Zeitpunkt. Zum späteren Zeitpunkt lässt sich ein deutlicher Anstieg der gemessenen
Diﬀusionskoeﬃzienten auf anteriorer Seite feststellen. Graphen des gemittelten Diﬀusionskoef-
ﬁzienten für die jeweilige x-Position entlang der AP-Achse in Abb. 7.7 C zeigen den zunächst
relativ gleichmäßigen Verlauf von D in einem Bereich von 0, 75−2, 85µm2s mit einem Mittelwert
von (1, 46±0, 42)µm2s . Der Bereich der Diﬀusionskoeﬃzienten erhöht sich unter der Ausbildung
des Konzentrationsgradienten auf Werte bis zu 5, 27µm
2
s auf anteriorer Seite. Betrachtet man
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nur die posteriore Seite (hier angenommen als die ersten 50% entlang der anterior-posterior-
Achse) so wird dort ein Mittelwert von DPosterior = (1, 43± 0, 29)µm
2
s gemessen, während auf
anteriorer Seite ein stark erhöhter Mittelwert von DAnterior = (3, 06 ± 0, 96)µm
2
s vorhanden
ist. Dies zeigt deutlich die bereits in früheren Studien berichtete Erhöhung des Diﬀusionsko-
eﬃzienten in einer auf einkomponentiger Diﬀusion basierenden Auswertung. Die gemessenen
Mittelwerte der beiden Embryohälften sind im posterioren Bereich höher und im anterioren
Bereich niedriger als Ergebnisse früherer konfokaler FCS-Messungen [169], was für die hohen
Werte des Diﬀusionskoeﬃzienten auf der anterioren Seite durch die zu niedrige Zeitauﬂösung
der SPIM-FCS-Messung und das schwache Signal-Rausch-Verhältnisses aufgrund der dort sehr
niedrigen Teilchenkonzentration teilweise erklärt werden kann. Des weiteren führt die Verwen-
dung eines Modells anomaler Diﬀusion in [169] zu entsprechenden Abweichungen der erhaltenen
Diﬀusionskoeﬃzienten. Der Versuch einer Auswertung im Kontext einer einkomponentigen an-
omalen Diﬀusion führte in den SPIM-FCS-Datensätzen aufgrund der Datenqualität allerdings
zu keinem schlüssigen Hinweis auf die zuvor berichtete Subdiﬀusion. Die Ergebnisse gemittel-
teter Messungen aus insgesamt 9 Einzelmessungen kurz nach der Befruchtung, 8 Messungen
zum Zeitpunkt des Treﬀens der Pronuklei und 10 Messungen im Einzellzustand sind in Abb.
7.8 gezeigt. Teile dieser Messungen, sowie eine Auswertung der gemittelten Datensätze aus den
einzelnen Messreihen wurden durch Dirk Hofmann im Rahmen seiner Masterarbeit durchgeführt
[141]. Diese beinhaltet auch die Korrektur eines y-Gradienten der Diﬀusion, die wahrscheinlich
durch Aberrationen an der Eihülle des Embryos begründet sind.
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Abb. 7.8: Gradientenentwicklung für mehrere Zeitpunkte
Gezeigt sind die gemittelten Werte des Diﬀusionskoeﬃzienten aus einer auf einer einkompo-
nentigen freien Diﬀusion basierenden Auswertung für mehrere Messungen an Embryos zu un-
terschiedlichen Zeitpunkten für a = 650nm mit tmin = 1004µs und einer Binningstufe von 2
Pixelreihen (1, 3µm) in x. Während die Werte der Diﬀusionskoeﬃzienten auf posteriorer Seite
weitgehend ähnlich bleiben, steigen die Werte zum anterioren Ende hin für spätere Zeitpunkte
stark an. Der Anstieg lässt sich mit einem exponentiellen Fit (gestrichelte Linien) beschreiben.
Die Positionen in x wurde für spätere Zeitpunkte, in denen die Längsausdehnung des Embryos
leicht abnimmt, symmetrisch zu den früheren Zeitpunkten positioniert. Abbildung nach [141]
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Zeitpunkt Wertebereich D Mittelwert D b
Kurz nach Befruchtung 1, 53− 4, 83µm2s (2, 19± 0, 72)µm
2
s (8, 44± 0, 79)µm
Treﬀen der Pronuklei 0, 95− 5, 92µm2s (2, 70± 1, 43)µm
2
s (18, 72± 2, 16)µm
Einzeller 1, 72− 8, 21µm2s (3, 34± 1, 71)µm
2
s (12, 64± 2, 72)µm
Tab. 5: Werte der Diﬀusionskoeﬃzienten einer einkomponentigen Auswertung
Gelistet sind die Wertebereiche und Mittelwerte mit Standardabweichung der Diﬀusionskoeﬃ-
zienten aus Abb. 7.8, sowie die Werte der charakteristischen Längenskala eins exponentiellen
Fits [141].
Zur Berechnung der in Abb. 7.8 gezeigten Difusionsgradienten werden hierbei die Mittelwerte
über alle nicht maskierten Pixel in einem Streifen der Diﬀusionskarten entlang der y-Koordinate
senkrecht zur AP-Achse sowie für eine endliche Breite in x, abhängig von einer zusätzlich
gewählten Binning-Stufe der Datensätze zur Glättung, berechnet. Der Graph der gemittelten
Diﬀusionskoeﬃzienten entlang der AP-Achse zeigt einen deutlichen Anstieg des Gradienten zu
späteren Zeitpunkten mit ansteigenden Werten des Diﬀusionskoeﬃzienten auf anteriorer Seite
(siehe auch Tab. 5). Ein exponentieller Fit nach D(x) = a · eb·x + c (gestrichelte Linien in Abb.
7.8) erfasst den Anstieg des Diﬀusionskoeﬃzienten und zeigt eine Abfall der charakteristischen
Längenskala b zwischen dem Zeitpunkt des Treﬀens der Pronuklei mit b = (18, 72± 2, 16)µm
und dem Einzellzustand b = (12, 64 ± 2, 72)µm [141] und damit einen Anstieg der Gradien-
tensteigung. Die charakteristische Längenskala für frisch befruchtete Embryonen ist hierbei mit
b = (8, 44± 0, 79)µm am kleinsten, jedoch aufgrund des weit ins anteriore Ende verschobenen
Beginns des Anstiegs nur bedingt mit den beiden späteren Zeitpunkten vergleichbar.
Ergebnisse eines zweikomponentigen Diﬀusionsmodells
Neben dem Szenario einer einkomponentigen Diﬀusion, innerhalb derer eine Fraktion an PIE-1
Proteinen in ihrem Diﬀusionsverhalten lokal beeinﬂusst wird, verwenden frühere Studien auch
unter anderem ein zweikomponentiges Szenario als Grundlage ihrer Datenauswertung [36]. Hier-
bei liegen zum Zeitpunkt des etablierten Konzentrationsgradienten sowohl eine langsame Kom-
ponente von PIE-1 vor, die sich großteils im posterioren Bereich des Embryos beﬁndet, als
Abb. 7.9: Einkomponentiges und zweikomponentiges Modell des Diﬀusionsgradienten
Zur Rationalisierung des entstehenden Diﬀusionsgradienten von PIE-1 können zwei unterschied-
liche Szenarien betrachtet werden. In einer ersten Variante liegt das Protein nur in Form einer
einzelnen Komponente vor, welches ihren Diﬀusionskoeﬃzienten ortsabhängig entlang der AP-
Achse verändert. In einem zweiten Modell liegt das Protein in Form einer schnellen (Punkte in
Diagramm) und einer langsamen Komponente (Kreise in Diagramm) vor, deren Anteile entlang
der AP-Achse variieren.
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auch eine schnellere Fraktion, die sich zum größten Teil auf anteriorer Seite beﬁndet (siehe
Abb. 7.9). Diesem Ansatz folgend lassen sich die durch SPIM-FCS-Messungen generierten Au-
tokorrelationskurven bei auch durch einen zweikomponentigen Fit normaler Diﬀusion auswerten.
Aufgrund der bereits angesprochenen niedrigen Zeitauﬂösung und verringerter Datenqualität im
anterioren Bereich erwies sich die Verwendung freier Fit-Parameter hierbei als problematisch,
da vermutlich insbesondere die schnelle Komponente im Abfall der Autokorrelationskurve nur
bedingt vom Fit-Algorithmus erfasst werden kann. Eine Eingrenzung der Fit-Parametergrenzen
für den Diﬀusionskoeﬃzienten der schnellen Fraktion auf den Bereich Dschnell = 2 − 20µm
2
s ,
basierend auf unterstützenden konfokalen FCS-Messungen (durchgeführt und ausgewertet von
Dirk Hofmann [141]) führte hierbei zu stabileren Fit-Ergebnissen. Die so erhaltenen Werte
der langsamen Fraktion ρlangsam sind entlang der anterior-posterior-Achse als Mittelwerte aller
Messungen zu den jeweiligen Zeitpunkten in Abb. 7.10 aufgetragen.





















Abb. 7.10: Verteilung der langsamen Fraktion im frühen Embryo für unterschiedliche
Zeitpunkte
Gezeigt sind die aus mehreren Messungen gemittelten Fraktionen der langsamen Komponente
entlang der anterior-posterior-Achse für unterschiedliche Zeitpunkte mit a = 650nm, tmin =
1004µs und einer Binningstufe von 2 in x. Zum frühesten Zeitpunkt kurz nach der Befruchtung
schwankt ρlangsam um einen relativ konstanten Mittelwert von 0, 59 ± 0, 07. Die Verteilung
verschiebt sich zum Zeitpunkt des Treﬀens der Pronuklei durch eine Erhöhung des langsamen
Anteils auf 0, 88±0, 06 auf posteriorer Seite, während der Anteil auf anteriorer Seite mit 0, 54±
0, 07 relativ unverändert zum vorherigen Zustand bleibt. Zum Zeitpunkt des Einzellzustand
bleibt der Verlauf der Anteile vergleichbar zum vorhergehenden Zustand, jedoch steigt der
Anteil der schnellen Komponente über den gesamten Embryo um ca. 0, 13. Daten aus [141]
Während für den Zeitpunkt kurz nach der Befruchtung eine entlang der AP-Achse annähernd
konstante Verteilung der Fraktionen um einen Mittelwert von ρlangsam = 0, 59± 0, 07 auftritt,
zeigt sich zum Zeitpunkt des Treﬀens der Pronuklei bereits ein deutlicher Trend für eine Erhö-
hung der langsamen Fraktion auf posteriorer Seite. Während der Anteil der langsamen Fraktion
auf der anteriorer Hälfte mit einem Mittelwert von ρlangsam = 0, 54± 0, 07 zum Zeitpunkt kurz
nach der Befruchtung vergleichbar bleibt, steigt der Anteil auf posteriorer Seite mit einem Mit-
telwert ρlangsam = 0, 88±0, 06 hier stark an. Ein ähnlicher Trend des Verlaufs ergibt sich für den
Zeitpunkt des Einzellers, jedoch sinken hier die gemessenen Werte der langsamen Fraktionen
über den gesamten Wurm hinweg zu niedrigeren Werten hin ab (siehe Tab. 6). Für die beiden
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späteren Zeitpunkte ist die Form des Verlaufs der Fraktionen durch eine deutliche Veränderung
innerhalb einer kurzen Längenskala von wenigen µm in der Mitte des Embryos, als der Trenn-
linie zwischen anteriorer und posteriorer Seite, gekennzeichnet anstatt eines kontinuierlichen
Anstiegs vergleichbar zum Diﬀusionskoeﬃzienten bei der einkomponentigen Auswertung.
Zeitpunkt Wertebereich ρ ρGesamt ρPosterior ρAnterior
Kurz nach Befruchtung 0, 47− 0, 73 0, 59± 0, 07 0, 64± 0, 04 0, 54± 0, 05
Treﬀen der Pronuklei 0, 45− 0, 98 0, 71± 0, 18 0, 88± 0, 06 0, 54± 0, 07
Einzeller 0, 33− 0, 87 0, 58± 0, 16 0, 73± 0, 09 0, 44± 0, 05
Tab. 6: Fraktionen der langsamen Komponente nach Zeitpunkten
Die Tabelle beinhaltet die Wertebereiche der langsamen Fraktion einer zweikomponentigen Aus-
wertung normaler Diﬀusion zu unterschiedlichen Zeitpunkten. Des weiteren sind die Mittelwerte
mit Standardabweichung über die Gesamtlänge sowie in der posterioren bzw. anterioren Hälfte
des Embryos angegeben (siehe auch Abb. 7.10).
Zusammenfassung, Diskussion und Ausblick
Aus den hier vorgestellten Ergebnissen der SPIM-FCS-Messungen an PIE-1 lassen sich nun
die nachfolgende Aussagen ableiten. Im Rahmen der einkomponentigen Auswertung steigt der
Diﬀusionskoeﬃzient auf anteriorer Seite von einem zunächst mit der posterioren Seite ver-
gleichbarem Wert an. Dies spricht gegen die Deutung von Daniels et al, die eine Erniedrigung
der Diﬀusion auf posteriorer Seite vorschlagen [36], und liefert vergleichbare Ergebnisse mit
früheren FCS-Studien [169], trotz vergleichsweise erhöhter Werte der SPIM-FCS-Messungen
auf posteriorer Seite und einer fehlenden Untersuchung einer möglichen Anomalie. Eine zwei-
komponentige Auswertung zeigt eine Erhöhung der langsamen Fraktion auf posteriorer Seite
und gibt tendenziell eine ähnliche Verteilung zu früheren Studien wieder [36], zeigt jedoch
einen vergleichsweise niedrigeren Anteil der schnellen Fraktion auf anteriorer und posteriorer
Seite, was in der bereits oben erwähnten limitierenden Zeitauﬂösung der SPIM-FCS-Messungen
begründet sein kann. Nach derzeitigem Verständnis verursacht ein zunächst etablierender PAR-
3/6-Gradient auf dem Cortex weitere Gradienten von PAR-2 und PAR-1, welches letztendlich
den zytoplasmischen Konzentrations- und Diﬀusionsgradienten von MEX-5/6 in Form einer
erhöhten Konzentration bei niedrigerem Diﬀusionskoeﬃzienten auf anteriorer Seite induziert.
MEX-5/6 sorgt nun für den untersuchten, zu MEX-5/6 inversen, Gradienten des Proteins PIE-1
der Konzentration und Diﬀusion [33, 36, 169, 170]. RNAi-Experimente an den beteiligten Pro-
teinen bestätigen diese Annahme, da ein Knockdown dieser Proteine zu einer Gleichverteilung
von PIE-1 im frühen Embryo [36, 169] führte. Das Diﬀusionsverhalten von PIE-1 in MEX-
5/6-Mutanten zeigte hierbei eine starke Erniedrigung des Diﬀusionskoeﬃzienten auf anteriorer
Seite auf einen Wert von DAnterior = (0, 82 ± 0, 12)µm
2
s bei einem zum Wildtyp vergleich-
barem Wert auf posteriorer Seite von DPosterior = (0, 63 ± 0, 10)µm
2
s [169]. Dies deckt sich
mit der Beobachtung eines weitgehend konstanten Wertes des Diﬀusionskoeﬃzienten entlang
der anterior-posterior-Achse aus SPIM-FCS-Messungen im Zustand kurz nach der Befruchtung.
Somit erscheint es plausibel, dass die zeitlich frühere entstehende Erhöhung der Konzentration
von MEX-5/6 im anterioren Ende zur dortigen nachfolgenden Erhöhung des Diﬀusionskoeﬃ-
zienten von PIE-1 führt. Dies wird derzeit mit dem Modell einer kompetitiven Bindung der
Proteine an zytoplasmischer RNA erklärt, die zu einer Erniedrigung der Proteindiﬀusion führt.
Bei einer erhöhten MEX-5/6-Konzentration besetzen diese die zur Verfügung stehenden RNA-
Moleküle, woraufhin sich die Diﬀusion von PIE-1 lokal erhöht. Dieses Modell wird unterstützt
durch Diﬀusionsmessungen an anderen RNA-aﬃnen Proteinen wie POS-1 und MEX-1, die eine
vergleichbare MEX-5/6-abhängige beschleunigte Diﬀusion zeigen [169]. Die sichtbare Bindung
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von PIE-1 an P granules, welche in Form von Tropfen aus RNA und Proteinen ebenfalls eine
posteriore Kondensation zeigen, führte zu einem früherem Modell, innerhalb dessen die Ent-
stehung des Konzentrationsgradienten von PIE-1 durch die Bindung an besagten P granules
erklärt wurde. Messungen an pptr-1 -Mutanten, die eine Gleichverteilung der P granules im Em-
bryo bei weiterhin bestehendem PIE-1-Konzentrationsgradienten zeigten, weisen dieses Modell
jedoch als unzureichend aus [171]. Selbst bei einer Gleichverteilung der als Bindungspartner zur
Verfügung stehenden RNA im Zytoplasma würde in dem Modell einer kompetitiven Bindung
ein zytoplasmischer MEX-5/6-Gradient den weiterhin entstehenden PIE-1-Gradienten erklären.
Die hier gezeigten Ergebnisse der zweikomponentigen Auswertung stimmen in der Erhöhung
der Fraktion der langsamen Komponente auf posteriorer Seite mit der Theorie überein, da hier
durch die erniedrigte MEX-5/6-Konzentration nun mehr Bindungspartner frei werden würden.
Dazu im Widerspruch steht die Erwartung einer Erhöhung der Fraktion der schnellen Kompo-
nente im anterioren Teil, welche sich aus den gezeigten Daten nicht ergibt, jedoch durch die
Ergebnisse für die Verteilung der Fraktionen aus Messungen früherer Studien unterstützt wird
[36].
Die hier vorgestellte Möglichkeit durch SPIM-FCS-Messungen die örtliche Variation der Prote-
indiﬀusion über den kompletten Embryo hinweg zu mehreren Zeitpunkten erfassen zu können
liefert neben der Bestätigung früherer FCS-Studien, die räumlich und zeitlich limitiert waren,
nun auch ein Werkzeug um die Gradientenentwicklung in allen relevanten Dimension verfol-
gen zu können. Zukünftige am Lehrstuhl geplante Diﬀusionsmessungen an den oben genannten
Proteinen, welche direkten und indirekten Einﬂuss auf den PIE-1-Gradienten besitzen, insbe-
sondere MEX-5/6 und PAR-1, sollten im Zusammenhang mit einer Untersuchung der zeitlichen
und räumlichen Konzentrations- und Diﬀusionsgradientenentwicklung und unter Zuhilfenahme











Dieses Kapitel befasst sich mit der Konzeptionierung, der Konstruktion und der Charakterisie-
rung eines Mikroskopaufbaus, der auf der Verwendung eines bereits am Lehrstuhl vorhandenen
kommerziellen Epiﬂuoreszenzmikroskops basiert. Durch die Kombination einer neuen Spinning-
Disk (SD)-Einheit und eines separaten Strahlengangs wird die Möglichkeit einer strukturierten
Beleuchtung zur Durchführung von Aufnahmen nach dem ISM-Prinzip [86] geschaﬀen. Der
separate Strahlengang sowie bauliche Veränderungen am Mikroskop ermöglichen zudem die
Einkopplung eines zweiten Anregungsstrahlengangs, der die Positionierung eines Laserfokus in
der Probenebene erlaubt. Dies wird sowohl für die Realisierung von FRAP- als auch Ab-
lationsexperimenten verwendet. Dieser Aufbau wird im Weiteren als SD-FRAP-Ablations-
Aufbau bezeichnet. Die Entwicklung dieses Versuchsaufbaus fand im Rahmen eines Antrags
für Forschungsgroßgeräte statt. Konzeptionierung, Aufbau und Kalibration, Programmierung
der Kontrollsoftware sowie Messungen und Evaluation von Daten zur Aufbaucharakterisierung
wurden vom Autor dieser Arbeit durchgeführt. Bei einzelnen Kalibrationsschritten sowie der
Entwicklung einer Klimakammer für den Aufbau wurde der Autor vom Doktoranden Lorenz
Stadler unterstützt.
Zielsetzung
Das Anforderungsproﬁl des zweiten im Rahmen dieser Arbeit entwickelten Versuchsaufbaus
besteht aus den nachfolgenden Punkten:
 höchstauﬂösende Fluoreszenzmikroskopie über eine Spinning-Disk-Einheit in Kombination
mit einer Modulation des Anregungslichts (ISM)
 FRAP-Strahlengang zur Durchführung von Bleichexperimenten mit frei wählbarer ROI
 Ablationsstrahlengang zur Durchführung minimalinvasiver Ablationsexperimente auf der
µm-Skala
Dies soll in zukünftigen Projekten am Lehrstuhl neben der Untersuchung der Topologie biolo-
gischer Netzwerke unter erhöhter Auﬂösung auch neue Möglichkeiten zur Probenmanipulation,
insbesondere im Kontext der Untersuchung der frühen Embryogenese von C. elegans, schaﬀen
und die schonenden Langzeitaufnahmen des zuvor vorgestellten SPIM-Aufbaus entsprechend
ergänzen.
8.1. Hardware-Setup
Mikroskopstativ, Spinning-Disk und Kamera
Grundlage des Aufbaus bildet das kommerzielle Mikroskopsystem eines DMI4000B der Firma
Leica Microsystems. Dieses verfügte in der vorliegenden Konﬁguration bereits über nachfolgende
Bestandteile:
 manueller Objektivrevolver
 Epiﬂuoreszenzanregung und -detektion über eine Fluoreszenzlampe (EL6000, Leica Mi-
crosystems) mit Intensitätsﬁlterung und motorisiertem Filterwürfelrevolver
 Wechsel der Signaldetektion zwischen einem Kamera-Port und Okularen über ein manuell
verstellbares Prisma





Abb. 8.1: Skizze des SD-FRAP-Ablations-Aufbaus
Die Strahlen der beiden Laser im sichtbarem Bereich werden über zwei Spiegel auf einen Tele-
skopaufbau aus den Linsen L1,2 gelenkt und dort aufgeweitet und kollimiert. Der nachfolgende
AOTF dient zur schnellen Intensitätsmodulation der gebeugten ersten Mode. Ein Strahlteiler
(BS) koppelt einen Teil der Strahlintensität aus. Der transmittierte Anteil wird über zwei weitere
Spiegel in eine optische Faser eingekoppelt, der zur Anregung im Spinning-Disk System genutzt
wird. Der reﬂektierte Anteil wird über zwei Spiegel auf ein Galvospiegelpaar gelenkt. Über die
Linsen L3,4 , die mit dem Galvospiegelpaar und dem nachfolgenden Objektiv im Mikroskop nach
dem telezentrischem Prinzip ausgerichtet sind, können die Laserlinien weiter aufgeweitet und
der Laserfokus für Bleich-Experimente in der Probe positioniert werden. Zur Durchführung von
Ablations-Experimenten wird der Strahl eines gepulsten UV-Lasers zunächst über zwei Spiegel
und einen Teleskopaufbau aus den Linsen LUV,1,2 aufgeweitet und kollimiert. Ein Pinhole im
Fokus des Teleskopstrahlenganges bereinigt das Strahlproﬁl des UV-Lasers. Über weitere Spiegel
und einen ansteuerbaren Klappspiegel kann der Strahl anschließend auf die gleiche Strahlachse
gebracht werden, die auch für die Bleichexperimente genutzt wird. Nicht gezeigt ist die sich
links am Mikroskopstativ beﬁndliche Spinning-Disk-Einheit mit Kamera.
Eine Skizze des Strahlengangs des Aufbaus von oben bzw. von der Seite ﬁndet sich in Abb.
8.1 und Abb. 8.2. Eine Liste der verwendeten Bauteile und Bilder des Aufbaus ﬁnden sich im
Anhang in Tab. 14 und Abb. D.3. Das Mikroskop, sowie die weiteren Teile des Versuchsaufbaus,
beﬁnden sich auf einem optischen Tisch T1220C (Thorlabs) auf vier passiv gedämpften Schwin-
gungsisolatoren PTH603 (Thorlabs). Für die Durchführung konfokaler Fluoreszenzaufnahmen
wurde der Aufbau zunächst um eine Spinning-Disk-Einheit CSU-X1-A1 der Firma Yokogawa
Denki (Musashino, Japan) erweitert, indem diese an den Kamera-Port des Mikroskops ange-
schlossen wurde. Hierfür muss das Mikroskop-Stativ zunächst über passende Unterlegscheiben
auf eine geeignete Höhe gebracht werden. Als Verbindung zwischen der Spinning-Disk-Einheit
und dem Mikroskopstativ wird ein Spectral 1530 (Leica Microsystems) verwendet, das eine
zusätzliche Vergrößerung der Aufnahme um den Faktor 1,53 bewirkt. Um die Position des Mi-
kroskopstativs insbesondere für eine spätere Einkopplung weiterer Strahlengänge auf dem opti-
schen Tisch zu ﬁxieren, wurden zusätzlich mehrere Winkel angebracht, die mit dem M6-Raster
des Tisches verschraubt sind. Zur Detektion des Fluoreszenzsignals wird erneut eine sCMOS-
Kamera ORCA-Flash4.0 verwendet. Das Anregungslicht wird in die Spinning-Disk-Einheit über
eine optische Faser (single-mode-ﬁber) eingekoppelt und erlaubt somit eine konfokale Beleuch-
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tung und Detektion. Die Epiﬂuoreszenz- und Durchlicht/Hellfeld-Beleuchtung kann weiterhin
über die Okulare z.B. zur Probenﬁndung und -positionierung verwendet werden. Es ist ebenso
möglich die Detektion für diese beide Beleuchtungs-Arten über die Spinning-Disk mittels der
Kamera durchzuführen, jedoch muss hierfür das Detektionssignal durch die Nipkow-Scheibe mit
dem Pinhole-Array, was aufgrund der so nicht gegebenen konfokalen Beleuchtungs-Detektions-
Konﬁguration zu einem Signalverlust von ca. 93% im Vergleich zu einer Aufnahme ohne das
Pinhole-Array führt. Während dies für die Durchlicht/Hellfeld-Beleuchtung aufgrund des po-
tentiell sehr hohen Signals keine größeren Probleme zur Folge hat, ist die Kameradetektion bei
Epiﬂuoreszenzaufnahmen nur bei sehr hohen Anregungsleistungen, bzw. langen Kamerainte-
grationszeiten oder hohen Binning-Stufen sinnvoll. Auf der Höhe des Filterwürfelrevolvers des
Mikroskopstativs beﬁndet sich eine Wartungsklappe zum Austausch der Filterwürfel. Die Abde-
ckung der Klappe wurde demontiert um einen zusätzlichen Zugang zum Strahlengang innerhalb
des Mikroskopstativs zu ermöglichen. Basierend auf den Abmessungen der kommerziell erhält-
lichen Filterwürfel der Firma Leica Microsystems wurden neue Filterwürfel konzipiert und in
den Werkstätten der Universität Bayreuth hergestellt. Diese ermöglichen eine Ablenkung des
Strahlengangs für einen um 90° veränderten Einstrahlwinkel. Anstelle der Einfallsrichtung der
Fluoreszenzlampe von der Hinterseite des Mikroskops kann so bei der Wahl des passenden Filter-
würfels eine Einstrahlrichtung von Seiten der abgenommenen Blende erfolgen. Zur Erleichterung
der Probenﬁndung und um Bleich- und Ablationsexperimente in unterschiedlichen Probenstellen
zu ermöglichen wurden zudem motorisierte Linearverschiebetische zur xy- und z-Positionierung
der Probe am Mikroskop-Stativ eingebaut (SCAN IM 130 x 85, Märzhäuser Wetzlar und Super
Z, Leica Microsystems). Dies unterstützt bzw. ergänzt die Fokus-Verschiebung in xy über die
Galvospiegel und ermöglicht Stackaufnahmen sowie eine Kompensation eines Objektivbrenn-
weitenunterschieds bei der Verwendung von Wellenlängen im UV- oder sichtbaren Bereich. Zur
Anregung und Detektion wird ein Öl-Immersionsobjekitv HCX PL APO 63x/1.40-0.60 OIL CS
verwendet (Leica Microssystems). Für Ablationsmessungen in wässrigen Proben steht zudem
das Wasserimmersionsobjektiv HCX PL APO 63x/1.20 W CORR CS2 (Leica Microssystems)
zur Verfügung. Beide Objektive verfügen über eine Transmission > 40% für 355nm und > 80%
für 400−800nm. Zur schnellen Probenﬁndung ist zudem das Luftobjektiv N Plan 10x/0,25 PH
1 (Leica Microsystems) installiert.
Breadboard-Aufbau und Spinning-Disk-Anregungsstrahlengang
In einem zweiten Bereich des Versuchsaufbaus wird zunächst eine Anpassung der Strahlachse
der optischen Komponenten auf die Einkopplungshöhe des Filterwürfelrevolvers im Mikroskop
durch die Verwendung eines Breadboards MB7575/M (Thorlabs) auf höhenverstellbaren Füßen
(Eigenbau) ermöglicht. Die optischen Bauteile werden hierbei über das bereits in Kap. 4 be-
schriebene Owis-Reiter-Schienen-System ausgerichtet. Die beiden Strahlen eines Cobolt Calypso
und Cobolt Jive (491nm und 561nm, jeweils 3−100mW Leistung) werden über die Verwendung
eines Dual Combiners (Cobolt) auf die selbe Strahlachse gebracht. Beide Strahlen werden über
Spiegel (BB1-E02, Thorlabs) umgelenkt und über einen Teleskop-Strahlengang (AC254-50-A
und AC254-150-A, Thorlabs) aufgeweitet. Die Justage in diesem und den nächsten Schritten
folgt hierbei der Beschreibung aus Unterkap. 4.1. Über einen AOTF (AOTFnC-400.650, AA
Opto-Electronic (Orsay, Frankreich)) wird eine modulierbare gebeugte erste Mode der Strahlen
zur schnellen Modulierung des Anregungslichts für konfokale Mikroskopieaufnahmen erzeugt.
Der Strahl wird anschließend über einen Strahlteiler (BSW10, Thorlabs) aufgespalten (siehe
Tab. 15 im Anhang für eine Übersicht der Laserleistungen in unterschiedlichen Abschnitten
des Aufbaus). Ein Teil des Strahles wird über zwei weitere Spiegel umgelenkt und über einen
Laserstrahl-Koppler (60SMS-1-4-M8-33, Schäfter+Kirchhoﬀ) in eine optische Faser eingekop-
pelt und mit der Spinning-Disk-Einheit verbunden.
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Abb. 8.2: Skizze des SD-FRAP-Ablations-Aufbau (Seitenansicht)
Gezeigt ist ein Auschnitt des Aufbaus in Abb. 8.1 in einer Seitenansicht. Die Laserlinien für
Bleich- und Ablationsexperimente werden wahlweise über einen Dichroiten oder einen Spiegel
auf einer angepassten Filterwürfelhalterung im Mikroskop vertikal nach oben auf die hintere
Brennebene des Objektivs gelenkt. Durch eine Auslenkung der Strahlen über das Galvospiegel-
paar könne so die Foki in der Probe bewegt werden. In einer SD-Mikroskopaufnahme wird das
durch die Faser eingekoppelte Laserlicht zunächst durch die beiden Nipkow-Scheiben geführt
und die Anregungsfoki über das Objektiv in der Probe erzeugt. Das so detektierte Singal geht
nach dem konfokalen Prinzip zurück durch die erste Nipkow-Scheibe mit dem Pinhole-Array
und wird über ein Dichroiten (DC) und weitere Spiegel zunächst über einen wählbaren Filter F
in einem Filterrad wellenlängenabhängig transmittiert. Eine Tubuslinse L bildet das Signal auf
den Kamerasensor ab.
FRAP-Anregungstrahlengang
Der über den Strahlteiler ausgekoppelte Teil des Strahlengangs wird über zwei weitere Spiegel
abgelenkt und triﬀt auf das galvanometrische Spiegelpaar (6210HSM60 mit 5mm XY Mirror
Set Protected Aluminum Coating, Cambridge Technology). Der entstandene Höhen-Unterschied
der Strahlachse nach dem Galvospiegelpaar wird über Abstandshalter zwischen der nachfolgen-
den Schiene und dem optischem Tisch ausgeglichen. Entsprechend dem telezentrischem Prin-
zip werden in den entsprechenden Brennweitenabständen zwei Sammellinsen (LB1309-A und
LB1917-A, Thorlabs) verwendet, um den Strahl erneut aufzuweiten, die Kollimation der Strah-
len sicherzustellen und die Strahlauslenkung nach dem Galvospiegelpaar in eine Verschiebung
des Strahlfokus in der Probenebene abzubilden. Hierbei ist insbesondere darauf zu achten, den
Abstand der letzten Sammellinse zur Position der BFP des Objektivs geeignet zu wählen, da
dieses selbst zum Fokussieren der Probe bewegt werden kann. Dies wird durch die Wahl ei-
ner Standardposition des Objektivs für die üblicherweise verwendeten Probenhalter erreicht.
Eine Änderung der Probenhöhe kann stattdessen über das Super z System erreicht werden,
welches die Objektivposition unverändert lässt. Die Umlenkung der Strahlen um 90° auf die
hintere Objektivapertur erfolgt über einen, auf einem gedrehten Filterwürfel montierten, Di-
chroiten Di02-R561-22x29 (Semrock) mit einer Reﬂexion > 90% für 350 − 554nm und einer
Transmission > 93, für Wellenlängen > 579nm. Dies ermöglicht die gleichzeitige Betrachtung
der angeregten Fluoreszenz bzw. der Fokusposition während des Bleichvorganges. Der Aufbau
besitzt eine um den Faktor 8− 10 höhere Anregungsleistung für den FRAP-Fokus im Vergleich
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zur Anregung über die Spinning-Disk-Einheit zur Bildaufnahme, gemessen am unfokussierten
Strahl an der hinteren Objektivapertur (siehe Tab. 15 im Anhang).
UV-Anregungstrahlengang
Für Ablationsexperimente wird zunächst der Strahl eines gepulsten 355nm Q-Switched Solid
State-Lasers (6FTSS355-Q3-STA , Leistung > 15μJ @ 1kHz, Pulsdauer < 1.1ns, CryLas )
über zwei Spiegel (BB1-E01, Thorlabs) umgelenkt und über einen Teleskopaufbau aus zwei
Sammellinsen (LA4052-A und LA4102-A , Thorlabs) aufgeweitet und kollimiert. Aufgrund ei-
nes verformten Strahlproﬁls aus dem Laser und zur Steigerung der Genauigkeit bei Ablati-
onsvorgängen wird zur Reinigung des Strahlproﬁls ein 50µm-Pinhole (LB 50-D5-G25, Owis)
im Brennpunkt des Teleskopaufbaus positioniert. Im weiteren Strahlverlauf lenken zwei weitere
Spiegel den Strahl auf eine Klappspiegel (KSHM 40-RE-MDS, Owis), der den Wechsel zwischen
FRAP- und Ablationsexperimenten ermöglicht. Nach dem Klappspiegel liegt der Strahlengang
des Ablationslasers auf dem gleichen Strahlengang des FRAP-Anregungsstrahlengangs. Wel-
lenlängenabhängige Unterschiede der Fokussierung bzw. Kollimation im Teleskopaufbau nach
den Galvospiegeln zwischen dem FRAP-Strahlengang mit sichtbarer Wellenlänge und dem Ab-
lationsstrahlengang im UV-Bereich können durch eine Variation der Linsenabstände im ersten
Teleskopaufbau des Ablationsstrahlengangs kompensiert werden, während eine wellenlängen-
abhängige Veränderung der Objektivfokusposition in der Probe über die Probenpositionierung
in z berücksichtigt werden kann. Zur gleichzeitigen Bildaufnahme während eines Ablations-
vorgangs steht in einem gedrehten Filterwürfel ein Spiegel MIRROR 4-6 WAVE 22 X 29MM
der Firma Edmund Optics (Karlsruhe, Deutschland) sowie neuerdings ein Dichroit (Di02-R405-
22x29, Semrock) mit einer Relexion > 90 für 350372nm und einer Transmission > 93% für
417900nm zur Verfügung. Die in dieser Arbeit gezeigten Ablationsmessungen wurden alle unter
Verwendung des Spiegels erstellt.
8.2. Aufbauansteuerung, Kontrollsoftware und Datenverarbeitung
Ansteuerungskomponenten
Zur Ansteuerung des Messaufbaus wird ein CELSIUS W530 Power (Fujitsu) mit 16 GB Ar-
beitsspeicher, einen Intel® Xeon® Processor E3-1620V3 @ 3.50 GHz -Prozessor und einem
Windows 7 Professional 64-bit -Betriebssystem verwendet. Die Kommunikation mit einem Teil
der im Messaufbau verbauten Komponenten geschieht über serielle Kommunikation mittels
USB- oder RS-232-Anschlüßen. Zur Verarbeitung analoger und digitaler Eingangs- und Aus-
gangssignale, sowie zur Sicherstellung der Synchronisierung der einzelnen Komponenten wird
eine Multifunktions-RIO-Karte (rekonﬁgurierbare Input/Output) NI PCIe-7842R mit einem an-
wenderprogrammierbaren FPGA (Field Programmable Gate Array) und drei SCB-68A Connec-
tor Blocks verwendet (National Instruments). Durch Einladen eines Steuerprogramms auf das
FPGA können dort logische Schaltung erzeugt werden und das Messprogramm kann entkoppelt
von dem Betriebssystem des Messrechners ablaufen. So können die notwendigen Kriterien an
die Synchronisierung und die zeitkritische Ansteuerung von Komponenten verlässlich erreicht
werden. Über die LabVIEW -Umgebung (LabVIEW 2012 Version 12.0, 32bit) erfolgt die Pro-
grammierung des FPGA, sowie die Erstellung einer messrechnerbasierten Komponentenansteue-
rung über serielle Kommunikation, die Erstellung einer Benutzeroberﬂäche und die notwendige
Kommunikation zwischen Messrechner, Komponenten und FPGA. Die Kamera wird über die
Software HoKaWo (V2.10) angesteuert unter Zuhilfenahme von Triggersignalen zur Synchro-
nisation der Kameraaufnahmen. Die einzelnen angesteuerten Komponenten sind wie folgt:
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 Mikroskopstativ: Leica DMI4000B (seriell. Kommun.)
 Spinning-Disk-Einheit: CSU-X1-A1 (seriell. Kommun.)
 Anregungslaser: Cobolt Calypso / Jive (seriell. Kommun.)
 Ablationslaser: 6FTSS355-Q3-STA (seriell. Kommun.)
 AOTF: AOTFnC-400.650 (Analoge Ausgangssignale über FPGA)
 Klappspiegelhalter: KSHM 40-RE-MDS (TTL-Signal über FPGA)
 Galvanometerspiegelpaar (analoge Ausgangssignale über FPGA)
 Probenpositionierer xy: SCAN IM 130 x 85 (seriell. Kommun.)
 Probenpositionierer z: Super Z (analoge Ausgangssignale über FPGA)
 Kamera: ORCA-Flash 4.0 (TTL-Triggersignale über FPGA)
Messprogramm
Das Messprogramm besteht zum einen aus einer graphischen Oberﬂäche zur Eingabe der Auf-
nahmeparameter. Ein Bild der Benutzeroberﬂäche mit einer detaillierte Behandlung der einzel-
nen Übergabeparameter und Anzeigen ﬁndet sich im Anhang dieser Arbeit in Abschnitt B. Der
messrechnerbasierte Programmteil bewerkstelligt in einem Master-Programm die Ansteuerung
von Komponenten über serielle Kommunikation zur Synchronisation zeitunkritischer Abläufe so-
wie die Weitergabe von benutzerdeﬁnierten Übergabeparametern an den FPGA-basierten Pro-
grammteil. Dieser ist verantwortlich für die zeitkritische Synchronisation und Ansteuerung von
Komponenten über analoge oder digitale Spannungssignale (siehe Abb. 8.3). Das Programm
selbst verfügt über unterschiedliche Aufnahmemodi zur Durchführung von:
 Einzelbild- und Langzeitaufnahmen mit deﬁnierten Zeitabständen / Stack-Aufnahmen mit
deﬁnierten Schichtabständen
 Mehrkanalaufnahmen in allen obigen Variationen (Durchlicht, Epiﬂuoreszenz, Konfokal)
 Bleichexperimenten mit variabler ROI sowie pre-Bleach- und post-Bleach-Bildaufnahmen
 Ablationsexperimente mit variabler ROI mit pre-Ablation- und post-Ablation-Bildaufnahmen
 ISM-Aufnahmen (separater Programmteil)
Die Messparameter und Bleich- und Ablationsereignisse können zudem innerhalb des Programms
auch während einer Live-Aufnahme getestet werden.
Die Eingabeparameter der Benutzeroberﬂäche sind wie folgt::
 Filterwürfelstellung, Anregungsmodalität, Leuchtquellenintensität,
 SD-Geschwindigkeit, -Detektionsﬁlter, -Shutter-Position
 z-Position der Probenpositionierung
 Laserleistung der beiden Anregungslaser
 Pulsrate und -Anzahl des Ablationslasers
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 Blanking und Modulation des AOTF
 Parameter zur Langzeit- bzw. Stack-Aufnahme und für Mehrkanalmessungen (Bild- bzw.
Stack-Anzahl, Zeitabstand, Schichtabstand, Einstellungen von Mehrkanalmessungen un-
terschiedlicher Anregung/Detektion)
 Parameter zur Durchführung von Bleich- und Ablationsexperimenten (pre- und post-
Bleach-Bildanzahl, Bleich- und Bildgebungslaserleistung/-wellenlänge)
 Positionskontrolle der Galvospiegel zur Fokuspositionerung und Oberﬂäche zur Eichung
der Fokusposition und Erstellung von zeitlichen Abläufen mehrerer Fokuspositionen für
Bleich- und Ablationsexperimente
Ein separates Messprogramm zur Erstellung höchstauﬂösender ISM-Mikroskopaufnahmen bein-
haltet:
 Aufnahme- und Beleuchtungsparameter zur Erstellung einer ISM-Aufnahme (Stroboskop-
pulsanzahl, Stroboskoppulsdauer)
Vor dem Beginn einer Langzeitmessung muss innerhalb der Bildaufnahme-Software HoKaWo
ein Live-Stream bekannter Frame-Anzahl eingestellt und die Kamera bei getriggerter Aufnahme
in einen externen Trigger-Modus (Level für ISM-Aufnahmen, Edge für andere Aufnahmemodi)
geschalten werden. Nach Beginn der Aufnahme in der HoKaWo-Software kann die Messung
























Abb. 8.3: Programmstruktur der SD-FRAP-Ablations-Aufbauansteuerung
Zeitunkritische Aktionen sowie die serielle Kommunikation erfolgt über den Messrechner bzw.
den dort operierenden Master-Programmteil. Zeitkritische Aufgaben, insbesondere bei der Syn-
chronisierung unterschiedlicher Gerätefunktionen, übernimmt das extern ablaufende Programm
auf dem FPGA. Für die notwendige Übergabe von Parametern und zur Anzeige abgeschlossener
Programmabschnitte erfolgt zwischen den beiden Programmen bei Bedarf eine Kommunikation.
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Nach Ende der Aufnahme werden die Daten innerhalb der HoKaWo-Software als Image-Stack
abgespeichert und können zur weiteren Datenverarbeitung auf Fremdrechner exportiert werden.
Der eigentliche Messablauf besteht aus einer Abfolge von Warteschleifen bzgl. des Triggersignals
der Kamera zur Anzeige der Aufnahmebereitschaft, der Einstellung der Laserleistung während
der Belichtungszeit der Kamera, Probenpositionierung, Kanalauswahl bzw. Filteränderungen
im Mikroskopstativ und der SD-Einheit, sowie dem Abfahren der vorher eingestellten FRAP-
und Ablationsfokuspositionen während der Bleich- und Ablationsvorgänge. Während einer ISM-
Messung werden die Zeitpunkte der Anregungslaserpulse zeitlich zum ausgelesenen Signal der
Nipkow-Scheibenstellung berechnet und durchgeführt [86]. Die Belichtungszeit der Kamera wird
hierbei im Trigger-Modus Level für den Zeitraum einer einzelnen Stroboskopaufnahme über die
Dauer des an die Kamera angelegten Triggersignals des FPGA gesteuert.
Datenverarbeitung
Die durch den Aufbau generierten Bilddaten können in alle gängigen Bilddateiformaten expor-
tiert werden. Die weitere Datenverarbeitung der getätigten Aufnahmen erfolgt über Matlab-
basierten Auswerteskripte oder Fiji. Details zur Datenverarbeitung und -evaluation ﬁnden sich
projektbezogen in den entsprechenden Unterkapiteln von Kap. 9.
8.3. Kalibration und Aufbaucharakterisierung
Pixelgröße und Auﬂösung
Die Pixelgröße in der Bildebene ergibt sich aus der physischen Pixelgröße auf dem Kamerasen-
sor (6, 5µm) und der Vergrößerung durch die Optik. Neben der 63-fachen Vergrößerung des
verwendeten Objektivs kommt hier zusätzlich eine Vergrößerung um den Faktor 1, 53 durch
den verwendeten C-Mount-Anschluss zwischen der CSU-X1 und dem Mikroskopstativ, sowie
eine Vergrößerung um den Faktor 1, 2 innerhalb der CSU-X1. Dies resultiert in einer theoreti-
schen Pixelgröße von atheo = 6, 5µm/(63 · 1, 53 · 1, 2) = 56, 2nm. Eine Kalibrationsmessung an
einer µm-Eichskala ergibt einen Wert von aexp = 57, 1 ± 1, 6nm. Zur Bestimmung der Auﬂö-
sung und einem späterem Vergleich der potentiellen Auﬂösungssteigerung in ISM-Messungen
(siehe Unterkap. 9.1) wird, wie bereits in Unterkap. 4.3 beschrieben, eine Stackaufnahme ei-
ner Beadsprobe in 1%-Agarose ausgewertet. Die gemessenen Werte für das hierfür verwendete
Ölimmersionsobjektiv sind zusammen mit den theoretisch erwarten Werten nach Unterkap. 3.1.6
in Tab. 7 gelistet. Die gemessenen Werte stimmen im Rahmen der Fehler mit den theoretisch
erwarteten Werten überein.
λDet = 500− 550nm
σxy,theo[nm] σxy,exp[nm] σz,theo[nm] σz,exp[nm]
224 235± 18 840 847± 87
λDet = 575− 625nm
σxy,theo[nm] σxy,exp[nm] σz,theo[nm] σz,exp[nm]
250, 5 260± 22 938 910± 82
Tab. 7: Theoretische und gemessene Werte der lateralen und axialen Auﬂösung
Gezeigt sind die nach Unterkap. 3.1.6 erwarteten theoretischen Werte der Auﬂösung für 515nm
bzw. 575nm, sowie die experimentell bestimmten Werte der lateralen Auﬂösung und axialen
Auﬂösung für Detektion im Bereich 50550nm bzw. 575625nm für das verwendete Ölimmer-





Zur Vermessung der Bleichfokusgröße wird eine homogen ﬂuoreszierende Probe in Form ei-
nes Chromaslide (Chroma Technology Corporation, Vermont, USA) verwendet. Der Fokus wird
hierbei über den Dichroiten Di02-R561 in die Proben eingebracht und die im Fokus angeregte
Fluoreszenz aufgenommen. Ein Beispiel einer solchen Aufnahme ist zusammen mit einem Inten-
sitätsproﬁl entlang einer Linie durch den Fokus in Abb. 8.4 gezeigt. Das Intenstitätsproﬁl lässt
sich durch ein Lorentz-Proﬁl der Form I(x) = a/pi(x2 + a2) ﬁtten, mit einer daraus resultieren
Halbwertsbreite FWHM = 2a bzw. einer Auﬂösung gemäß σFRAP = FWHM/
√
2ln2. Die
aus dem Fit bestimmte Größe der FRAP-Foki für die Verwendung des 491nm- und 561nm-Lasers
betragen
σxy,491nm = (633± 10)nm
und
σxy,561nm = (665± 14)nm
und liegen somit oberhalb der oben bestimmten Detektionsauﬂösung σxy. Eine theoretische
Größe der Ablationsfoki liegt nach Gl. 3.1 bei σxy,491nm = 288nm und σxy,561nm = 329nm.
Ein größerer gemessener Wert entsteht aufgrund der nicht vollständigen Ausleuchtung der hin-
teren Objektivapertur (12mm), da der maximal erreichbare Strahldurchmesser aufgrund der
zur Verfügung stehenden Größe der Bauteile im Inneren des Mikroskopstativs limitiert ist. Die
700µm großen Strahldurchmesser der beiden Laserlinien werden im Aufbau um einen Fak-
tor M = 12 auf 8, 4mm aufgeweitet. Nach den Überlegungen aus Unterkap. Kalibration und
Aufbaucharakterisierung führt dies zu einer Erniedrigung der NA des Objektivs und einer An-
passung der theoretisch erwarteten Werte auf σxy,491nm = 411nm und σxy,561nm = 470nm.
Diese Werte liegen weiterhin unterhalb der gemessenen Werte, was sich mit einem Fehler der
Abschätzung oder nicht berücksichtigter Eﬀekte der verwendeten Optiken erklären lässt. Ei-
ne Abschätzung der Tiefe des Fokus nach Gl. 3.2, basierend auf den gemessenen Werten der
lateralen Fokusgrößen, liefert Werte von σz,491nm = 5, 2µm und σz,561nm = 5, 0µm.

















Abb. 8.4: Bleichfokusgröße in Chromaslide
Gezeigt ist die Aufnahme eines Bleichfokus des 491nm-Lasers in einem grünen Chromaslide.
Rechts davon ist das Intensitätsproﬁl einer horizontalen Linie durch den Fokus (schwarz) mit
einem Fit (rot) basierend auf einem Lorentz-Proﬁl dargestellt. Die aus dem Fit berechnete Halb-
wertsbreite des Fokus beträgt hierbei FWHM = 758nm mit einer entsprechenden Auﬂösung
von σFRAP = 644nm.
Als nächstes wird die laterale Verschiebung des Bleichfokus in Abhängigkeit zu der an den
Galvospiegeln angelegten Spannung bestimmt. Hierfür wird die Position des Bleichfokus aus
Aufnahmen an einem Chromaslide für unterschiedliche Spannungswerte anhand des Intensi-




(0, 55± 0, 01)Pixel
mV
bzw.
(31, 30± 0, 36) nm
mV
mit einem Fehler gemäß der Standardabweichung der einzelnen gemessenen Verschiebungen.
Diese Werte werden innerhalb der Kontrollsoftware für die pixelgenaue Positionierung der Foki
verwendet. Zwischen den Position der Bleichfoki des 491nm- und 561nm-Lasers ist eine Fokus-
verschiebung von 5± 1 Pixeln bzw. 281± 56nm festzustellen. Dies wird vermutlich durch einen
leichten Versatz der beiden Strahlengänge innerhalb des Dual Combiners verursacht und kann in
der Kontrollsoftware korrigiert werden um z.B. die gleichzeitige Verwendung beider Laserlinien




Abb. 8.5: Unterschiedliche Bleichgeometrien
Gezeigt sind unterschiedliche durch einen 491nm gebleichte Regionen in einem grünen Chromas-
lide. Durch die Variation der Spannungsabfolgen können unterschiedliche Formen der gebleich-
ten ROI ausgewählt werden: (A) Abfolge von 5×5 einzelnen Bleichfoki mit einem Abstand von
jeweils 30 Pixeln bzw. 1, 69µm - (B) Eine Linie aus 20 Einzelfoki im Abstand von jeweils 5 Pixeln
bzw. 281nm - (C) Ein Rechteck aus 20 × 4 Einzelfoki im Abstand von jeweils 5 Pixeln bzw.
281nm - (D) Ein Quadrat aus 20× 20 Einzelfoki im Abstand von jeweils 5 Pixeln bzw. 281nm.
Die Wartezeiten der einzelnen Fokipositionen betrug jeweils 5ms bei voller Laserleistung. Die
Längenskalen betragen 2µm.
Nach der Vermessung der Fokusgröße und der Umrechnung der Verschiebung lassen sich nun
unterschiedliche Bleichregionen innerhalb der Kontrollsoftware eingeben. Beispiele für verschie-
dene Bleichgeometrien sind in Abb. 8.5 gezeigt. Das Bleichen einer ausgewählten ROI wird
hierbei über das Einschwenken des Dichroiten in den Strahlengang realisiert. Das Muster wird
in Form einzelner Bleichfoki abgefahren, wobei die Anzahl der Foki, ihr lateraler Abstand in der
Bildebene und die einzelnen Wartezeiten an den Fokipositionen die Bleichintensität innerhalb
der ROI festlegen. Für das Bleichen einer geschlossenen ROI wird dazu geraten, Abstände der
Foki unterhalb der Halbwertsbreite des Fokusdurchmessers zu wählen. Eine engere räumliche
Abtastung führt entsprechend zu einer erhöhten Bleicheﬃzienz. Die Anzahl der Foki und die
Wartezeit an den einzelnen Fokuspositionen bestimmt die Dauer des Ablationsvorgangs, wobei
eine Abwägung zwischen Bleicheﬃzienz und Zeitauﬂösung getroﬀen werden muss. Für weitere
Details zur Durchführung von FRAP-Messungen siehe Unterkap. 9.2.
Ablationsfokusgröße, Fokusverschiebung und -positionierung
Zur Bestimmung der Fokusgröße des Ablationslasers wird durch einen UV-Laserpuls eine Mi-
krolinse in ein Deckglas hineingebrannt. Diese Methode wurde schon von anderen Gruppen zur
Charakterisierung des Ablationsfokus in der Probe verwendet [172]. Hierbei ist darauf zu achten,
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eine möglichst niedrige Intensität des Lasers bzw. eine geringe Anzahl an Pulsen zu verwenden,
da ansonsten das Anwachsen des entstehenden Plasmas begünstigt wird und eine daraus folgen-
de Photodisruption zu einem Bruch im Material bzw. einem wesentlich größerem Ablationsspot
führt. Ein Beispiel für derartige Mikrolinsen für das bereits zuvor verwendete Ölimmersions-
objektiv und ein Wasserimmersionsobjektiv, welches für Ablationsvorgänge in tieferen Ebenen











Öl n=1 n=10 n=100 n=1000
Abb. 8.6: Ablationsfoki in Glas
Gezeigt sind Durchlichtaufnahmen der Ablationsfoki, die durch ein Öl- und ein Wasserimmer-
sionsobjektivs entstanden sind. Die linke Aufnahme zeigt die durch den UV-Laserpuls entste-
hende Mikrolinse in der Fokusebene des Ablationslasers. Rechts daneben ist die Aufnahme in
der yz−Ebene dargestellt. Der Pfeil zeigt die Richtung, aus der das UV-Laserlicht kommt. Die
Durchlichtquelle bestrahlt die Probe dementsprechend von der gegenüberliegenden Richtung.
Der Ablationsvorgang entstand jeweils durch einen einzelnen Puls bei der niedrigsten Intensität
zur Entstehung der Mikrolinse statt (ca. 15% der maximalen Laserleistung für das Ölimmersi-
onsobjektiv und volle Laserleistung für das Wasserimmersionsobjektiv). Für beide Objektive ist
die entstandene Mikrolinse deutlich zu erkennen. Die yz-Darstellung zeigt die Entstehung einer
zweiten, kleineren Linse hinter der ersten Linse bei der Verwendung des Wasserimmersionsob-
jekitvs, was vermutlich aufgrund von Aberrationen aufgrund des stark von Wasser abweichen-
den Brechungsindex des Glases zustande kommt. Dies ist demnach für Ablationsmessungen in
wässrigen Proben wie Zellen nicht zu erwarten. Darunter dargestellt sind die entstehenden Ab-
lationsfoki für eine erhöhte Pulsanzahl n bei einer Frequenz von f = 1kHz. Während zunächst
nur ein Anstieg der Linsengröße zu beobachten ist, treten für Pulssequenzen von n ≥ 100
bereits Risse im Glas aufgrund einer entstandenen Photodisruption auf. Die eingezeichneten
Längenskalen betragen jeweils 2µm.
Ähnlich zur Bestimmung der PSF des Systems anhand von Beadsaufnahmen wird der Wert
für σAbl aus einem Fit einer Gaußkurve an die entsprechenden Achsen der Aufnahmen der




σxy,Öl = (346± 33)nm
σz,Öl = (569± 47)nm
bzw.
σxy,Wasser = (424± 25)nm
σz,Wasser = (1759± 82)nm
Eine theoretische Abschätzung der Fokusgröße nach nach Gl. 3.1 und 3.2 liefert Werte σxy,Öl =
208nm, σz,Öl = 776nm und σxy,Wasser = 242nm, σz,Wasser = 1056nm. Die gemessenen Wer-
te der lateralen Auﬂösung liegen hierbei leicht oberhalb der theoretischen Werte, während die
gemessene axiale Ausdehnung der Mikrolinse für das Ölimmerionsobjekitv unterhalb der theore-
tischen Erwartung liegt. Die axiale Ausdehnung ist für das Wasserimmersionsobjektiv größer als
der theoretische Wert, was vermutlich wesentlich mit den abweichenden Brechungsindex von
Glas und den darausfolgenden Aberrationen erklärt werden kann. Eine Anpassung der theoretisch
erwarteten Werte aufgrund einer nicht vollständigen Ausleuchtung der hinteren Objekitvaper-
tur durch den auf einen Durchmesser von 9, 1µm vergrößerten UV-Strahl liefert Werte von
σxy,Öl = 274nm und σz,Öl = 1349nm. Das Wasserimmersionsobjekitv wird mit einer hinteren
Objektivapertur von 9mm annähernd homogen ausgeleuchtet.
Die hier gemessene Fokusgröße zeigen die Möglichkeit einer Manipulation in der Probe unter-
halb der µm-Skala. Die ermittelten Werte sind in derselben Größenordnung von Werten einer
Publikationen mit einem vergleichbaren Versuchsaufbau [172]. Die Tiefe des UV-Fokus liegt
beim verwendeten Ölimmersionsobjektiv trotz einer achromatischen Korrektur leicht oberhalb
der Bildebene. Der Höhenunterschied beträgt ∆zAbl,Öl = 1, 3 ± 0, 3µm und wurde experi-
mentell über die Erzeugung von Mikrolinsen und der verschobenen z-Position der Linsenmitte
ermittelt. Während der Durchführung eines Ablationsexperiments wird die Probe daher vor den
UV-Laserpulsen über die z-Stage um ∆zAblation verschoben. Eine Verschiebung der Fokuspo-
sition für das UV-korrigierte Wasserimmersionsobjektiv konnte im Rahmen der Fehler nicht
festgestellt werden.
Um die Linearität der Auslenkung der Ablationsfoki zu überprüfen, wurde einzelne Mikrolinsen
in einem Deckglas in einem 7 × 7-Raster in einem Bereich in der Mitte des zur Verfügung
stehenden Gesichtsfeldes mit den Abmessungen (34x34)µm2 verwendet (siehe Abb. 8.7). Die
Abstände der Foki wurden durch eine Erhöhung der angelegten Spannung um je 180, 42mV an
das Galvospiegelpaar vorgegeben. Die Linsen wurde durch das Wasserimmersionsobjektiv bei
voller Leistung des UV-Lasers mit jeweils einem einzelnen Puls erstellt. Die einzelnen Ablations-
foki besitzen äquidistante Abstände von 100 Pixeln bzw. (5, 62±0, 05)µm und weisen innerhalb
des gewählten Bereichs eine lineare Auslenkung gemäß der Spannung auf. Der Umrechnungs-
faktor zwischen Fokusverschiebung und angelegter Spannung beträgt somit
(0, 55± 0, 01)Pixel
mV
bzw.
(31, 15± 0, 27) nm
mV
mit einem Fehler gemäß der Standardabweichung der einzelnen gemessenen Verschiebungen.
Die Fokuspositionen in z sind im Rahmen der Fehler der experimentellen Bestimmung auf selber
Höhe in der Probe. Eine Wiederholung mit dem Ölimmersionsobjektiv bringt identische Werte.
Zur Überprüfung der Fokuspunktverschiebung verfügt die Kontrollsoftware über eine intuitive
Oberﬂäche zur schnellen Bestimmung der Umrechnung des Spannungswerts auf die Fokusaus-
lenkung (siehe Unterkap. B).
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Abb. 8.7: Kalibrationsmessung zur Fokusposition
Gezeigt ist eine Durchlichtaufnahme mehrerer Ablationsfoki in einem Deckglas mit einem Ab-
stand von jeweils 100 Pixeln bzw. 5, 62µm. Hierbei wurde im Programm ein entprechendes
Muster mit ﬁxen Schrittweiten von 180, 42mV vorgegeben. Die Linsen wurden mittels des Was-
serimmersionsobjektivs durch je einen Laserpuls bei voller Laserleistung erstellt. Die eingezeich-
nete Längenskala beträgt 10µm.
Eine simple erste Anwendung ergibt sich so z.B. in dem Einschreiben von Informationen in das
Deckglas. Ein Beispiel hierfür ist in Abb. 8.8 gezeigt. Weitere Details zur Durchführung von
Ablationsexperimenten sowie der Einsatz in biologischen Systemen ﬁnden sich in Unterkap. 9.3.
Abb. 8.8: Ablationsbeispiel
Gezeigt ist eine Durchlichtaufnahme einer in einem Deckglas eingebrannten, maßstabsgetreuen
Längenskala mit dem Schriftzug 10µm. Hierfür wurden über das Kontrollprogramm entspre-
chende Ablationsmuster bestehend aus mehreren Mikrolinsen mit einem Abstand von jeweils
281nm durch je einen Puls mittels des Wasserimmersionsobjektivs erstellt. Leichte Defekte bei




Dieses Kapitel beinhaltet den Einsatz des zuvor behandelten SD-FRAP-Ablations-Aufbau und
zeigt die Implementierung der experimentellen Techniken in Form exemplarischer Proof-of-
Principle-Messungen. Es werden Beispiele höchstaufgelöster Bildaufnahmen mittels ISM, FRAP-
Messungen sowie Ablationsexperimente in ﬁxierten und lebenden Kulturzellen sowie in frühen
Wumembryonen vorgestellt. Die einzelnen Unterkapitel beschreiben die hierfür notwendigen
Details zur Versuchsdurchführung und Datenverarbeitung und geben jeweils einen Ausblick auf
zukünftige Projekte, die durch die vorgestellten Techniken ermöglicht werden.
Implementierung, Probenpräparation, Versuchsdurchführung und Datenevaluation wurden vom
Autor dieser Arbeit durchgeführt. Die in Unterkap. 9.1 verwendeten ﬁxierten Zellproben wur-
den von Herrn Lorenz Stadler und Herrn Konstantin Speckner zur Verfügung gestellt. Die in






Techniken zur Auﬂösungssteigerung an klassischen lichtmikroskopischen Aufbauten benötigen
häuﬁg eine spezielle Ausstattung der Gerätschaften, so z.B. bei STED [173] (stimulated emission
depletion), wo über eine örtlich begrenzte stimulierte Emission von Fluorophoren am Rande des
Anregungsvolumen größere Auﬂösungen der Aufnahmen erreicht werden. Hier bedingt zudem
die notwendige Implementierung an einem CLSM eine zeitaufwändige Abrasterung der Probe.
Andere Methoden der höchstauﬂösenden Mikroskopie, wie z.B. PALM [174] (photo-activated
localization microscopy) oder STORM [175] (stochastic optical reconstruction microscopy)
stellen besondere Anforderungen an die verwendeten Proben, indem sie die Positionen einzel-
ner photoaktivierbarer oder stochastisch blinkender Moleküle über mehrere Aufnahmen hin-
weg bestimmen. Neben den Probenanforderungen werden hier jedoch auch insbesondere lange
Aufnahmenreihen benötigt, um eine abschließend aus den einzelnen Lokalisierungen ermittelte
Aufnahme rekonstruieren zu können. Eine simplere Technik zur Auﬂösungssteigerung stellt die
in Unterkap. 3.1.7 vorgestellte Methode der Image scanning microscopy dar, bei der über die
Verwendung eines Kamerasensors die Abbildung des Pinholes verwendet werden kann, um eine
verbesserte Auﬂösung der rekonstruierten Gesamtaufnahme zu erstellen. Hierzu werden für eine
Implementierung an einem Spinning-Disk-Mikroskop nach [86] neben der Spinning-Disk-Einheit
und einer Kamera nur eine Realisierung der stroboskopartigen Beleuchtung benötigt, ohne be-
sondere weitere Anforderungen an die verwendeten Proben. Dies ermöglicht den Einsatz dieser
Technik an einer weiten Bandbreite an Proben und Fragestellungen.
Ein Ziel im Rahmen dieser Arbeit ist die Implementierung von ISM-Aufnahmen an dem in
Unterkap. 8 vorgestelltem SD-FRAP-Ablations-Aufbau. Die hierbei erwartete laterale Auﬂö-
sungssteigerung um einen Faktor 1, 24 − 1, 55 [86] soll für zukünftige und laufende Projekte
am Lehrstuhl bezüglich der Untersuchung von Netzwerkstrukturen in lebenden Organismen und
insbesondere bei der Quantiﬁzierung ihrer Topologien entsprechende Verbesserungen bringen.
Die Vorteile bei der Implementierung dieser Methode an einem Spinning-Disk-Aufbau ﬁnden
sich insbesondere in der reduzierten Aufnahmedauer und Strahlenbelastung und der daraus re-
sultierenden geringeren Phototoxizität und Bleichrate.
Realisierung am Aufbau und Ablauf der Datenaufnahme
Zur Erstellung höchstaufgelöster konfokaler Fluoreszenzmikroskopieaufnahmen wurde am Auf-
bau die Methode des confocal spinning-disk image scanning microscopy-Verfahrens (CSD-ISM)
nach [86] implementiert. Hierfür sind nachfolgende Kriterien am Aufbau zu erfüllen:
 Möglichkeit einer Spinning-Disk-Aufnahme über ein Fluoreszenzmikroskop mit einer La-
serquelle zur Anregung
 Möglichkeit der getriggerten Shutterung des Anregungslasers bzgl. der Scheibenposition
der Spinning-Disk im µs-Bereich
 Synchronisation der Kameraaufnahme und Laserpulse mit der Position der Nipkow-Scheiben
der Spinning-Disk-Einheit
Die Shutter-Funktion im Aufbau wird hierbei durch den verbauten AOTF realisiert während
die zeitkritische Synchronsierung zwischen der SD-Einheit und dem AOTF über den FPGA der
Multifunktions-RIO-Karte erfolgt (siehe Unterkap. 8). Durch das Öﬀnen des Shutters für ein










Abb. 9.1: Erstellung einer ISM-Aufnahme
Die Erstellung einer ISM-Aufnahme erfolgt zunächst durch die Aufnahme der Pinhole-Positionen
der Nipkow-Scheibe an einer homogenen Probe zu den gegebenen Zeitpunkten der Strobosko-
paufaufnahmen. Diese werden mithilfe der rapidSTORM-Software zur Bestimmung der ein-
zelnen Referenzpositionen verwendet. Aus den Einzelaufnahmen der eigentlichen Probe unter
der Stroboskopbeleuchtung wird daraufhin innerhalb der ImageJ-Software mittels der zuvor
bestimmten Pinhole-Positionen das ISM-Bild erzeugt und über einen weiteren optionalen Fou-
rierﬁlter die volle Auﬂösungssteigerung erreicht. Bei der gezeigten Probe handelt es sich um
eine HeLa-Zelle mit einer Fluoreszenzmarkierung des mitochondrialen Netzwerkes.
ist es so möglich, eine Momentaufnahme der Fluoreszenz an den Pinhole-Positionen der Nipkow-
Scheiben aufzunehmen, ohne das die kontinuierliche Bewegung der Pinhole-Positionen merk-
liche Artefakte generiert. Abb. 9.1 zeigt das Prinzip einer solchen Aufnahme mit Beispielen
der Pinhole-Verteilung für eine einzelne Stroboskopaufnahme für eine homogene Probe des be-
reits zuvor verwendeten Chromaslide sowie eine Stroboskopaufnahme einer ﬁxierten HeLa-Zelle
(menschliche Gebärmutterhalskrebszellen) mit einer Fluoreszenzmarkierung der Mitochondrien.
Im unteren Teil der Abbildung ist das Ergebnis der Bildrekonstruktion der Zellaufnahmen nach
der ISM-Methode dargestellt. Die Abbildungen der einzelnen Pinholes mit einer realen Breite
von 50µm besitzen eine über einen Gauß-Fit ermittelte Breite von σPinhole = (287 ± 3)nm in
der Bildebene mit einem Abstand von minimal (1349±56)nm zu den Mittelpunkten der nächst
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gelegenen Pinholes. Durch eine iterative zeitliche Verschiebung der Shutter-Öﬀnungsereignisse
bezüglich der Positionen der Nipkow-Scheiben zwischen den Einzelaufnahmen erfolgt eine Ab-
tastung der gesamten Probe. Eine wiederholte Anregung der gleichen Pinhole-Verteilung in-
nerhalb einer Kameraaufnahme kann zudem das Signal-Rausch-Verhältnis der Einzelaufnahmen
auf Kosten einer längeren Aufnahmedauer bei Bedarf verbessern.
Abb. 9.2: Beispiel der Steuersignalsequenz einer ISM-Aufnahme
Innerhalb einer ISM-Aufnahme wird zunächst das Triggersignal der CSU-X1-Einheit (blau),
welches die Position der Nipkow-Scheibe nach jeweils einem Zwölftel einer vollen Umdrehung
bzw. dem vollständigem Abtasten der Bildebene anzeigt, über die FPGA-Einheit ausgelesen. Ist
die Kamera zur Aufnahme eines Frames bereit, wird bei dem nächsten Triggersignal der CSU-
X1-Einheit die Kameraaufnahme über ein entsprechendes Triggersignal der FPGA-Einheit an
die Kamera gestartet. Nach einer Zeitverschiebung ∆ti =
(i−1)
N ·n·f , entsprechend des Index i der
Aufnahme wird ein Laserpuls zur Probenbeleuchtung über ein endliches Triggersignal der FPGA-
Einheit (in dieser Arbeit 4µs) an den AOTF gesendet und für eine verwendete Pulsanzahl von
n = 4 drei weitere Male mit einer zeitlichen Verschiebung entsprechend TFrame/4 wiederholt,
wodurch die entstehende Einzelaufnahme eine Anregung und Detektion nicht überlappender
Pinhole-Positionen zur Folge hat. Zur Erhöhung des Signal-Rausch-Verhältnisses kann dies über
eine erhöhte Anzahl an Iterationen I während der Aufnahme wiederholt werden (im gezeigten
Beispiel mit I = 3). Hier nicht gezeigt ist eine zusätzlicher Sicherheitsabstand von TFrame = 2ms
zwischen diesen Iterationen, um eine korrekte Pulsgebung durch das Auslesen der CSU-X1-
Triggersingale zu gewährleisten. Nach der entsprechenden Anzahl an Iterationen der Pulsfolgen
endet die Kamerabelichtung der Einzelaufnahme. Die Kamera wird innerhalb der Auslesezeit
tReadout ausgelesen und die nachfolgende Aufnahme einer nun verschobenen Pinhole-Verteilung
mit einem entsprechend erhöhten Index i und größerem Zeitabstand ∆ti kann aufgenommen
werden. Nach 250 Einzelaufnahmen wird so die komplette Bildebene über die aufgenommenen
Pinhole-Verteilungen aufgenommen.
Die zur Erstellung einer ISM-Aufnahme notwendige Synchronisation ist in Form der hierfür am
Aufbau notwendigen Triggersignale in Abb. 9.2 beispielhaft für eine einzelne Stroboskopaufnah-
me gezeigt. Bei einer vollständigen Umdrehung der Nipkow-Scheiben wiederholt sich das Muster
der Pinhole-Positionen 12 mal. Bei einer gewählten Umdrehungsgeschwindigkeit von 2500rpm
(rounds per minute) erfolgt die komplette Abtastung des Bildausschnitts also mit einer Fre-
quenz von f = 12 · 2500/60s = 5001s innerhalb eines Zeitraums von TFrame = 1/f = 2ms. Bei
dieser Geschwindigkeit führen Laserpuls-Dauern von 4µs zu keiner erkennbaren Elongation der
Pinhole-Form auf dem Detektor (zum Vergleich wurde dies auch für 1500rpm und Pulsdauern
unterhalb von 8µs berichtet [86]). Eine Bildrekonstruktion aus 1000 Einzelaufnahmen führt so
zu einem zeitlichen Versatz der Shutter-Öﬀnungsereignisse zwischen den Einzelaufnahmen von
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∆t = 1/(f · 1000) = 2µs mit einer minimalen Gesamt-Messdauer von Tmin = 1000/f = 2s.
Dies berücksichtigt jedoch noch keine Integration über mehrere Pulse zur Signalsteigerung
oder Wartezeiten für das Auslesen des Kamerasensors zwischen den einzelnen Aufnahmen. Die
Messdauer und Anzahl an Einzelaufnahmen kann reduziert werden, indem mehrere Pulse zu un-
terschiedlichen Zeitpunkten innerhalb einer Einzelaufnahme getätigt werden. Dies ist möglich,
solange alle so beleuchteten Pinhole-Positionen in der Probe auf dem Sensor der Kamera weit
genug voneinander entfernt sind und keine Überlappungen aufweisen. Durch die Verwendung
von n = 4 Laserpuls-Ereignissen kann die Gesamtmessdauer und die Anzahl der Aufnahmen so
um den entsprechenden Faktorn reduziert werden (siehe Abb. 9.2). Eine weitere Steigerung von
n auf 8 oder 16 Pulse reduziert die Anzahl der nötigen Einzelaufnahmen, kann jedoch zu einem
gewissen Überlapp der Pinhole-Positionen und zu möglichen Artefakten in den rekonstruier-
ten Aufnahmen führen, was teilweise durch eine spätere Frequenzﬁlterung der Daten behoben
werden kann [86]. Die Synchronisierung während der Datenaufnahme erfolgt über ein selbst
erstelltes Messprogramm auf dem FPGA in folgender Weise:
1. innerhalb der HoKaWo-Software wird ein Stream mit der entsprechenden Anzahl N der
Einzelaufnahmen vorbereitet
2. die Kameraaufnahme wird im Level-Edge-Trigger-Modus gestartet (der Sensor detektiert
dabei ankommende Photonen nur über die Dauer eines Triggersignals am entsprechenden
Eingang der Kamera)
3. der FPGA beginnt über ein TTL-Signal an die Kamera die Aufnahme
4. der FPGA wartet auf das Triggersignal der SD-Einheit zu Beginn einer neuen Umdrehung
5. je nach Index i der Einzelaufnahme wird eine zusätzliche Zeitverschiebung ∆ti =
(i−1)
N ·n·f
mit i = [1, N ] gewartet
6. der FPGA legt für die gewünschte Laserpuls-Dauer tPuls ein entsprechendes Spannungs-
signal an den AOTF, was zur kurzzeitigen Beleuchtung der Probe führt
7. die Beleuchtung wird daraufhin n− 1 mal wiederholt, mit einem Zeitversatz von jeweils
∆t′ = 1f ·n zwischen den Anfängen der einzelnen Pulse
8. entsprechend der eingestellten Pulsintegrationszahl I einer Einzelaufnahme wird die in
den Schritten 6-7 ausgeführte Probenbeleuchtung (I − 1) mal wiederholt
9. die Aufnahme wird über das TTL-Signal des FPGA an die Kamera beendet und innerhalb
einer Aufnahme-Auslesezeit tReadout ausgelesen und gespeichert
10. die Schritte 1-9 werden N − 1 mal wiederholt, bis alle Einzelaufnahmen getätigt wurden
und der Kamera-Stream beendet ist
Typische Parameterwerte, die verwendet wurden, sind:
 Laserleistung (491nm / 561nm): 100mW
 AOTF (491nm / 561nm): 10V
 Binning (on-chip): 1× 1-2× 2
 ROI: (1024× 1024)− (2048× 2048) Pixel
 f = 5001s / SD-Geschwindigkeit 2500rpm
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 tPuls = 4µs
 n = 4
 N = 250
 I = 50
 tReadout = 20ms (2048× 2048Pixel) − 5ms (512× 512Pixel)
hieraus ergeben sich demnach
 ∆ti = (i− 1) · 2µs und ∆t′ = 500µs
Eine Abbildung des erstellten Programms zur Durchführung von Stroboskopaufnahmen ﬁndet
sich im Anhang dieser Arbeit in Abb. B.3. Zur späteren Berücksichtigung des Kamerahinter-
grundes wird zudem eine Aufnahme der Probe ohne Beleuchtung erstellt. Für die notwendige
Kenntnis der Pinhole-Positionen in Bezug auf die einzelnen Aufnahmen erfolgt eine Referenz-
messung nach der oben beschriebenen Weise an einer homogen emittierenden Probe. Hierfür
wird bei angepasster Laserintensität und den zuvor bei der Probenaufnahme verwendeten Pa-
rametern ein Chromaslide verwendet.
Datenauswertung
Zur ISM-Bildrekonstruktion nach Kap. 3.1.7 werden zunächst die Pinhole-Positionen aus der
Chromaslide-Aufnahme mittels der Software rapidSTORM [176] (V. 3.2) bestimmt und als .txt-
Datei abgespeichert. Nach diesem Schritt kann die aus den Einzelaufnahmen der eigentlichen
Messung bestehende Bilderreihe in ImageJ eingeladen, der Hintergrund abgezogen und über
das CSD-ISM-ImageJ Plugin [86] die entsprechende Bild-Rekonstruktion durchgeführt werden.
Hierbei werden die Bilddimensionen zwischenzeitlich um den Faktor 10 artiﬁziell vergrößert,
um die mit Sub-Pixel-Genauigkeit bestimmten Zentren der Pinholes verrechnen zu können.
Innerhalb eines Bereichs um die einzelnen Pinhole-Positionen, der dreimal so groß ist wie die
Halbwertsbreite eines Gauß-Fits an den Pinhole-Referenzdaten, werden die einzelnen Pixeldaten
nun jeweils um ihren halben Abstand bezüglich der optischen Achse der Pinhole-Position zu
dieser hin verschoben. Dies geschieht rechnerisch über eine Verdoppelung der Pixelanzahl im
Bild und die entsprechende Zuweisung zu den neuen Pixelkoordinaten. Hierdurch sind die Pixel-
abstände im entstehenden ISM-Bild um den Faktor zwei reduziert auf einen Pixelabstand von
aISM = 28, 6± 0, 8nm . Nach der Summierung über alle so bearbeiteten Einzelaufnahmen wird
das entstandene Bild wieder um den Faktor 10 verkleinert und optional die Fourier-Filterung
durchgeführt.
Aufnahme einzelner Beads
Um den potentiellen Auﬂösungsgewinn der ISM-Methode zu quantiﬁzieren werden zunächst
Aufnahmen an den bereits zuvor verwendeten Beads getätigt. Hierfür werden vergleichbar zu
der Bestimmung der Auﬂösung in den Unterkapiteln 4.3 und 8.3 eine verdünnte Lösung von ﬂuo-
reszenzmarkierten Beads in einer Lösung aus 1% Agarose verwendet. In einer ﬁxen Höhe werden
nach dem obig beschriebenen Verfahren Stroboskopaufnahmen an der Probe durchgeführt und
die nach der ISM-Methode rekonstruierten Aufnahme mit (ISM+FFT) und ohne Fourierﬁlterung
(ISM) erstellt. Zum Vergleich mit einer normalen konfokalen Spinning-Disk-Aufnahme (CSD)
können die aufsummierten hintergrundkorrigierten Einzelaufnahmen verwendet werden. Ein Bei-
spiel einer so erstellten Aufnahme eines Beads mit einem Durchmesser von 200nm ist in Abb.
9.3 für die drei unterschiedlichen Szenarien zusammen mit einem Querschnitt und zugehörigem
Gauß-Fit gezeigt. Neben der durch die ISM-Methode erhöhten Pixelanzahl ist insbesondere eine








































Abb. 9.3: Beispiele einer Bead-Aufnahme
Gezeigt sind Aufnahmen eines 200nm-Beads im Detektionsbereich λdet = 500−550nm in Form
der aufsummierten Einzelbildern der Stroboskopaufnahme (CSD), der nach der ISM-Methode
rekonstruierte Aufnahme (ISM) sowie der ISM-Aufnahme nach Anwendung eines Fourierﬁlters
(ISM+FFT). Darunter sind die Intensitätsproﬁle eines Linienproﬁls in den Aufnahmen (rote Linie
in den Aufnahmen) mit einem zugehörigen Fit gemäß einer Gaußfunktion. Die so ermittelten
Werte der lateralen Auﬂösung σdet zeigen die in den ISM-Aufnahmen gesteigerten Auﬂösungen
im Vergleich zu der klassischen konfokalen Spinning-Disk-Aufnahme.
Die aus diesen Intensitätsproﬁlen einzelner Beads ermittelten Werte der lateralen Auﬂösung σxy
sind in Tab. 8 für unterschiedliche Detektionsbereiche gelistet. Die gemessenen Auﬂösungsver-
besserungen IISM = σxy(CSD)/σxy(ISM) bzw. IISM+FFT = σxy(CSD)/σxy(ISM+FFT) liegen
mit Werten von IISM = 1, 19 bzw. IISM+FFT = 1, 26 im Detektionsbereich λdet = 500−550nm
und IISM = 1, 24 bzw. IISM+FFT = 1, 32 im Detektionsbereich λdet = 575 − 625nm leicht
unterhalb der berichteten Werte aus Messungen zur Auﬂösungsverbesserung an vergleichbaren
λdet = 500− 550nm
CSD ISM ISM+FFT
σxy = (235± 6)nm σxy = (197± 3)nm σxy = (186± 4)nm
λdet = 575− 625nm
CSD ISM ISM+FFT
σxy = (238± 6)nm σxy = (191± 7)nm σxy = (180± 2)nm
Tab. 8: Werte der lateralen Auﬂösung für CSD- und ISM-Aufnahmen
Gezeigt sind die aus Stroboskopaufnahmen ermittelten Werte der lateralen Auﬂösung einer
CSD-Aufnahme, sowie die Werte aus den rekonstruierten ISM-Aufnahme mit und ohne Fou-
rierﬁlterung. Die Auﬂösungsverbesserung liegt im Bereich 1, 19 bzw. 1, 26 für eine Detektion
im Bereich 500− 550nm und 1, 24 bzw. 1, 32 für 575− 625nm. Die Aufnahmen erfolgten mit
einer Integration über 50 bzw. 500 4µs-Pulse für 500− 550nm bzw. 575− 625nm.
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Abb. 9.4: Vermessung der Mikrotubulidicke
Aufnahmen einer ﬁxierten HeLa-Zelle mit einer Färbung über Alexa488 über einen α-Tubulin-
Antikörper zeigen das Netzwerk aus einzelnen Mikrotubuli über die gesamte Zelle. Der Zellkern
in der Mitte der Zelle ist durch eine teilweise erhöhte Dichte von Mikrotubuli an seiner Peri-
pherie zu erkennen. Ein vergrößerter Ausschnitt (weißer Kasten) zeigt die deutlich verbesserte
Unterscheidbarkeit einzelner Mikrotubuli für nahe beieinanderliegende oder sich kreuzende Fila-
mente. Ein normiertes Intensitätsproﬁl durch ein einzelnes Filament (weißer Strich) in der Mitte
der Zelle (roter Kasten) zeigt die Steigerung der Auﬂösung der ISM-Aufnahmen mit und ohne
Fourierﬁlter gegenüber den CSD-Aufnahmen. Ein Fit einer Gaußfunktion (nicht gezeigt) liefert
abnehmende Werte des Querschnitts σtub (Abfall der Intensität auf 1/e2) mit einem minima-
len Wert von 152nm in der ISM-Aufnahme mit Fourierﬁlter. Der tatsächliche Querschnitt des
Filaments liegt mit ca. 25nm weit unterhalb der Auﬂösungsgrenze [177].
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Aufbauten (IISM = 1, 24 bzw. IISM+FFT = 1, 55 für eine Detektion um 525nm und IISM = 1, 33
bzw. IISM+FFT = 1, 45 für eine Detektion um 690nm [86]). Niedrigere Werte der Auﬂösungs-
verbesserung können zum einen in nicht berücksichtigten Aberrationen des optischen Systems
begründet sein [85]. Des weiteren führt die endliche Abmessung der verwendeten Beads mit
einem Durchmesser von 200nm zu einer eﬀektiven Verbreiterung der experimentell gemessenen
Auﬂösung des Systems. Messungen an Beads mit einem Durchmesser von 20nm führten zu
vergleichbaren Werten der Auﬂösung bei einem stark reduzierten Signal-Rausch-Verhältnis der
Intensitätsproﬁle aufgrund der niedrigeren Intensität in den Aufnahmen. Eine weitere Methode
zur Abschätzung der Auﬂösungsgewinns folgt in der nachfolgenden Vermessung der Mikrotu-
bulidicke, welche mit einer Dicke von ca. 25nm [177] weit unterhalb der Auﬂösungsgrenze liegt.
Vermessung der Mikrotubulidicke
Eine erste Anwendung der ISM-Methode an biologischen Proben stellt die Aufnahme des Mi-
krotubulinetzwerkes in einer ﬁxierten HeLa-Zelle dar. Hierfür wurden die Mikrotubuli mit einem
α-Tubulin-Antikörper mit dem Farbstoﬀ Alexa488 eingefärbt und gemäß dem oben beschrie-
benen Protokoll Stroboskopaufnahmen durchgeführt. Das Ergebnis einer solchen Aufnahme ist
in Abb. 9.4 für die drei Szenarien CSD, ISM und ISM+FFT mit einer Vergrößerung inner-
halb der Abbildung und dem Intensitätsproﬁl eines Querschnitts durch ein Mikrotubuliﬁlament
gezeigt. Neben dem erhöhten Kontrast der ISM- und ISM+FFT-Aufnahme ist durch den Auﬂö-
sungsgewinn eine deutlichere Separation der einzelnen Filamente und Filamentkreuzungen klar
erkennbar. Die aus dem Fit einer Gaußfunktion ermittelten Werte der Filamentdurchmesser
zeigen einen Auﬂösungsgewinn von IISM = 1, 39 bzw. IISM+FFT = 1, 52, der oberhalb der Wer-
te aus den zuvor gezeigten Messungen an Beads und in der Nähe der von anderen Gruppen
berichteten Werte liegt [86]. Die gemessene Mikrotubulidicke ist mit einem Wert von 152nm
der ISM+FFT-Aufnahme vergleichbar zu Werten anderer Gruppen aus Aufnahmen nach der
ISM-Methode [88].
Aufnahme des mitochondrialen Netzwerkes
Eine weitere potentielle Anwendung der ISM-Technik ist die Charakterisierung des mitochondria-
len Netzwerkes in Kulturzellen. Die Mitochondrien bilden in der Zelle ein dynamisches tubuläres
Netzwerk, welches sich auf einer Zeitskala von Minuten durch Fusions- und Fissionsereignisse
einzelner Segmente anpasst [178, 179]. Das Netzwerk besteht hierbei aus teilweise verbunden
zylindrischen Segmenten mit einem Durchmesser von mehreren 100nm und einem Bereich an
Längen von bis zu 10µm. Die Untersuchung des mitochondrialen Netzwerkes wurde bereits
in früheren Projekten am Lehrstuhl verfolgt, in denen die Netzwerktopologie anhand konfo-
kaler Bildaufnahmen an ﬂuoreszenzmarkierten Zellen aufgenommen und durch Bildverarbei-
tungsmethoden Parameter wie Segmentlängen und Knotenpunkte des Netzwerkes untersucht
wurden [179]. Ein Beispiel einer ISM-Aufnahme einer über die Plasmid DNA mt-GFP transﬁzier-
ten HeLa-Zelle ist in Abb. 9.5 gezeigt. Die Aufnahmen der summierten Stroboskopaufnahmen
(CSD), sowie der ISM Aufnahmen mit und ohne Fourierﬁlter zeigen die Netzwerkstruktur der
Mitochondrien im Zytoplasma der Zelle und den für die ISM-Aufnahmen erwarteten Anstieg der
Auﬂösung und des Kontrastes der Aufnahme. Im Zusammenspiel mit der gesteigerten Auﬂösung
von ISM-Aufnahmen und einer potentiell schnelleren Bildaufnahme durch das Spinning-Disk
System liefert der in Kap. 8 vorgestellte Aufbau hierbei neue Möglichkeiten einer verlässlicheren
Erfassung der Netzwerkparameter und der Untersuchung der Netzwerkdynamik.
Untersuchung des ER-Netzwerkes
Neben dem mitochondrialem Netzwerk steht auch die Topologie des Netzwerks des endoplas-




































Abb. 9.5: Beispiele einer ISM-Aufnahme am mitochondrialen Netzwerk
Die über einen Antikörper mit GFP eingefärbten Mitochondrien in einer ﬁxierten HeLa-Zelle
zeigen ein ausgebildetes Netzwerk im Zytoplasma der Zelle. In einem vergrößerten Bereich
(weißer Kasten) lassen sich insbesondere in den ISM-Aufnahmen einzelne Kreuzungen und
Eindellungen erkennen. Die normierten Intensitätskurven entlang eines Querschnitts (weißer
Strich) zeigt die in den ISM-Aufnahmen erhöhte Datenqualität.
Das verzweigte membranumschlossene Kanalsystem zeigt in seiner Struktur eine Koppelung
an die Dynamik des Zytoskeletts der Zelle, was zu einer ständigen Umstrukturierung des ER-
Netzwerkes in lebenden Zellen führt. Erste Untersuchungen dieser Dynamik, sowie eine Erfas-
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sung der Netzwerktopologie wurden bereits am Lehrstuhl durch klassische konfokale Spinning-
Disk-Aufnahmen an dem in Kap. 8 vorgestelltem Aufbau unternommen [181].
Abb. 9.6 zeigt eine exemplarische ISM-Aufnahme einer ﬁxierten HeLa-Zelle mit einer Färbung
des endoplasmatischen Retikulums durch eine Transfektion mit einer Plasmid-DNA des Proteins
Calreticulin. In den unterschiedlichen Vergrößerungen des ER-Netzwerkes wird hierbei der Ge-
winn an Auﬂösung und Kontrast in den ISM-Aufnahmen gegenüber der CSD-Aufnahme deutlich.
Aufnahmedauer einer ISM-Aufnahme
Aufgrund der konsekutiven Einzelaufnahme der Pinhole-Verteilungen muss für die Erstellung
einer ISM-Aufnahme eine im Vergleich zur klassischen Spinning-Disk-Aufnahme verlängerte
Aufnahmedauer in Kauf genommen werden. In der hier vorgestellten Realisierung ist die Limi-
tierung der Zeitauﬂösung durch die zwei Größen der verwendeten Pulsintegrationszahl I und
der Auslesezeit tReadout vorgegeben. Die Gesamtdauer der Aufnahme ergibt sich zu
TAufnahme = 250 · (I · 4ms + tReadout) (9.1)
mit der entsprechenden Länge einer Einzelaufnahme von I · 4ms + tReadout. Der Zeitdauer von
4ms ergibt sich hierbei durch die SD-Geschwindigkeit von 2500rpm mit der Dauer von 2ms für
das Abtasten des kompletten Bildausschnitts und einem derzeit implementierten zusätzlichen
Sicherheitsabstand von 2ms für eine korrekte Pulsabgabe durch das iterative Auslesen des CSU-
X1-Triggersignals. Für die hier gezeigten Aufnahmen mit I = 50 und tReadout = 10ms führt
dies zu einer eﬀektiven Aufnahmedauer von 52, 5s. Hierbei sei angemerkt, dass die Anregung
der Probe während der Aufnahmedauer nur einen geringen Bruchteil davon beträgt. Die Be-
strahlungsdauer der Probe ergibt sich allein aus der Pulsanzahl n , der Pulsdauer tPuls und der
Pulsintegrationszahl I zu
TBestrahlung = 250 · I · n · tPuls = I · 4ms (9.2)
was für die hier gezeigten Aufnahmen zu einer Bestrahlungsdauer von nur 200ms, also 3, 8% der
Aufnahmedauer führt. Während die verwendete Größe der Pulsintegrationszahl I maßgeblich
von der Signalstärke der Probe, der zur Verfügung stehenden Anregungsleistung des Lasers und
dem gewünschtem Signal-Rausch-Verhältnis der Aufnahmen abhängt, ergibt sich die verwende-
te Auslesezeit tReadout aus der benötigten Zeit der Kamera um die Aufnahme auszulesen bevor
eine neue Aufnahme gestartet werden kann. Diese ist wiederum abhängig von der Größe der
ausgewählten ROI und beträgt für den vollen Kamerasensor (2048 × 2048 Pixel) mindestens
20ms. Eine Reduktion auf einen Ausschnitt von 512× 512 Pixeln ermöglicht eine Erniedrigung
von tReadout auf 5ms.
Um die Aufnahmedauer für zukünftige Einsätze der ISM-Technik für die Untersuchung der Dy-
namik in lebenden Proben auf einen Bereich von maximal 1 − 10s zu erniedrigen, kann zum
einen die Pulsanzahl während einer Aufnahme von 4 auf 8 Pulse gesteigert werden. Dies wür-
de zu einer entsprechenden Reduzierung der nötigen Einzelaufnahmen auf N = 125 führen,
jedoch unter dem Risiko der Entstehung von Artefakten aufgrund eines zu geringen Abstan-
des der Pinhole-Verteilungen [86]. Ein Verzicht auf den Sicherheitsabstand eines Frames für
mehrere Pulsiterationen würde weiterhin den Beitrag von I auf 2ms pro Pulsfolge herabsetzen.
Für eine reduzierte ROI-Größe von 512× 512 Pixeln würde dies für eine realistische Anzahl an
Pulsiterationen von I = 10 − 40 zu einer Gesamtaufnahmedauer von 3, 1 − 10, 6s führen. Die
Anzahl der benötigten Pulsiterationen selbst ließe sich dementsprechend auch durch eine hö-
here eingekoppelte Laserleistung reduzieren, indem z.B. der bislang installierte Strahlteiler vor
der Fasereinkopplung (siehe Abb. 8.1) durch einen Klappspiegel ersetzt und die zur Verfügung
stehende Leistung somit verdoppelt werden würde. Die somit niedrigst mögliche Zeitaufnahme-









Abb. 9.6: Beispiele einer ISM-Aufnahme am ER
Gezeigt sind CSD, ISM und ISM+FFT-Aufnahmen einer ﬁxierten HeLa-Zelle, deren Endo-
plasmatisches Retikulum über eine Fluoreszenzmarkierung des Proteins Calreticulin sichtbar ge-
macht wurde. Des weiteren sind je zwei Vergrößerungen einzelner Bildabschnitte (weiße Kästen)
abgebildet. Das ER zeigt in der linken Zelle eine deutlich sichtbare Netzwerkstruktur, während
die rechte Zelle einen wahrscheinlich durch die Fixierung bedingten Zerfall des ER-Netzwerks in
einzelne Tropfen aufweist. Neben einem gesteigerten Kontrast der beiden ISM-Aufnahmen im
Vergleich zur CSD-Aufnahme zeigt sich insbesondere in der höchsten Vergrößerung eine detail-
lierte Auﬂösung des ER-Netzwerkes, welche eine genauere Analyse der Topologie ermöglicht.
Ausblick
Die hier vorgestellten ersten Aufnahmen nach der ISM-Methode zeigen den durch die Methode
gewonnen Auﬂösungsgewinn am Aufbau, der sich in derselben Größenordnungen vergleichba-
rer Studien anderer Gruppen beﬁndet. Im Zusammenhang mit einer sichtbaren Steigerung des
Kontrastes ermöglicht dies eine wertvolle Bereicherung in laufenden und zukünftigen Projekten
am Lehrstuhl zur Aufnahme und Charakterisierung von Netzwerkstrukturen in Zellen. Für die
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Ermöglichung von Aufnahmen zur Untersuchung von Netzwerkdynamiken in lebenden Proben
ist eine Weiterentwicklung der derzeitigen Implementierung hinsichtlich der Aufnahmedauer
angeraten. Die hierfür vorgestellten Verbesserungsmöglichkeiten in der derzeitigen Aufnahme-






Der separate Anregungsstrahlengang des Aufbaus erlaubt neben der im vorherigen Unterkapitel
behandelten strukturierten Beleuchtung auch die Einkoppelung einer separaten Anregungsweges
mit einer gezielten Positionierung eines lokal deﬁnierten Anregungsfokus über das Galvospie-
gelpaar. Dies ermöglicht die Durchführung von Bleichexperimenten (siehe Unterkap. 3.2.4), in
denen Bereiche beliebiger Geometrie gebleicht und eine mögliche Signalerholung durch Diﬀusion
oder Bindung aufgenommen werden kann. Somit werden sowohl die Bestimmung der Bindungs-
kinetik markierter Proteine an unterschiedlichen Zellorganellen als auch Diﬀusionsmessungen in
lebenden Proben ermöglicht. Anwendungen von FRAP-Experimenten an C. elegans in früheren
Studien beschäftigten sich dabei beispielsweise mit der Bestimmung asymmetrischer Diﬀusion
und der Charakterisierung von Proteinanbindung im frühen Embryo [33, 36, 164, 182]. Die
Möglichkeit zur Durchführung solcher Experimente stellt somit auch eine wertvolle Bereiche-
rung für die in dieser Arbeit bereits vorgestellten Projekte dar. In diesem Unterkapitel sollen
nun erste Beispiele für derartige Messungen an simplen Farbstoösungen, Kulturzellen und
Wurmembryonen gezeigt werden.
Realisierung am Aufbau und Ablauf der Datenaufnahme
Vor der Durchführung von Bleichmessungen kann zunächst eine Kalibration der Fokuspunktpo-
sition für eine angelegte Spannung an das Galvospiegelpaar über die Verwendung eines Chromas-
lides durchgeführt werden. Hierbei wird die Position des Fokus innerhalb der HoKaWo-Software
markiert und die Pixelkoordinaten zusammen mit der Galvoposition innerhalb der Kontrollsoft-
ware eingegeben (siehe Abschnitt B im Anhang), um eine spätere Auswahl der Fokusposition
gemäß den gewünschten Pixelkoordinaten zu realisieren. Danach kann die eigentliche Probe in
den Probentisch des Mikroskops eingelegt werden.
Zur Durchführung von Bleichexperimenten wird innerhalb der Kontrollsoftware der Aufnahme-
modus FRAP ausgewählt. Dieser erlaubt in der derzeitigen Implementierung keine Mehrkanal-
oder z-Stack-Aufnahmen, um eine hohe Zeitauﬂösung der Messung sicherzustellen. Vor der Mes-
sung müssen die Anzahl der pre- und post-bleach-Aufnahmen sowie die hierfür genutzten Werte
der Anregungsleistung und Detektionsﬁlter in der Software eingestellt werden. Bei der Wahl der
pre- und post-bleach-Laserleistung ist insbesondere darauf zu achten, eine Anregungsleistung
zu wählen, die niedrig genug ist, um Bleichvorgänge während dieser Messungen zu vermeiden.
Hierbei dienen die pre-bleach-Aufnahmen auch zur Überprüfung einer gleichbleibenden Inten-
sität bei geeigneter Parameterwahl. Die post-bleach-Phase muss lang genug gewählt werden,
um die die Erholung der Intensität in der gebleichten Region auf ein Plateau zu erfassen. Der
Bleichvorgang selbst muss über die Angabe der entsprechenden Bleichleistung des AOTF-Filters,
sowie der ROI-Geometrie und -Position in Form von mehreren Bleichfokuspositionen mit einer
jeweiligen Wartezeit tBleach innerhalb der Software deﬁniert werden. Um eine geschlossene Form
zu bleichen, sollte der Abstand der Fokipositionen hierbei nicht größer als die zuvor bestimmte
Fokusgröße von 633 − 665nm sein. Eine zu große ROI bzw. zu viele Fokuspositionen und zu
lange Wartezeiten führen zu einer zu langen Dauer des Bleichvorganges, innerhalb derer bereits
eine Erholung der gebleichten Region stattﬁndet, weshalb die Dauer des Bleichvorgangs so kurz
wie möglich gehalten werden sollte [121]. Die Wahl der Kamerabelichtungszeit, ROI-Größe der
Aufnahme und ein eventuelles Binning wird abhängig von der untersuchten Zeitskala der der
Fluoreszenzerholung zugrundeliegenden Dynamik, der Probengröße in der Bildebene sowie von
dem Signal-Rausch-Verhältnis der gemessenen Fluoreszenzintensität der Probe gewählt. Hier-
bei sollte eine möglichst hohe Bildaufnahmerate und eine ausreichend hohe Pixelanzahl für eine
entsprechend hohe zeitliche und räumliche Auﬂösung der Fluoreszenzerholung erreicht werden.




 Laserleistung (491nm / 561nm): je 100mW
 Kamerabelichtungszeit: 50− 100ms
 Binning (on-chip): 4× 4
 ROI: (124× 124)− (248× 248) Pixel
 Spinning-Disk-Geschwindigkeit: 5000rpm
 AOTF-Filter (491nm ): je nach Probe
 Anzahl an Stacks (pre-bleach / post-bleach): 20 / 2000− 10000
 Kanaleinstellungen (Anregung + Detektion): 491nm + 500− 550nm
 Bleichleistung - AOTF-Filter (491nm): 10V
 tBleach: 1− 5ms
 Galvoschrittweite: 5 Pixel / 281nm
 weitere Galvo-Einstellungen (ROI-Position, Schrittanzahl, Iterationen): je nach Probe
Weitere Details zu den einzelnen Parametern der Kontrollsoftware ﬁnden sich im Anhang in Ab-
schnitt B. Im Anschluss wird innerhalb der HoKaWo-Software ein Stream der entsprechenden
Einzelbildanzahl vorbereitet und die Messung im externen Kameratrigger-Modus Edge gest-
artet. Die Messung kann anschließend über die LabVIEW -Setup-Software begonnen werden.
Nach Abschluss der Messung wird die aufgenommene Bilderreihe automatisch als .HIS-Format
gespeichert und zur späteren Auswertung in Fiji in ein Multipage-Tiﬀ oder eine serielle Bilder-
sequenz im .tif Format konvertiert.
Datenauswertung
Zur Auswertung der Bleichkurve wird die Messung alsMultipage-Tiﬀ in der Software Fiji einge-
laden und die Intensitätskurve der ausgewählten Bleichregion über die Funktion Plot Z-axis Pro-
ﬁle in Form einer .csv -Datei extrahiert. Diese zeitlichen Intensitätsverläufe können im Anschluss
z.B. inMatlab zur weiteren Auswertung eingeladen werden. Eine zusätzliche Hintergrundaufnah-
me bei ausgeschalteter Beleuchtungsquelle und ansonsten unveränderten Aufnahmebindungen
dient zur Bestimmung des Kamerahintergrundes und kann von der Erholungskurve abgezogen
werden. Sollte es nicht möglich sein eine Bleichaufnahme ohne Bleichvorgänge während der







durchgeführt werden [183]. Hierbei wird neben der Korrektur der Hintergrundintensität IBG(t)
zum einen die gemittelte Intensität IFRAP(t) innerhalb der Bleichregion durch die gemittelte
Intensität Igesamt(t) der gesamten ﬂuoreszenzmarkierten Probe geteilt und zum anderen die
Intensitätskurve bezüglich der gemittelten Intensitäten Igesamt,pre und IFRAP,pre der pre-bleach-
Aufnahmen normalisiert.
Zur Auswertung der Datensätze wird je nach vermuteter Systematik der Fluoreszenzerholung ein
entsprechendes Fit-Modell verwendet. Aufgrund der derzeitigen Begrenzung der Bleichgeome-
trien auf rechteckige Formen, kann im Falle einer diﬀusionslimitierten Erholung hierbei nicht die
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in Unterkap. 3.2.4 vorgestellte Formel für eine kreisförmige ROI verwendet werden. Stattdessen
wird eine empirisch ermittelte Formel nach Ellenberg [184] der Form








mit der Seitenlänge w der Bleichregion und mit dem Diﬀusionskoeﬃzienten D als Fitparame-
ter verwendet. Eine exaktere Formel zur Bestimmung des Diﬀusionskoeﬃzienten für den Fall
einer lateralen Diﬀusion mit einer rechteckigen Bleichregion und einem zusätzlichem Anteil der
Erholung durch An- bzw. Entbindung besitzt die Form
IFRAP(t) = A ·
(





mit einem Normalisierungsparameter A, dem Bleichanteil fb einer Entbindungsrate koﬀ und den



















für eine Bleichregion mit unendlich steilen Kanten [164]. Darüber hinaus ist auch die die Berück-
sichtigung experimenteller Abweichungen der Form des Bleichproﬁls in obiger Formel möglich.
Aufgrund der endlichen Breite des Bleichfokus sowie der Verbreiterung des Bleichproﬁls im Falle
einer diﬀusionslimitierten Erholung innerhalb der endlichen Bleich- bzw. Aufnahmedauer [121]
kann bei einer hinreichend hohen Zeitauﬂösung die Steigung der Kanten der Bleichregion so
über einen Fit an den räumlichen Intensitätsproﬁle direkt nach den Bleichereignissen ermittelt
und in obiger Formel berücksichtigt werden [164]. Eine Verwendung der Gl. 9.5 an Daten aus
Diﬀusionsmessungen führte während dieser Arbeit konsistent zu Ergebnissen, die ca. eine Grö-
ßenordnung niedriger als die Fit-Ergebnissen nach Gl. 9.4 und den theoretischen Erwartungen
lagen, weshalb die Auswertung der hier vorgestellten Diﬀusionsmessungen unter Verwendung
der Gl. 9.4 erfolgt.
Die Auswertungen von Datensätzen, die eine bindungslimitierte Erholung der Diﬀusion vermu-
ten lassen, werden mit einem exponentiellen Fit nach Gl. 3.41 ausgewertet.
Dauer des Bleichvorgangs und Totzeit
Zur korrekten Auswertung der Erholungskurve in Bleichmessungen ist die genaue Kenntnis der
Zeitpunkte der post-bleach-Aufnahmen bezogen auf das Bleichereignis notwendig. Aufgrund
der endlichen Dauer des Bleichprozesses und der Notwendigkeit der Aufbauansteuerung ergibt
sich eine gewisse Totzeit ∆tFRAP zwischen dem Ende der pre-bleach- und dem Beginn der post-
bleach-Aufnahmen. Der zeitliche Nullpunkt der Messung wird für die Datenauswertung hierbei
gemäß tKorr = t −∆tFRAP/2 auf die Mitte des Bleichvorgangs gelegt, um die endliche Dauer
des Bleichvorgangs zu kompensieren [184]. Die Totzeit ergibt sich zu
∆tFRAP = NBleach · (tBleach + tGalvo) + 2 · tFW + tSoftware
mit der Anzahl der Bleichfoki NBleach, der jeweiligen Bleichdauer tBleach, der Wartezeit für die
Ansteuerung des Galvospiegelpaares tGalvo, der Wartezeit zwischen dem Wechsel der Filterwürfel
tFW und einer softwareinternen Wartezeit tSoftware, die sich aus der Architektur des Program-
mablaufs der Aufbaukontrollsoftware ergibt. Während der eigentliche Bleichvorgang mit einer
Dauer von 5−50ms (NBleach = 100−1000, tBleach = 1ms, tGalvo = 50µs) zumeist unterhalb der
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typischen Aufnahmedauer von 50ms bleibt, sind in der derzeitigen Implementierung insbeson-
dere die Größen tFW = 400ms und tSoftware = 1235ms limitierend für den Zeitabstand zwischen
Bleichereignis und post-bleach-Aufnahmen. Die Werte dieser Größen ergeben sich dabei zum
einen aus der notwendigen Wartezeit für das mechanische Umklappen der Filterwürfelhalter
im Mikroskopobjektiv und durch die notwendige serielle Kommunikation über den Kontroll-PC.
Ein vorrangiges Ziel zukünftiger Verbesserungen am Aufbau ist daher die Reduzierung dieser
Größen durch eine direkte Ansteuerung des Mikroskopstativs über Triggersignale des FPGA
und ein möglicher vollständiger Verzicht auf die Notwendigkeit des Filterwürfelumklapps durch
die Verwendung polarisationsabhängiger Dichroiten mit einer entsprechenden Polarisation der
unterschiedlichen Strahlengänge.
Messung der Bindungskinetik in Kulturzellen
Um die Möglichkeiten des Aufbaus in Bleichexperimenten an biologischen Proben zu testen

































Abb. 9.7: Bleichproﬁl in einer ﬁxierten HeLa-Zelle
Links gezeigt sind Aufnahmen einer ﬁxierten HeLa-Zelle mit einer Fluoreszenzmarkierung des
am Golgi-Apparat angelagerten Proteins Arf-1. Zum Zeitpunkt t = 0s wurde eine ROI der Größe
(6, 74 × 10, 12)µm2 (weißer Kasten) bei voller Laserleistung gebleicht. Im rechten oberen Teil
der Abbildung sind Intensitätsproﬁle durch die gebleichte Region (graue gestrichelte Linie in
linker Abbildung) für unterschiedliche Zeitpunkte der Aufnahme dargestellt. Die Fluoreszenz im
Bereich der durch den Bleichstrahl abgetasteten Region, markiert durch zwei graue senkrechte
Linien, zeigt das Ausbleichen der Fluorophore und das Ausbleiben einer Fluoreszenzerholung in
der ﬁxierten Zelle zu späteren Zeitpunkten. Die Steigung der Flanken der gebleichten Region
zum ersten Zeitpunkt nach dem Bleichereignis lässt sich über einen Fit (rot) nach Gl. 9.7
beschreiben. Die durch den Fit ermittelte Steigung m = 1, 4±0, 4 bleibt im Rahmen der Fehler
für den weiteren Verlauf der Messung erhalten.
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Zur Überprüfung des Bleichproﬁls wird eine ﬁxierte HeLa-Zelle verwendet, in der das periphere
Membranprotein Arf-1, welches in erhöhter Konzentration am Golgi-Apparat der Zelle vorzuﬁn-
den ist, mittels GFP über eine transiente Transfektion ﬂuoreszenzmarkiert wurde. Abb. 9.7 zeigt
Aufnahmen einer solchen Zelle vor und nach der Bleichung einer rechteckigen ROI der Größe
(6, 7× 10, 1)µm2 über 24× 36 Bleichfoki im Abstand von je 281nm mit tBleach = 1ms bei vol-
ler Laserleistung. Intensitätsproﬁle durch die gebleichte Region zeigen das nahezu vollständige
Ausbleichen der dortigen Fluorophore und das erwartete Ausbleiben einer Fluoreszenzerholung
durch Diﬀusion oder Bindung in der ﬁxierten Zelle in den darauﬀolgenden Aufnahmen.






















Abb. 9.8: Messung der Bindungskinetik von Arf-1 am Golgi-Apparat
Eine Bleichmessung am Golgi-Apparat einer lebenden HeLa-Zelle, in der das Protein Arf-1
mittels GFP ﬂuoreszenzmarkiert wurde, zeigt die Erholung der Fluoreszenz über An- und Ent-
bindung der Proteine zwischen Golgi-Apparat und Zytoplasma. Hierfür wird der Golgi-Apparat
zum Zeitpunkt t = 0s über ein Rechteck der Größe (10× 7, 6)µm2 gebleicht (grauer Kasten).
In der Zeitaufnahme des Golgi-Apparates ist neben der zeitlichen Fluoreszenzerholung auch
eine leichte Umstrukturierung der lebenden Zelle zu erkennen. Die nach Gl. 9.3 normierte Er-
holungskurve einer ROI um den Golgi-Apparat lässt sich über einen exponentiellen Fit nach
Gl. 3.41 erfassen und liefert für die gezeigte Messung eine Zeitskala von τB = (20, 9 ± 0, 3)s.
Dies ergibt unter Berücksichtigung der Fluoreszenzintensitäts- und Volumenverhältnisse eine
Bindungskinetik mit kon = (0, 193 ± 0, 003)s−1 und koﬀ = (0, 035 ± 0, 001)s−1. Während
der ersten Sekunden der post-bleach-Aufnahmen ist hierbei eine initiale Fluoreszenzerholung
aufgrund von nicht zu vernachlässigender Diﬀusion zu erwarten, weshalb dieser Bereich vom
exponentiellen Fit nicht erfasst wird.
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mit der Steigung m und der Proﬁlbreite dx beschreiben [164]. Ein Fit an der Aufnahme direkt
nach dem Bleichvorgang (siehe Abb. 9.7 rechts unten) liefert einen Wert der Steigung von
m = 1, 4 ± 0, 4, welcher im Rahmen der Fehler für die späteren Aufnahmen konstant bleibt
(m = 1, 7± 0, 5 mit einem Fehler gemäß der Standardabweichung).
Zur Messung der Bindungskinetik des Proteins Arf-1 am Golgi-Apparat werden nun Bleichmes-
sungen in lebenden Zellen durchgeführt. Diese werden hierfür in µ-Slide 4 Wells der Firma ibidi
(Martinsried, Deutschland) angesiedelt, transiﬁziert und 24 Stunden nach der Transfektion bei
T = 37°C gemessen. Abb. 9.8 zeigt eine exemplarische Aufnahme einer solchen Messung, in der
die Proteine am Golgi-Apparat über eine ROI der Größe (10, 1×7, 6)µm2 mittels 36×27 Bleich-
foki im Abstand von je 281nm mit tBleach = 1ms bei voller Laserleistung gebleicht werden. Die
nach Gl. 9.3 normierte Erholungskurve der gemittelten Intensität in einer den Golgi-Apparat
umschließenden ROI zeigt einen Abfall der Intensität auf 20% der pre-bleach-Intensität mit
einer darauﬀolgenden Erholung der Fluoreszenz auf bis zu 80%. Die post-bleach-Aufnahmen
zeigen hierbei kein sichtbares Bleichen während der Messung. Ein exponentieller Fit an die
Erholungskurve nach Gl. 3.41 liefert eine Zeitskala der Erholung von τB = (20, 9 ± 0, 3)s.
Eine Berücksichtigung des Größenverhältnisses zwischen Zellorganelle und Zytoplasma nach
[124] liefert Werte der An- und Entbindungskoeﬃzienten von kon = (0, 193 ± 0, 003)s−1 und
koﬀ = (0, 035± 0, 001)s−1. Messungen an insgesamt 5 Zellen ergeben vergleichbare Ergebnisse
von kon = (0, 162 ± 0, 056)s−1 und koﬀ = (0, 033 ± 0, 008)s−1 mit einem Fehler gemäß der
Standardabweichung. Identische Messungen an CHO-Zellen (Chinese Hamster Ovary) mittels
eines kommerziellen konfokalen Mikroskops (Leica SP-5, Leica Microsystems) liefern vergleich-
bare Ergebnisse mit kon = (0, 21± 0, 01)s−1 und koﬀ = (0, 057± 0, 03)s−1 [124].
Abschätzung zytoplasmischer Diﬀusion in Kulturzellen
Neben der An- und Entbindung der Arf-1-Proteine an den Golgi-Apparat lässt sich in den leben-
den Kulturzellen auch die Diﬀusion der Proteine im Zytoplasma der Zelle untersuchen. Aufgrund
der oben beschriebenen Totzeit des Aufbaus nach bzw. während des Bleichvorgangs ist für die
tendenziell schnellere Erholung durch Diﬀusion hier nur eine Abschätzung der korrekten Diﬀusi-
onskoeﬃzienten zu erwarten. Zur Messung wird eine quadratische Region im Randbereich einer
lebenden Zelle gebleicht, wobei in Durchlichtaufnahmen sichergestellt werden sollte, dass der
Zellkern nicht in der Bleichregion liegt. Aufgrund der geringen Dicke der an den Plastikboden
adhärierenden Zelllinie von 1 − 2µm kann der zytoplasmische Proteinanteil in axialer Dimen-
sion ausreichend tief gebleicht werden, um die Erholung der Fluoreszenz in der Bleichregion
größtenteils auf laterale Diﬀusion zurückzuführen. Ein Beispiel einer solchen Messung für eine
Bleichregion der Größe (7× 7)µm2, bestehend aus 25× 25 Bleichfoki mit einem Abstand von
je 281nm, ist in Abb. 9.9 gezeigt. Zusätzliche unerwünschte Bleichprozesse während der post-
bleach-Aufnahmen werden durch die Normalisierung nach Gl. 9.3 kompensiert. Die normierte
Erholungskurve lässt sich über einen Fit nach Gl. 9.4 beschreiben und liefert einen Diﬀusi-
onskoeﬃzienten von DZyto = (23, 5 ± 2, 7)µm
2
s . Messungen an insgesamt 5 unterschiedlichen
Zellen liefern Werte der zytoplasmischen Diﬀusion zwischen 3 − 24µm2s mit einem Mittelwert
von (11± 8)µm2s .
Die Breite der Verteilung lässt sich hier teilweise auch auf einen möglichen Einﬂuss unterschied-
licher Zellzyklenstadien zurückführen. FCS-Messungen an zytoplasmischen Arf-1 in früheren
Studien [185] zeigten das Auftreten zweier Populationen bestehend aus Arf-1 im Monomerzu-
stand (85%) mit einem Diﬀusionskoeﬃzienten von D = 15µm
2
s und einem geringeren Anteil
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(15%) mit einem vermutlich aufgrund von Bindungen mit anderen Proteinen stark erniedrigtem
Diﬀusionskoeﬃzienten von D = 0, 5µm
2
s . Obwohl das Signal-Rausch-Verhältnis der Erholungs-
kurven eine sinnvolle zweikomponentige Auswertung nicht zulässt, kann die Größenordnung der
Ergebnisse der einkomponentigen Auswertungen somit bestätigt werden.
t=-1s t=2s t=27s



















Abb. 9.9: Bleichmessung zytoplasmischer Diﬀusion
Zur Messung der Diﬀusion von Proteinen im Zytoplasma lebender Zellen wird ein ROI der
Größe (7 × 7)µm2 (grauer Kasten) im Zytoplasma einer HeLa-Zelle gebleicht und der Verlauf
der nach Gl. 9.3 normierten Erholungskurve betrachtet. Die diﬀusionslimitierte Erholung der
Fluoreszenzintensität lässt sich durch einen Fit nach Gl. 9.4 (rot) erfassen und liefert einen
Diﬀusionskoeﬃzienten von DZyto = (23, 5± 2, 7)µm
2
s .
Abschätzung der Diﬀusion und Residenzzeit peripherer Membranproteine in Wurmem-
bryonen
Zur Überprüfung der Einsatzmöglichkeiten des FRAP-Aufbaus in frühen Wurmembryonen wird
nun versucht die Diﬀusion und Residenzzeit des bereits in Unterkap. 7.1 untersuchten peri-
pheren Membranproteins PLC1δ1 durch Bleichmessungen zu ermitteln. Hierfür wird die bereits
zuvor verwendete Wurmlinie OD95 verwendet. Frühe Embryonen werden nach dem in Unter-
kap. 5.1 beschriebenen Protokoll entnommen und zur Messung im SD-FRAP-Ablations-Aufbau
zwischen zwei Deckgläsern im Abstand von 20µm in einem Puﬀermedium präpariert. Eine ge-
naue Beschreibung dieser Art von Probenpräparation erfolgt in Unterkap. 9.3. Durch die leichte
Kompression des Embryos zwischen den Deckgläsern wird die Zellmembran zusätzlich leicht
abgeﬂacht, was es ermöglicht, einen größeren Querschnitt durch diese in einer Bildebene aufzu-
nehmen. Abb. 9.10 zeigt eine Bleichmessung an einem frühen Embryo zu einem Zeitpunkt ca.
3min vor der ersten Zellteilung. In einer Probenebene innerhalb der Zellmembran wird eine Re-
gion der Größe (7×7)µm2, bestehend aus 25×25 Bleichfoki mit einem Abstand von je 281nm,
bei voller Laserleistung gebleicht. Zusätzliches Bleichen während der post-bleach-Aufnahmen
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wird durch die Normalisierung nach Gl. 9.3 kompensiert. Ein alleinig auf Diﬀusion basierender
Fit nach Gl. 9.4 beschreibt die Erholungskurve der normierten mittleren Intensität der Bleich-
region nur unzureichend und liefert einen Wert von DMembran = (22, 1 ± 1, 9)µm
2
s . Aufgrund
der Ergebnisse aus Unterkap. 7.1 und früherer FRAP-Studien an PLC1δ1 [164] wird daher über
einen zusätzlichen Beitrag e−t/T die endliche Residenzzeit T des peripheren Membranproteins
auf der Zellmembran berücksichtigt. Ein Fit der Form
IFRAP(t) = A+B ·
(






führt dementsprechend zu einer besseren Beschreibung der Datenpunkte und ergibt Werte von
T = (6, 8 ± 1, 2)s und DMembran = (6, 5 ± 3, 5)µm
2
s . Das Ergebnis der Residenzzeit ist ver-
gleichbar mit der Abschätzung aus SPIM-FCS-Messungen in Unterkap. 7.1 mit T = 2, 8s und
FRAP-Messungen früherer Studien mit T = (8, 3±1, 1)s [164]. Das Ergebnis des Diﬀusionsko-
eﬃzienten liegt über den Werten der SPIM-FCS-Messungen (D = 0, 63−1, 04µm2s ) und früherer
FRAP-Studien (D = (1, 7± 0, 2)µm2s ) [164]. Diese Abweichung könnte in der bereits zuvor an-
gesprochenen Problematik der zu langen Totzeit, einem möglichen Einﬂuss des zytoplasmischen
Proteinanteils, sowie in der Korrektur des Aufnahmebleichens durch die Normalisierung nach
Gl. 9.3 begründet sein.
t=-1s t=2s t=26s
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Abb. 9.10: Messung der Membrandiﬀusion und Bindungskinetik im frühen Embryo
Gezeigt ist eine Bleichmessung einer Region der Größe (7 × 7)µm2 (grauer Kasten) an der
Zellmembran eines frühen C. elegans-Embryos der Linie OD95 kurz vor der ersten Zellteilung.
Hierbei ist das periphere Membranprotein PLC1δ1 mit dem Fluorophor GFP markiert. Die Er-
holungskurve der nach Gl. 9.3 normierten mittleren Intensität der Bleichregion wird durch einen
allein auf Diﬀusion basierenden Fit nach Gl. 9.4 (blau) nur unzureichend erfasst. Eine angepass-
te Formel nach Gl. 9.8, die eine zusätzlichen Austausch des peripheren Membranproteins mit
dem zytoplasmischen Proteinanteilen berücksichtigt, liefert Werte des Diﬀusionskoeﬀzienten
von DMembran = (6, 5± 3, 5)µm
2




Die hier gezeigten Messungen zeigen die Einsatzmöglichkeiten des Aufbaus zur Durchführung
von Bleichexperimenten in lebenden Organismen. Die aufbaubedingte Totzeit aufgrund der end-
lichen Bleichdauer und der notwendigen Komponentenansteuerung setzt hierbei insbesondere
bei der Bestimmung einer schnellen, diﬀusionslimitierten Erholung in der derzeitigen Implemen-
tierung gewisse Grenzen bei den untersuchten Proben. Zukünftige Anpassungen an Ansteuerung
und optischen Bauteilen ermöglichen hier Optimierungen. Die Quantiﬁzierung der Bindungskine-
tik eines Proteins in lebenden Kulturzellen lieferte übereinstimmende Ergebnisse zu Messungen
an einem kommerziellen Aufbau. Des weiteren ergab ein erster Einsatz in frühen Wurmem-
bryonen vergleichbare Ergebnisse für die Residenzzeit eines peripheren Membranproteins auf
der Zellmembran zu entsprechenden vorherigen Messungen in dieser Arbeit an einem anderen
Aufbau und früheren Studien.
Durch die am Aufbau geschaﬀene Möglichkeit zur Messung von Diﬀusion und Bindungser-
eignissen durch Bleichexperimente kann dies nun in nachfolgenden Projekten mit der hohen
räumlichen und zeitlichen Auﬂösung von Spinning-Disk-Aufnahmen kombiniert werden mit ei-
ner im Vergleich zu CLSM-Aufbauten erniedrigten Aufnahmedauer und Strahlenbelastung für
empﬁndliche Proben. Eine weitere vielversprechende Einsatzmöglichkeit des Aufbaus aufgrund
der beliebigen Positionierung eines Laserfokus unterhalb der µm-Skala ergibt sich in der lo-
kal begrenzten Anregung photoaktivierbarer Proteine [186, 187]. Neben der lokalen Schaltung
von Fluorophoren können hierdurch z.B. die neuronale Aktivität adulter Tiere [188], die lokale
Transkription in einzelnen Zellen des Embryos [189] und DNA-Modiﬁzierungen in der Keimbahn
[190] gesteuert werden. Anwendungen in Kulturzellen umfassen z.B. die Steuerung der Mikro-
tubulidynamik und der Mitose sowie die Möglichkeit eines lichtinduzierten Zelltods [191]. Im
Zusammenhang mit einer sich derzeit durch den Autor dieser Arbeit in Entwicklung beﬁndlichen
Ansteuerung für beliebige Bleichformen bzw. -regionen, ermöglicht dies die gezielte Störung und





Zur Erweiterung der zuvor vorgestellten Untersuchungen der ungestörten Wurmembryogenese
durch die Aufnahme von Langzeitmessungen (siehe Kapitel 5) ist ein weiteres Ziel der vorlie-
genden Arbeit die Entwicklung eines Aufbaus zur gezielten Photomanipulation in Zellen und
Wurmembryonen (siehe Unterkap. 3.3). Ablationsmessungen in Embryonen und adulten Exem-
plaren des Fadenwurms C. elegans wurden bereits in der Vergangenheit ausgiebig genutzt, um
unter anderem einzelne Zellen im Wurm [192] oder Embryo [13, 193, 194] abzutöten, Ner-
venfasern zu durchschneiden [195], Zellen zu verschmelzen [196] und Eihüllen zu perforieren
um anschließend z.B. Anteile des Zytoplasmas oder ganze Zellen zu entfernen [197, 198] (sie-
he [133] für eine Übersicht). Dies ermöglichte Studien über Zellfunktionen und -interaktionen,
die Untersuchung neuronaler Prozesse, sowie die Entwicklung erster Modelle zur frühen em-
bryonalen Entwicklung. Im Kontext der in Kapitel 5 vorgestellten Messungen und des daraus
resultierenden Modells der frühen Embryogenese kann die Möglichkeit der Manipulation von
Zellanordnungen und Teilungszeitpunkten durch Ablationsmessungen hierbei die Beantwortung
neuer Fragestellungen ermöglichen. im Nachfolgenden werden erste exemplarische Ablations-
experimente an frühen Wurmembryonen vorgestellt, um die Einsatzmöglichkeiten des hierfür
konzipierten und im Rahmen dieser Arbeit realisierten Aufbaus aufzuzeigen.
Probenpräparation und Ablauf einer Ablationsmessung am frühen Embryo
Die Durchführung von Ablationsmessungen erfordert zunächst die genaue Kenntnis des Ablati-
onsfokus bzw. der ausgewählten ROI des Ablationsvorgangs in der Bildebene. Hierfür kann zur
Kontrolle der Justage vor jeder Messung eine Mikrolinse in eines Glasobjektträger gebrannt (sie-
he Abb. 8.6) und die Position innerhalb der HoKaWo-Software markiert werden. Hierfür reicht
bei voller Laserleistung des UV-Lasers typischerweise bereits ein Puls aus. Darüber hinaus kann
die Position der Mikrolinse in Pixelkoordinaten zusammen mit der Galvoposition zur Eichung
innerhalb der Software verwendet werden (siehe Abschnitt B im Anhang), um eine spätere Aus-
wahl der Fokusposition gemäß den gewünschten Pixelkoordinaten zu realisieren. Nach dieser
Kalibrationsmessung erfolgt die eigentliche Probenpräparation.
Für Messungen im frühen Embryo sind die ersten Schritte der Ei-Extraktion aus den Würmern
identisch zu der in Unterkap. 5.1 beschriebenen Prozedur. Sobald ein passendes Ei (typischer-
weise frisch befruchtet bzw. vor dem einzelligen Zustand) gefunden wurde, wird dieses mithilfe
der Glaskapillare innerhalb eines ca. 5µl großen M9-Tropfens auf ein Deckglas der Abmessungen
24mm × 60mm, (Stärke #1, Carl Roth, Karlsruhe, Deutschland) aufgesetzt. Auf den Tropfen
wird 2, 5µl einer Lösung von 20µm großen Partikeln (Polybead Microspheres, Polysciences Inc,
Pennsylvania, USA) in wässriger Lösung hinzu pipettiert und der Tropfen anschließend vorsich-
tig mit einem zweiten Deckgläschen der Abmessung 20mm × 20mm, (Stärke #1, Carl Roth)
abgedeckt. Die im Tropfen vorhandenen Partikel dienen hierbei als Abstandshalter zwischen
den Gläsern und führen zu einer Fixierung und leichtem Druck auf den Embryo. Abschlie-
ßend werden die Ränder des kleineren Deckgläschen mithilfe eines Pinsels mit einer zuvor auf
90°C aufgewärmten ﬂüssigen Vaseline (Unilever, London, UK) bestrichen, um das Probenvolu-
men abzuschließen und eine Verdunstung des Mediums bei längeren Messungen zu verhindern.
Dieses Protokoll wurde mit freundlicher Genehmigung von Frau Priyanka Dutta übernommen.
Eine Markierung der Position des Embryos auf dem Deckglas mithilfe eines Filzstiftes erleichtert
die spätere Probenﬁndung im Mikroskop.
Die versiegelte Probe wird nun am Mikroskop positioniert und die Position des Embryos mit-
hilfe eines 10× Objektivs ermittelt, bevor auf das 63× Wasserimmersionsobjektiv gewechselt
wird. Die Verwendung eines Wasserimmersionsobjektivs anstelle eines Ölimmersionsobjektivs
ist hierbei aufgrund des größeren Abstands der untersuchten Probenebene in der Mitte des
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Embryos in einer Tiefe von ca. 10 − 15µm zu bevorzugen, um Aberrationen aufgrund eines
möglichen Brechungsindexunterschieds zu verringern. Innerhalb der Kontroll-Software müssen
vor der Messung die entsprechenden Parameter der Ablationsmessung eingestellt werden. Diese
sind nachfolgend mit entsprechenden Werten für die in diesem Kapitel gezeigten Messungen
gelistet. Weitere Details zu den einzelnen Parametern der Ansteuerung ﬁnden sich im Anhang
unter B.
 Laserleistung (491nm / 561nm): je 100mW
 Spinning-Disk-Geschwindigkeit: 5000rpm
 Intensität der Hellfeld-Lampe: je nach Probe
 AOTF-Filter (491nm / 561nm): je nach Probe
 Anzahl an Stacks (pre-ablation / post-ablation): 5 / 150− 300
 Zeit zwischen Einzelstacks: optional / 30s
 Anzahl an Kanälen: 2− 3
 Kanaleinstellungen (Anregung + Detektion):
TL / BF + Kein Filter , 491nm + 500− 550nm, (optional: 561nm + 575− 625nm)
 z-Stack (Schrittweite / -anzahl, Wartezeit): 1µm / 5, 50ms
 Ablationseinstellungen (Pulsanzahl, Pulsfrequenz): je nach Probe
 Galvo-Einstellungen (Startposition x/y, Schrittweite / -anzahl, Iterationen): je nach Probe
Im Anschluss wird innerhalb der HoKaWo-Software ein Kamera-Stream der entsprechenden Ein-
zelbildanzahl vorbereitet und die Messung im externen Kameratrigger-Modus Edge gestartet.
Zusätzlich wird der UV-Laser innerhalb der zugehörigen Software im externen Trigger-Modus ge-
startet. Die Messung kann anschließend über die LabVIEW -Setup-Software im Ablations-Modus
UV begonnen werden, wenn der gewünschte Zeitpunkt der Entwicklung erreicht wurde. Nach
Abschluss der Messung wird die aufgenommene Bilderreihe automatisch als .HIS-Format gespei-
chert und zur späteren Auswertung in Fiji in ein Multipage-Tiﬀ oder eine serielle Bildersequenz
im .tif Format konvertiert. Die im weiteren Verlauf dieses Unterkapitels gezeigten Aufnahmen
bestehen aus jeweils einer Maximalintensitätsprojektion der einzelnen Schichtaufnahmen der
Fluoreszenzkanäle und einer ausgewählten Ebene der Durchlichtaufnahme.
Dauer des Ablationsvorgangs
Vergleichbar zu Bleichexperimenten erfolgt das Ablationsereignis innerhalb einer endlichen Zeit,
welche aus der Anpassung der Probenhöhe, der Positionierung und Abgabe des Laserpulses und
dem Ein- und Ausklapp der entsprechenden Filterwürfel mit der zugehörigen Softwaredauer der
seriellen Kommunikation zusammensetzt. Dies führt zu einer Zeitdiﬀerenz ∆tAblation gemäß
∆tAblation = NFoki · (NPuls/fPuls + tGalvo) + tz-Stage + 2 · tKanal + tSoftware
mit der Fokianzahl NFoki, der Pulsanzahl und -frequenz NPuls und fPuls, der Wartezeit für
die Ansteuerung des Galvospiegelpaares tGalvo, der Wartezeit für die Ansteuerung der z-Stage
tz-Stage, der Wartezeit für den Umklapp der Filterwürfel und Belichtungsquelle tKanal , sowie
einer zusätzlichen Dauer der softwareinternen Kommunikation tSoftware. Die Dauer des eigent-
lichen Ablationsvorgangs für die in dieser Arbeit gezeigten Messungen beläuft sich hierbei auf
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Werte im Bereich von 1ms (NFoki = 1, NPuls = 1, fPuls = 1kHz, tGalvo = 50µs) bis hin
zu 6, 25s (NFoki = 25, NPuls = 250, fPuls = 1kHz,tGalvo = 50µs). Von dem beabsichtigtem
Ablationsprozess unabhängig verbleiben die Werte für tz-Stage = 50ms, tKanal (1s für Wech-
sel von Fluoreszenz- auf Durchlichtaufnahmen, 400ms bei reinen Fluoreszenzaufnahmen) und
tSoftware = 1s. Durch die zukünftige, durchgehende Verwendung eines Dichroiten Di02-R405
(Semrock) in Ablationsmessungen anstelle des Ein- und Ausklapps des bislang verwendeten
Spiegels in den Strahlengang entfallen die hierfür nötigen Wartezeiten. Dies ermöglicht die Un-
tersuchung möglicher Eﬀekte direkt nach der Ablation. Die nachfolgend gezeigten Messungen
erfolgten noch unter Verwendung des Spiegels.
Ablation an der Eihülle eines Embryos
Einer der ersten publizierten Einsätze eines Ablationsaufbaus an Embryonen von C. elegans war
die Perforation der Eihülle und die anschließende Extraktion von zytoplasmischen Anteilen einer
ausgewählten Zelle [197, 199]. Hierbei wird der Embryo zunächst in ein Medium mit Trypan-
blau gegeben, woraufhin die Eihülle dieses zu Teilen aufnimmt und sensitiv für die Bestrahlung
durch einen Farbstoaser bei 590nm wird. Im weiteren Verlauf wird z.B. am posterioren oder
anterioren Ende des Embryos die Eihülle an einer Stelle, an der kein direkter Kontakt zu Zel-
len herrscht, durch Laserbestrahlung perforiert und durch Druck auf den sich zwischen zwei
Deckgläsern beﬁndlichen Embryo ein Teil der dem Loch in der Eihülle zugewandten Zelle her-
ausgedrückt. Dies wurde unter anderem dafür genutzt einen Teil des Zytoplasmas aus der Zelle
zu entfernen. Hierbei trennt sich in einem Teil der so behandelten Embryos der sich außerhalb
der Eihülle beﬁndliche Anteil der Zelle vom Rest worauf sich die, die Embryonalzellen umschlie-
ßende, Lipoprotein-Schicht wieder schließt. Diese Embryonen setzten ihre Entwicklung fort und
beenden diese anschließend erfolgreich. Derartige Messungen wurden in früheren Studien ge-
nutzt um unter anderem die Bedeutung zytoplasmischer Anteile auf die Zellzyklendauern in der
Entwicklung des Embryos zu untersuchen [197, 199] und gingen insofern auch in die Überle-
gungen zu dem in Kap. 5 verwendeten Modell der Zellzyklendauern ein. In späteren Studien
wurden über die gleiche Methodik ganze Zellen aus dem entstandenen Loch vom restlichen
Embryo entfernt um deren speziﬁsche Rolle auf die Entwicklung der restlichen Zellen zu unter-
suchen [198, 200].
Um den Einsatz des in dieser Arbeit vorgestellten Ablationsaufbaus an Wurmembryonen zu
testen, wird zunächst eine abgewandelte Form des oben beschriebenen Experiments durchge-
führt. Durch eine Perforation der Eihülle an einer Kontaktﬂäche zwischen Chitinhülle und einer
der Zellen eines zweizelligen Embryos wird versucht, die betroﬀene Zelle aus der Eihülle zu
entfernen, um das Verhalten der verbleibenden Zelle ohne den Einﬂuss der Nachbarzelle zu
untersuchen. Hierfür wird in einem entsprechendem zweizelligem Embryo kurz nach der ersten
Zellteilung an einem Kontaktpunkt der P1-Zelle mit der Eihülle letztere durch einen Ablations-
vorgang perforiert (siehe Abb. 9.11). Hierbei erwies sich eine Anzahl von 100 Pulsen bei einer
Frequenz von 1kHz als ausreichend. Direkt nach dem Ablationsvorgang kann ein Ausströmen
der betroﬀenen Zelle durch das Loch der Eihülle nach außen beobachtet werden, welches von
einer Vergrößerung des Volumens der verbleibenden Zelle begleitet wird. Der zytoplasmische
Anteil der perforierten P1-Zelle bildet hierbei mitunter membranumschlossene Vesikel, die wei-
tere Zellorganellen enthalten können [199].
Der nach außen gerichtete Fluss, sowie das Anschwellen der verbleibenden Zelle, ist zum einen
auf einen hohen hydrostatischen Druck innerhalb des Embryos [200], sowie auf einen vermut-
lichen Unterschied der osmotischen Konzentration zwischen dem Zellinnerem und der umge-
benden Puﬀerlösung zurückzuführen [200202]. Die Eihülle selbst besteht aus einer äußeren
Vitellinschicht, einer mittleren Chitinhülle und einer innenliegenden CPG-Schicht (chondroitin






Abb. 9.11: Zellaustritt durch Ablation der Eihülle
Gezeigt ist die Zeitreihe einer kombinierten Durchlicht- und der Fluoreszenzaufnahme eines Em-
bryos der Wurmlinie OD95 im zweizelligen Zustand (AB links, P1 rechts). Die Zellmembran
ist grün dargestellt, während die Histone rot markiert sind. Die Ablation eines Punkts an der
Kontaktﬂäche zwischen P1 und der Eihülle (roter Stern, 100 Pulse, f = 1kHz, volle Laserleis-
tung) zum Zeitpunkt t = 0s führt zu einer Perforation der Eihülle und der Membran der Zelle.
Ein Unterschied der Osmolarität zwischen dem Inneren des Embryos und dem umgebenden
M9-Puﬀer führt dazu, dass die P1-Zelle anschließend beinahe komplett aus der Eihülle ﬂießt
und die AB-Zelle im Inneren der Eihülle anschwillt. Ein Teil des Zytoplasmas der P1-Zelle bil-
det ein membranumschlossenes Vesikel, welches sich von den restlichen Zellrückständen ablöst.
Die AB-Zelle bildet eine im Histonkanal sichtbare Metaphasenplatte zum Zeitpunkt t = 660s,
schließt die Zellteilung allerdings nicht ab. Stattdessen ist eine Diﬀusion der Histone durch das
Zellinnere zu beobachten.
inschicht, die durch eine Permeabilitäsbarriere von dem, die Embryonalzellen umgebenden, pe-
riembryonischen Raum abgetrennt ist [202, 203]. Die Perforation der Eihülle zusammen mit
der Permeabilitätsbarriere führt somit zu einem Kontakt der Embryonalzellen zum umgeben-
den Medium. Vergleichbare Ablationsmessungen früherer Studien [200] sowie Messungen an
Embryonen, deren Eihüllenzusammensetzung durch RNAi-Experimente oder mechanische Stö-
rungen verändert wurde [201, 202], zeigten ein entsprechendes Anschwellen oder Schrumpfen
der Zellen in Abhängigkeit zur Osmolarität des umgebenden Mediums . Eine Messung, innerhalb
derer die Eihülle an einer Stelle abseits der Embryonalzellmembran perforiert wurde, zeigt hier-
bei das erwartete Anschwellen und einen Ausstoß des periembryonische Raums zwischen Eihülle
und Embryonalzelle (siehe Abb. 9.12). In der verbleibenden AB-Zelle der Messung aus Abb.
9.11 zeigt sich ca. 10min nach dem Ablationsvorgang die Entstehung einer Metaphasenplatte.
Die Zellteilung wird jedoch nicht abgeschlossen, stattdessen diﬀundiert die Metaphasenplat-
te unter Beteiligung sichtbarer zytoplasmischer Strömungen durch das Volumen des Embryos,
ohne die Teilung der Chromosomen zu vollenden. Eine Störung der AB-Zelle aufgrund des
Ablationsvorgangs selbst ist unwahrscheinlich, da der Fokus des UV-Lasers relativ weit entfernt
lag. Das Anschwellen der Zelle aufgrund des osmotischen Drucks stellt einen weiteren denkbaren
Grund des Zellarrests dar. So wurde der Arrest von Zellen in Embryonen mit einer perforierten
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Perivittelinschicht in destilliertem Wasser bereits in früheren Publikationen erwähnt [200]. Eine
Anpassung der Osmolarität des umgebenden Mediums führte in diesen Versuchen zu einer aus-
bleibenden Volumenänderung der Zellen und einem Fortsetzten der Zellteilungen. Messungen
früherer Studien mit einer reduzierten Laserleistung des Ablationsvorgangs zeigten einen Teil
an Embryonen, in denen sich die Perivitellinschicht ca. 30min nach einer kurzzeitigen Perfo-
ration wieder schloss, was zu einer normalen Entwicklung der Embryonen führte. Embryonen,
bei denen sich die Vitellinschicht aufgrund einer zu großen Perforation nicht wieder schloss,
zeigten eine Fehlentwicklung zu Beginn der Gastrulation, bei der sich die Vorgängerzellen des
Darmes falsch positionierten. Dies führte zu einem späten Arrest dieser Embryonen in einem
als Monster-Phänotyp bezeichneten Zustand mit mehreren hundert Zellen [200].
5µm
Abb. 9.12: Anschwellen der Zelle nach Ablation der Eihülle
Die Durchlichtaufnahme der anterioren Hälfte eines Embryos im Zweizellzustand vor und nach
der Ablation eines Punktes an der Eihülle (schwarzer Pfeil, 100 Pulse, f = 1kHz) zeigt das
darauﬀolgende Anschwellen der Zelle. Der periembryonische Raum zwischen Zelle und Eihülle
wird hierbei vermutlich durch die perforierte Eihülle (schwarzer Kasten) ausgestoßen.
Neben der neuen Möglichkeit durch die Perforation der Eihülle und der Pervittelinschicht Che-
mikalien und Farbstoﬀe in den periembryonischen Raum einzubringen [200], sollen zukünftige
vergleichbare Messungen am Lehrstuhl vorrangig dafür genutzt werden, die Entwicklung und
Anordnung von Zellen ohne die Einﬂüsse einer sterischen Behinderung und der Signalgebung
anderer Zellen zu untersuchen [194]. Die gezielte Entfernung bestimmter Zellen, sowie der Ver-
gleich der daraus resultierenden Zellanordnungen mit möglichen Vorhersagen aus dem in Kap. 5
vorgestelltem Modell der Zelltrajektorien stellt hierbei einen weiteren eigenen Untersuchungsge-
genstand dar, wie auch die Betrachtung des oben beschriebenen Unvermögens von Zellen, die
Zellteilung nach einem osmotisch bedingten Anschwellen zu vollenden. Hier soll z.B. ein mög-
licher veränderter Einﬂuss des Zytokskeletts auf den entstehenden Spindelapparat untersucht
werden.
Zellteilungsverzögerung und Zellarrest im frühen Embryo
Eine weitere Methode, die Zellanordnung während der frühen Embryogenese unter veränder-
ten Randbedingungen zu testen, ist die Verzögerung der Zellteilung einzelner Zellen oder die
Induzierung von Zellarrest. Durch die erste Methode lässt sich die kritische Abfolge von Zell-
teilungen, die für einen korrekten Ablauf der Embryogenese relevant ist [17, 194], stören. So
zeigen z.B. Simulationen innerhalb des Modells aus Kap. 5 das Auftreten aberranter Phäno-
typen für eine Beschleunigung der Zellteilung der sich ansonsten langsamer teilenden Keimlinie
[17]. Durch eine Bestrahlung des Nukleus der zu verändernden Zelle wurden in früheren Studien
die Teilungszeiten unterschiedlicher Zellen im frühen Embryo verlängert, was für die Zellen bis
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zum 8-Zell-Zustand zum späteren Arrest des Embryos und der Entstehung des bereits erwähn-
ten Monster-Phänotypen führte [194]. Zellteilungsverzögerungen für spätere Zellen führten,
je nach betroﬀener Zelle, zum Abschluss der Embryogenese mit vereinzelten Defekten in den
geschlüpften Larven [194]. Neben der Verlängerung der Zellteilungszeiten kann eine Zelle durch
die Bestrahlung auch gezielt in den Arrest geführt werden, was in der Vergangenheit unter
anderem genutzt werden um die Funktion der einzelnen Zellen im frühen Embryo, sowie die
Rolle von Zellinteraktionen, z.B. durch Singaling zwischen benachbarten Zellen, zu untersu-
chen [13, 193, 194]. Durch einen gezielten Zellarrest im ansonsten ungestörten Embryo kann
so auch die Anordnung der verbleibenden Zellen bzw. der Tochterzellen mit der sterischen Be-
hinderung durch die in der Eihülle verbleibenden Zelle untersucht werden.
Um die Funktionalität des in dieser Arbeit vorgestellten Aufbaus für Ablationsmessungen im
Kontext der obigen Experimente zu demonstrieren, werden zunächst Messungen durchgeführt,
in denen Zellteilungszeiten über die Bestrahlung des Nukleus einer ausgewählten Zelle verlängert
werden. Darüber hinaus wird durch eine ablationsinduzierte Zerstörung des Zentrosoms einer
Zelle kurz nach der Zellteilung diese in den Arrest gebracht. Abb. 9.13 und 9.14 zeigen jeweils
eine Langzeitaufnahme eines ungestörten Embryos, sowie zweier Embryonen unter Nukleus- und
Zentrosom-Ablation über den Zeitraum der frühen Embryogenese. Die Kontrollmessung eines
ungestörten Embryos in der linken Spalte zeigt die erste Zellteilung der P0-Zelle und die dar-
auﬀolgende Teilung der AB-Zelle 19min nach der ersten Zellteilung. 2min später teilt sich nun
auch die P1-Zelle woraufhin die Teilungsrichtung durch die sterische Wechselwirkung der zwei
Tochterzellen ABa und ABp vorgegeben ist. Zur Darstellung der Zellanordnungen und zur
Bestimmung der Zellzyklendauern wurde hierfür erneut die Linie OD95 verwendet und alle 30s
für insgesamt 200−300 Stacks eine Schichtaufnahme mit den oben beschriebenen Parametern
durchgeführt.
Eine Zellteilungsverzögerung durch eine Ablation eines Bereichs im Nukleus der AB-Zelle mit
den Abmessungen 2, 8µm × 2, 8µm (25 Punkte, je 100 Pulse, f = 1kHz) führt zunächst zu
einem sichtbaren Ausbleichen der Fluorophore in der AB-Zelle (Abb. 9.13, mittlere Spalte).
Durch die Bestrahlung des Nukleus wird, je nach Dauer und Energieeinbringung, die Zellteilung
der betroﬀenen Zellen und Ihrer Nachfolgerzellen verlängert [194, 204, 205]. Experimente mit
längeren bzw. wiederholten Bestrahlungsdauern des Nukleus führen mitunter zu einem kom-
pletten Zellarrest der betroﬀenen Zelle [13, 194], einem Ausbleiben der Zellteilung für einen
Zeitraum von bis zu zwei Stunden [204] oder einer verzögerten Zellteilung und einem Arrest
der beiden Tochterzellen [205], was auch in der hier gezeigten Messung der Fall ist. Während
die AB-Zelle nach dem Ablationsvorgang zunächst in der Interphase verbleibt, setzt in der
ungestörten P1-Zelle nun die Mitose, leicht verzögert im Vergleich zur Kontrollmessung (sie-
he Tab. 9), ein und teilt sich nun aufgrund der fehlenden sterischen Wechselwirkung mit den
beiden Tochterzellen der AB-Zelle, entlang der Anterior-Posterior-Achse des Embyos. Diese so
entstehende dreizellige Anordnung von AB, EMS und P2 weicht demnach stark von der Zel-
lanordnung der Kontrollmessung ab und wurde auch in früheren Ablationsmessungen gezeigt
[206]. Die nun verspätet einsetzende Teilung der AB-Zelle führt zu einer mit der Kontroll-
messung vergleichbaren Zellanordnung im vierzelligen Zustand (siehe Abb. 9.14). Im weiteren
Verlauf der Aufnahme gehen die beiden Tochterzellen ABa und ABp in den Arrest, während
sich die Tochterzellen der ungestörten P1-Zelle weiterhin in der Reihenfolge des Wildtypen tei-
len, jedoch mit leicht verlängerten Zellzyklendauern im Vergleich zur Kontrollmessung (siehe
Tab. 9). Die sich teilenden Zellen ordnen sich hierbei um die beiden Zellen im Arrest an.
Eine Ablation des im Durchlichtkanal sichtbaren Zentrosoms in der AB-Zelle in einem Bereichs
mit den Abmessungen 2, 8µm × 2, 8µm (25 Punkte, je 250 Pulse, f = 1kHz) zu einem Zeit-
punkt kurz nach der ersten Zellteilung, führt erneut zum Ausbleichen der in der Zelle beﬁndlichen


















Wildtyp (Kontrolle) Nukleus-Ablation Zentrosom-Ablation
Abb. 9.13: Zellteilungsverzögerung und Zellarrest nach Ablation (Teil 1 von 2)
Gezeigt sind die Zeitreihen einer kombinierten Durchlicht- und Fluoreszenzaufnahme von Em-
bryonen der Wurmlinie OD95 (vgl. Abb. 9.11) ab dem Zeitpunkt der ausgebildeten Metapha-
senplatte im Einzeller bei t = 0min für einen ungestörten Zustand (links), unter Ablation des
anterioren Zellkerns bei t = 10, 7min(mittig) und unter Ablation des anterioren Zentrosoms
bei t = 6, 7min(rechts). Die Ablation erfolgte hierbei jeweils bei voller Laserleistung in einem
Bereich von 2, 8µm× 2, 8µm über 25 Punkte mit je 100 Pulsen bei f = 1kHz für die Ablation
des Nukleus und je 250 Pulsen für die Ablation des Zentrosoms. Nach beiden Ablationsvorgän-
gen ist ein Ausbleichen der Fluorophore in der betroﬀenen Zelle zu beobachten. Die Ablation
des Zentrosoms führt hierbei zur Entstehung einer im roten Kanal deutlich sichtbaren Struk-
tur in der Zelle, welche für die restliche Aufnahme durch die Zelle wandert. Die Ablation des
Zellkerns führt zu einer Verzögerung der Teilung der AB-Zelle und in Folge dessen zu einer
neuen geometrischen Anordnung der posterior entstehenden P2- und EMS-Zelle. Die Ablati-
on des Zentrosoms führt zu einem Zellarrest der AB-Zelle und einer ebenfalls abweichenden
Zellkonﬁguration im Embryo. Für eine weitere Diskussion siehe Fließtext. Die eingezeichnete















Wildtyp (Kontrolle) Nukleus-Ablation Zentrosom-Ablation
Abb. 9.14: Zellteilungsverzögerung und Zellarrest nach Ablation (Teil 2 von 2)
Forstsetzung der Zeitreihen aus Abb. 9.13. Der weitere Verlauf der Zeitreihe der Nukleus-
Ablation zeigt den nach der Zellteilung erfolgten Arrest der ABa- und ABp-Zelle, während
sich die P2- und EMS-Zelle bzw. deren Tochterzellen weiter teilen und in Ihrer Anordnung
um die Aba- und ABp-Zelle anordnen. Die Langzeitaufnahme der Zentrosom-Ablation zeigt
den Arrest der AB-Zelle und die Anordnung der Tochterzellen der P1-Zelle und die AB-Zelle.
Die Teilungszeiten der ungestörten Zellen ist hierbei leicht verzögert im Vergleich zum Wildtyp
(siehe Tab. 9).
Zelle ohne Zentrosom bei der darauﬀolgenden Zellteilung einen Spindelapparat auszubilden und
somit zum eﬀektiven Arrest dieser Zelle [207]. An der Stelle des Ablationsvorgangs entsteht
eine im Fluoreszenzkanal sichtbare Struktur, die daraufhin durch das Zytoplasma der ABZelle
wandert. Im weiteren Verlauf der Aufnahme teilt sich nun die P1-Zelle ungefähr 5min spä-
ter im Vergleich zur Kontrollmessung und unter einem leichten Winkel zur AP-Achse, der in
diesem Fall nicht durch sterische Wechselwirkung mit Nachbarzellen begründet werden kann.
Im Vergleich zur Messung der Nukleus-Ablation ist hier eine stärke Eindellung der AB-Zelle
durch die mitotische Abrundung der P1-Zelle zu bemerken, so dass hier die AB-Zelle ver-
formbarer scheint und eine beliebige Positionierung der Spindel in der P1-Zelle begünstigt.
In vergleichbaren Aufnahmen einer Zentrosom-Ablation konnte auch hierfür eine Teilung der
P1-Zelle entlang der AP-Achse beobachtet werden. Die Tochterzellen der P1-Zelle setzen im
weiteren Verlauf der Aufnahme die Abfolge der Zellteilungen im Wildtypen fort und ordnen
sich um die AB-Zelle herum an (siehe Abb. 9.14). Hierbei ist eine im Vergleich zur Kontroll-
und Nukleus-Ablationsmessung verlängerte Zellzyklendauer zu vermerken. Der Grund für die
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verlängerten Zellzyklendauern der ungestörten P1-Zelle und ihrer Tochterzellen in beiden Abla-
tionsmessungen könnte in einer teilweisen Schädigung der DNA aufgrund von Streulicht während
des Ablationsvorgangs liegen. Frühere Studien berichteten für vergleichbare Ablationsmessun-
gen eine Verlangsamung der Zellteilung in den ungestörten Zellen um ca. 5-30% [193], was im
Rahmen der Vergrößerung der aus den hier gezeigten Messungen ermittelten Zellzyklendauern
liegt (siehe Tab. 9). Eine größere Energieeinbringung durch die 2, 5-fache Erhöhung der Pul-
sanzahl in der Zentrosom-Ablationsmessung im Vergleich zur Nukleus-Ablation würde insofern
auch die vergleichsweise größere Erhöhung der Zellzyklendauern erklären.
Zelle SPIM (T = 20°C) Kontrolle (SD) Nukleus-Abl. Zentrosom-Abl.
AB (18, 08± 1, 07) min 19, 0 min 33, 0 min Arrest
P1 (20, 17± 1, 29) min 21, 0 min 23, 5 min 26, 0 min
ABa (17, 56± 0, 68) min 17, 0 min Arrest Arrest
ABp (19, 45± 0, 76) min 17, 0 min Arrest Arrest
EMS (20, 40± 0, 94) min 19, 5 min 21, 0 min 25, 0 min
P2 (24, 65± 1, 08) min 24, 0 min 26, 0 min 31, 0 min
MS (23, 00± 1, 12) min 21, 0 min 26, 0 min 29, 5 min
E (24, 67± 1, 15) min 22, 5 min 26, 5 min 30, 0 min
C (24, 61± 1, 39) min 22, 5 min 26, 5 min 31, 5 min
P3 (33, 44± 1, 29) min 29, 5 min 34, 0 min 42, 5 min
Tab. 9: Zellzyklendauern für Ablationsmessungen an AB
Gelistet sind die Zellzyklendauern, gemessen von Metaphase der Mutterzelle bis zur Metaphase
der untersuchten Zelle, für SPIM-Messungen bei T = 20°C, sowie für die in Abb. 9.13 und 9.14
gezeigten Messungen am Ablationsaufbau (gemessen bei Raumtemperatur T = 21°C). Während
die Kontrollmessung die Werte aus den SPIM-Messungen widerspiegelt, zeigt die Nukleus-
Ablation der AB-Zelle eine deutlich verlängerte Zellzyklendauer (Fehler jeweils ±0, 25 min
gemäß der halben Zeitauﬂösung der Aufnahme). Die Zellzyklendauern der P1-Zelle bzw. Ihrer
Tochterzellen ist in beiden Ablationsmessungen im Vergleich zur Kontrollmessung leicht erhöht,
was auf einen möglichen Einﬂuss der UV-Strahlung auf das Erbgut der P1-Zelle hindeuten
könnte. Die im Vergleich zur Nukleus-Ablation verlängerten Zellzyklendauern der Zentrosom-
Ablation könnten dementsprechend auch in der dort erhöhten Belastung aufgrund der höheren
Pulsanzahl begründet liegen.
Die hier vorgestellten Messungen zeigen die Möglichkeit der Durchführung interzellulärer Ma-
nipulationen durch Ablation intrazellulärer Bestandteile in frühen Embryonen von C. elegans.
In zukünftigen Experimenten am Lehrstuhl sollen nun unter anderem die durch Zellteilungsver-
zögerungen und Zellarrest induzierten Auswirkungen auf die Zellanordnung während der frühen
Embryogenese erfasst und mit Vorhersagen aus dem physikalischen Modell aus Kap. 5 vergli-
chen werden.
Spindeldurchtrennung im frühen Embryo
Neben der Manipulation auf interzellulärer Ebene lassen sich durch die feine Auﬂösung des Ab-
lationsfokus auch intrazelluläre Prozesse manipulieren und deren Eﬀekte untersuchen. Hierfür
soll in einem Ablationsexperiment an einem Embryo zum Zeitpunkt der Anaphase der ersten
Zellteilung die Mikrotubuli des Spindelapparats durchtrennt und die Eﬀekte auf die Zentrosome
des Spindelapparats verfolgt werden. Während der ersten Zellteilung wird die Spindel aus dem
Zentrum des Embryos entlang der AP-Achse in die posteriore Richtung verschoben, wobei auf
die beiden Zentrosome über die Astralmikrotubuli, welche mit dem Cortex der Zelle verbunden
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sind, Zugkräfte ausgeübt werden. Eine Asymmetrie dieser Kräfte hin zu einem stärkeren Zug auf
posteriorer Seite führt so einer relativen Verschiebung der Spindel und der Metaphasenplatte
in die posteriore Richtung [130, 208]. Da die Position der Zelleinschnürung während der Zyto-
kinese und damit auch die Volumina der Tochterzellen von der Position der Spindelmitte und
der Zentrosomen abhängt, resultiert dies in einer geometrisch asymmetrischen Zellteilung der
P0-Zelle [209]. Eine Durchtrennung der Spindel innerhalb der Anaphase durch Laser-Ablation
sollte demnach zu einer rapiden, beschleunigten Entfernung der beiden Zentrosome voneinander
weg mit einer erhöhten Geschwindigkeit und zurückgelegten Distanz des posterioren Zentro-
soms führen [208]. Die Trennung der Chromosomen ﬁndet in einer Zelle in der Mitose auch
nach dieser Spindeldurchtrennung und selbst nach der Zerstörung beider Zentrosomen durch



















Abb. 9.15: Spindeldurchtrennung während der ersten Zellteilung
Gezeigt sind Zeitreihen einer kombinierten Durchlicht- und Fluoreszenzaufnahme von Embryo-
nen der Wurmlinie OD3 zum Zeitpunkt der ersten Zellteilung. Im Fluoreszenzkanal (orange)
sind über die Fluoreszenzmarkierung des α-Tubulins die Spindel und die beiden Zentrosomen zu
erkennen. Links ist die Aufnahme eines ungestörten Embryos als Kontrolle dargestellt, während
rechts zum Zeitpunkt t = 23s die Spindel entlang des schwarz markierten Balken bestrahlt wird.
Hierbei wurden 5 Punkte mit einem Abstand von je 562nm abgefahren und jeweils 100 Pulse
mit f = 1kHz bei voller Laserleistung abgegeben. Die daraus resultierende Durchtrennung der
Spindel führt zu einer plötzlichen Bewegung der beiden Zentrosomen in Richtung des Cortex
und wird von einer langsameren Ausrichtung des anterioren Cortex (links) zurück in die Mitte
der zukünftigen Tochterzelle gefolgt. In beiden Messreihen ist nun zunächst eine Oszillations-
bewegung der Spindel zu bemerken, bis die Zellteilung durch die Einschnürung der Membran
abgeschlossen wird. Beide Tochterzellen teilen sich auch nach der Spindeldurchtrennung erneut,
wobei die Teilung der AB-Zelle (links) im Vergleich zum ungestörten Embryo ungefähr 7min
später erfolgt. Die eingezeichnete Längenskala beträgt 10µm.
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Zur Durchführung einer Spindeldurchtrennung wird ein frisch befruchteter Embryo nach der
oben beschrieben Methode präpariert und für die Ablationsmessung vorbereitet. Hierbei wird
die Wurmlinie OD3 mit einer Fluoreszenzmarkierung des α-Tubulin-Netzwerkes (GFP::tba-2)
verwendet, um die Zentrosomen und den Spindelapparat zu betrachten. Abb. 9.15 zeigt den
Verlauf einer Kontrollmessung und einer Messung, in der die Spindel durchtrennt wurde. Hierfür
werden innerhalb der Anaphase (sichtbar an einer beginnenden Verschiebung des posterioren
Spindelpols) durch die Ablation einer ca. 2, 5µm langen Linie aus 5 Punkten im Abstand von
0, 5µm (je 100 Pulse bei f = 1kHz) quer zur Spindel die Kinetochor- und Polmikrotubuli durch-
trennt. Hierbei wird darauf geachtet, die Spindel leicht anterior versetzt zur Mitte zu durch-
schneiden, um die Chromosomen, die nur wenige µm daneben positioniert sind, nicht zu stark
durch die UV-Strahlung zu schädigen. Während innerhalb der Kontrollmessung ein langsames
Auseinanderdriften der ﬂuoreszenzmarkierten Zentrosome zu beobachten ist, führt der Ablati-
onsvorgang zu einem plötzlichen Auseinanderreißen der beiden Zentrosome. In beiden Messun-
gen ist im weiteren Verlauf die Oszillation der Spindel bzw. der beiden Zentrosomen aufgrund
ungleichmäßiger kortikaler Krafteinwirkungen zu erkennen [210]. Beide Embryonen schließen
die Zellteilung daraufhin zu vergleichbaren Zeitpunkten mit der Einschnürung der Zellmembran
ab. Der Embryo zeigt auch nach der Ablationsmessung eine erfolgreiche Zellteilung der AB-
Zelle und eine entsprechende Zellanordnung vergleichbar zum Wildtypen. Der Zeitpunkt dieser
Zellteilung ist im Vergleich zur Kontrollmessung um ca. 7min verspätet, was wahrscheinlich
auf den Einﬂuss der UV-Strahlung auf die DNA während der Ablationsmessung zurückgeführt
werden kann. Eine genauere Untersuchung der Zentrosomtrajektorien erfolgt über ein intensi-
tätsbasiertes Tracking des Fluoreszenzkanals durch die bereits zuvor in dieser Arbeit verwendete
TrackMate-Software (siehe Unterkap. 6.2). Das Ergebnis dieser Auswertung für die beiden in
Abb. 9.15 gezeigten Messungen ist in Abb. 9.16 gezeigt. Der Koordinatenursprung der Trajekto-
rien wurde hierbei in den Mittelpunkt zwischen den beiden Zentrosomen in der ersten Aufnahme
gelegt. Die Kontrollmessung zeigt die aus der Literatur bekannte langsame Distanzierung der
beiden Zentrosome entlang der AP-Achse (x) , sowie die Oszillationen der Zentrosome in der
zur Spindelausrichtung senkrecht stehenden y-Achse. Im Gegensatz zur Literatur ist in dieser
Messung eine stärkere Bewegung des anterioren Zentrosoms in anteriorer Richtung auﬀällig,
wobei der Mittelpunkt des Spindelapparats bereits vor dem Beginn der Messung zur posterioren
Seite hin verschoben ist. Ein möglicher Grund könnte eine stärkere Kompression des Embryos
in dieser Messung durch die Art der Probenpräparation zwischen zwei Deckgläsern sein, was
auch zu einer sichtbaren Vergrößerung des dargestellten Embryoquerschnitts im Vergleich zur
Ablationsmessung resultiert. Die Trajektorien der Ablationsmessung zeigen deutlich den Eﬀekt
der Spindeldurchtrennung in Form einer plötzlichen Distanzvergrößerung der Zentrosome. Das
anteriore Zentrosom reagiert mit einer posterioren Bewegung zurück zur zukünftigen Zellmitte
der entstehenden AB-Zelle, wahrscheinlich aufgrund rückstellender Kräfte der Astralmikrotu-
buli, während das posteriore Zentrosom seine Position entlang der x-Achse nahezu unverändert
beibehält. Des Weiteren ist eine bereits in früheren Studien berichtete Vergrößerung der maxi-
malen Amplitude der posterioren Oszillationen in der y-Achse um einen Faktor von ca. 25% zu
beobachten.
Die Frequenz der Oszillationen, bestimmt aus den Zeitabständen der Minima der Trajektorien
in y (siehe Abb. 9.17), zeigt einen zeitlich abnehmenden Trend für die Kontrollmessung mit
einer Anfangsfrequenz von f = (58 ± 38)mHz, der im Rahmen der Fehler mit dem Wert für
das posteriore Zentrosom von f = (51 ± 8)mHz aus anderen Studien übereinstimmt [210].
Die Oszillation der Zentrosome in der Ablationsmessung zeigt eine bzgl. der Kontrollmessung
erniedrigte Startfrequenz von f = (35 ± 14)mHz sowie einen Trend zu niedrigeren Frequen-
zen für das posteriore und eine Erhöhung der Frequenz des anterioren Zentrosoms, vermutlich
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Abb. 9.16: Zentrosomtrajektorien nach der Spindeldurchtrennung
(A) Fluoreszenzkanal der Aufnahmen aus Abb. 9.15. Der weiße Balken in der rechten Messung
zeigt die Position der Spindeldurchtrennung. Die eingezeichnete Längenskala beträgt 10µm.
(B) Die Trajektorien der beiden Zentrosome aus einer Tracking-Auswertung mit farblich ko-
diertem Zeitverlauf zeigen zum einen die Oszillationsbewegung in einer Richtung orthogonal
zur Anterior-Posterior-Achse (hier: von links nach rechts) und zum anderen den Eﬀekt der
Spindeldurchtrennung in der rechten Messung. (C) Die zeitliche Position entlang der Anterior-
Posterior-Achse zeigt für die Kontrollmessung einen stetig anwachsenden Abstand der bei-
den Zentrosome zueinander, während in der Auswertung der Ablationsmessung der Moment
der Spindeldurchtrennung (graue gestrichelte Linie) in den auseinandergerissenen Zentrosomen
sichtbar wird. Kurze Zeit danach ﬁndet eine Rückbewegung des anterioren Zentrosoms statt.




Die Oszillationen des anterioren und posterioren Zentrosoms bleiben auch nach der Ablation
noch zueinander phasenverschoben, was entweder auf Eﬀekte verbleibender Polmikrotubuli zwi-
schen den Zentrosomen, eine andere Art der Kopplung, z.B. über das Zytoplasma, oder eine
andersartige Synchronisation der zugrundeliegenden Kortexaktivität hindeutet.
Wildtyp (Kontrolle) Spindeldurchtrennung







































Abb. 9.17: Frequenzen der Spindeloszillationen
Aus dem Abstand der Minima der Zentrosomtrajektorien aus Abb. 9.16 (D) wurde der zeitliche
Verlauf Frequenzen der anterioren und posterioren Zentrosome während der Spindeloszillationen
ermittelt. Hierbei ist ein leicht abnehmender Trend der Kurven der Kontrollmessung sowie
des posterioren Zentrosoms in der Ablationsmessung zu bemerken, während die Frequenz des
anterioren Zentrosoms zuletzt einen Anstieg erfährt. Der Fehler ergibt sich aus der Zeitauﬂösung
der Aufnahme von ∆t = 5, 7s.
Neben den Untersuchungen der Kräfte und Mechanismen des Spindelverhaltens kann die asym-
metrische Durchtrennung der Spindel auch dafür genutzt werden, die Asymmetrie der ersten
Zellteilung gezielt zu beeinﬂussen. Durch die Durchtrennung der Spindel an einer Stelle nahe
einer der beiden Zentrosomen zum Zeitpunkt der Anaphase wird die Spindelmitte aufgrund der
Zugkräfte zur Position des zweiten Zentrosoms verschoben. Hierauf bildet sich zunächst eine
Einschnürung der Zellmembran an einer Position zwischen den beiden Zentrosomen und einer
verspäteten zweiten Einschnürung an der verschobenen Position der Spindelmitte [209]. Eine
Verschmelzung der beiden Einschnürungen führt dann zur letztendlichen Teilungsposition der
Tochterzellen. Eine asymmetrische Spindeldurchtrennung auf anteriorer Seite vergrößert somit
das Volumen der entstehenden AB-Zelle, während eine posteriore Durchtrennung zu einer Ver-
größerung der P1-Zelle führt [209]. Dies soll in zukünftigen Experimenten genutzt werden, um
die in Kap. 5 vorgestellten Resultate der zellgrößenabhängigen Teilungszeiten einzelner Zellen,
sowie die Auswirkungen auf die spätere Embryogenese zu untersuchen.
Ausblick
Die in diesem Unterkapitel vorgestellten Ablationsmessungen an frühen Wurmembryonen zei-
gen deutlich die Möglichkeiten gezielter Manipulationen in vielzelligen Organismen und auch
einzelnen Zellen. Trotz einzelner Nebeneﬀekte, wie verlängerter Zellzyklendauern aufgrund der
UV-Bestrahlung, ist durch die hohe Präzision des Aufbaus so z.B. eine Adressierung einzelner
Zellen und sogar von Zellbestandteilen auf der µm-Skala möglich, ohne umliegende Zellen zu
stören oder die grundlegende Funktionsfähigkeit der Zelle zu verlieren. Dies erweitert die am
Lehrstuhl zur Verfügung stehenden Techniken und ermöglicht die Untersuchung neuer, unter-
stützender Fragestellungen an bestehenden Projekten im Bereich der frühen Embryogenese von
C. elegans. Der Einsatz des Aufbaus beschränkt sich hierbei nicht auf Wurmembryonen sondern
ermöglicht auch Messungen an Kulturzellen z.B. im Hinblick auf Störungen an Netzwerken
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10. Fazit und Ausblick
Innerhalb der vorliegenden Arbeit wurde zunächst ein bereits bestehender Aufbau eines Licht-
blattmikroskops zur Erstellung ﬂuoreszenzmikroskopischer dreidimensionaler Langzeitaufnah-
men weiterentwickelt. Hierbei wurde neben der neuen Möglichkeit zur Aufnahme von Mehr-
kanalmessungen die Beleuchtungsdauer und somit möglicher Photostress der Probe durch den
Einbau eines akustooptischen Filters auf ein Minimum reduziert. Zudem wurde die Ausleuch-
tung der Probe durch die Implementierung eines geschriebenen Lichtblatts verbessert. Auf-
grund dieser baulichen Veränderungen sowie durch die Anpassung der Aufbauansteuerung über
die Verwendung eines Multifunktionsdatenerfassungsmoduls wurde die Bearbeitung neuer Fra-
gestellungen durch längere Aufnahmedauern bei geringeren Bleicheﬀekten und gleichzeitiger
Verwendung unterschiedlicher Fluoreszenzmarkierungen ermöglicht.
Dies erlaubte weiterführende Messungen der frühen Embryogenese des Fadenwurms C. elegans,
welche im Zusammenhang mit der Promotionsarbeit von Herrn Rolf Fickentscher unter anderem
zu der Weiterentwicklung eines Modells der frühen Zellanordnung führte. Zudem konnten neue
Erkenntnisse bezüglich einer Volumenabhängigkeit der Zellzyklendauern sowie der Entstehung
von Asymmetrien in Zellteilungen und deren Einﬂuss auf die Embryonalentwicklung erlangt
werden [16, 17, 145]. Eine Fortführung dieser Untersuchungen am Lehrstuhl zur Beschreibung
der späteren Embryogenese ist geplant und wurde bereits im Rahmen einer Bachelorarbeit von
Herrn Sebastian Krauß initiiert [211]. Das Ziel ist eine Beschreibung der Zellanordnungen auch
nach dem Einsetzten der Gastrulation über eine mögliche Berücksichtigung aktiver Zellverfor-
mungen und -bewegungen. Eine potentielle Erweiterung des Modells um biochemische Einﬂüsse
ist ebenso geplant wie weitere Untersuchungen der Spindelausrichtungen bzw. Teilungsachsen
und deren Abhängigkeiten.
Eine Erweiterung der Einsatzmöglichkeiten des SPIM-Aufbaus durch die Implementierung von
drei unterschiedlichen Techniken zur Diﬀusionsmessung ermöglichte über Messungen an Eich-
proben einen Vergleich der verwendeten Techniken. Hierbei konnten methodenspeziﬁsche Vor-
und Nachteile bezüglich unterschiedlicher Probeneigenschaften und aufbauspeziﬁscher Parame-
ter unter Zuhilfenahme von Simulationen herausgestellt werden. Eine Publikation der aus diesen
Messungen gewonnen Erkenntnisse beﬁndet sich zum Zeitpunkt der Abgabe dieser Arbeit in
der Entstehung. Zur einfacheren Probenpräparation und der zukünftigen Implementierung von
Kreuzkorrelationsmessungen in SPIM-FCCS-Experimenten wurde zudem ein neuer Abschnitt
des SPIM-Aufbaus konzipiert, gebaut und bereits für erste DDM-Messungen im Rahmen der
Bachelorarbeit durch Herrn Lukas Weihmayr eingesetzt [137].
Basierend auf den Ergebnissen der Messungen an Eichproben wurde in einem weiteren Schritt
die Diﬀusion zweier unterschiedlicher Proteine während der frühen Wurmembryogenese mit-
tels SPIM-FCS quantiﬁziert. Die Messung der Diﬀusion und Bindungskinetik des peripheren
Membranproteins PLC1δ1 in unterschiedlichen Zellkompartimenten stellt hierbei den ersten
berichteten Einsatz dieser Technik in einem der elementaren Modellsysteme der Entwicklungs-
biologie dar und deckt sich in ihren Ergebnissen mit bereits zuvor publizierten Werten unter
Verwendung anderer Techniken [103]. Nach dieser Validierung der Methode für den Einsatz in
lebenden Proben ermöglichten Messungen an dem Protein PIE-1 in der frühsten Entwicklungs-
phase des Embryos die räumliche und zeitliche Verfolgung der Diﬀusionsgradientenentwicklung
einer kritischen Keimbahndeterminante. Weiterführende Ergebnisse aus der Masterarbeit von
Herrn Dirk Hofmann [141] sowie zusätzliche Messungen an dem an der Diﬀusionsgradientenen-
stehung beteiligtem Protein MEX-5 sollen hierbei im Zusammenhang mit bereits bestehenden
Simulationen ein Modell der Gradientenentwicklung liefern und demnächst publiziert werden.
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Zur Erweiterung der Möglichkeiten der Probenmanipulation und -aufnahme für die Untersu-
chung von Schlüsselprozessen und Mechanismen der frühen Embryogenese wurde in dieser Ar-
beit zudem ein neuer Aufbau konzipiert, gebaut, charakterisiert und erfolgreich getestet.
Der SD-FRAP-Ablationsaufbau erlaubt zum einen die Erstellung von höchstaufgelösten Mikro-
skopieaufnahmen nach der ISM-Methode und liefert hierbei einen lateralen Auﬂösungsgewinn
um eine Faktor von bis zu 1, 52 mit Werten der Auﬂösungen von bis zu 152nm. Dies ermög-
licht auch, insbesondere im Kontext von Projekten am Lehrstuhl bezüglich der Untersuchung
zellulärer Netzwerke [179, 181], einen wertvollen potentiellen Gewinn an Information und Daten-
qualität. Zukünftige Projekte beinhalten beispielsweise Aufnahmen des ER- und Golgi Apparat-
Netzwerkes in Zellen und Wurmembryonen mit dem Ziel einer quantitativen Beschreibung der
Organellendynamik.
Ergebnisse erster Bleichmessungen an Kulturzellen und Wurmembryonen zeigen die Möglich-
keiten des Aufbaus zur Quantiﬁzierung der Bindungskinetik und der Proteindiﬀusion durch
die freie Wahl einer benutzerdeﬁnierten Bleichregion. Während die Ergebnisse der Bindungs-
kinetikmessungen mit den Werten früherer Studien unter Verwendung kommerzieller Systeme
übereinstimmen, zeigen Messungen schneller Diﬀusionsprozesse bisweilen noch eine Limitierung
aufgrund einer konzeptionell bedingten Totzeit zwischen dem Bleichereignis und der Messung
der diﬀusionslimitierten Fluoreszenzerholung. Zukünftige bauliche Anpassungen sowie eine Ver-
änderung der Softwarearchitektur ermöglichen hier eine Kompensation dieser Problematik.
Den Abschluss dieser Arbeit bilden erste erfolgreiche Ablationsmessungen an frühen Wurmem-
bryonen. Durch die minimalinvasive Manipulation mithilfe eines nahezu beugungsbegrenzten
Ablationsfokus konnten selbst Strukturen in der Größenordnung von wenigen 100nm adressiert
und zerstört werden, ohne umliegende Strukturen negativ zu beeinﬂussen oder die biologische
Funktionsfähigkeit des Organismus zu beeinträchtigen. Dies ermöglichte unter anderem den
gezielten Eingriﬀ in Zellteilungsdauern und die Manipulation der daraus folgenden Zellanord-
nungen. Zukünftige derartige Messungen sowie eine Änderung der physikalischen Randbedin-
gungen durch Ablationsexperimente an der Eihülle erlauben eine weiterführende Überprüfung
der Ergebnisse aus den zuvor getätigten Langzeitmessungen der frühen Embryogenese und den
Vorhersagen aus dem daraus abgeleiteten Modell.
Neben den in dieser Arbeit beschriebenen Forschungsprojekten war eine weitere Motivation die
langfristige Etablierung der Versuchsaufbauten und Messtechniken am Lehrstuhl. Hierbei lag
ein Fokus auf der Nutzerfreundlichkeit und der Anpassungsfähigkeit der Aufbauten für zukünf-
tige Projekte. Während der Erstellung dieser Arbeit wurden die hier vorgestellten Aufbauten im
Rahmen von drei Bachelorarbeiten [137, 211, 212] und zwei Masterarbeiten [141, 181] verwen-
det. Neben der vorliegenden Arbeit werden die Aufbauten darüber hinaus auch in den Projekten
zweier weiterer, derzeit am Lehrstuhl entstehender Promotionsarbeiten verwendet.
Ein abgewandelter Nachbau des hier vorgestellten SPIM-Aufbaus entstand auf Anfrage im Juni
2017 unter Hilfestellung des Verfassers dieser Arbeit in der Arbeitsgruppe von Akatsuki Kimura
































































































Abb. A.1: Exemplarische Ergebnisse für D(q) aus DDM-Messungen an Beads
Gezeigt sind unterschiedliche, nach der in Unterkap. 6.3 beschriebenen Prozedur ausgewertete
Kurven experimenteller Daten der wellenvektorabhängigen Diﬀusionskoeﬃzienten D(q). Neben
dem aus den Simulationen bestätigten Verhalten einer Überschätzung des Diﬀusionskoeﬃzien-
ten für kleine Wellenvektoren zeigt sich bisweilen eine unterschiedliche Steigung des Anstiegs für
Bereiche mittlerer Wellenvektoren mit einem gelegentlichem Abfall der Diﬀusionskoeﬃzienten,
welcher durch Simulationen nicht erklärt werden kann.
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B. Erläuterungen zur Kontrollsoftware
Nachfolgend werden die in dieser Arbeit entstanden Ansteuerungen der beiden vorgestellten
Aufbauten vorgestellt und die einzelnen Elemente der Ansteuerung erklärt. Die Programme
wurden vom Verfasser dieser Arbeit erstellt und zur Aufnahme der in dieser Arbeit vorgestellten
Messungen verwendet.
SPIM-Aufbau









Abb. B.1: LabVIEW -Kontrollsoftware des SPIM-Aufbaus
Die Oberﬂäche zur Ansteuerung des SPIM-Aufbaus verteilt sich auf 9 unterschiedliche Berei-
che der Parametereingabe und -anzeige. Eine Erklärung der einzelnen Bereiche und Parameter
erfolgt im Fließtext.
Erläuterungen der Eingabeparamater und Anzeigen:
1. AOTF-Transmission (491nm / 561nm):
Die Anpassung der AOTF-Transmission erfolgt durch die Variation der Stärke der ange-
legten Modulationsspannung (0−10V). Hierdurch wird die Intensität der durch den AOTF
erzeugten ersten Mode der beiden Anregungslaser reguliert. Die linke Taste schaltet hier-
bei durch das Anlegen einer Spannung von 0V (aus) oder 10V (an) am Blanking -Eingang
des AOTF die Modulation über den AOTF und damit auch die Erzeugung der ersten Mode
an bzw. aus. Bei einer getriggerten Stack-Aufnahme wird das Blanking -Signal am AOTF
automatisch während der Kamerabelichtung auf 10V bzw. zwischen den Aufnahmen auf
0V geschaltet.
2. Positionskontrolle und -anzeige (Position / Current Position):
Über ein iteratives Auslesen der Positionskontrolle des PIFOC wird dessen aktuelle Positi-
on (0−100µm) ausgelesen und als Current Position angegeben. Das Eingabefeld Position
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wird für die Befehle Move to als zu erreichende Zielposition und in Stackaufnahmen als
Startposition der Schichtaufnahme verwendet.
3. Auswahl von Mehrkanalmessungen (1-Channel / 2-Channel):
Die Betätigung dieser Schaltﬂäche schaltet das Messprogramm für getriggerte Aufnahmen
zwischen 1-Kanal und 2-Kanal-Messungen um. Bei 2-Kanal-Messungen wird zuerst der
491nm-Kanal aufgenommen.
4. Aktionsfeld (Move to Position /Move one Step / Test Stack / Aquisition [Ext. Trigger]):
Über das Aktionsauswahlfeld wird der PIFOC entweder zur angegeben Position in Position
bewegt, um einen Schritt gemäß der eingestellten Stepsize verschoben, eine einzelne
Schichtaufnahme gemäß der Einstellungen in Position, Stepsize und Number of Layers
abgefahren oder eine komplette getriggerte Langzeitaufnahme durchgeführt. Bei letzterem
muss vorher eine getriggerte Kameraufnahme in der HoKaWo-Kamerasoftware vorbereitet
werden und die Dauer der Belichtungszeit in dem Eingabefeld Exposure-Time angepasst
werden. Die Langzeitaufnahme folgt den in Position, Stepsize, Number of Layers, Number
of Stacks und time between stacks eingegeben Parametern. Die ausgewählte Aktion muss
über Betätigung der zugehörigen Taste initiiert werden. Unter Aquisition Running! wird
eine laufende Langzeitaufnahme über ihre Dauer hinweg angezeigt. Frame on zeigt die
aktuelle Belichtung einer Einzelaufnahme an.
5. Stack-Ein- und Ausgabeparamter (Stepsize / Number of Layers / Number of Stacks
/ Exposure-Time / time between stacks / End-Position / Current Layer / Current Stack
/ Total Images):
Hier werden die Schrittweiten, Schichtanzahl, Stackanzahl, Kamerabelichtungszeit und
Wartezeiten zwischen Schichtaufnahmen für getriggerte Langzeitmessungen eingegeben.
Zusätzliche Anzeigen geben die Endposition, die im Laufe einer Langzeitmessung der-
zeitige Schicht- und Stackaufnahme, sowie die Gesamtzahl der zu tätigen Bilder für die
gewählten Einstellungen an. Zudem weisen zwei Anzeigen auf zu große Endpositionen
oder zu kurze Zeiten zwischen zwei Stack-Aufnahmen hin.
6. Einstellungen des Galvospiegel-Betriebsmodus (Constant / Function / Start Fct):
Der Betriebsmodus der Galvospiegel kann zwischen einer konstanten Position der Spie-
gel (entsprechend der Spannungswerte in Galvo-x und Galvo-y) und einer dynamischen
Positionsveränderung durch eine Spannungskurve gemäß einer eingestellten Funktion ge-
wechselt werden. Bei der Wahl einer Spannungsfunktion muss diese erst über die Taste
Start Fct gestartet werden. Zur Schonung der Galvospiegel sollte dies nur während einer
Aufnahme geschehen.
7. Laseransteuerung (491nm / 561nm):
Die Ausgangsleistung der beiden Laser kann im zur Verfügung stehenden Bereich (1 −
50mW) variiert werden und wird während des Betriebs wiederholt ausgelesen. Für eine
stabile Laserleistung wird empfohlen die Laser auf der Leistung 50mW zu betreiben und
eine notwendige Anpassung der Anregungsintensität über den AOTF zu realisieren.
8. Eingabeparameter der Galvospiegelansteuerung (Galvo-x / Galvo-y / Signal Type /
Frequency / Amplitude / Phase / Sample Clock Rate / Samples per Buﬀer):
Über die Eingabeparameter kann die Position der Galvospiegel im Betriebsmodus Con-
stant über die Spanungswerte Galvo-x und Galvo-y gesteuert werden. Im Betriebsmodus
Function wird die Galvospiegelansteuerung der y-Komponente zum Schreiben des Licht-
blatts in der Detetektionsebene über eine Spannungskurve gesteuert. Neben der Art der
erstellten Funktion (Sine / Square / Triangle / Sawtooth) können zudem die Parameter
186
B ERLÄUTERUNGEN ZUR KONTROLLSOFTWARE
der Frequenz, Amplitude und Phase, sowie die Parameter der LabVIEW -internen Span-
nungskurvenerzeugung (Sample Clock Rate / Samples per Buﬀer) gewählt werden. Insbe-
sondere muss die Frequenz der erzeugten Kurve auf die Kamerabelichtung der Aufnahme
angestimmt werden, um eine gleichmäßige Ausleuchtung der Probenebene während der
Aufnahme zu gewährleisten. Die erzeugte Spannungskurve wird hierfür zur Kontrolle in
einem Diagramm dargestellt.
9. Fehlermeldungen (Error 491nm / Error 561nm / Error PIFOC ):
Fehlermeldungen der einzelnen Komponenten während des Betriebs führen zum Abbruch
der Software und einer entsprechenden Ausgabe mit Fehlercode.
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SD-FRAP-Ablations-Aufbau














Abb. B.2: LabVIEW -Kontrollsoftware des SD-FRAP-Ablations-Aufbaus
Die Oberﬂäche zur Ansteuerung des SD-FRAP-Ablations-Aufbaus verteilt sich auf 12 unter-
schiedliche Bereiche der Parametereingabe und -anzeige. Eine Erklärung der einzelnen Bereiche
und Parameter erfolgt im Fließtext.
Erläuterungen der Eingabeparamater und Anzeigen:
1. Laseransteuerung (491nm / 561nm):
Die Ausgangsleistung der beiden Laser kann im zur Verfügung stehenden Bereich (1 −
100mW) variiert werden und wird während des Betriebs wiederholt ausgelesen. Für eine
stabile Laserleistung wird empfohlen die Laser auf der Leistung 100mW zu betreiben und
eine notwendige Anpassung der Anregungsintensität über den AOTF zu realisieren.
2. AOTF-Transmission (491nm / 561nm):
Die Anpassung der AOTF-Transmission erfolgt durch die Variation der Stärke der ange-
legten Modulationsspannung (0−10V). Hierdurch wird die Intensität der durch den AOTF
erzeugten ersten Mode der beiden Anregungslaser reguliert. Die linke Taste schaltet hier-
bei durch das Anlegen einer Spannung von 0V (aus) oder 10V (an) am Blanking -Eingang
des AOTF die Modulation über den AOTF und damit auch die Erzeugung der ersten Mode
an bzw. aus. Bei einer getriggerten Stack-Aufnahme wird das Blanking -Signal am AOTF
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automatisch während der Kamerabelichtung auf 10V bzw. zwischen den Aufnahmen auf
0V geschaltet.
3. Spinning-Disk-Ansteuerung (SD-Filter / SD-Shutter / SD-Speed):
Über eine serielle Kommunikation mit dem Controller der CSU-X1-Einheit können die in
der Spinning-Disk verwendeten Detektionsﬁlter (No Filter /430− 470nm / 500− 550nm
/ 575 − 625nm), der Shutter zur Blockierung des Anregungslichts und die Geschwin-
digkeit der Nipkow-Scheiben (1800 − 10000rpm) ausgewählt werden. Für letztere wird
zusätzlich die benötigte Zeit einer Einzelaufnahme bei der gewählten Geschwindigkeit für
die Synchronisierung der Kamerabelichtungszeit angegeben.
4. Ansteuerung des Mikroskopstativs (Mode / Filtercube / TL/BF-Intensity):
Über eine serielle Kommunikation mit dem Mikroskopstativ des DMI4000B kann die Be-
leuchtungsart zwischen TL/BF (Durchlicht/Hellfeld) und FLUO (Fluoreszenzlampe und
Spinning-Disk) gewählt werden. Für den Modus TL/BF lässt sich die Intensität der Hell-
feldlampe zwischen 0− 255 variieren. Für den Modus FLUO lässt sich der in den Strah-
lengang eingeklappte Filterwürfel ( L5 / TX2 / Empty / Dichroic / Mirror ) auswählen.
In getriggerten Messaufnahmen wird der jeweilig passende Filterwürfel automatisch nach
gewähltem Kanal eingeklappt.
5. Bildanzahl und Zeitabstand (No. of Img/Stacks / Timesteps):
Bei der gewählten Option zur Aufnahme von Schichtaufnahmen geben die Parameter die
Anzahl an Stacks und den Zeitabstand zwischen den jeweils ersten Schichtaufnahmen
eines Stacks an, bei der Aufnahme von Einzelbildern die Anzahl an Aufnahmen und
den Zeitabstand des jeweiligen Aufnahmebeginns. Es muss darauf geachtet werden einen
Zeitabstand zu wählen, der länger ist als die Aufnahmedauer der Einzelaufnahme bzw.
der Stackaufnahme.
6. Mehrkanalmessungen (MC / Channels / Excitation / Detection / MC-Wait-Time):
Die Auswahl und Parameterübergabe für Mehrkanalmessung beinhaltet in der derzeitigen
Implementierung die Aufnahme von bis zu 3 Kanälen. Für die einzelnen Kanäle muss die
Anregungsquelle (TL/BF / SD 491nm / SD 561nm) und der jeweilig verwendete Filter
(No Filter /430− 470nm / 500− 550nm / 575− 625nm) in der SD-Einheit angegeben
werden. Als Wartezeit des Messprogramms zwischen einem Wechsel der Kanäle wird nach
Rücksprache mit dem Mikroskophersteller 1000ms für einen Wechsel zwischen TL/BF
und FLUO sowie 400ms für eine reine FLUO-Aufnahme empfohlen.
7. z-Positionskontrolle und Parameter einer Schichtaufnahme (z-Position / z-Stepsize
/ z-Start / No of z-Steps / Ablation-z / z-Wait-Time):
Neben der Positionsansteuerung des z-Mikroskoptisches erfolgt hier die Wahl zur Aufnah-
me von Schichtaufnahmen in getriggerten Messungen, sowie die Parameterübergabe der
Schrittweite und -anzahl, des Stack-Beginns und der Wartezeit der Positionsansteuerung
(empfohlener Wert: 50ms). Bei der Durchführung von Ablationsmessungen lassen sich
hier zudem die Position der Probe während des Ablationsvorganges angeben.
8. FRAP- und Ablationsparameter (Pre-Frames / Post-Frames / Filtercube-Wait / Ble-
ach 491nm / Bleach 561nm / Wait / Start Pulse / No of Pulses / Frequ.):
Neben der Angabe der Anzahl an Pre- und Post-Aufnahmen, sowie der Wartezeit des
Filterwürfelwechsels bei FRAP- und Ablationsmessungen werden hier die Bleichintensi-
täten und -dauer in Form der an den AOTF angelegten Spannung eingegeben. Für Ab-
lationsmessungen wird die Pulsanzahl und -frequenz angegeben. Des weiteren kann ein
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Triggersignal an den UV-Laser für manuelle Pulsabgaben abgegeben werden. Während
einer getriggerten Aufnahme zeigen Hinweisleuchten den Abschnitt der Messung an.
9. Galvospiegelansteuerung (x/y / Galvo-Mode / Start Fct / Start x/y / Steps x/y /
End x/y / Fct-Iterations / Stepsize / Fct-Wait):
Die Auslenkung des Galvospiegelpaares wird über die an deren Controller angelegte Span-
nung gesteuert. Für manuelles Verfahren sowie für die Verwendung von Einzelfoki und
Mehrfokiabfolgen in FRAP und Ablationsmessungen in getriggerten Aufnahmen kann der
Modus der Galvospiegelansteuerung zwischen dem Anlegen einer konstanten Spannung
entsprechend der in x/y angegeben Werte (Modus Const.) oder einer Spannungsabfolge
gemäß der angegeben Parameter (Function) gewechselt werden. Die Parameter beinhalten
Startposition und Schrittweite in Spannungswerten, die Iterationsanzahl des Abfahrens der
Funktion und die Wartezeit zwischen den einzelnen Galvospiegelpositionen (empfohlen:
50µs). Für ein manuelles Starten der ausgewählten Spannungsabfolge dient der Schalter
Start Fct.
10. Galvospiegelkalibration (x-/y-Galvo / x/y / Start x/y / End x/y / Stepsize):
Zur schnellen Überprüfung oder Neukalibration der Fokusposition in FRAP- und Ablati-
onsmessungen kann für eine beliebige Galvospiegelposition ein Testfokus über die Verwen-
dung eines Chromaslides oder dem Einbrennen einer Mikrolinse erzeugt werden und die
Position in Pixelkoordinaten zusammen mit den Werten der angelegten Spannung angege-
ben werden. Dies wird für die Berechnung der gewünschten eingegebenen Fokuspositionen
und Schrittweite in Pixelkoordinaten verwendet und überschreibt die entsprechenden Pa-
rameter in der Galvospiegelansteuerung. Die Zuweisung der Pixelkoordinaten ist in der
jetzigen Implementierung nur für eine Kameraaufnahme ohne Binning korrekt.
11. Aufnahmemodus (Imaging / FRAP / Ablation):
Der Aufnahmemodus für getriggerte Messung lässt sich zwischen Langzeitaufnahmen,
FRAP- und Ablationsmessungen wählen. Durch Betätigung des Start-Knopfes wird die
Aufnahmeprozedur des jeweiligen Messtyps unter Synchronisation der Kameraansteuerung
zur getriggerten Bildaufnahme abgelaufen. Für FRAP-Messungen stehen in der derzeitigen
Implementierung keine Mehrkanalmessungen oder Schichtaufnahmen zur Verfügung. Die
Messungen erfolgen unter den nachfolgend beschriebenen Parametern der Aufnahmen.
12. Fehlermeldungen (491nm Error / 561nm Error / CSU/SD Error / FPGA Error):
Fehlermeldungen der einzelnen Komponenten während des Betriebs führen zum Abbruch
der Software und einer entsprechenden Ausgabe mit Fehlercode.
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ISM-Software zur Durchführung von Stroboskopaufnahmen
3
21
Abb. B.3: LabVIEW -Kontrollsoftware für Stroboskopaufnahmen
Die Oberﬂäche des Messprogramms zur Erstellung von Stroboskopaufnahmen besteht aus 3
unterschiedlichen Bereichen der Parameterübergabe. Eine Erklärung der Bereiche und Parameter
erfolgt im Fließtext.
1. AOTF-Transmission (491nm / 561nm):
Die Anpassung der AOTF-Transmission erfolgt durch die Variation der Stärke der an-
gelegten Modulationsspannung (0 − 10V). Hierdurch wird die Intensität der durch den
AOTF erzeugten ersten Mode der beiden Anregungslaser während der ISM-Aufnahme
reguliert.
2. ISM-Parameter (Pulse-Duration / Pulses per Frame / Frame-Readout.Time):
Zur Erstellung einer Stroboskopaufnahme wird ein Lichtpuls mit einer Länge entsprechend
der Pulsdauer zur Anregung der Probe verwendet. Eine Erhöhung der Pulsanzahl führt zu
einer Integration der Bildaufnahme über mehrere Anregungsereignisse zur Verbesserung
des Signal-Rausch-Verhältnisses und einer Verlängerung der Messdauer. Die Auslesezeit
der einzelnen Kameraaufnahmen sollte bei voller Bildgröße mindestes 20ms betragen.
3. Start der Stroboskopaufnahme (Start):
Nach der Vorbereitung einer Stream-Aufnahme innerhalb der Kamerasoftware kann die
Messung über die Betätigung des Schalters gestartet werden.
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C. Verwendete Bauteile in den Aufbauten
Im Nachfolgenden werden die einzelnen Komponenten der in dieser Arbeit weiterentwickelten
und entstandenen Aufbauten in Form von Tabellen gelistet. Zudem werden die für den SPIM-
Aufbau verwendeten Linsenkombinationen und die Laserleistungen an unterschiedlichen Orten
des Strahlenganges der Aufbauten in Form einer Tabelle angegeben.
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Bauteile des SPIM-Aufbaus
Tab. 10: Liste der Bauteile des SPIM-Aufbaus
Aufgeführt sind die in dem in Kap. 4 vorgestelltem Aufbau verwendeten Bauteile mit einer
kurzen Beschreibung Ihrer Funktionen, Produktnamen und Hersteller.
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Verwendete Linsenkombinationen im SPIM-Aufbau
f1 [mm] f2 [mm] f3 [mm] f4 [mm] M 2 · σStrahl
- - - - 1 0, 7mm
40 100 - - 2,5 1, 75mm
40 150 - - 3,75 2, 63mm
50 150 100 300 9 6, 3mm
40 100 50 250 12,5 8, 75mm
Tab. 11: Linsenkombinationen und Strahldurchmesser am Objektiv
Gelistet sind die im Laufe dieser Arbeit verwendeten Linsenkombinationen zur Formung des
Lichtblattes mit den entsprechenden Brennweiten, eﬀektiven Vergrößerungsfaktoren M und
der daraus resultierenden Größe des Strahldurchmessers.
Laserleistungen im SPIM-Aufbau
Messort 491nm 561nm
Nach Laser (50, 5± 0, 2)mW (50, 2± 0, 3)mW
vor AOTF (46, 3± 0, 3)mW (41, 2± 0, 3)mW
nach AOTF (41, 9± 0, 3)mW (37, 4± 0, 3)mW
vor Objektiv (26, 0± 0, 2)mW (20, 0± 0, 1)mW
Tab. 12: Laserleistungen an unterschiedlichen Stellen im SPIM-Aufbau
Die Laserleistungen der Anregungslaser wurden an den angegeben Probenstellen bei voller La-
serleistung und maximaler Transmission des AOTF mithilfe einer PM100D-Konsole mit einer
S130C -Photodiode (Thorlabs) gemessen.
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Bauteile des zweiten SPIM-Aufbaus
Tab. 13: Liste der Bauteile des zweiten SPIM-Aufbaus
Aufgeführt sind die in dem in Unterkap. 4.4 vorgestelltem Aufbau verwendeten Bauteile mit ei-
ner kurzen Beschreibung Ihrer Funktionen, Produktnamen und Hersteller. Unter dem Abschnitt
Erster Aufbau sind die relevanten Bauteile des zuvor vorgestellten SPIM-Aufbaus aufgeführt.
Neue Komponenten beinhaltet die neu hinzugekommenen Bauteile für diesen Teil des Ver-
suchsaufbaus.
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Bauteile des SD-FRAP-Ablations-Aufbaus
Tab. 14: Liste der Bauteile des SD-FRAP-Ablations-Aufbaus
Aufgeführt sind die in dem in Kap. 8 vorgestelltem Aufbau verwendeten Bauteile mit einer
kurzen Beschreibung Ihrer Funktionen, Produktnamen und Hersteller.
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Nach Laser (92, 5± 0, 5)mW (104, 5± 0, 3)mW
vor AOTF (85, 8± 0, 3)mW (96, 0± 0, 2)mW
nach AOTF (83, 0± 0, 3)mW (88, 4± 0, 3)mW
Spinning Disk
vor Faser (48, 0± 0, 2)mW (51, 3± 0, 3)mW
nach Faser (19, 2± 0, 4)mW (17, 6± 0, 5)mW
vor Objektiv (2, 25± 0, 05)mW (2, 00± 0, 06)mW
FRAP
nach Strahlteiler (30, 0± 0, 3)mW (36, 6± 0, 4)mW
vor Objektiv (17, 8± 0, 3)mW (21, 8± 0, 2)mW
Tab. 15: Laserleistungen an unterschiedlichen Stellen im SD-FRAP-Ablations-Aufbau
Die Laserleistungen der Anregungslaser wurden an den angegeben Probenstellen bei voller La-
serleistung und maximaler Transmission des AOTF mithilfe einer PM100D-Konsole mit einer
S130C -Photodiode (Thorlabs) gemessen. Die Anregungsleistungen für Bildaufnahmen mittels
der Spinning-Disk-Einheit und für FRAP-Experimente sind getrennt dargestellt.
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D. Bilder der Aufbauten
Nachfolgend sind Bilder der in dieser Arbeit vorgestellten Aufbauten gezeigt. Die wichtigsten
Bauteile sind hierbei in den Abbildungen beschriftet. Für eine Skizze der Strahlengänge in den
Aufbauten wird auf die entsprechenden Abbildungen in den Unterkapiteln 4 und 8 verwiesen.
SPIM-Aufbauten
Abb. D.1: Bilder des SPIM-Aufbaus
Gezeigt sind Bilder des Beleuchtungstrahlengangs, des Breadboard-Aufbaus mit dem Detek-
tionsstrahlengang und der Probenpositionierungseinheit. Der Strahlengang des Aufbaus ist in
Abb. 4.1 skizziert.
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Abb. D.2: Bilder des zweiten SPIM-Aufbaus
Gezeigt ist der Beleuchtungs- und Detektionsstrahlengang des zweiten SPIM-Aufbaus. Zur bes-
seren Darstellung wurde zur Bildaufnahme der Streulichtschutz im Detektionsstrahlengang ent-
fernt. Der Strahlengang des Aufbaus ist in Abb. 4.4 skizziert.
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SD-FRAP-Ablations-Aufbau
Abb. D.3: Bilder des SD-FRAP-Ablations-Aufbaus
Gezeigt sind Bilder des Beleuchtungstrahlengangs sowie des Mikroskopstativs mit der Spinning-
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