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Abstract
We present a theorem ensuring the existence of local solution branches for one-parameter
bifurcation problems in which the linearization at the trivial solution possesses a two-dimensional
kernel. In particular, we provide a straightforward “test” that is sufﬁcient for the existence of
local solution continua. We demonstrate our abstract theorem with several concrete examples
for second-order systems of elliptic partial differential equations with symmetry.
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1. Introduction
Techniques of bifurcation theory are generally of three types—degree-theoretic meth-
ods, analytic methods and critical-point methods for gradient systems. The ﬁrst has the
advantage of yielding solution branches (continua), but it is only applicable in prob-
lems for which the linearization has an odd crossing number [7], II.4. Analytic methods,
based upon the implicit function theorem, are most successful in problems with one-
dimensional kernels, typically leading to the existence of solution curves. Critical-point
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methods are applicable to problems with ﬁnite-dimensional kernels (even or odd), but
have the disadvantage of generally giving only discrete solutions clustering at the
bifurcation point, e.g., [3], [7], II.7.
In this work, we present a theorem ensuring the existence of solution branches for
one-parameter bifurcation problems with two-dimensional kernels. We were motivated
in part by the recent work [1], in which sufﬁcient conditions insuring the existence
of branches in gradient bifurcation problems are presented. We focus exclusively on
problems with two-dimensional kernels, possibly not having a gradient structure, for
which the odd crossing condition typically fails. Analytical methods to obtain bifur-
cating curves of solutions for problems with two-dimensional kernels, irrespective of
gradient structure, are given, e.g., in [7], I.19. But the veriﬁcation of those hypotheses
is generally difﬁcult. Here we require relatively simple hypotheses, the veriﬁcation of
which yields the existence of bifurcating continua. When applied to gradient systems,
our hypotheses simplify even more. The results are then closely related to [1], but
our hypotheses are slightly more general—albeit restricted to problems having two-
dimensional kernels.
It is well known that bifurcation problems with high-dimensional kernels arise “gener-
ically” due to symmetries, the exploitation of which in “static” problems typically de-
livers one-dimensional bifurcation problems. This is the usual setting of the so-called
equivariant branching lemma, cf. [2,4]. We provide several concrete examples associ-
ated with systems of two coupled second-order elliptic partial differential equations. In
each case we end up with bifurcation problems having two-dimensional kernels, i.e.,
the examples are not “generic” according to the usual rules of equivariant bifurcation
theory. This requires some explanation. In speciﬁc examples it is common for the lin-
earized problem to possess more symmetry than the full nonlinear system. For example,
this is often due in part to the large symmetry group of the Laplace operator. In any
case, this can lead to “non-generic” problems. Each of our examples are of this type,
viz., the linearized problem is “isotropic”, whereas the nonlinear problem has much
less symmetry. Indeed, in the ﬁrst example, the nonlinearity has no symmetry at all. In
the second example, the nonlinearity is equivariant under the product group C4 × D4,
where C4 denotes the cyclic symmetry group of a square in R2, and the dihedral group
D4 is its complete symmetry group. Here we use well-known group-theoretic methods,
yielding three two-dimensional bifurcation problems.
The outline of the work is as follows: In Section 2 we present our bifurcation
theorem, giving the existence of local bifurcating continua of solutions. The hypothe-
ses, involving only the “ﬁrst two” non-vanishing terms in the Taylor expansion of
the two-dimensional bifurcation function, are simple and direct. Later in the section
we sharpen the theorem by distinguishing between the cases when the order of the
second non-vanishing term is even and odd, respectively. We also specialize our the-
orem to the case of potential operators. In Section 3, we provide several examples
coming from systems of elliptic partial differential equations. Motivated by some of
the examples in Section 3, we consider abstract two-dimensional problems equivari-
ant under the cyclic group Cn, n3, in Section 4. Our results here are quite general
but specialize to those of Ikeda et al. [6] in the case of non-degenerate potential
operators.
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2. Bifurcation theorems with a two-dimensional kernel
We consider a class of nonlinear problems
F(x, ) = 0, (2.1)
where F : U × V → Z, 0 ∈ U ⊂ X, 0 ∈ V ⊂ R, X,Z are real Banach spaces, and
U,V are open sets. We assume that
F(0, ) = 0 for all  ∈ V,
F ∈ Cm(U × V,Z) for some m2,
dimN(DxF(0, 0)) = codimR(DxF(0, 0)) = 2.
(2.2)
In particular, DxF(0, 0) is a Fredholm operator of index zero. Here N denotes the
kernel and R denotes the range. The number m above is sufﬁciently large, insuring that
the derivatives employed in the sequel exist. We choose complementing spaces such
that
X = N(DxF(0, 0)) ⊕ X0,
Z = R(DxF(0, 0)) ⊕ Z0, (2.3)
which deﬁne continuous projections
P : X → N along X0 (N = N(DxF(0, 0))),
Q : Z → Z0 along R (R = R(DxF(0, 0))). (2.4)
The well-known method of Lyapunov–Schmidt then reduces problem (2.1) to a two-
dimensional bifurcation problem:
(v, ) = 0 for (v, ) ∈ U˜ × V˜ ⊂ N × R, (2.5)
where
(v, ) = QF(v + (v, ), ) and
(I − Q)F(v + (v, ), ) = 0
for all (v, ) ∈ U˜ × V˜ ⊂ N × R,
(2.6)
cf., e.g., [7], I.2. Note that  : U˜ × V˜ → Z0, 0 ∈ U˜ , 0 ∈ V˜ , and (0, ) = 0 for all
 ∈ V˜ . From the Taylor expansion of  around (0, 0) we specify
(v, ) = (− 0)11v + 0k(v) + R(v, ), where
11v = QD2xF(0, 0)v is linear in v and
0k(v) = 1k!Dkv(0, 0)[v, . . . , v] is k-linear and symmetric in v.
(2.7)
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Here, R(v, ) is the remainder containing all terms of order 0 in  − 0 and of order
higher than k in v, of order 1 in − 0 and of order higher than 1 in v, and of order
higher than 1 in − 0. Recall that k2 and note that 01 = Dv(0, 0) = 0; cf. [7],
I.2. If
(I − Q)DjxF (0, 0)[v, . . . , v] = 0 for j = 1, . . . , k − 1
and for all v ∈ N, then
0k(v) = 1k!QDkxF (0, 0)[v, . . . , v].
(2.8)
If (2.8)1,2 is not satisﬁed, then the expression for 0k is more complicated (cf. [7],
I.16 for the calculations of the Taylor expansion of ). Here we assume that 0k is
the ﬁrst non-vanishing derivative (2.7)3. If the derivatives (2.7)3 vanish for all k ∈ N
and if there is no ﬂat remainder R(v, 0), then (v, 0) = 0 for all v ∈ U˜ ⊂ N , which
implies “vertical” bifurcation.
Before analyzing (2.5) we endow the spaces N and Z0 with a scalar product and an
equivalent norm as follows: Let
{vˆ1, vˆ2} be a basis in N or Z0,
v = x1vˆ1 + x2vˆ2, w = y1vˆ1 + y2vˆ2, then
〈v,w〉 = x1y1 + x2y2 and ‖v‖2 = 〈v, v〉.
(2.9)
Next we ﬁnd it convenient to make the substitutions
v = sv˜ with ‖v˜‖ = 1,  = 0 + sk−1˜
in (2.7)1, yielding
˜(v˜, ˜, s) = sk(˜11v˜ + 0k(v˜) + R1(v˜, ˜, s)), for s ∈ (−, ),
where R1(v˜, ˜, 0) = 0.
(2.10)
From [7], I.19, we quote the following conditions to solve ˜(v˜, ˜, s) = 0 for s 	= 0: If
˜011v˜0 + 0k(v˜0) = 0, ‖v˜0‖ = 1, ˜0 ∈ R, and
˜011h + 1(k−1)! Dkv(0, 0)[v˜0, . . . , v˜0, h] + 11v˜0 = 0, 〈v˜0, h〉 = 0,
⇔ h = 0 and  = 0, for h ∈ N,  ∈ R,
(2.11)
then the Implicit Function Theorem yields a non-trivial curve of solutions of (2.5)
through (0, 0) of the form
{(sv˜(s), 0 + sk−1˜(s))|s ∈ (−, )},
where v˜(0) = v˜0 and ˜(0) = ˜0.
(2.12)
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Under our assumption (2.14) below, the solvability (2.11)1 is a necessary condition for
bifurcation from (0, 0), cf. [7], Remark I.19. If 11 and 0k have a potential (with
respect to the scalar product in N = Z0), i.e., if the leading part of the bifurcation
function (2.7)1 has a variational structure, then the necessary condition (2.11)1 is easily
veriﬁed provided 11 is positive (or negative) deﬁnite: The maximum and the minimum
of the potential of 0k on the ellipse {v ∈ N |〈v,11v〉 = 1 (or − 1)} solve (2.11)1
after a suitable rescaling. The sufﬁcient condition (2.11)2,3 for bifurcation, however, is
not guaranteed by a variational structure.
Various methods for solving (2.5) non-trivially via the Implicit Function Theorem
are given in [7], I.19—in particular, see Remark I.19.1. However, those hypotheses are
difﬁcult to verify in practice. We now present our ﬁrst basic result, the hypotheses of
which are simpler to verify. Note that (2.14) precludes an odd crossing number and
therefore the use of degree theory.
Theorem 2.1. Let R/2 denote the rotation
R/2v ≡ −x2vˆ1 + x1vˆ2;
observe 〈v, R/2v〉 = 0 for all v ∈ Z0.
(2.13)
Assume that
11 = QD2xF(0, 0) : N → Z0
is an isomorphism,
(2.14)
and that there exist v˜1, v˜2 ∈ N with ‖v˜1‖ = ‖v˜2‖ = 1 such that
〈0k(v˜1), R/211v˜1〉 < 0,
〈0k(v˜2), R/211v˜2〉 > 0.
(2.15)
Then there exists a local continuum C ⊂ X×R of non-trivial solutions of (2.1) through
(0, 0), and C\{(0, 0)} consists of at least two components.
Proof. We solve (v, ) = 0 near (0, 0) in N × R. With the substitutions (2.10)1 we
obtain (2.10)3. Deﬁning
(v˜, ˜) = ˜11v˜ + 0k(v˜), then, by (2.14),
˜(v˜, ˜, s) = 0 for s 	= 0 ⇔
f1(v˜, ˜, s) ≡ 〈(v˜, ˜) + R1(v˜, ˜, s),11v˜〉 = 0 and
f2(v˜, ˜, s) ≡ 〈(v˜, ˜) + R1(v˜, ˜, s), R/211v˜〉 = 0.
(2.16)
S. Krömer et al. / J. Differential Equations 220 (2006) 234–258 239
For every v˜0 ∈ N with ‖v˜0‖ = 1 and for
˜0 = −〈0k(v˜0),11v˜0〉‖11v˜0‖2 we obtain
f1(v˜0, ˜0, 0) = 〈(v˜0, ˜0),11v˜0〉 = 0 and
D˜f1(v˜0, ˜0, 0) = ‖11v˜0‖2 	= 0.
(2.17)
The Implicit Function Theorem gives the existence of a continuous function
˜ = ˜(v˜, s), where ˜(v˜0, 0) = ˜0, so that
f1(v˜, ˜(v˜, s), s) = 0 for ‖v˜ − v˜0‖ < 2, s ∈ (−2, 2). (2.18)
This can be done for all v˜0 ∈ S1 = {v˜ ∈ N |‖v˜‖ = 1} ⊂ N . Clearly 2 depends on v˜0,
but by compactness of S1, we can ﬁnd a uniform 3 > 0 such that
f1(v˜, ˜(v˜, s), s) = 0 for all v˜ ∈ S1, s ∈ (−3, 3). (2.19)
In order to solve
g(v˜, s) ≡ f2(v˜, ˜(v˜, s), s) = 0
for v˜ ∈ S1 with s near 0, (2.20)
we observe that g is continuous,
g(v˜, 0) = 〈0k(v˜), R/211v˜〉, and by(2.15)
g(v˜1, 0) < 0 and g(v˜2, 0) > 0.
(2.21)
By (2.21)1 the function g(·, 0) is a (k + 1)-linear mapping from N into R, i.e., it is
a homogeneous polynomial of two variables of order k + 1. By (2.21)2 it has a zero
on S1, but its non-degeneracy for the application of the Implicit Function Theorem to
solve (2.20) is hard to verify, in general.
Denote by [v˜1, v˜2] the segment on S1 with a counterclockwise orientation. By con-
tinuity, there is some 34 > 0 such that
g(v˜1, s)d1 < 0 and g(v˜2, s)d2 > 0
for all s ∈ [−4, 4]. (2.22)
By the mean value theorem, the set
S˜ = {(v˜, s) ∈ [v˜1, v˜2, ] × [−4, 4]|g(v˜, s) = 0} (2.23)
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is not empty. We claim that S˜ contains a continuum C˜ that connects the “bottom”
B = [v˜1, v˜2, ] × {−4} and the “top” T = [v˜1, v˜2, ] × {4}. To see this, let C˜− denote
the component of B in S˜ ∪ B. Assume that C˜− ∩ T = ∅.
Let W be an open neighborhood of C˜− in N × R such that W ∩ T = ∅. Deﬁne
K = W ∩ (S˜ ∪B). Then K is compact, C˜− ⊂ K , and W ∩ C˜− = ∅. By the so-called
Whyburn–Lemma [8] there exist compact subsets K1,K2 ⊂ K satisfying
K1 ∩ K2 = ∅,K1 ∪ K2 = K,
C˜− ⊂ K1, W ∩ S˜ ⊂ K2. (2.24)
Choose an open neighborhood W1 of K1 such that
C˜− ⊂ K1 ⊂ W1 ⊂ W,W 1 ∩ K2 = ∅,
W 1 ∩ T = ∅, and W1 ∩ S˜ = ∅. (2.25)
The connected set L = W1 ∩ ([v˜1, v˜2, ] × [−4, 4]) (which can be taken to be
a continuous curve w.l.o.g.) connects two points (v˜1, s1) and (v˜2, s2) with s1, s2 ∈
(−4, 4) on the sides of the “rectangle” [v˜1, v˜2]×[−4, 4]. Obviously L is completely
contained in that rectangle. But then by (2.25)2, L ∩ S˜ = ∅, which, in view of (2.22),
contradicts the mean value theorem.
Therefore C˜− ∩ T 	= ∅, which proves that S˜ contains a continuum C˜ that connects
the bottom B and the top T . The set
C = {(v, )|v = sv˜,  = 0 + sk−1˜(v˜, s), (v˜, s) ∈ C˜} (2.26)
is then a continuum of solutions of (v, ) = 0 that contains (0, 0). Furthermore,
C\{(0, 0)} consists only of non-trivial solutions and is not connected. Since the
Lyapunov–Schmidt reduction preserves connectedness of (local) solutions, Theorem 2.1
is proved. 
Remark 2.2. (i) Assumption (2.15) can be weakened as follows: if
〈˜(v˜, ˜(v˜, s), s), R/211v˜〉 = sk˜gk˜+1(v˜) + o(sk˜),
with some k˜ > k, and if (2.15) is replaced by
g
k˜+1(v˜1) < 0, gk˜+1(v˜2) > 0,
then the same proof gives the statement of Theorem 2.1. Note that in this case g
k˜+1(v˜)
is possibly no longer a homogeneous polynomial of order k˜ + 1 as it is for k˜ = k,
where g
k˜+1(v˜) = g(v˜, 0), cf. (2.21).
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(ii) If (v, ) = ( − 0)11v + 0k(v) + R(v), where the remainder R does not
depend on , then
g
k˜+1(v˜) = 〈0k˜(v˜), R/211v˜〉, where
0k˜(v˜) = 1k˜!Dk˜v(0, 0)[v˜, . . . , v˜].
We now sharpen Theorem 2.1, distinguishing between the cases when k is odd and
even:
Corollary 2.3. If k is odd, then under the hypotheses of Theorem 2.1 there exist at
least two local continua C ⊂ X × R of non-trivial solutions of (2.1) through (0, 0),
and each C\{(0, 0)} consist of at least two components, respectively.
If k is even then assumption (2.15) can be reduced to 〈0k(v˜1), R/211v˜1〉 	= 0 for
some v˜1 ∈ S1 (or equivalently 0k(v˜1) and 11v˜1 are linearly independent), and the
conclusion of Theorem 2.1 holds true.
Proof. Assume that k is odd. Then the (k+1)-linear form 〈0k(v˜), R/211v˜〉 is even,
so that the assumption (2.15) is true also for the antipodal vectors −v˜1,−v˜2. Therefore
the proof of Theorem 2.1 applies to the 4 segments [v˜1, v˜2], [v˜2,−v˜1], [−v˜1,−v˜2],
and [−v˜2, v˜1] on S1 yielding 4 continua of the form (2.26) arising in each of the 4
segments. However, two antipodal segments, respectively, provide the same continuum
by the following symmetries: By deﬁnitions (2.10) and (2.16) we obtain for odd k
˜(−v˜, ˜,−s) = ˜(v˜, ˜, s),
f1(−v˜, ˜,−s) = f1(v˜, ˜, s) whence
˜(−v˜,−s) = ˜(v˜, s) by (2.19), and
g(−v˜,−s) = g(v˜, s) cf. (2.20).
(2.27)
The zeros of g exist in antipodal pairs {(v˜, s), (−v˜,−s)} which, by (2.27)3, yield only
one continuum C of the form (2.26) for s ∈ [−4, 4].
Assume now that k is even. Then the (k+1)-linear form 〈0k(v˜), R/211v˜〉 is odd,
so that assumption (2.15) is satisﬁed by an antipodal pair v˜1, v˜2 = −v˜1, provided the
form does not vanish on S1. The two antipodal segments [v˜1,−v˜1], [−v˜1, v˜1] on S1
provide the same continuum by the following symmetries: By deﬁnitions (2.10) and
(2.16) we obtain for even k
˜(−v˜,−˜,−s) = ˜(v˜, ˜, s),
f1(−v˜,−˜,−s) = −f1(v˜, ˜, s) whence
˜(−v˜,−s) = −˜(v˜, s) by (2.19), and
g(−v˜,−s) = −g(v˜, s) cf. (2.20).
(2.28)
The antipodal pairs {(v˜, s), (−v˜,−s)} of zeros of g give, by (2.28)3, only one continuum
C of the form (2.26) for s ∈ [−4, 4]. 
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The following corollary gives an alternative condition that is more convenient for
the applications in Sections 3 and 4.
Corollary 2.4. Assume (2.14) and that there exists a v˜1 ∈ N with ‖v˜1‖ = 1 such that
0k(v˜1) and 11v˜1 are linearly independent. (2.29)
Let w(t) for t ∈ [0, 2] be a parametrization of S1 ⊂ N . If
∫ 2
0
〈0k(w(t)), R/211w(t)〉 dt = 0, (2.30)
then the statements of Theorem 2.1 and of Corollary 2.3 hold.
Proof. It is trivial that (2.29) and (2.30) imply (2.15): By (2.29) the integrand of (2.30)
does not vanish identically, and therefore (2.30) implies (2.15). 
Next, we show that a modiﬁcation of Corollary 2.4 is applicable to a potential
operator. Assume that X ⊂ Z is continuously embedded and that 〈 , 〉 is a continuous
scalar product on Z. Then F(·, ) : U → Z, U ⊂ X, is a potential operator, if there
exists a function f ∈ C1(U × V,R) such that
Dxf (x, )h = 〈F(x, ), h〉 for all (x, ) ∈ U × V, h ∈ X. (2.31)
The function f (·, ) is the potential of F(·, ) with respect to the scalar product 〈 , 〉. If
f ∈ C2(U × V,R) then F ∈ C1(U × V,Z), and DxF(x, ) is symmetric with respect
to 〈 , 〉 for all (x, ) ∈ (U × V ), cf. [7], I.3. Therefore we may assume:
Z = R(DxF(0, 0)) ⊕ N(DxF(0, 0)),where
R and N are orthogonal with respect to
the scalar product 〈 , 〉 on Z,
Q : Z → N along R,
P : X → N along R ∩ X; i.e., P = Q|X.
(2.32)
As shown in [7], I.3., e.g., the bifurcation function (·, ) is also a potential operator
and
(v, ) = f (v + (v, ), ) (see (2.6))
is the potential of  with respect to 〈 , 〉 on N; i.e.,
Dv(v, )h = 〈(v, ), h〉 for all (v, ) ∈ U˜ × V˜ , h ∈ N.
(2.33)
The following theorem is essentially due to [1].
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Theorem 2.5. Assume that F(·, ) is a potential operator in the sense of (2.31) and
that
11 = QD2xF(0, 0) : N → N
is positive (or negative) deﬁnite. (2.34)
If there exists a v˜1 ∈ N with ‖v˜1‖ = 1 such that
0k(v˜1) and 11v˜1 are linearly independent, (2.35)
then the statements of Theorem 2.1 and Corollary 2.3 hold.
Proof. We use the scalar product 〈 , 〉 of Z restricted to N = Z0. If {vˆ1, vˆ2} is an
orthonormal basis in N with respect to 〈 , 〉, then 〈 , 〉 is the same as the scalar
product deﬁned in (2.9). Let E1 = {v˜ ∈ N | 〈v˜,11v˜〉 = 1 (or − 1)} and let w(t)
for t ∈ [0, 2] be a parametrization of the ellipse E1. Then, by the symmetry of
11, ddt 〈w(t), 11w(t)〉 = 2〈w˙(t),11w(t)〉 = 0 or w˙(t) = (t)R/211w(t) for some
2-periodic (t) 	= 0. Then
∫ 2
0
(t)〈0k(w(t)), R/211w(t)〉 dt
=
∫ 2
0
1
k! 〈D
k
v(0, 0)(w(t)), w˙(t)〉 dt
(
· = d
dt
)
=
∫ 2
0
1
k!D
k+1
v (0, 0)[w(t), . . . , w(t), w˙(t)] dt (by (2.33))
=
∫ 2
0
1
(k + 1)!
d
dt
Dk+1v (0, 0)[w(t)), . . . , w(t)] dt = 0 by periodicity.
(2.36)
Since (t) 	= 0 for t ∈ [0, 2], we can draw the same conclusion from (2.35), (2.36)
as from (2.29) and (2.30), cf. the proof of Corollary 2.4. 
Condition (2.35) implies that the (k + 1)-linear functional
Dk+1v (0, 0) : N → R
is not constant on S1 ⊂ N. (2.37)
Here  is the potential of  given in (2.33). If (2.8) is satisﬁed, then
Dk+1v (0, 0)[v, . . . , v] = Dk+1x f (0, 0)[v, . . . , v] for v ∈ N, (2.38)
where f is the potential of F deﬁned in (2.31).
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3. Examples
We consider the system
u + f(u, ) = 0 in  ⊂ Rn,
u = 0 on , (3.1)
where u = (u1, u2),u(x) = u(x1, . . . , xn), u = (u1,u2), and  denotes the scalar
Laplacian. The domain  ⊂ Rn is bounded and the boundary  is smooth. We assume
that the vector ﬁeld
f : R2 × R → R2 is in Ck+1(R2 × R,R2),
f(0, ) = 0 for all  ∈ R, and
Duf(0, ) = I where I ∈ R2×2 denotes the identity matrix.
(3.2)
As expounded in [7], III.1,
+ I : C2,() ∩ {u|u| = 0} → C()
is a Fredholm operator of index zero.
(3.3)
The same holds true for
+ I : X → Z,where
X = (C2,() ∩ {u|u| = 0})2, Z = (C())2.
(3.4)
Then
F(u, )(x) ≡ u(x) + f(u(x, ))
deﬁnes a mapping
F : X × R → Z of class Ck(X × R, Z).
(3.5)
Since DuF(0, ) = + I, cf. (3.2)3, we ﬁnd a two-dimensional kernel corresponding
to the ﬁrst eigenvalue 0 of −; i.e.,
N(DuF(0, 0)) is spanned by
vˆ1 = (v0, 0) and vˆ2 = (0, v0), where
v0 is the ﬁrst positive eigenfunction
of the principal eigenvalue 0 of − 
over  subject to homogeneous Dirichlet
boundary conditions.
(3.6)
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Furthermore, as expounded in [7], III.1,
Z = R(DuF(0, 0)) ⊕ N(DuF(0, 0))
deﬁning orthogonal projections with respect to
the scalar product 〈 , 〉0 in (L2())2, namely
〈u, v〉0 =
∫
(u1v1 + u2v2) dx,
Q : Z → N along R,P :X → N along R ∩ X, P = Q|X,
Qu = 〈u, vˆ1〉0vˆ1 + 〈u, vˆ2〉0vˆ2, provided
∫
 v
2
0 dx = 1.
(3.7)
Assuming
f(u, ) = u + f0k(u) + R(u, )
for some homogeneous polynomial
f0k : R2 → R2 of order k2,
(3.8)
we obtain, by (2.8) and using (2.9), (2.13) for the basis {vˆ1, vˆ2} of N ,
0k(v) = Qf0k(v) for v = w1vˆ1 + w2vˆ2 ∈ N,
〈0k(v), R/2v〉
= −w2
∫

f 10k(w1v0, w2v0)v0 dx + w1
∫

f 20k(w1v0, w2v0)v0 dx
= (−f 10k(w1, w2)w2 + f 20k(w1, w2)w1)
∫

vk+10 dx
= f0k(w) · R/2w
∫

vk+10 dx, w = (w1, w2). (3.9)
In (3.9)5 “·” is the Euclidean scalar product in R2 and R/2 is a rotation about /2 in
R2. Since v0 > 0 in , our crucial condition (2.15) is satisﬁed in the following cases:
If k is odd, assume the existence of
u˜1, u˜2 ∈ R2 with ‖u˜1‖ = ‖u˜2‖ = 1 and
f0k(u˜1) · R/2u˜1 < 0,
f0k(u˜2) · R/2u˜2 > 0.
If k is even, assume the existence of
an u˜ ∈ R2 with ‖u˜‖ = 1 and
f0k(u˜) · R/2u˜ 	= 0.
(3.10)
If k is odd, then f0k(u) · R/2u is a homogeneous scalar polynomial for u ∈ R2 of
even order k + 1. Choosing the parametrization w(t) = (cos t, sin t) of S1 ⊂ R2, this
polynomial is a sum of terms am cosmt sint with m,  ∈ N ∪ {0} and m+  = k + 1.
If both m and  are even and am 	= 0, then the term adds a non-zero contribution
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to the integral
∫ 2
0 f0k(w(t)) · R/2w(t) dt . On the other hand, if both m and  are
odd, then its contribution is zero. Thus for k odd, it sufﬁces to ﬁnd a u˜ ∈ S1 with
f0k(u˜) · R/2u˜ 	= 0 (as in the case of k even) and to verify in addition that the above
integral vanishes. Then Corollary 2.4 applies. Simple examples are
f0k(u) =
(
 
	 
)(
uk1
uk2
)
with the
only condition (, , 	, ) 	= (0, 0, 0, 0) for even k,
and the additional condition  = 	 for odd k, and
f02(u) =
(
u21 − u22
u1u2
)
.
(3.11)
The last example has the peculiarity that the two zeros of 〈02(v˜), R/2v˜〉 = g(v˜, 0) =
w31
∫
 v
3
0 dx for v˜ = w1vˆ1 + w2vˆ2 ∈ S1 ⊂ N , i.e., w21 + w22 = 1, are degenerate, and
the Implicit Function Theorem is not applicable to solve (2.20).
The application of Theorem 2.1 and of Corollary 2.3 provides one or two continua
bifurcating from the trivial solution line {(0, )| ∈ R} at (0, 0) for all cases (3.10),
(3.11) depending on whether k is even or odd, respectively.
We remark that the computations (3.9) are also valid for any other simple eigenvalue
0 of − with an eigenfunction v0 satisfying homogeneous Dirichlet boundary condi-
tions. Assumptions (3.10) then imply condition (2.15) provided that ∫  vk+10 dx 	= 0.
This is always true if k is odd.
Of course the higher eigenvalues of − (subject to homogeneous Dirichlet boundary
conditions) need not be simple, in which case the dimension of the kernel of the
linearization (3.4) is greater than two. In particular, this occurs when the domain  has
symmetries, as can be seen in our next example: Namely, we now study the system
(3.1) over the square  = (−, ) × (−, ) ⊂ R2. We assume that the vector ﬁeld
f(·, ) has the symmetry
f(R/2u, ) = R/2f(u, ) for (u, ) ∈ R2 × R,
where R/2 =
(
0 −1
1 0
)
is a rotation about /2 in R2.
(3.12)
For a functional analytic setting of (3.1) over the square , we deﬁne
XD = {u : R2 → R|u(x1, x2) = u(x1 + 4, x2) = u(x1, x2 + 4),
u(+ x1, x2) = −u(− x1, x2), u(x1, + x2) = −u(x1, − x2)}. (3.13)
The subscript “D” refers to the fact that all functions u ∈ C(R2) ∩ XD satisfy homo-
geneous Dirichlet boundary conditions u = 0 on .
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As expounded in [7], III.1,
+ I : C2,(R2) ∩ XD → C(R2) ∩ XD
is a Fredholm operator of index zero.
(3.14)
The same holds true for
+ I : X → Z, where
X = (C2,(R2) ∩ XD)2, Z = (C(R2) ∩ XD)2.
(3.15)
By virtue of (3.12), we ﬁnd
f(·, ) : X2D → X2D, and
F(u, )(x1, x2) ≡ u(x1, x2) + f(u(x1, x2), )
deﬁnes a mapping
F : X × R → Z of class Ck(X × R, Z).
(3.16)
Then DuF(0, ) = + I : X → Z, and for 0 = 54 (the second eigenvalue of −),
N(DuF(0, 0)) is spanned by
vˆ1 = 12
√
2(cos 12x1 sin x2,− sin x1 cos 12x2),
vˆ2 = 12
√
2(sin x1 cos 12x2, cos
1
2x1 sin x2),
vˆ3 = 12
√
2(cos 12x1 sin x2, sin x1 cos
1
2 x2),
vˆ4 = 12
√
2(sin x1 cos 12x2,− cos 12x1 sin x2).
(3.17)
The kernel provides an orthogonal Lyapunov–Schmidt decomposition as in (3.7) with
Qu =∑4j=1 〈u, vˆj 〉0vˆj ; cf. [7], III.1. Note that {vˆ1, vˆ2, vˆ3, vˆ4} is an orthonormal basis
in N with respect to 〈 , 〉0. The size of the kernel is a consequence of the symmetries
of our problem, which we now discuss.
Let C4Z4 be the cyclic group generated by R/2 and let D4 ⊂ O(2) be the
complete symmetry group of the square. Then the group C4 ×D4 has a representation
	 on the function space Z deﬁned by
	(R,S)u(x) = Ru(ST x) for all u ∈ Z (“T ” denotes transposed),
and for (R,S) ∈ C4 × D4.
(3.18)
A straightforward calculation shows that (3.12) implies the equivariance
F(	(R,S)u, ) = 	(R,S)F(u, ) for all (u, ) ∈ X × R,
Q	(R,S)u = 	(R,S)Qu for u ∈ Z, (R,S) ∈ C4 × D4.
(3.19)
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Accordingly, the reduced mapping (2.5) is also equivariant
(	(R,S)v, ) = 	(R,S)(v, ) for all (v, ) ∈ N × R
near (0, 0), (R,S) ∈ C4 × D4. (3.20)
Let 	˜ denote the restriction 	(·)|N . Recall that the isotropy subgroup of 	˜ at v is the
largest subgroup that ﬁxes v ∈ N . An isotropy subgroup  is maximal if there is no
proper isotropy subgroup containing . It is not hard to show that each of the following
non-equivalent subgroups (up to conjugacy) of C4×D4 correspond to maximal isotropy
subgroups:
1 ≡ {(I, I), (I,E1), (−I,−E1), (−I,−I)}Z2 × Z2,
2 ≡ {(I, I), (I,E2), (−I,−E2), (−I,−I)}Z2 × Z2,
3 ≡ {(R,R)|R ∈ C4}C4,
(3.21)
where I =
(
1 0
0 1
)
,E1 =
(−1 0
0 1
)
, and E2 =
(
0 1
1 0
)
. Note that all three subgroups
j , j = 1, 2, 3, act as Z2 on N since the action of (−I,−I) = (R,R) is trivial on
N . Given an isotropy subgroup , recall that the ﬁxed-point space of  acting on N is
the linear space FixN() = {v ∈ N | 	˜(g)v = v for all g ∈ }. As we show below, each
of the ﬁxed-point subspaces of j , j = 1, 2, 3, (acting on N ) are two-dimensional. One
of the beneﬁts of equivariance (3.20) is that ﬁxed-point spaces are invariant under the
nonlinear mapping (·, ). However, the two-dimensionality of FixN(j ), j = 1, 2, 3,
precludes the use of the standard equivariant branching lemma [2,4], i.e., we cannot
reduce further to one-dimensional bifurcation problems via symmetry (or any other
means).
We now apply Theorem 2.1 and its corollaries to the analysis of the reduced problems
associated with j , j = 1, 2, 3, cf. (3.21).
First note that by assumption (3.2)3, the bifurcation function  is of the form (2.7),
where 11v = QDuF(0, 0)v = v for all v ∈ N . For each j , we have
FixX(j ) = {u ∈ X|	(g)u = u for all g ∈ j },
FixZ(j ) is deﬁned analogously,
F(·, ) : FixX(j ) → FixZ(j ), and for  near 0,
(·, ) : FixN(j ) → FixN(j ), locally near 0,where
FixN(j ) = N ∩ FixX(j ).
(3.22)
We begin with 1Z2 × Z2: Deﬁne
1 ≡ 1√2 (vˆ1 + vˆ3) = (
, 0),
2 ≡ 1√2 (vˆ2 − vˆ4) = (0, 
), where

(x1, x2) ≡ 1 cos 12x1 sin x2.
(3.23)
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Then
	(I,E1) = ,  = 1, 2, and
N ∩ FixX(1) = span{1,2} = FixN(1).
(3.24)
In order to apply Theorem 2.1 to  in FixN(1) × R, we need to verify (2.15).
Since {1,2} is an orthonormal basis for FixN(1), the scalar products 〈 , 〉 and
〈 , 〉0, deﬁned in (2.9) and (3.7), respectively, are the same on N . Moreover, since
R/21 = 2 and R/22 = −1, with rotation R/2 given by (3.12), the abstract
rotation R/2 deﬁned in (2.13) and R/2 on FixN(1) are the same. Similar to the
setup in (3.7)–(3.9), we choose Q : Z → FixN(1) along R via
Qu = 〈u,1〉01 + 〈u,2〉02. (3.25)
Writing v = w11 + w22 ∈ FixN(1), we ﬁnd
〈0k(v), R/2v〉 = 〈Qf0k(v), R/2v〉
= f0k(w) · R/2w
∫


k+1 dx. (3.26)
Now F(·, ) is odd, by virtue of (3.12), and thus, (·, ) and the order k are also odd.
Accordingly, the integral above in (3.26) does not vanish, and we may verify condition
(2.15) for f0k(w) · R/2w, w = (w1, w2) ∈ R2. We ﬁnd it convenient to ﬁrst discuss
the two other cases, corresponding to 2 and 3, before providing the details involved
in that veriﬁcation.
Next we consider 2Z2 × Z2: Deﬁne
1 ≡ 1√2 (vˆ1 + vˆ4) = (,−),
2 ≡ 1√2 (vˆ2 + vˆ3) = (, ), where
 ≡ 12 (cos 12x1 sin x2 + sin x1 cos 12x2).
(3.27)
Then
	(I,E2) = ,  = 1, 2, and
N ∩ FixX(2) = span{1,2} = FixN(2).
(3.28)
From here the treatment is nearly identical to that above for 1. Again, R/2 (3.12)
on FixN(2) and R/2 (2.13) are the same, and Q : Z → FixN(2) along R is deﬁned
by
Qu = 〈u,1〉01 + 〈u,2〉02. (3.29)
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Then writing v = w11 + w22 ∈ FixN(2), we ﬁnd
〈0k(v), R/2v〉 = 〈Qf0k(v), R/2v〉
= f0k(Tw) · R/2Tw
∫

k+1 dx, (3.30)
where T ≡
(
1 1
−1 1
)
and w = (w1, w2). Arguing as before for the case 1, we ﬁnd
again that k is necessarily odd, and the integral in (3.30) does not vanish. Since T is
invertible and commutes with R/2, we see again that the veriﬁcation of (2.15) reduces
to that of f0k(w) · R/2w for w = (w1, w2) ∈ R2.
For 3C4 we have
	(R,R)vˆ = vˆ,  = 1, 2, for all R ∈ C4, and
N ∩ FixX(3) = span{vˆ1, vˆ2} = FixN(3). (3.31)
In this case, we ﬁnd that R/2 (3.12) is the matrix of R/2 (2.13) with respect to the
basis {vˆ1, vˆ2} in FixN(3), and Q : Z → FixN(3) is deﬁned analogously to (3.25)
and (3.29). However, unlike our previous examples, calculations like (3.9), (3.26) and
(3.30) are more complicated and less illuminating here. Accordingly, we represent
0k : N ∩ FixX(3) → N ∩ FixX(3) directly in terms of the basis {vˆ1, vˆ2}:
gk(w1, w2) ≡
( 〈0k(w1vˆ1 + w2vˆ2), vˆ1〉0
〈0k(w1vˆ1 + w2vˆ2), vˆ2〉0
)
, w = (w1, w2),
gk : R2 → R2 is a homogeneous polynomial
of order k; i.e., gk(w) = kgk(w) for  ∈ R.
(3.32)
Furthermore, gk is equivariant with respect to the rotation R/2 in R2:
gk(R/2w) =
( 〈0k(−w2vˆ1 + w1vˆ2), vˆ1〉0
〈0k(−w2vˆ1 + w1vˆ2), vˆ2〉0
)
=
( 〈0k(R/2(w1vˆ1 + w2vˆ2)), vˆ1〉0
〈0k(R/2(w1vˆ1 + w2vˆ2)), vˆ2〉0
)
by R/2vˆ1 = vˆ2, R/2vˆ2 = −vˆ1,
=
( 〈R/20k(w1vˆ1 + w2vˆ2), vˆ1〉0
〈R/20k(w1vˆ1 + w2vˆ2), vˆ2〉0
)
by (3.20),
=
(
〈0k(w1vˆ1 + w2vˆ2),RT/2vˆ1〉0
〈0k(w1vˆ1 + w2vˆ2),RT/2vˆ2〉0
)
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= R/2gk(w) for w ∈ R2
by RT/2vˆ1 = −vˆ2, RT/2vˆ2 = vˆ1. (3.33)
We pause here to observe that in each of the previous cases 1 and 2, we may
identify gk(w) ≡ f0k(w). Moreover, by virtue of (3.12), we see that the homogeneous
polynomial f0k(w) is also C4-equivariant, as in (3.33). (These facts are not surprising.
The normalizer of j acts as C4 on FixN(j ) for j = 1, 2, 3.)
Thus, in each of the three cases, the equivariant homogeneous polynomial gk of
order k has a special form. Identifying
w = (w1, w2) and z = w1 + iw2,
gk = (g1k , g2k ) and hk = g1k + ig2k
we quote from [2], Chapter 5:
hk(z) is a ﬁnite sum of terms
akz
r1+4m1 z¯r1+41z + bkzr2+4m2 z¯r2+42 z¯3,
where ak, bk ∈ C, rj ,mj , j ∈ N ∪ {0} for j = 1, 2,
2r1 + 4(m1 + 1) + 1 = 2r2 + 4(m2 + 2) + 3 = k.
(3.34)
The last condition means, in particular, that k is odd. For v = w1vˆ1 + w2vˆ2 with
‖v‖20 = w21 + w22 = |z|2 = 1, or z = ei with  ∈ [0, 2), we obtain in view of (3.32)
and (3.34):
〈0k(v),R/2v〉0 = gk(w) · R/2w = −g1k (w)w2 + g2k (w)w1
= Im[hk(z)z¯] (Im = imaginary part)
=
∑
Im[ake4(m1−1)i + bke4(m2−2−1)i]. (3.35)
We assume that
∑
m1=1
m2=2+1
Im[ak + bk] = 0 and Im[hk(z)z¯] /≡ 0. (3.36)
Conditions (3.36) imply that hk does not contain a term ik|z|2mz, where k ∈ R
and 2m + 1 = k, and that hk does not consist of a single term k|z|2mz for k ∈ R,
respectively. By (3.36) we see that
∫ /2
0
∑
Im[ake4(m1−1)i + bke4(m2−2−1)i] d = 0, (3.37)
and by (3.36)2 the integrand in (3.37) does not vanish. Since it is periodic in  with
period /2, (3.37) implies that there exist at least 4 positive maxima and 4 negative
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minima of the integrand in [0, 2). These, in turn, provide at least 8 pairs of vectors
v˜1, v˜2 on S1 for which (2.15), or (2.15) with opposite signs, hold true.
The application of Theorem 2.1 and of Corollary 2.3 then gives the following: Since
F(·, ) is odd by (3.12), (·, ) and the order k are clearly odd. Thus, by virtue of
(2.27), the 8 segments consist of 4 antipodal pairs yielding four different local continua
C ⊂ FixX(j ) × R of F(u, ) = 0 through (0, 0) = (0, 54 ), j = 1, 2, 3,—for a total
of twelve non-equivalent continua of bifurcating solutions.
We show how to apply our general results to a concrete case. We consider
f (z, ) = z + b03z¯3 + R(z, )
in complex notation, or in real coordinates,
f(u, ) = u +
(
03 −03
03 03
)(
u31 − 3u1u22
u32 − 3u21u2
)
+ R(u, ),
where b03 = 03 + i03 	= 0, or
f(u, ) = u + f03(u) + R(u, ).
(3.38)
In this case we have
03(v) = Qf03(v) for v ∈ N, cf. (2.8),
g3(w) ≡ f03(w) for 1 and 2,
g3(w) ≡
(
〈f03(w1vˆ1 + w2vˆ2), vˆ1〉0
〈f03(w1vˆ1 + w2vˆ2), vˆ2〉0
)
for 3,
g3 does not vanish identically in each case.
(3.39)
By (3.34) any equivariant homogeneous polynomial of order k = 3 in complex notation
is necessarily of the form
h3(z) = a3|z|2z + b3z¯3 for some a3, b3 ∈ C. (3.40)
We show that a3 = 0 if h3 represents g3 in the third case. Therefore b3 	= 0 by (3.39)4.
The complex representation (3.38)4 shows the invariance
f03(e2i/3z) = f03(z), or in real coordinates,
f03(R2/3u) = f03(u), where
R2/3 is a rotation about 2/3 in R2.
(3.41)
Using R/2vˆ1 = vˆ2 and R/2vˆ2 = −vˆ1 we obtain, after a similar calculation as in
(3.33), the invariance of g3, i.e.,
g3(R2/3w) = g3(w) for w ∈ R2. (3.42)
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This, in turn, implies for the complex notation (3.40) that
h3(e2i/3z) = h3(z) or, for |z| = 1,
a3e2i/3z + b3z¯3 = a3z + b3z¯3 whence a3 = 0.
(3.43)
Since m2 = 2 = 0, condition (3.36) is satisﬁed for b3 	= 0, which, in turn, is true
if b03 	= 0. Thus Theorem 2.1 and Corollary 2.3 are applicable to problem (3.1) over
the square where f is given in (3.38) for any b03 	= 0. They provide four different
bifurcating continua in FixX(j ) × R, j = 1, 2, 3, respectively. Since the different
symmetries separate the continua (FixN(j ) ∩ FixN(j ) = {0} for j 	= k) we have
altogether at least twelve different bifurcating continua.
A closer look at example (3.38) reveals the following: In complex notation the
function g(v˜, 0) deﬁned in (2.20) is given by Im[h3(z)z¯] = Im[b3z¯4], cf. (2.21), (3.35).
Let v˜0 = w01 vˆ1 + w02 vˆ2 be a zero on S1; i.e. g(v˜0, 0) = 0. Then z0 = ei0 = w01 + iw02
solves Im[b3z¯40] = 0. Since D Im[b3e−4i] = −4Re[b3e−4i], any zero of Im[b3z¯4] =
0 on S1 is non-degenerate, provided that b3 	= 0. The same holds true for the zero
g(v˜0, 0) = 0, and the Implicit Function Theorem provides a curve g(v˜(s), s) = 0 with
(v˜(s), s) ∈ S1×[−4, 4], v˜(0) = v˜0. This sharpens the statement of Theorem 2.1. Thus,
we obtain four different bifurcating curves in FixX(3) × R through (0, 0) = (0, 54 )
for example (3.38). The same arguments also apply to the function g(v˜, 0) (2.20) in
FixN(j ) for j = 1, 2, cf. (3.26), (3.30). We emphasize, however, that the veriﬁcation of
the non-degeneracy of zeros of g(·, 0) on S1 is simply due to the special case h3(z) =
b3z¯3. For functions like h5(z) = z5 + b5|z|2z¯3 or h11(z) = (z¯8 − 3|z|4z¯4 + 3|z|8)z¯3 this
task is much harder. As a matter of fact, there are zeros of Im[h11(z)z¯] = 0 on S1 that
are degenerate. Nonetheless Theorem 2.1 provides bifurcating continua.
More remarks are in order: The vector ﬁeld f(·, ) given in (3.38) without remainder
(i.e., R = 0) has a potential with respect to the Euclidean scalar product in R2, namely
(u, ) = 12(u21 + u22) + 03( 14 (u41 + u42) − 32u21u22) − 03(u1u32 − u31u2)
for (u, ) ∈ R2 × R. (3.44)
This, in turn, implies that F(·, ) deﬁned in (3.16) also has a potential with respect to
the scalar product 〈 , 〉0 in L2(), given by
−1
2
‖∇u‖20 +
∫

(u, ) dx for (u, ) ∈ X × R. (3.45)
By the linear dependence on the parameter , both bifurcation theorems for potential
operators presented in [7], I.21 and II.7, are applicable. For details of the applications
see [7], III.2.3 and III.2.4. Here we mention only that the crossing number of the family
DuF(0, ) =  + I at  = 0 through 0 is simply − dim N(DuF(0, 0)) = −4 	= 0.
Since F(·, ) is odd, Corollary I.21.3 in [7] provides 4 pairs (±u, ) ∈ X × R of non-
trivial solutions clustering at (0, 0); cf. also III.2.3 in [7]. Accordingly it provides 2
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pairs (±u, ) ∈ FixX(j )×R clustering at (0, 0) = (0, 54 ) for j = 1, 2, 3, respectively.
The results of Theorem 2.1 and Corollary 2.3, however, are sharper since they guarantee
four different bifurcating continua (= curves) in FixX(j )×R through (0, 0). Note that
Theorem 2.1 requires only equivariance (3.12) on the remainder R, i.e., no potential is
required.
When we modify example (3.38) to
f (z, ) = z + b05|z|2z¯3 or
f(u, ) = u +
(
05 −05
05 05
)
(u21 + u22)
(
u31 − 3u1u22
u32 − 3u21u2
) (3.46)
then the vector ﬁeld f(·, ) has no potential, but Theorem 2.1 and Corollary 2.3 are still
applicable, providing 12 different solution continua (= curves) through (0, 0) = (0, 54 ).
Finally, we point out that in all of the cases associated with problem (3.1) on the square
(for the second eigenvalue 0 = 54 ), we do not necessarily have reﬂection symmetry,
viz., in general,
f(E1u, ) 	= E1f(u, ), where
E1 =
(−1 0
0 1
)
.
(3.47)
For examples (3.38) and (3.46), this reﬂection symmetry is precluded by taking 03 	=
0 or 05 	= 0, respectively. Thus, F(·, ) is not generally equivariant with respect to
D4 × D4, cf. (3.19). In such a case, the usual equivariant branching lemma would be
appropriate, i.e., the analysis of each of the bifurcating branches is essentially one-
dimensional.
4. Cn-equivariant bifurcation problems
The previous example (3.1) over the square with symmetry (3.12) suggests consid-
eration of (3.1) on more general domains having the symmetry of a regular n-gon,
n3. Indeed, if the nonlinearity f(·, ) enjoys symmetry as in (3.12) with respect to a
rotation through 2/n, then at a double eigenvalue of the Laplacian, we would obtain
a four-dimensional bifurcation problem equivariant under Cn × Dn, cf. (3.20). In prin-
ciple we could then analyze the two-dimensional reduced problems as in Section 3.
However, the analytical expressions for the eigenfunctions are not generally available,
rendering explicit calculations difﬁcult at best. (For an equilateral-triangular domain,
the eigenfunctions are known, e.g. [5]. However we do not pursue that avenue here.)
Accordingly, we take a more abstract point of view in this section.
For n odd we expect the maximal isotropy subgroups Z2×Z2, Cn ⊂ Cn×Dn whereas
for n even we also get Cn and two non-equivalent copies of Z2×Z2 (as in (3.21)). In the
absence of explicit eigenfunctions, calculations like (3.26) and (3.30) are not possible.
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Nonetheless, as seen in Section 3, each of the two-dimensional reduced problems is
Cn-equivariant. Accordingly, we focus on Cn-equivariant bifurcation problems, which,
aside from our motivation here, are interesting in their own right [6].
We consider the following abstract situation: For n′ = kn, a Cn′ -equivariant bifur-
cation problem F(x, ) = 0 is reduced to a Cn′ -equivariant problem (v, ) = 0 via
an equivariant Lyapunov–Schmidt reduction, cf. (2.5). Assume that the representation
of Cn′ on the kernel N = N(DxF(0, 0)) is irreducible. Consequently, dimN = 1 or
2, and assuming the two-dimensional case, we make an appropriate choice of basis so
that Cn′ acts on N as a rotation R2/n on R2 about an angle 2/n, where n divides
n′. Note that n3.
Although a bifurcation function is only locally deﬁned we assume for convenience:
 : R2 × R → R2,  ∈ Ck(R2 × R,R2),
(R2/nv, ) = R2/n(v, ) for (v, ) ∈ R2 × R,
or in complex notation (cf. (3.34)),
 : C × R → C, where
(e2i/nz, ) = e2i/n(z, ) for (z, ) ∈ C × R.
(4.1)
As in (2.7) we assume
(v, ) = (− 0)11v +0k(v) + R(v, ),
or, by equivariance of 11,
(z, ) = (− 0)a11z + hk(z) + R(z, )
for some a11 ∈ C.
(4.2)
Assumption (2.14) means that a11 	= 0. The Cn-equivariance of the homogeneous
polynomial hk is expressed as follows, cf. (3.34):
hk(z) =∑k=0 zz¯k−,  ∈ C,
where  = 0 if 2 − k /≡ 1 (mod n).
(4.3)
Since the abstract rotation deﬁned in (2.13) is a geometric rotation in R2 endowed with
the canonical basis, we obtain as in (3.35) for ‖v‖ = |z| = 1 or for z = ei:
〈0k(v),R/211v〉 = 0k(v) · R/211v = Im[hk(z)a¯11z¯]
=
∑k
=0 Im[a¯11e
(2−k−1)i]. (4.4)
256 S. Krömer et al. / J. Differential Equations 220 (2006) 234–258
The assumption
Im[a¯11] = 0 for  = k+12 and for odd k, but
Im[hk(z)a¯11z¯] /≡ 0 (4.5)
implies
∫ 2/n
0 Im[hk(ei)a¯11e−i] d = 0,
but the integrand does not vanish identically.
(4.6)
The 2/n-periodicity of the integrand then implies the existence of at least n positive
maxima and n negative minima on [0, 2). These provide via (4.4) at least 2n pairs of
vectors v˜1, v˜2 on S1 ⊂ R2 for which (2.15), or (2.15) with opposite signs, hold true.
The application of Theorem 2.1 and the arguments of the proof of Corollary 2.3 then
give the following: All antipodal pairs of zeros on S1 give, by the symmetries (2.27)
or (2.28), only one continuum of solutions, respectively. We summarize:
Theorem 4.1. Under the assumption (4.5) there exist n local continua C ⊂ R2 × R of
non-trivial solutions of (v, ) = 0 through (0, 0) and C\{(0, 0)} consist of at least
two components, respectively.
Note that condition (4.5)1 is redundant if k is even, and that for k odd it refers only
to the single term |z|k−1z.
As mentioned before (after (2.12)), the existence of a zero v˜0 of ˜011v˜0+0k(v˜0) =
0 on S1 ⊂ R2 for some ˜0 ∈ R is necessary for bifurcation from (0, 0) if 11 is an
isomorphism. This necessary condition is satisﬁed if 0k has a potential and if 11
is symmetric and positive (or negative) deﬁnite. Accordingly, 〈0k(v˜0),R/211v˜0〉 =
g(v˜0, 0) = 0, cf. (2.19), and if v˜0 is a non-degenerate zero on S1, then the Implicit
Function Theorem provides a curve of solutions of (2.20), and via (2.26) a curve of
solutions of (v, ) = 0 through (0, 0).
In order to follow these lines we assume that
11,0k : R2 → R2 each have a potential,
or equivalently in complex notation,
a11 ∈ R and zhk(z, z¯) ∈ R for all z ∈ C.
(4.7)
A short computation shows that the only terms that satisfy (4.7)3 are
hk(z) =∑k=0 zz¯k− where
 = 0 if 2 − k /≡ 1 (mod n)
Im  = 0 for  = k+12 and for odd k,
 = (k −  + 1)¯k−+1 for  = 1, . . . , k.
(4.8)
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The lowest order terms for which assumption (4.8) is satisﬁed are
for odd kn − 1
hk(z) = |z|k−1z for  = k+12 , with  ∈ R,
for k = n − 1
hk(z) = 0z¯n−1 with 0 ∈ C.
(4.9)
For equivariant mappings 11,0k that have a potential, the lowest order k for which
Im[hk(z)a¯11z¯] /≡ 0 is
k = n − 1, and
hk(z) = n/2|z|n−2z + 0z¯n−1 if n is even,
hk(z) = 0z¯n−1 if n is odd,
with some n/2 ∈ R and 0 ∈ C \ {0}.
(4.10)
In all cases (4.10), the n zeros of Im[hk(ei)a11e−i] = a11 Im[bke−in] in [0, 2) are
all non-degenerate: If Im[bke−in0 ] = 0 then −nRe[bke−in0 ] = D Im[bke−in0 ] 	= 0
provided bk 	= 0. The following theorem is due to [6]:
Theorem 4.2. The leading part of the bifurcation function, i.e., ( − 0)a11z + hk(z)
in complex notation, has a potential if and only if a11 ∈ R and hk consists only of
terms (4.8). The Implicit Function Theorem is applicable yielding n solution curves of
(z, ) = 0 through (0, 0) if a11 ∈ R \ {0}, k = n − 1, and hk is of the form (4.10).
The cases of Theorem 4.2 are also covered by Theorem 4.1 since (4.10) implies
(4.5). Obviously Theorem 4.1 applies to many more cases than Theorem 4.2: We need
no variational structure of the leading part and therefore the order k in the bifurcation
function and the order n of the symmetry group are not locked.
5. Concluding remarks
One of the basic rules of “generic” equivariant bifurcation theory is that no special
structure should be assumed (for the bifurcation equations) beyond those forced by
symmetry [2,4]. Each of our examples in Section 3 violate this premise. Indeed in the
ﬁrst example, the nonlinear system (3.1) generally has no symmetry. Nonetheless, the
linearized problem (cf. (3.2), (3.4)),
u + u = 0 in ,
u = 0 on ,
is equivariant under u → Qu for all Q ∈ O(2), the complete symmetry group of
a circle in the plane. The fact that this two-dimensional representation of O(2) is
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irreducible “explains” why the kernel of the linearization is also two-dimensional. The
same holds for the second example (3.1) over the square with assumption (3.12). While
the nonlinear problem has the equivariant symmetry group C4×D4, cf. (3.18), (3.19), the
linearized problem admits the equivariant symmetry O(2)×D4. In both examples, the
non-generic culprit is assumption (3.2)3 combined with the appearance of the Laplace
operator. A similar situation holds for the abstract class of examples in Section 4. A
generic Cn-equivariant system (4.1) does not generally satisfy the leading-order structure
of (4.2)1: By virtue of (4.1)2, the 2 × 2-matrix function A() ≡ Dv(0, ) commutes
with R2/n. Thus, A() itself is proportional to an arbitrary rotation matrix, which
generally has complex eigenvalues (in particular, no zero eigenvalue at  = 0). Of
course, if  is a gradient vector ﬁeld, then A() is necessarily self-adjoint, i.e., (4.2)1
is generic if the problem is derivable from a potential.
We believe that our examples are worthwhile if not generic. It is typical in appli-
cations that the linearized problem possesses more structure—more symmetry and/or
gradient structure—than the nonlinear problem. Moreover, as pointed out to us recently
by Reiner Lauterbach, two-dimensional kernels with C3-symmetry occur generically
within the context of bifurcation problems in the presence of icosahedral symmetry:
In a ﬁve-dimensional irreducible representation of the icosahedral group, the dihedral
group D2 is a maximal isotropy subgroup with a two-dimensional ﬁxed-point space.
The normalizer of D2 is the tetrahedral group and its action on the two-dimensional
ﬁxed-point space is that of Z3C3. In any case, we have presented here a direct and
efﬁcient tool for the existence of bifurcating continua in problems with two-dimensional
kernels. Moreover, we have illustrated our technique with several rich, non-trivial ex-
amples coming from elliptic partial differential equations.
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