Abstract. We identify a certain class of persistence modules indexed over R 2 that are decomposable into direct sums of indecomposable summands called blocks. The conditions on the modules are that they are both pointwise finite-dimensional (pfd) and exact. Our proof follows the same scheme as the one for pfd persistence modules indexed over R [10], yet it departs from it at key stages due to the product order not being a total order on R 2 , which leaves some important gaps open. These gaps are filled in using more direct arguments. Our work is motivated primarily by the study of interlevel-sets persistence, although the proposed results reach beyond that setting.
Introduction
Throughout the exposition, the field of coefficients is fixed and denoted by k. The indexing set is R 2 , equipped with the usual product order: ∀s, t ∈ R 2 , s ≤ t ⇐⇒ s x ≤ t x and s y ≤ t y .
A persistence module over R 2 (or persistence bimodule for short) is a functor M from the poset (R 2 , ≤) to the category of vector spaces over k. By default we will denote by M t , t ∈ R 2 , its constituent vector spaces, and by ρ t s , s ≤ t ∈ R 2 , its constituent linear maps. For clarity, ρ t s will be sometimes renamed v t s when s x = t x ('v' for 'vertical'), and h t s when s y = t y ('h' for 'horizontal'). For any s ≤ t ∈ R 2 we have the following commutative diagram where the spaces and maps are taken from M : M is called pointwise finite-dimensional (pfd) if M t is finite-dimensional for any t ∈ R 2 . It is called exact if, for any s ≤ t ∈ R 2 , the following sequence induced by (1) is exact (i.e. Im φ = Ker ψ): Here we are interested in exact pfd bimodules. Our analysis extends verbatim to exact bimodules that satisfy the ascending and descending chain conditions on kernels and images. Recall that M has the ascending chain condition on images if for any sequence t ≥ · · · ≥ s 2 ≥ s 1 the chain 0 ⊆ Im ρ t s 1 ⊆ Im ρ t s 2 ⊆ . . . stabilizes. It has the descending chain condition on images if for any sequence t ≥ s 1 ≥ s 2 ≥ . . . the chain M t ⊇ Im ρ t s 1 ⊇ Im ρ t s 2 ⊇ . . . stabilizes. Ascending and descending chain conditions on kernels are defined similarly.
Block modules. We use decorated reals to describe the blocks. The set of decorated reals is composed of two disjoint copies of R, denoted by R ↑ and R ↓ respectively. Each real x gives rise to two decorated reals, namely x ↑ ∈ R ↑ and x ↓ ∈ R ↓ . We write x when the decoration is unspecified. The order on the reals extends to the decorated reals as follows: for all x < y ∈ R, we have x ↓ < x < x ↑ < y ↓ < y < y ↑ .
We define a shape type to be either b ('birth quadrant'), d ('death quadrant'), h ('horizontal band'), or v ('vertical band'). A shape f is given by a shape type f ∈ {b, d, h, v} and two decorated reals x , y . Every shape f has a support supp(f ) defined as follows:
• for a birth quadrant b = (b, x , y ) the support is {t ∈ R 2 | t ≥ (x , y )}, • for a death quadrant d = (d, x , y ) the support is {t ∈ R 2 | t ≤ (x , y )}, • for a horizontal band h = (h, x , y ) the support is {t ∈ R 2 | x ≤ t y ≤ y }, • for a vertical band v = (v, x , y ) the support is {t ∈ R 2 | x ≤ t x ≤ y }.
The decorations on the reals x, y indicate whether the boundary of the support is included in or excluded from the support. For the sake of generality we also allow the boundary to lie at infinity -formally: x, y ∈ R ∪ {−∞, +∞}, with the convention that −∞ = −∞ < z < +∞ = +∞ for all z ∈ R. This implies that the four classes of shapes are not entirely disjoint since they 'meet at infinity': for instance, a horizontal band extending to infinity upwards can also be seen as a birth quadrant extending to infinity to the left.
To any shape f we associate a unique block module M f having a copy of the field k at every point t ∈ supp(f ) and zero vector spaces elsewhere, the copies of k being connected by identities and the rest of the maps being zero. It is immediate to check that any such bimodule is both pfd and exact. Our main result is stated as follows: Theorem 1.1 (Decomposition of exact pfd bimodules). Any exact pfd bimodule M decomposes as a direct sum of block modules:
where B(M ) is some multiset of shapes that depends on M . The decomposition is unique up to isomorphism and reordering of the terms.
Several applications of this result are described in Section 6. Among them, the study of interlevel-sets persistence (Section 6.3) served as the initial motivation for this work. Exactness in that setting is ensured by the Mayer-Vietoris theorem. Note that in the general (nonexact) case there is little hope to obtain a similar decomposition theorem [8] . Remark 1.2. As mentioned previously, Theorem 1.1 holds more generally for exact bimodules that satisfy the ascending and descending chain conditions on kernels and images. It also holds when the modules are indexed over some subset U of R 2 that is stable under positive translations (i.e. translations by vectors with non-negative coordinates). The proof remains the same.
Proof outline. The uniqueness of the decomposition is a straightforward consequence of Azumaya's theorem [1] , the endomorphisms ring of any block module being isomorphic to k and therefore local. The existence of the decomposition is proven in Sections 2 through 5 of this paper, which follow [10] for the most part. Section 2 provides preliminary technical material, in particular it extends the concept of cut to the two-dimensional setting and it shows some important basic properties of exact bimodules. This material is used in Section 3 to construct, for each shape f , a particular submodule W f of M that is isomorphic to a direct sum of copies of the block module M f . Section 4 shows that the submodules W f cover the whole module M , i.e. at each point t ∈ R 2 their constituent vector spaces W f ,t generate the whole space M t . For this we use the language of sections. Specifically, we define sections for kernels and images independently, then we combine them into sections for the spaces W f ,t . The combination turns out to be trickier to analyze than in the 1-dimensional case, requiring extra and more direct arguments. This is mainly because sections for kernels and images are less powerful in 2 dimensions, losing both the so-called disjointness and strong covering properties due to the product order on R 2 being only a partial order. Finally, Section 5 shows that the W f are in direct sum, which is equivalent to checking that their constituent spaces W f ,t at each point t ∈ R 2 are in direct sum. For this we have to use more direct arguments again because the direct sum can no longer be obtained as a byproduct of the disjointness property of sections.
Cuts
A cut is a partition c of R into two (possibly empty) sets c − , c + such that x < y for all x ∈ c − and y ∈ c + . For instance, c = (c − , c + ) with c − = (−∞, 1] and c + = (1, +∞) is a cut. In this case we have sup c − = 1 = inf c + . More generally, for any cut c we have sup c − = inf c + , so the threshold of the cut is given by some (possibly infinite) decorated real c . Conversely, every decorated real c gives rise to a cut (c − , c + ) with c − = (−∞, c ) and c + = (c , +∞). Henceforth we use cuts and decorated reals interchangeably.
Definition 2.1. Let t ∈ R 2 . Given a cut hc, we focus on the R-indexed module {M s , s y = t y } obtained by restricting M to the horizontal line passing through t. Assuming t ∈ hc + × R, we define:
Assuming now t ∈ hc − × R, we define:
Similarly, given a cut vc, we focus on the R-indexed module {M s , s x = t x } obtained by restricting M to the vertical line passing through t. Assuming t ∈ R × vc + , we define:
Assuming now t ∈ R × vc − , we define:
Ker v and Ker − * c,t ⊆ Ker + * c,t whenever the spaces are defined. We now consider four special subspaces of M t -namely Im − f ,t ⊆ Im + f ,t and Ker − f ,t ⊆ Ker + f ,t -for every shape f and point t ∈ supp(f ). These subspaces are defined intuitively as follows:
• Im + f ,t contains those vectors that have been alive since we entered supp(f ) following the arrows of M , • Im − f ,t contains those vectors that were born before we entered supp(f ) and are still alive at t, • Ker + f ,t contains those vectors that are alive at t and dead as soon as we have left supp(f ), • Ker − f ,t contains those vectors that are alive at t and die before we leave supp(f ). The interest of these spaces is that, by taking quotients, we can select those vectors that are born and then die exactly on the boundary of supp(f ).
The mathematical definitions of Im ± f ,t and Ker ± f ,t given below extend the ones from the 1-dimensional setting [10] . They rely implicitly on the exactness property of M , combining the image and kernel subspaces coming from horizontal and vertical cuts. Indeed, the support of each shape f is delimited by four cuts: two along the horizontal axis (hc and lc), and two along the vertical axis (vc and wc). The general formulas for t ∈ supp(f ) = (hc + ∩ lc − ) × (vc + ∩ wc − ) are written as follows:
The intuition behind the formula for Im + f ,t is that, by exactness, the vectors that have been alive since we entered supp(f ) following the arrows of M are the common preimages of those vectors that have been alive along the horizontal and vertical restrictions of M . The other formulas have similar interpretations.
Note that the formulas in (3) simplify depending on the shape type, due to some of the cuts being trivial (in the sense that one of the sets in the partition of R is empty):
• For a birth quadrant b we have lc + = ∅ = wc + , therefore Ker f ,t for any shape f and point t ∈ supp(f ), as claimed initially. Technical lemmas. These are the basic building blocks in the upcoming analysis. The first lemma is reproduced from [10] and it states that the subspaces from Definition 2.1 can be realized under some conditions, following the ascending and descending chain conditions on our bimodule M : Lemma 2.2 (Realization). Let hc be a horizontal cut.
• Given t ∈ hc + × R, there is x ∈ hc + such that x ≤ t x and Im
for all x ∈ hc − with x ≥ x . If hc + = ∅ then there is also x ∈ hc + such that Ker for all x ∈ hc + with x ≤ x . Similarly for a vertical cut vc, with the roles of the coordinates exchanged.
The second lemma follows from the exactness condition on our bimodule: Lemma 2.3 (Switching). Suppose we have the following exact diagram:
Proof. The property f (Ker g) ⊆ Ker v is immediate by commutativity, so we only have to prove that Ker v ⊆ f (Ker g).
By hypothesis, the sequence
act. For any α ∈ Ker v we have v(α) = 0 = u(0) so (α, 0) ∈ Ker ψ. By exactness, (α, 0) ∈ Im φ so there is x ∈ X such that α = f (x) and 0 = g(x). It follows that α ∈ f (Ker g).
The third lemma is a consequence of the previous two and it plays a key part in the following section: Lemma 2.4 (Transportation). Let f be a shape and let s, t be two points of supp(f ) such that s ≤ t. Then:
f ,s . Below we prove the lemma for birth quadrants. The proof for death quadrants is symmetric, while the proofs for horizontal and vertical bands only have minor differences.
Proof. Let b = (b, hc, vc) be a birth quadrant, and let lc and wc denote the trivial horizontal and vertical cuts bounding the support of b at infinity. It is sufficient to analyze the case of a horizontal or vertical arrow ρ t s . By symmetry, we restrict ourselves to the vertical case (s x = t x ). a) We first show that v t s (Im
The realization lemma provides us with the following diagram, where the arrows are from the module M and where we have Im 
The first term in this sum is equal to Ker v α • v t s . By Lemma 2.3, the second term is equal to Ker h γ + Ker v t s , which contains Ker h γ and is contained in Ker h γ + Ker v α • v t s . Therefore, the sum is equal to Ker
Submodules
Let f be a shape and let t ∈ supp(f ). We define:
Lemma 3.1. Let f be a shape. Then, for all s ≤ t ∈ supp(f ) we have
Proof. This follows from the transportation lemma. First of all, we have
f ,t and the induced map ρ t s is well-defined. We will now show that it is both injective and surjective.
Surjectivity:
It follows that the induced map ρ t s is surjective. Injectivity:
Then, by the same reasoning as above, we have
Lemma 3.2. For any shape f , there exists some set S ⊆ supp(f ) that is countable and co-initial for the partial order ≤.
Proof. If there is no minimum in supp(f ), then take S = Q 2 ∩ supp(f ).
Now we can apply the construction of [10] to assign a particular submodule W f of M to each shape f . The details are the same as in [10, § 4-5] but we recall them for completeness. Consider the inverse limits:
denote the natural map, we can make the following identification:
Lemma 3.3. For any shape f and any point t ∈ supp(f ), the induced map
Proof. Let us fix the shape f . Recall from Lemma 3.1 that 
Hence the following sequence is exact:
By Lemma 3.1, the ρ t s are isomorphisms, so the inverse limit lim
By (5), the quotient of the two inverse limits V + f /V − f is also isomorphic to them, which gives the result. Lemma 3.3 allows us to define two famillies of functors P f and S f , indexed over the shapes f :
where M (supp(f ), V ) denotes the module with constant vector space V over supp(f ) and zero vector spaces elsewhere, the copies of V being connected by identities and the rest of the maps being zero. The first functor P f sends any block decomposable bimodule M to a vector space of dimension equal to the multiplicity of the summand M f in the decomposition of M , as shown in Lemma 3.4 below. The second functor S f acts as a section, taking a vector space V of dimension d = dim V and sending it to a module isomorphic to
As a result, the composition P f • S f is naturally isomorphic to the identity functor on the category of finite-dimensional vector spaces over k. Lemma 3.4 . Let M be a block decomposable pfd bimodule. Then, for any shape f , the multiplicity of the summand M f in the decomposition of M is given by dim P f (M ).
Proof. Let us fix a shape f . Since the inverse limit is an additive functor, dim P f is an additive operator from the block decomposable pfd bimodules to N. It is then sufficient to study the behavior of the functor on a single summand M f .
Suppose f = f . Then, by definition, for any point t ∈ supp(f ) the sub-
Although dim P f allows us to retrieve the multiplicity of a summand given a decomposition, it is not enough to prove the existence of such a decomposition. This is why we specify a submodule W f of M for each shape f and exhibit an internal direct-sum decomposition.
f is injective by Lemma 3.3. Lemma 3.5. The family of subspaces defined by
Remark 3.6. By construction and Lemma 3.3, we have V
Remark 3.7. Let M be block-decomposable. Since the space W 0 f is isomorphic to F f (M ) by definition, we already know that the dimension of W 0 f is the multiplicity of the summands of shape f .
The next result formalizes the intuition that the W f are the images of the M f (with multiplicities) through the isomorphism in Theorem 1.1.
Lemma 3.8. W f is isomorphic to a direct sum of copies of the block module M f .
Proof. Take a basis B of W 0 f . For each b ∈ B, the elements π t (b) are non-zero and they satisfy ρ t s (π s (b)) = π t (b) for all s ≤ t, so they span a submodule S(b) of W f that is isomorphic to M f . Now, for all t the family {π t (b) : b ∈ B} is a basis of W f ,t , so W f = b∈B S(b).
Sections and covering
Here we show that the submodules W f cover the whole module M (Corollary 4.8). For this we introduce their associated sections. We call section of a vector space U a pair (F − , F + ) of subspaces such that
We say that a family of sections {(F − λ , F + λ ) : λ ∈ Λ} covers U if for every proper subspace X U there is a λ ∈ Λ such that
We recall the following result from [10] :
In light of Lemma 4.1 and Remark 3.6, given a fixed t ∈ R 2 we want to show that the family of sections
Nevertheless, we will use another family instead, called
supp(f ) t}, where the spaces F ± f ,t are defined as follows:
The reason is purely technical: it is somewhat easier to work with the spaces F ± f ,t than with the spaces V ± f ,t because their definitions are more symmetric. As we will see in the upcoming proof of Corollary 4.8, we do have
f ,t , therefore we can work with either V t or F t to show the coverage of M by the submodules W f .
Let us try to follow the same strategy as in the 1-dimensional setting [10] to show that F t is a covering family. Consider the following 'elementary' families:
We want to apply the following result from [10] to combine these two families into the family F t and show that the latter still covers M t :
λ ∈ Λ} is a family of sections that covers U , and {G − σ , G + σ ) : σ ∈ Σ} is a family of sections that strongly covers U , then the following family covers U :
Unfortunately, applying this lemma is not possible here, because, while the elementary families I t and K t do cover M t (Proposition 4.3), they do not always strongly cover it (Example 4.5).
Proposition 4.3. The families I t and K t cover M t , more precisely: for any X M t there is a shape f with t ∈ supp(f ) such that Im
The proof of this result relies on the strong covering properties of images and kernels induced by horizontal and vertical cuts. Indeed, by restricting the module M to the horizontal or vertical line passing through t, we have from [10] 
,t . Now, take the shape f whose support is hc + × vc + t (birth quadrant). We have:
Thus, I t covers M t . The case of K t is similar, taking for f a death quadrant. Figure 2 for an illustration). Take for M the bimodule defined as the direct sum of two birth quadrants b and b whose lowerleft corners are not comparable in the product order on R 2 . Take t in the intersection of the supports of the two quadrants. Call β a generator of the 1-dimensional subspace of M t spanned by b, and β its counterpart for b . Then, take Y = 0, and for Z take the linear span of β + β . Since Z is 1-dimensional, for any shape f such that Im From Example 4.5 it follows that Lemma 4.2 cannot be applied with I t and K t . This calls for a different approach to prove that F t covers M t . Our treatment begins with a technical result (Lemma 4.6) whose proof gives the key ingredient that is used repeatedly in the main course of the analysis (Proposition 4.7). Proof. Let hc and vc be the nontrivial horizontal and vertical cuts such that supp(b) = hc + × vc + . Let lc and wc be the trivial horizontal and vertical cuts with lc + = wc + = ∅. We apply the realization lemma to these four cuts in order to realize Im 
Example 4.5 (see
We claim that Ker Now we can show that the family F t covers M t , more precisely: Proposition 4.7. For any X M t there is a shape f with t ∈ supp(f ) such that
We apply Proposition 4.3 to I t , so we get a shape f such that Im − f ,t ⊆ X Im + f ,t . Note that the images depend only on the left horizontal cut hc and on the bottom vertical cut vc bounding the support of f , so any other shape f with the same left horizontal and bottom vertical cuts and containing t will give the same images. In light of this observation, four different scenarios may occur: 1. Both hc and vc are nontrivial ( * c − = ∅). Then, f is a birth quadrant b, and by Lemma 4.6 we have:
2. hc is trivial while vc is nontrivial. Then, f is a horizontal band h, possibly extending to infinity upwards. In order to determine the upper limit of the band precisely, we invoke the strong covering property of kernels on restrictions to vertical lines (Lemma 4.4), which gives us a pair (Ker 
3. hc is nontrivial while vc is trivial. Then, f is a vertical band v, possibly extending to infinity rightwards. This case is symmetric to the previous one. 4. Both hc and vc are trivial ( * c − = ∅). Then, f is a death quadrant, possibly extending to infinity upwards or to the right. In order to determine its upper limit precisely, we invoke the strong covering property of kernels on restrictions to vertical lines (Lemma 4.4) with Y = X and Z = Im (8) and (10).
Proof. Given a fixed t ∈ R 2 , let us show that
Moreover, by Proposition 4.7 the space M t is covered by the family F t . The result follows then from Lemma 4.1.
Sections and direct sum
We now show that the summands W f are in direct sum (Propositions 5.4 and 5.5), which concludes the proof of Theorem 1.1. For this step we use the concept of disjointness as in [10] , however we combine it with more direct arguments.
We say that a family of sections {(F 
σ ∈ Σ} are two families of sections in U such that F is disjoint, then the family
Then, the family of spaces {W λ : λ ∈ Λ} is in direct sum.
Note that these results do not allow us to conclude directly as in [10] , because in our case the full family of sections is not disjoint. In fact the subfamily indexed by the birth quadrants is already not disjoint -the reader can refer to Example 4.5 for a counterexample. This means that we need a special treatment to establish the direct sum.
From now on, let t ∈ R 2 be fixed. The proof that the family of subspaces {W f ,t : supp(f ) t} is in direct sum is divided into 2 parts: first, we show that, for each individual shape type, the associated subfamily is in direct sum (Proposition 5.4); second, we show that the sum is also direct across shape types (Proposition 5.5).
Proposition 5.4. For any fixed shape type f , the summands W f ,t are in direct sum.
Proof. We focus on each shape type individually: 1. Horizontal bands (including ones that extend to infinity vertically, either upwards or downwards or both). Let hc denote the trivial horizontal cut with hc − = ∅. By Lemma 5.1, the family {(Im
By definition this is the same family as {(Im 2. Vertical bands (including ones that extend to infinity horizontally, either to the left or to the right or both). The treatment is symmetric. 3. Death quadrants (including ones that extend to infinity upwards or to the right or both). Take any finite family of distinct death quadrants d 1 , · · · , d n whose supports contain t. Because they are all distinct, there must be one of them (say d 1 ) whose support is not included in the union of the other supports. Hence there is some r ≥ t such that r ∈ supp(d 1 ) \ i>1 supp(d i ). Now, suppose there is some relation n i=1 x i = 0 with x i ∈ W d i nonzero for all i. Then, by linearity of ρ r t we have n i=1 ρ r t (x i ) = 0. But each x i with i > 1 is sent to zero through ρ r t because s lies outside the support of b i . Hence, ρ r t (x 1 ) = − n i=2 ρ r t (x i ) = 0. Meanwhile, we have ρ r t (x 1 ) = 0 because the restriction of ρ r t to W d 1 is injective by Lemma 3.8. This raises a contradiction. 4. Birth quadrants (including ones that extend to infinity downwards or to the left or both). All we need to prove is that, for any finite family of distinct birth quadrants b 1 , · · · , b n , there is at least one of them (say b 1 ) whose corresponding subspace W b 1 ,t ⊆ M t is in direct sum with the ones of the other quadrants in the family. The result follows then from a simple induction on the size n of the family.
Let then b 1 , · · · , b n be such a family. Each quadrant b i is delimited to the left by a horinzontal cut hc i and to the bottom by a vertical cut vc i . Up to reordering, we can assume that b 1 has the rightmost horizontal cut and, in case of ties, it has the uppermost vertical cut among the quadrants with the same horizontal cut. Formally:
It follows that (the support of) b 1 contains none of the other quadrants. Those can be partitioned into two subfamilies: the ones (say b 2 , · · · , b k ) contain b 1 strictly, while the others (b k+1 , · · · , b n ) neither contain b 1 nor are contained in b 1 . See Figure 3 for an illustration. We analyze the two subfamilies separately. and Im
or both. Hence,
Summing over i = 2, · · · , k we obtain:
For every i ∈ (k, r], we have hc (12) Im
Combining (11) and (12), we obtain:
, which is itself in direct sum with W b 1 ,t . Hence the result.
To establish the direct sum across shape types, we adopt the following convention regarding shapes that belong to more than one type:
• All the shapes whose support extends to infinity both upwards and to the right are assigned to the birth quadrants.
• Among the remaining shapes, the ones whose support extends to infinity upwards are assigned to the vertical bands, while the ones whose support extends to infinity to the right are assigned to the horizontal bands. 
where by our convention we treat all the shapes extending to infinity both upwards and to the right as birth quadrants. Take then a nonzero vector x in the intersection. It can be written as a linear combination of nonzero vectors x 1 , · · · , x n taken from the summands of finitely many birth quadrants (b 1 , · · · , b n ), but also as a linear combination of nonzero vectors y 1 , · · · , y m taken from the summands of finitely many shapes of other types
y j . Pick a point r ≥ t ∈ R 2 that is large enough so that it lies outside the supports of the shapes f 1 , · · · , f m . Such a point r exists because, by our convention, none of the shapes f 1 , · · · , f m extends to infinity both upwards and to the right. Meanwhile, r still lies in the supports of the birth quadrants b 1 , · · · , b n . Let us then consider the image of x in M r through the map ρ r t . On the one hand it is zero since ρ r t (y j ) = 0 for all j. On the other hand it is nonzero since the restriction of ρ r t to n i=1 W b i ,t is injective. This raises a contradiction. 2. Vertical bands. Suppose that
where by our convention we treat the shapes extending to infinity upwards as vertical bands 2 . Then we can reproduce the reasoning of case 1. Take a nonzero vector x in the intersection and decompose it as a sum of nonzero vectors taken from the summands of vertical bands on the one hand, as a sum of nonzero vectors taken from the summands of horizontal bands or death quadrants on the other hand. Pick then a point r ≥ t with r x = t x and with r y large enough so that r lies outside the supports of all the horizontal bands and death quadrants involved in the decomposition of x. By looking at the image ρ r t (x) ∈ M r we can raise the same contradiction as in case 1.
3. Horizontal bands. They are treated symmetrically to the vertical bands.
6. Applications 6.1. Barcodes and stability for exact pfd bimodules. Thanks to Theorem 1.1, to any exact pfd persistence bimodule M we can associate the multiset of shapes B(M ) involved in its decomposition (2) . This multiset is called the barcode of M . The following isometry result follows from our Theorem 1.1 and from [3, 6] :
Corollary 6.1. For any exact pfd persistence bimodules M and N : has finite rank for all points t ∈ R 2 and for all nonzero nonnegative vectors ε aligned with l. M is called tame if it is tame in at least one direction.
Note that pfd modules are tame in all directions. Note also that being tame in at least two linearly independent directions implies being tame in all directions. The properties of tame modules can be studied via their so-called smoothings.
Definition 6.3. Given a bimodule M and a nonzero nonnegative vector ε > 0, the ε-smoothing of M is the bimodule M ε with vector spaces M ε t = Im ρ t t−ε for t ∈ R 2 , connected by the linear maps induced from M . Obviously, when M is tame in some direction l, its ε-smoothings in that direction are pfd.
Lemma 6.4. If M is exact, then for any nonzero nonnegative vector ε, the module M ε is also exact.
Proof. We prove the result for a vertical vector ε for simplicity. The case of a horizontal vector ε is treated symmetrically. The general case follows by decomposing the vector into its horizontal and vertical components.
In the vertical case we want to show that the following commutative diagram is exact for all s ≤ t ∈ R 2 :
The result follows from a simple chasing argument in the diagram below, using the exactness of the upper and lower quadrangles:
. Assume that it belongs to the kernel of the map h − v, where h and v are respectively the horizontal and vertical arrows pointing to M ε t in (13) . Then, by exactness of the upper quadrangle in (14) , there is a vector γ ∈ M s such that α = v (sx,ty) s (γ) and β = h (tx,sy) s (γ). In the meantime, there is a vector δ ∈ M (tx,sy)−ε such that β = v (tx,sy) (tx,sy)−ε (δ) since by assumption β ∈ M ε (tx,sy) . Then, by exactness of the lower quadrangle in (14) , there is a vector η ∈ M s−ε such that γ = v s s−ε (η) and δ = h (tx,sy)−ε s−ε (η). Hence, γ ∈ M ε s and so (α, β) belongs to the image of (v , h ), where v and h are respectively the vertical and horizontal arrows originating at M ε s in (13).
Thus, when M is exact and tame in direction l, its ε-smoothings M ε in that direction are exact and pfd therefore they are block decomposable by Theorem 1.1. Given now any sequence (M εn ) n∈N of such smoothings where ε n goes to zero as n goes to infinity, the induced sequence of barcodes (B(M εn )) n∈N is a Cauchy sequence in the bottleneck distance, by Corollary 6.1. Since the space of barcodes equipped with the bottleneck distance is complete 3 [4] , this Cauchy sequence converges to some limit barcode B(M ), which, up to ephemeral summands of the form (h, y, y) or (v, x, x), is independent of the choice of sequence (ε n ) n∈N and can therefore be assigned to the module M . Then, Corollary 6.1 and the triangle inequality induce the following isometry result: Corollary 6.5. For any exact and tame persistence bimodules M and N , the barcodes B(M ) and B(N ) are well-defined and we have:
3 There are three caveats here. First, the shape types b, d, h, v must be treated separately, and only the shapes of type h or v are allowed to be left aside by the matching in the definition of the bottleneck distance, in accordance with [6] . Second, the decorations on the decorated reals parametrizing the boudary of each shape must be removed, in accordance with [4] , which means that the openness or closedness of the support of each shape is forgotten about. Third, the completeness result from [4] assumes each barcode contains only finitely many intervals of length more than ε > 0, for any ε > 0; however, a closer look at their proof reveals that it holds with minor modifications when the barcodes have a countable number of such intervals, which corresponds to our setting here.
6.3. Interlevel-sets persistence. We now consider a particular type of persistence bimodule that arises in the study of interlevel-sets persistence. Let R op denote the set R equipped with the opposite order, and let U be the subset of R op × R consisting of the points s such that s x < s y , equipped with the order induced from the product order on R op × R. U is naturally identified with the set of nonempty bounded open intervals of R, equipped with the inclusion order.
Given a topological space T and an R-valued function γ : T → R, let S γ denote the interlevel-sets filtration of γ, which assigns the space S γ (s) = γ −1 ((s x , s y )) to any point s ∈ U. S γ can be viewed as a functor from the poset U to the category of topological spaces. The composition H(S γ ) (where H stands for the singular homology functor with field coefficients) is then a functor from U to the category of vector spaces over k. The map γ is called pfd (resp. tame) whenever H(S γ ) is a pdf (resp. tame) module. Note that this module is always exact because, for any s < t ∈ U, the following diagram γ −1 ((t x , t y )) γ −1 ((s x , t y ))
induces an exact diagram in homology, by the Mayer-Vietoris theorem. We then have the following decomposition result as a byproduct of Theorem 1.1 (see Remark 1.2):
Corollary 6.6. For any topological space T and pfd function γ : T → R, the bimodule H(S γ ) is block decomposable.
This result answers a conjecture of Botnan and Lesnick [6, Conjecture 8.3] . Combined with Corollary 6.1, it induces a general stability result for interlevelsets persistence, in which the functions considered do not have to be of Morse type [6, 7] : Corollary 6.7. For any pfd functions γ, γ : T → R, the barcodes B(H(S γ )) and B(H(S γ )) are well-defined and we have:
This result extends verbatim to tame functions by Corollary 6.5. Besides, we can extend it to interlevel-sets filtrations obtained by taking preimages of bounded closed intervals, provided we only consider closed intervals that are not singletons 4 . The reason for this restriction is that the hypothesis of the Mayer-Vietoris theorem does not always hold for preimages of singletons, so the resulting bimodule may behave wildly on the diagonal. This can be avoided e.g. by using Steenrod-Sitnikov homology instead of singular homology. We refer the reader to [7, Section 3.2] for a thorough treatment of this matter.
Obviously, since M is exact and pfd, so isM . Therefore,M decomposes into block modules by Theorem 1.1, and so does M itself by restriction to the poset (N 2 , ≤) (Proposition 6.9). The same reasoning applies to bimodules indexed over N 2 , which are extended over R 2 + (which is stable under positive translations). Hence: Theorem 6.11. Any exact pfd bimodule M indexed over Z 2 (resp. N 2 ) decomposes as a direct sum of block modules indexed over Z 2 (resp. N 2 ).
Remark 6.12. It is interesting to point out that, due to the piecewise constant structure of the extensionM , the block modules involved in its decomposition are of the form (f , x ↓ , y ↓ ) where f ∈ {b, d, h, v} and x, y ∈ Z. The same holds for the summands in the decomposition of M . Note that over Z the decorated number y ↓ can also be written as (y − 1) ↑ .
Suppose now that M is indexed over some finite grid, say 0, n × 0, m . We can extend M to an exact pfd bimodule over N 2 as follows. First, we extend it over 0, n + 1 × 0, m + 1 by duplicating the last row and column and by inserting identity maps:
It is clear that this module is still exact and pfd. We now iterate the process in order to get an exact pfd extension of M over the entire lattice N 2 . By Theorem 6.11, this extension is decomposable as a direct sum of block modules. Since M is its restriction to the finite grid 0, n × 0, m , M itself decomposes as a direct sum of block modules by Proposition 6.9. Hence: Theorem 6.13. Any exact pfd bimodule M indexed over the finite grid 0, n × 0, m decomposes as a direct sum of block modules over the same grid.
Remark 6.14. Note that in this case it is already known that M decomposes as a direct sum of indecomposables -see e.g. [14] . Our theorem identifies the summands as being blocks restricted to the finite grid. It might be possible to do so by using exactness in a more direct way though.
6.6. Z-indexed zigzag modules. It is a well-known fact that pdf zigzag modules over Z decompose as direct sums of interval modules -see e.g. [5] for a recent treatment with a simple and elegant proof. This result is also a consequence of our main theorem. The connection happens through an extension of zigzag modules to R 2 inspired from the one in [6] .
Given a pfd zigzag module N indexed over R, we can assume without loss of generality (by inserting in isomorphisms at the right places) that the arrow orientations in the module are alternating: 
