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Введение 
Традиционный подход к построению систем управления динамическими объектами заклю-
чается в последовательном решении двух задач – задачи оценивания и задачи синтеза управле-
ния, при этом точность решения задачи оценивания существенно зависит от адекватности мате-
матической модели динамики объекта и реальных измерительных процессов. В зависимости от 
предположений о характере возмущений, действующих на объект, и ошибок измерений в ин-
формационно-измерительном канале задача оценивания решается либо в стохастической поста-
новке [1, 2], либо в гарантированной [3–8]. 
В настоящее время широко распространен ставший классическим стохастический подход, 
при котором известными считаются статистические характеристики случайных факторов – поме-
хи в измерениях, внешние возмущения, начальное состояние в уравнении движения объекта.  
Если возмущения и ошибки измерений предполагаются взаимно независимыми белыми гауссов-
скими шумами с известными матрицами ковариаций, то для решения задачи оценивания исполь-
зуют фильтр Калмана (ФК). ФК обеспечивает простой, с точки зрения требуемых вычислитель-
ных ресурсов, способ расчета оптимальной оценки вектора состояния. Однако эффективность 
применения ФК существенно зависит от точности заданных ковариационных матриц возмуще-
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Работа посвящена задаче повышения точности оценивания состояния линейных динами-
ческих систем в условиях неполноты информации. Указанная задача связана с особенностью 
методов гарантированного оценивания, проявляющейся в том, что на коротком интервале на-
блюдений допустимые множества значений возмущений, действующих на систему, и ошибок 
измерений в информационно-измерительном канале могут оказаться лишь грубыми оценками 
сверху. В частности, для единственной короткой реализации измерений вероятность реализа-
ции возмущений и ошибок измерений наихудшим образом меньше единицы. Представлен 
подход к построению адаптивного алгоритма гарантированного оценивания. Подход основан 
на обработке значений обновляемой последовательности фильтра Калмана, при этом реализа-
ция фильтра Калмана осуществляется для предварительной обработки результатов измере-
ний. Обновляемая последовательность фильтра рассматривается как временной ряд, для об-
работки которого используются методы статистического и гарантированного оценивания. Ре-
зультаты обработки значений обновляемой последовательности фильтра Калмана использу-
ются для построения множественных оценок ошибок измерений, используемых в уравнениях 
алгоритма гарантированного оценивания. При таком подходе осуществляется информацион-
ное доопределение неизвестных помех в информационно-измерительном канале. Основной 
особенностью задачи, исследуемой в данной статье, является малое число доступных измере-
ний, по результатам которых осуществляется поиск наилучшей оценки вектора состояния. 
Поэтому реализация измерений рассматривается как короткий временной ряд. 
Для уменьшения вычислительных затрат на реализацию алгоритма гарантированного 
оценивания в реальном времени предложены методы декомпозиции задачи оценивания. 
Эффективность предлагаемого подхода демонстрируется на примере модели, описы-
вающей угловое движение космического аппарата. Приведены результаты имитационного 
моделирования и сравнительный анализ точности полученных оценок вектора состояния. 
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ний и ошибок измерений. Поэтому в условиях, когда доступно малое число наблюдений, инфор-
мация об этих матрицах может отсутствовать или быть неточной, и применение ФК в этом слу-
чае может быть необоснованным [2]. 
При гарантированном или минимаксном подходе [6–11] к решению задачи оценивания в ус-
ловиях неопределенности статистические характеристики, как правило, считаются неизвестными 
и задаются лишь множественные оценки возможных значений возмущений, ошибок измерений и 
начального состояния. При этом решение задачи выбирается из условия оптимизации гарантиро-
ванных множественных оценок, соответствующих наихудшей реализации значений возмущений 
и ошибок измерений. Также в [12, 13] рассматривается задача минимаксной линейной фильтра-
ции и для стохастической разностной системы. 
Несмотря на возрастающий с середины прошлого столетия интерес к задачам оценивания и 
управления в теоретико-множественной постановке [11, 14–20] к настоящему времени данный 
подход не получил широкого распространения [21–26]. Наверное, потому, что, в частности, как 
отмечалось И.А. Богуславским [27], гарантированный подход может приводить к слишком пес-
симистичным оценкам, с одной стороны, а с другой стороны, реализация алгоритмов гарантиро-
ванного оценивания в реальном времени требует больших вычислительных ресурсов в связи с 
выполнением операций над множествами [23]. Следовательно, актуальной становится задача по-
строения алгоритмов гарантированного оценивая вектора состояния динамических систем, обла-
дающих свойством адаптивности для распознавания ситуаций, когда возмущения, действующие 
на объект, и ошибки измерений в канале наблюдения реализуются не наихудшим образом, т. е. 
среда, в которой функционирует объект, ведет себя не так агрессивно, как это заложено в апри-
орных данных о допустимых множествах значений неконтролируемых факторов. 
Вопрос о синтезе адаптивных фильтров, способных обеспечить достаточно точную оценку 
вектора состояния в отсутствии точной априорной информации о возмущениях и ошибках измере-
ний, является одним из центральных в современной теории оценивания [26, 28–32]. Повысить точ-
ность решения задачи фильтрации можно путем восстановления математической модели и оценки 
неизвестных параметров, определяющих свойства возмущений и помех в канале наблюдения. 
 
1. Постановка задачи 
Пусть объект наблюдения описывается линейной моделью: 
1 ,k k k k k k kx A x B u w                        (1) 
1 1 1 1,k k k ky G x v      0,1, ..., 1,k N                  (2) 
где nkx R  – вектор состояния, 
m
ku R  – вектор управления, 
l
ky R  – вектор измерений. Мат-
рицы kA , kB , k , kG  соответствующих размерностей известны. Векторы начального состояния 
0
nx R , возмущений pkw R  и ошибок измерений 
l
kv R  неизвестны. Информация о них огра-
ничивается заданием включений: 
0 0 , , 0,1, ..., 1, , 1, 2, ..., .k kx X w W k N v V k N                  (3) 
Задача гарантированного оценивания состояния системы (1)–(3) состоит в построении по-
следовательности информационных множеств k kx X , 1, 2, ..., ,k N  по рекуррентным соотно-
шениям: 
1/ ,k k k k k k kX A X W B u     0 0X X , 0,1, ..., 1k N  ,            (4) 
   1 1 1| , ,nk k kX y x R G x y v v V                       (5) 
 1 1/ 1 .k k k kX X X y                        (6) 
Здесь 1/k kX   – множество прогнозов вектора состояния системы (область достижимости управ-
ляемой динамической системы),  1kX y   – множество состояний, совместимых с измерением 
1ky  . 
Операции (4)–(6) выполняются над множествами: линейное преобразование множеств, сум-
ма Минковского, пересечение множеств. Размеры информационных множеств kX  во многом 
определяются размерами априорно заданных множеств (3). Метод гарантированного оценивания 
Ширяев В.И., Хаданович Д.В.        К задаче оценивания ошибок измерений 
              в системах управления при неполной информации 
Вестник ЮУрГУ. Серия «Компьютерные технологии, управление, радиоэлектроника».  
2018. Т. 18, № 4. С. 25–40  
27
обеспечивает верхнюю границу значения показателя качества по всем возмущениям и ошибкам 
измерений из заданных множеств, а также минимизирует это значение [3]: 
* *max min max ,
n
k k
k kx X x Xc R
x x x c
 
    
                 
(7) 
*
kx  – чебышевский центр множества kX , 
*
k  – чебышевский радиус множества kX . 
Величина оценки (7) может быть сильно завышена, если допустимые множества возмуще-
ний W  и ошибок измерений V  являются лишь грубыми оценками сверху. В частности, для един-
ственной реализации измерений    1, ...,N Ny y y  , возмущения и ошибки измерений могут реа-
лизоваться лишь из подмножеств ˆk kw W W   и ˆk kv V V   соответственно. Как видно из рис. 1, 
размеры информационных множеств kX  зависят как от размеров априорно заданных множеств W  
и V , так и от реализации возмущений и ошибок измерений (рис. 2), в то время как размеры дове-
рительного эллипса ФК, ковариационная матрица которого вычисляется в результате решения 
уравнения Риккати [1, 30], не зависит от реализации неконтролируемых факторов в системе. 
 
 
Рис. 1. Зависимость размеров информационного множества X   
от реализации ошибок измерений kv  
 
 
Рис. 2. Реализация ошибок измерений ˆ ˆˆ ;k k kkv V v v      
 
В связи с этим возникает задача построения оценок неизвестных возмущений kw  и ошибок 
измерений kv  [34, 35]. Уточнение множественных оценок для kw  и kv  с использованием их не-
явной модели позволит существенно повысить решение задачи гарантированного оценивания. 
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Цель данной работы – разработка подхода к построению адаптивного алгоритма гарантиро-
ванного оценивания. Идея адаптации заключается в уточнении множественных оценок ˆk kv V V  . 
Основной особенностью задачи, исследуемой в работе, является малое число доступных измере-
ний, по результатам которых осуществляется поиск наилучшей оценки вектора состояния. 
 
2. Алгоритмы гарантированного оценивания вектора состояния 
Решение задачи оценивания в теоретико-множественной постановке рассматривается в 
большом числе работ [36–39], начиная с работ F.C. Schweppe [11]. Методы оценивания, предла-
гаемые в этих работах, заключаются в построении компактного множества, гарантированно 
включающего состояние динамической системы, или его оптимальной в определенном смысле 
аппроксимации с использованием множеств некоторого класса, описываемых с помощью фикси-
рованного числа параметров. 
Как отмечалось, основная трудность реализации гарантированного алгоритма оценивания на 
ЭВМ заключается в выполнении операций над множествами в реальном времени, в частности, 
операции суммы Минковского [5, 6, 23]. 
В случае, когда возмущения kw  могут быть заданы в виде разложения по системе функций 








    
где i  – неизвестные параметры, методы гарантированного оценивания применяются к задаче 
одновременного оценивания вектора состояния kx  и неизвестных возмущений kw  [34, 35, 42]. 
Традиционный подход к решению задачи совместного оценивания вектора состояния и 
внешних возмущений по зашумленным измерениям выхода заключается в расширении вектора 
состояния путем включения в него неизвестных параметров. При таком подходе операции суммы 
множеств k kA X  и kW  в (4) в алгоритме гарантированного оценивания не возникает. 
Модель системы (1), (2) с расширенным вектором состояния примет вид: 
1 ,k k k k kz z u                         (8) 
1 1 1 1G ,k k k ky z v      0,1, ..., 1,k N                  (9) 
где n mkz R














   
 
,  G 0k kG ; k , k  и G k  – блоч-
ные матрицы, mI  – единичная матрица размера m m . 
Уравнения гарантированного алгоритма для системы (8), (9) примут вид: 
1/ ,k k k k k kX X u     0 0X X , 0,1, ..., 1k N  ,           (10) 
   1 1 1| G , ,nk k kX y x R x y v v V                     (11) 
 1 1/ 1 .k k k kX X X y                      (12) 
Однако при таком подходе происходит увеличение размерности задачи оценивания и, следо-
вательно, объема требуемых вычислений и памяти ЭВМ. Вместе с тем вектор состояния динами-
ческой системы может содержать компоненты, являющиеся ненаблюдаемыми по результатам 
измерений. Упростить вычислительную процедуру оценивания возможно за счет:  
1) сведения исходной задачи, имеющей большую размерность, к задачам меньшей размерно-
сти, т. е. за счет декомпозиции задачи оценивания расширенного вектора состояния;  
2) за счет разделения полного вектора состояния на наблюдаемый и ненаблюдаемый век-
торы [42]. 
Упрощение вычислительной процедуры оценивания также возможно за счет выделения гра-
ниц подынтервалов времени, внутри которых можно пренебречь изменениями вектора состояния 
kx , тогда будем принимать: 
1 ,k kx x   1 1 1 1,k k k ky G x v       ;k l L ,            (13) 
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т. е. будем считать, что ошибки измерений kv  являются более высокочастотными по сравнению с 
изменениями вектора kx  состояния системы, или в линейной динамической системе возможны 
только медленные движения по сравнению с быстрыми изменениями ошибок измерений. 
Поэтому, наряду с задачей множественного оценивания неизвестных ошибок измерений в 
алгоритме гарантированного оценивания, ставится задача уменьшения требований, предъявляе-
мых к вычислительным ресурсам при реализации гарантированных алгоритмов в темпе поступ-
ления новых данных наблюдений. Решение последней задачи может осуществляться путем при-
ведения исходной системы (1), (2) к виду (8), (9) или (13). 
 
3. Обновляемая последовательность фильтра Калмана 
Классическим подходом к построению адаптивных алгоритмов калмановской фильтрации 
является использование корреляционных свойств обновляемой последовательности [29–31]. Об-
новляемая последовательность ФК представляет собой последовательность невязок экстраполи-
рованных измерений и оценок 
1 1 1/ˆ , 0,1, ..., 1,k k k ky Gx k N                     (14) 
где 1/ˆk kx   – прогноз оценки вектора состояния 1kx   с шага k  на шаг 1k  . Для упрощения записи 
опустим индекс k  у матриц в (1) и (2), считая объект стационарным. 
Для получения характеристики фактического качества оценивания можно использовать по-
следовательность апостериорных невязок 
1 1 1 1 1ˆ , 0,1, ..., 1,k k k k ky Gx Ge v k N                       (15) 
где 
 1 1/ 1 1 1/ 1/ˆ ˆ ˆ ˆ ˆ, ,k k k k k k k k k kx x K y Gx x Ax                     (16) 
– оценка вектора текущего состояния 1kx  , 1kK   – коэффициент усиления фильтра, 
1 1 1ˆ , 0,1, ..., 1,k k ke x x k N                     (17) 
– ошибка оценивания ФК. 
Известно [33], что с требуемой вероятностью вектор состояния 1kx   принадлежит довери-
тельному множеству (эллипсоиду) 
 T 1 21 1 1 1| , 0,1, ..., 1,nk k k kE x R e P e l k N                   (18) 
где 1kP   – ковариационная матрица ошибок оценивания, l  – фиксированное натуральное чис-
ло [33]. 
Не теряя общности постановки задачи, предположим, что матрица измерений G  в (2) такова, 
что для вектора измерений ky  имеем 
, 1, , , 0,1, ..., 1,i i ik k ky x v i l l n k N                   (19) 
где ikx  – i-я компонента вектора состояния kx . 
В соответствии с (14) уравнение невязки ФК (10) можно записать в виде 
, 1, , , 0,1, ..., 1,i i ik k ke v i l l n k N                    (20) 
где ike  – i-я компонента вектора ошибок оценивания ke . Далее для простоты изложения индекс i 
опустим. 
Пусть k  – наблюдаемый временной ряд (20), представляющий собой «аддитивную смесь» 
ненаблюдаемого сигнала kv  и помехи ke  со среднеквадратическим отклонением k ii kp  , 
ii kp  – диагональный элемент ковариационной матрицы kP . Задача оценивания состоит в по-
строении оценки ˆkv  неизвестного сигнала kv  по конечной совокупности наблюдений 
 , 1, 2, ...,k k N  . 
Возможны два подхода к решению указанной выше задачи: 
1. Статистический подход [31, 33, 40], при котором осуществляется вычисление оценок ста-
тистических характеристик случайного процесса k  для получения множественных оценок 
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ошибок измерений ˆk kv V . При этом построение оценки k̂V  осуществляется без восстановления 
математической модели ошибок измерений. 
2. Детерминистский подход к обработке временного ряда  , 1, 2, ...,k k N   с целью восста-
новления математической модели неизвестного сигнала kv . Подход основан на принципах не-
линейной динамики и детерминированного хаоса (см., например, [43]). Математическая модель 
ряда может быть построена в виде разложения по системе функций, заданных хаотическими ото-
бражениями [44, 45] или другими известными функциями [46]. 
Первый подход является более простым в вычислительном отношении и оказывается удоб-
ным для решения задачи в темпе поступления новых наблюдений. Именно он будет изложен 
далее. 
 
4. Уточнение множественных оценок ошибок измерений 
В том случае, когда k  является белым шумом с нулевым средним значением, фильтр Калма-
на фактически работает в оптимальном режиме и выполняется соблюдение условий  0,kw N Q , 
 0,kv N R  [29–31]. Для единственной короткой реализации случайного процесса k  его фак-
тические статистические характеристики будут отличаться от теоретических, рассчитываемых по 
уравнениям фильтра Калмана [1, 33]. Поэтому для определения статистических характеристик 
обновляемой последовательности будем использовать оценки среднего значения и дисперсии 













   
                (21) 
Тогда доверительный интервал для случайной величины k  будет определяться выражением 
2 2ˆ ˆ; ,l l                           
(22) 
где l  будем рассматривать как меру доверия. 
В качестве множественной оценки ошибок измерений ˆ ˆˆ ;k kkV v v     в алгоритме гарантиро-
ванного оценивания примем 
2 2ˆ ˆˆ ˆ ˆ; ; ,k kkV v v l l             
 1, 2, ..., .k N            (23) 
Пусть для оценки   и 2̂  использовался интервал наблюдений    1, ...,N N     . Если по-
ступило еще одно наблюдение 1N , то можно расширить интервал на это наблюдение или со-




















   
                (24) 
где 1  , если интервал расширен на 1, и 0  , если он остался равным N . 
Контроль выполнения условия ˆk kv V  в каждый момент времени k  осуществляется путем 
выбора l  в (23). Так как 1k R  , то вероятность попадания случайной величины k , распреде-
ленной по нормальному закону [33], в интервал (22) равна 0,683 при 1l  , 0,955 при 2l   и 0,997 
при 3l  . Поскольку рассматривается единственная короткая реализация процесса, то вероят-
ность выхода случайного процесса на границу доверительного интервала будет меньше 1. По-
этому примем 1l  . Однако, если окажется, что 2 2ˆ ˆ;k           
, выбираем 1, 3l . 
Конкретное значение l  можно установить путем исследования алгоритма оценивания на этапе 
проектирования. 
Таким образом, процедуру уточнения множественных оценок ошибок измерений в алгорит-
ме гарантированного оценивания можно представить в виде: 
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Шаг 1. Реализация ФК для предварительной обработки результатов измерений  , 1, 2, ...,ky k N . 
Вычисление оценок среднего значения   и дисперсии 2̂ обновляемой последовательности ФК 
(21), (24). 
Шаг 2. Начиная с шага 1k N  ,построение множественных оценок k̂V  ошибок измерений 
kv  алгоритме гарантированного оценивания в виде: 
если 2 21 ˆ ˆ;N           
, то 2 2ˆ ˆˆ ˆ ˆ; ; ,k kkV v v l l             
 1, ...,k N  2;l   
если 2 21 ˆ ˆ2 ; 2N           
, то 2 2ˆ ˆˆ ˆ ˆ; ; ,k kkV v v l l             
 1, ...,k N  3.l   
Такой подход к оцениванию ошибок измерений предполагает совместное использование ФК 
и гарантированного алгоритма (рис. 3). 
 
 
Рис. 3. Структурная схема адаптивного алгоритма гарантированного оценивания 
 
Модельный пример 






                     
(25) 




x Ax Bu w
y Gx v
   
 

                   
(26) 
0 1 0 0 1 0
, , , .
0 0 1 1 0 1
A B G
       
           
       
 
Системе (26) соответствует дискретная линейная динамическая система вида (шаг дискрети-




, 0,1, ..., 1,
k k k k
k k k
x Ax Bu w
y Gx v k N

  
   
   
               
(27) 
5 51 0,01 1 05 10 5 10, , , .
0 1 0 10,01 0,01
A B G
        
                   
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Исходные данные для алгоритма гарантированного оценивания: 
 2 6 6 4 40 | 3,5 10 (1) 3,5 10 , 2 10 (2) 2 10 ,X x R x x                
 1 4 4| 8 10 8 10 ,W w R w         
 2 6 6 4 4| 3,64 10 (1) 3,64 10 , 1,5 10 (2) 1,5 10 .V v R v v                
Пусть 20N  , возмущение constkw  , 
42 10kw
  , 1,6
100k
u  , 1,k N . 
Поскольку возмущения kw  постоянны на всем интервале наблюдений, то модель (27) приве-
дем к виду (8), (9): 
1
1 1 1
, 0,1, ..., 1,
, 0,1, ..., 1.
k k k
k k k
x Ax Bu k N
y Gx v k N

  
   
   
 

               
(28) 
   T1 2 , , , 0 .0 1 0k k k k
A B
x x x w A B G G
   
      
   
   
Матрицы A , B  и G  – блочные. 
Так как матрица A  в модели (28) такая, что первая координата вектора состояния kx  не 
влияет на вторую и третью координаты, можем рассматривать задачу гарантированного оценива-











Для моделирования процесса зададим  T40 0 2 10x   , ошибки измерений kv  в виде бело-
го шума с нулевым средним (генератор случайных чисел randn в MATLAB) (рис. 4). 
 
 
Рис. 4. Реализации ошибок измерений kv  и невязки ФК k  
 
Вычисляя оценки статистических характеристик процесса k  по результатам наблюдений 
10N  , определяем множественные границы ошибок измерений ˆk kv V , начиная с момента вре-
мени 11k   (рис. 5). 
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Рис. 5. Множественные оценки ˆk kv V  ошибок измерений, вычисленные  
по результатам статистической обработки сигнала k  
 










  для 11,14k  . 
Множественные оценки вектора состояния kX  получены по реализации алгоритма гарантиро-
ванного оценивания, в уравнениях которого информация об ошибках измерений kv  задана в виде 
множества V . Множественные оценки вектора состояния ˆ kX  получены по реализации адаптив-
ного алгоритма гарантированного оценивания с уточнением множественных оценок ошибок из-
мерений ˆk kv V  (рис. 6). 
Для второй координаты 2kx  вектора состояния 
3
kx R  можно выписать отдельно модели 
движения и измерений: 
1k k k kx x w u      ,  1 1 1,k k ky x v      0,1, ..., 1.k N   
Теперь рассмотрим разность невязок на двух смежных шагах 
 2
1, 2, 3, ..., .k kk k N       
Можно показать, что 
     2 2 2
1 1 1 1ˆ ˆ ˆ ˆ, .k k k k k kk k kv v w u x x x x              
Тогда для ошибки измерений kv  можно выписать выражение 
1 1 , 2, 3, ..., ,k k k kv v w k N        
где 
   2 2
1 ˆ , 2, 3, ..., .k k k ku x k N        
Далее можно выписать модель динамики ошибок измерений kv  в виде 
1 1 ,
,
2, 3, ..., .





      
   
 
 
Относительно возмущений kw  и ошибок ke  известно, что 
 , ; 3 ; 3 .k k kkw W e E e e p p        
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Тогда для получения множественной оценки kv  можно использовать рекуррентные уравне-
ния минимаксного фильтра (рис. 7): 
 / 1ˆ , 2, 3, ..., ,k k k kV V V k N     
/ 1 1
ˆ ˆ,k k k kV V W V V       (V  – априорное множество ошибок измерений), 
     1 | , ; .k k k k k kkV v R v e e E e e             
Для вычисления множества / 1k kV   используется интервальное вычитание. 
 
 
Рис. 7. Пунктиром обозначены границы априорного множества V ,  
треугольником обозначены ошибки измерений kv  
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Как видно из рис. 6, 8 за счет уточнения множественных оценок ошибок измерений ˆk kv V  
удается повысить точность решения задачи гарантированного оценивания вектора состояния. 
 
Заключение  
Для повышения точности решения задачи гарантированного оценивания предложен подход к 
построению адаптивного фильтра. Предполагается двухуровневая схема фильтрации. На первом 
уровне реализуется фильтр Калмана, который обрабатывает часть измерений, по результатам их 
обработки осуществляется оценивание неизвестных ошибок измерений. Полученные оценки ис-
пользуются на втором уровне, где реализуется гарантированный алгоритм. При таком подходе 
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The article deals with the problem of increasing the accuracy of the state estimation of linear 
dynamical systems under conditions of incomplete information. This problem is linked to the feature 
of guaranteed estimation methods, which is that the allowable sets of values of disturbances acting 
on the system and measurement errors in the information-measuring channel can be only rough up-
per bound on a short observation interval. In particular, for a single short measurement implementa-
tion, the probability of the realization of disturbances and measurement errors is worst-case less than 
one. The approach to adaptive algorithm development of guaranteed estimation is proposed. The ap-
proach is based on processing the innovation sequence values of the Kalman filter. The Kalman filter 
implementation is performed for measurement data preprocessing. The innovation sequence is con-
sidered as a time series for processing of which statistical and guaranteed estimation methods are 
used. The results of processing the innovation sequence values are used to construct bounded esti-
mates of the measurement errors used in the equations of the guaranteed estimation algorithm. With 
this approach an informational definition of unknown measurements errors is carried out. The main 
feature of the problem studied in this article is a small number of available measurements the results 
of which are used to find the best estimate of the state vector. Therefore, the implementation of 
measurements is considered as a short time-series. 
To reduce the computational cost of implementing the guaranteed real time estimation algo-
rithm, methods for decomposition of the estimation problem are proposed. 
The effectiveness of the proposed approach is demonstrated by the example of a model de-
scribing the spacecraft attitude motion. The results of simulation and a comparative analysis of  
the accuracy of the obtained estimates of the state vector are presented. The results of simulation and 
a comparative analysis of the accuracy of the obtained state estimates are given. 
Keywords: guaranteed estimation, the Kalman filter, adaptive algorithm, innovation sequence, 
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