Abstract Cooper and Long generalised Epstein and Penner's Euclidean cell decomposition of cusped hyperbolic n-manifolds of finite volume to non-compact strictly convex projective n-manifolds of finite volume. We show that Weeks' algorithm to compute this decomposition for a hyperbolic surface generalises to strictly convex projective surfaces.
Introduction
The Epstein-Penner decomposition [2] is an elegant yet powerful construction in the study of non-compact hyperbolic manifolds of finite volume. Penner [11] uses it to assign to each point of the decorated Teichmüller space an ideal cell decomposition of the surface and proves the remarkable result that this assignment induces a cell decomposition of the decorated Teichmüller space.
Cooper and Long [1] recently generalised Epstein and Penner's construction to obtain Euclidean cell decompositions of all non-compact, strictly convex projective manifolds of finite volume (and simply call this an Epstein-Penner decomposition), and point out that this can be used to define a decomposition of the moduli space of such structures on a manifold. This raises the following questions: Is there an algorithm to compute the Epstein-Penner decomposition? Are all components of the decomposition of the moduli space cells? Which other results about the Epstein-Penner decomposition in the hyperbolic setting generalise to the strictly convex projective setting? This paper addresses the first question for surfaces by generalising an edge flipping algorithm due to Weeks [16] , which computes the Epstein-Penner decomposition of a cusped hyperbolic surface. Edge flipping algorithms were first used by Lawson [9] to compute Delauney triangulations. Such algorithms use a sequence of local modifications to arrive at a globally optimal solution, and decisions on which edge to flip come from purely local considerations. They also work well in computing convex hulls of finite point sets in R 3 (see [5] ). However, in this paper we are concerned with convex hulls of infinite point sets. The new algorithm is presented in §2. 3 , and the proof of correctness given in §2. 4 . Since hyperbolic geometry is a subgeometry of projective geometry, the proposed algorithm is still applicable to cusped hyperbolic surfaces, and may 1 arXiv:1512.01645v1 [math.GT] 5 Dec 2015 be a useful tool for further study of strictly convex projective structures on surfaces and their deformations. For instance, in [7] it is used to show that the decomposition of the moduli space of the once-punctured torus is indeed a cell decomposition. Software for our algorithm was implemented by the second author in sage [14] to produce the examples given in the last section.
2 The edge flipping algorithm
Cooper and Long's Construction
We summarise the construction and results due to Cooper and Long [1] in the case of surfaces.
Let Ω be a strictly convex domain in the real projective plane and suppose S = Ω/Γ is a strictly convex projective surface of finite volume with k ≥ 1 cusps. Since there is an analytic isomorphism PGL(3, R) ∼ = SL(3, R), we may assume Γ < SL(3, R). The (SL(3, R), RP 2 )-structure of S lifts to a (SL(3, R), S 2 )-structure, and we denote a lift of Ω to
Each cusp c of S corresponds to an orbit of parabolic fixed points on ∂Ω. Choose an orbit representative p c ∈ ∂Ω, and hence a light-cone representative v c = v pc ∈ L. The set B = {Γ · v c | c is a cusp of S} is discrete. Let C be the convex hull of B. Then the projection of the faces of ∂C onto Ω is a Γ-invariant cell decomposition of Ω, and hence descends to a cell decomposition of Ω/Γ, called an Epstein-Penner decomposition by Cooper and Long. Varying the light-cone representatives v c gives a (k − 1)-parameter family of Γ-invariant cell decompositions of Ω. In particular, the decomposition of the surface Ω/Γ is canonical if k = 1.
Ideal triangulations of surfaces
The following facts are well known (see, for instance, Lackenby [8] for the first two). The second is not needed to prove existence and correctness of our algorithm; we give a proof using the algorithmic construction of the Epstein-Penner decomposition. Let S g,k be a closed orientable surface of genus g with k marked points, and let S denote the complement of the set P of marked points. We will always assume that S has negative Euler characteristic, whence 2g + k > 2. An essential arc in S is the intersection with S of an arc embedded in S g,k that has endpoints in P, interior disjoint from P and is not homotopic (relative to P ) to a point in S g,k . An ideal triangulation T of S is a union of pairwise disjoint essential arcs that are pairwise nonhomotopic. The components of S \ T are ideal triangles, and we regard two ideal triangulations of S as equivalent if they are isotopic via an isotopy of S g,k that fixes P .
Lemma 1
The surface S admits an ideal triangulation. Moreover, every ideal triangulation has −2χ(S) ideal triangles.
Proof First suppose g ≥ 1. It is well-known that S g,k has a (singular) triangulation with a single vertex v and such that no edge is null-homotopic and no two edges are homotopic. We may assume that v ∈ P and that all edges are disjoint from the remaining points in P. Given v = w ∈ P, we can divide the triangle containing w into three triangles with vertices in {v, w} by adding three arcs not meeting P in their interiors. Each of these arcs is essential in S (since it connects distinct points in P ) and no two are homotopic relative to P (since this is true for the arcs in the boundary of the triangle). So by construction, the resulting triangulation of S g,k gives an ideal triangulation of S g,k \ {v, w}. This procedure can now be iterated to give an ideal triangulation of S = S g,k \ P. The number of triangles follows from χ(S) = χ(S g,k ) − k.
In the case g = 0 we have k ≥ 3, so as a starting point one can take a triangle on S 0,k with vertices on 3 pairwise distinct points of P, and then apply the same procedure as above.
An edge flip on an ideal triangulation consists of picking two distinct ideal triangles sharing an edge, removing the shared edge to form a square, and dividing this square along its other diagonal.
For instance, in the case of the once-punctured torus any two ideal triangulations are made up of three essential arcs and divide the once-punctured torus into two ideal triangles. All of these ideal triangulations are combinatorially equivalent. However, performing an edge flip results in a non-isotopic ideal triangulation. The space of isotopy classes of ideal triangulations of the once-punctured torus naturally inherits the structure of the infinite trivalent tree, where vertices correspond to isotopy classes of ideal triangulations, and there is an edge between two such classes if and only if they are related by an edge flip. A well known geometric realisation of this was described by Floyd and Hatcher [3] . In general, we have:
Lemma 2 Any two ideal triangulations of S are related by a finite sequence of edge flips.
Proof The surface S = S g,k \ P has a complete hyperbolic structure of finite volume since its Euler characteristic is negative. The Epstein-Penner construction provides a canonical ideal cell decomposition of S . Below Theorems 7 and 8 imply that any ideal triangulation of S can be modified into the canonical cell decomposition by a finite number of edge flips and deleting a finite number of redundant edges. Since deleting edges is not an elementary move, the two theorems imply that any ideal triangulation of S is related to the canonical ideal cell decomposition but with its polygonal cells triangulated. But any two triangulations of a polygon are also related by a finite number of edge flips. Hence, any two ideal triangulations are related to the canonical cell decomposition plus redundant edges by a finite sequence of edge flips, so are related to each other. Now suppose S has a strictly convex real projective structure of finite volume, giving identifications π 1 (S) = Γ < SL(3, R) and S = Ω/Γ, where Ω ⊂ RP 2 is a strictly convex set. An ideal triangulation of S is straight if each ideal edge is the image of the intersection of Ω with a projective line.
Lemma 3 Every ideal triangulation of S is isotopic to a straight ideal triangulation.
Proof The ideal triangulation T of S can be lifted to a Γ-equivariant topological ideal triangulation T of Ω. There is a homeomorphism of Ω that fixes the boundary ∂Ω and takes each topological ideal edge to a segement of a projective line. Since Ω is a closed disc, this homeomorphism is isotopic to the identity. Whence the topological ideal triangulation T of Ω is isotopic to a straight ideal triangulation. Since the set of ideal endpoints of edges is Γ-equivariant and any two such endpoints determine a unique segment of a projective line in Ω, the straight ideal triangulation is Γ-equivariant. We may therefore choose a Γ-equivariant isotopy between the ideal triangulations of Ω, and push this down to an isotopy of S.
The algorithm
The crucial difference between the proposed algorithm and Weeks' is the method of detection of convex angles. Weeks' tilt formula [16] and its generalisations [12, 15] rely on the Minkowski norm whereas the proposed algorithm uses the standard Euclidean metric on R 3 . The new method is to check the following property of a convex hull: if F is a face of the convex hull C , all other vertices of the polyhedron are on the same side of X F , where X F is the plane through F . In the case where C is the convex hull of the Γ-invariant discrete subset B on a light-cone L, the plane X F separates R 3 into two components. If F is a face of C , then the interior of the polyhedron C lies entirely in one component of R 3 \X F , and the other component contains the origin.
Define the neighbouring faces of F to be the faces which share an edge with F . Define the vertex of a neighbouring face which is not on the shared edge to be a neighbouring vertex of F . Let X F be the plane passing through F . If v and the origin lie in the same component of R 3 \X F , then we say v is below the face F . If v and the origin lie in different components then v is above the face F . Otherwise v is on the plane X F and is coplanar with F .
Define an edge flip on F and a neighbouring vertex v to be the edge flip which removes the common edge. If the vertices of F are {a, b, c} where ab is the common edge, then the edge flip creates the two new faces {c, v, a} and {c, b, v}. We call an edge flip admissible if v is below F .
We call F locally convex if each neighbouring vertex v is either above F or coplanar with F . Equivalently, F is locally convex if there are no admissible edge flips which include face F .
Let Ω be a strictly convex domain in RP 2 . The edge flipping algorithm is as follows. Let the projective surface be Ω/Γ, where Γ ⊂ SL(Ω) is freely acting, discrete and finitely generated. We start with an arbitrary cell decomposition of Ω/Γ into geodesic ideal triangles, its existence is ensured by Lemma 3. The ideal triangulation projects to a Γ-invariant polyhedron with Γ-invariant vertices on the light-cone L.
For a face F on the Γ-invariant polyhedron, we call Γ · F the face class of F . Proposition 5 shows that F is locally convex if and only if gF is convex, where g ∈ Γ. Hence, it makes sense to call a face class Γ · F locally convex.
For each face class Γ · F , we check the neighbouring vertices for any admissible edge flips. If there is an admissible edge flip, then it is performed (replacing Γ · F and another face class with two different face classes). This gives a different Γ-invariant polyhedron with vertices on the light-cone L, and the entire algorithm starts again.
If there are no admissible edge flips, another face class is checked. Although there are infinitely many faces in the polyhedron, there are only finitely many face classes. The algorithm terminates when there are no more admissible edge flips. The algorithm terminates in finitely many steps (Theorem 8). Moreover, the Γ-invariant polyhedron in the final iteration is convex (Proposition 6).
There is one final step in the algorithm to make the polyhedron equal to C . Even though our polyhedron is convex, since each face class is a triangle, the polyhedron is actually a triangulation of ∂C . We call an edge of a polyhedron redundant if it lies in the interior of a face of ∂C . Note that an edge is redundant if and only if the two faces that meet at e are coplanar.
After all admissible edge flips are performed, a cleanup step is applied. If two adjacent faces are coplanar, then their common edge is removed. This is repeated until there are no redundant edges, upon which the polyhedron is equal to the convex hull (Theorem 7).
Pseudocode for this algorithm is provided below (Algorithm 1).
Algorithm 1
Edge Flipping Algorithm for the Convex Hull Construction 1: T = an arbitrary cell decomposition of Ω/Γ into triangles 2: P = Γ-invariant polyhedron induced by T . 3: for all F ∈ P/ Γ do 4: for all v a neighbouring vertex of F do 5: if v is below F then 6: Perform an edge flip on {v , F } 7: go to line 3 8: end if 9: end for 10: end for 11: for all e an edge of P/ Γ do 12: if F 1 , F 2 sharing e are coplanar then 13: Remove e and merge F 1 , F 2 14: end if 15: end for 16: return P
Proof of correctness
Given p, q ∈ ∂Ω we need to be able to choose light cone representativesp,q that either both lie on L + = R + · ∂Ω + or both lie on L − = R · ∂Ω − . We call such lifts compatible. p j for p j compatible with p 1 . We usually conjugate Γ so thatp 1 has a simple form, such as (1, 0, 0), and the only choice left is then to specify a length for eachp j for j ≥ 2, giving the k − 1 degrees of freedom. This completely determines the cell decomposition since if q is in the orbit of some p i , then Cooper and Long's construction forcesq = Bp i , where B ∈ Γ is such that Bp i = q.
Proposition 5 Point p lies below face F ⇐⇒ g p lies below gF for all g ∈ SL(Ω).
Proof Let the face F have vertices f 1 , f 2 , f 3 on the light-cone L, and let their projections onto the boundary ∂Ω be f 1 , f 2 , f 3 respectively. Let the projection of p onto ∂Ω be p and without loss of generality assume p, f 1 , f 2 , f 3 are in clockwise order around ∂Ω.
Let the segments pf 2 and f 1 f 3 intersect at point x. Then x ∈ Ω since Ω is strictly convex. Since p, x, f 2 are collinear, the rays through p, x, f 2 are coplanar, so segment p f 2 passes through a point λx, λ ∈ R + . Similarly, segment f 1 f 3 passes through a point µx, µ ∈ R + , but µ > λ since this is the only case where p is below face F . In particular this means that the segment p f 2 intersects the interior of triangle o f 1 f 3 , where o is the origin (see Figure 1) . Hence, p lying below face F is equivalent to the segment p f 2 intersecting the interior of triangle o f 1 f 3 for some ordering { f 1 , f 2 , f 3 } of the vertices of F . However, the intersection point of the segment and the triangle can be written both as a convex combination of p, f 2 and a convex combination of o, f 1 , f 3 . This property is linear and preserved by any linear transformation g ∈ GL 3 (R). Hence, if g ∈ SL(Ω), then g preserves the light-cone L and gF has its vertices on L. Moreover, since the convex combination property is linear and preserved by g , p lies below face F if and only if g p lies below gF .
Proposition 6
If polyhedron P is locally convex at every face class, then the polyhedron is globally convex. In particular, if for every face F , v lies above face F for every neighbouring vertex v of F , then for every face F , u lies above face F for every vertex u of the entire polyhedron P . Proof Suppose that polyhedron P is locally convex at every face, but is not globally convex. Hence, we have p lying below b, q, c instead of a b c, where b q c is "closer" to p than a b c. Note that "closer" is well defined, as there is a unique path of triangles from a b c to p (this is clear if we project onto Ω). Also the path of triangles has finite length. Hence, if we initially assume that p is a point which lies below P , and a b c is the closest face to p such that p is below it, then we have another triangle with p below it, contradicting the minimality assumption. Hence, if P is locally convex at every face, then P is globally convex.
Theorem 7
If Algorithm 1 terminates, the output P is the convex hull of the orbit B .
Proof For each face class F ∈ P/Γ, Algorithm 1 checks that the polyhedron is locally convex at F . Hence P is locally convex at every face, and so by Proposition 6, P is convex. Hence the union of the faces of P is equal to ∂C . After the cleanup step, there will be no redundant edges and P = C .
Theorem 8 Algorithm 1 terminates in finitely many iterations.
Proof Let B be the Γ-invariant vertices of P . Define the height of a face F to be the number of points in B below the face. The height of any face is finite since B is discrete, in particular 0 is not an accumulation point. Moreover, the height of a face is Γ-invariant by Proposition 5. Hence, we can define the height of the polyhedron P to be the sum of the heights of its face classes Γ · F ∈ P/Γ.
To prove that Algorithm 1 terminates, it suffices to show that the height of P strictly decreases after every edge flip, since the height of P is always a non-negative integer.
Consider Hence, after every edge flip, the height of the two triangles strictly decreases. The heights of all other triangles not involved in the edge flip stay the same, so the overall result is that the height of P strictly decreases after every edge flip.
The once-punctured torus
In this section, the Epstein-Penner decompositions of hyperbolic or strictly convex projective structures on the once-punctured torus are computed using Algorithm 1. We consider two settings that are common in the literature: hyperbolic structures parameterised by representations into PSL(2, R); and projective structures parameterised by Goldman coordinates. A third setting, the coordinates of Fock and Goncharov [4] , can be found in [7] .
Hyperbolic structures
Example 1. Take the hyperbolic once-punctured torus given by U/Γ where Γ = A, B ,
is parabolic with parabolic fixed point ∞. Following Penner [11] , we identify PSL(2, R) with SO + (1, 2) using its natural action on symmetric bilinear forms, giving Example 2. Take the same once-punctured torus as in Example 1 as a starting point. Let P 3 be the polyhedron after applying an edge flip to a non-admissable edge. Instead of taking us to the canonical cell decomposition, this takes us further away from it in that there are more edge flips required to get to the convex hull. Continue applying non-admissible edge flips a number of times to give a Γ-invariant polyhedron P n . Use P n as the input to Algorithm 1.
Then P n requires many edge flips for the algorithm to terminate, in fact P n may need arbitrarily many edge flips. Consider a graph where points are the possible Γ-invariant polyhedron of the Γ-orbit of v p , where v p = (1, 0, −1) and Γ = A, B . Then there are infinitely many points in this graph, since there are infinitely many choices of a fundamental domain for D/Γ. Each polyhedron has 3 possible edge flips, so the degree of each vertex in the graph is 3. Hence, there are at most 4 n points of distance at most n from the convex hull, so there are infinitely many points with distance ≥ n for any n. Hence, P n may need arbitrarily many edge flips to arrive at the convex hull. Then, the points p, Ap, Bp and A Bp ∈ R 3 can be calculated in terms of z and w. Solving for the case where the four points are coplanar gives the relation
The cell decomposition in Figure 6 (b) corresponds to the parameters w = 0.6, z = √ 1 − w 2 = 0.8. The resulting cell decomposition is a single ideal quadrilateral, as expected. 
Projective structures in Goldman coordinates
The action of E and F on the ideal vertices of Y and two additional points, forming a convex hexagon. Following Goldman [6] and Marquis [10] , the moduli space of strictly convex projective structures on the once-punctured torus is computed from a fundamental domain an ideal quadrilateral with vertices 
The face pairings (cf. Figure 7) are given by
Example 4. Consider the projective structure corresponding to (8, 2, 3, 7, 1, 2) ∈ Q. We apply the edge flipping algorithm to find the canonical cell decomposition of Ω/ E, F . The initial triangulation consists of the two triangles {e 1 , Ee 1 , F e 1 } { Ee 1 , F e 1 , E F e 1 }. Two edge flips are performed, after which no more neighbouring vertices are below their respective faces, and our algorithm terminates. Figure 8(a) show the polyhedra visited by Algorithm 1, in particular, the figure shows its face classes in S 2 . Figure 8(b) shows part of the cell decomposition of Ω. The domain Ω itself is not known. Since the set of parabolic fixed points is dense on ∂Ω, generating many points in the orbit of the cusp gives an approximation to the shape of Ω. In particular, by inspection, the boundary looks strictly convex and has resemblance with an ellipse. We take the light-cone representative e 1 = (1, 0, 0) of the fixed point of [ E, F ]. The initial triangulation, and input to the edge flipping algorithm, is the pair of triangles {e 1 , Ee 1 , F e 1 } and { Ee 1 , F e 1 , E F e 1 }. The algorithm terminates after one edge flip (see Figure 9(a) ). The given points in the orbit can be used to certify that ∂Ω is not an ellipse: We fit an ellipse through 5 points on the boundary, as shown in Figure 9 (b) (note that it takes 5 points to define an ellipse since two ellipses may intersect at 4 distinct points). The ellipse does not pass through all the points on the boundary. Recall that a projective structure is hyperbolic if and only if the boundary is the central projection of a circle, hence the projective structure defined by (4, 7, one way to relate the two is to examine the structures in between. In particular, we can look at the cell decompositions of the linear combinations (1 − λ)(8, 2, 7, 2, 4, 2) + λ(8, 2, 3, 7, 1, 2) ∈ Q. Figure 10 shows the canonincal cell decompositions of 12 evenly spaced sample points along the segment joining (8, 2, 7, 2, 4, 2) and (8, 2, 3, 7, 1, 2) in Q. Only the canonical cell decompositions are shown. By inspection we can deduce that an edge flip occured along this segment, in particular, between λ = 0.82 and λ = 0.91. A binary search with more sample points would improve this estimate further. The parameter λ where the edge flip occurs is determined by the zero of polynomial of degree 13 polynomial.
