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Abstract
We give a short proof of a recent inequality of Audenaert, Datta and Ozols, and determine
cases of equality.
1 Introduction
Let X and Y be independent Rn valued random variables with probability densities ρ and σ
respectively. For any θ ∈ (0, π/2), a simple calculation shows that the sum cos θX + sin θY has
the density
ρ ⋆θ σ(x) :=
∫
R
ρ(x cos θ + y sin θ)σ(−x sin θ + y cos θ)dy . (1.1)
If Uθ is the orthogonal transformation on R
2n given in block form by Uθ =
[
cos θ1 − sin θ1
sin θ1 cos θ1
]
,
we can rewrite (1.1) as
ρ ⋆θ σ(x) :=
∫
R
ρ⊗ σ(Uθ(x, y))dy . (1.2)
Every probability density ρ on R that has a finite second moment has a well-defined entropy
S(ρ) given by S(ρ) = −
∫
R
ρ log ρ(x)dx with S(ρ) ∈ [−∞, S(γρ)] where γρ is the centered Gaussian
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density with the same variance as ρ. One form of Shannon’s Entropy Power Inequality, first proved
by Stam [8], is that for all ρ and σ with finite variance, and all θ ∈ (0, π/2),
S(ρ ⋆θ σ) ≥ cos2 θS(ρ) + sin2 θS(σ) . (1.3)
For a different proof, see [6].
Several authors [1, 4] have recently investigated quantum analogs of the entropy power in-
equality. Let H be a separable Hilbert space. Let U be any unitary operator on H⊗H, and let ρ
and let ρ and σ be two density matrices on H; i.e., positive trace class operators on H. Then the
operation
(ρ, σ) 7→ Tr2[U∗(ρ⊗ σ)U ]
where Tr2 is the partial trace over the second factor on H⊗H, provides general quantum analog of
the classical scaled convolution operation in (1.3). To get a closer analog, for which one can prove
an analog of the Entropy Power Inequality (1.3), one must make a choice of U that is somehow
analogous to the classical rotation in (1.3). There is a natural way to do this for a system of
n bosons, and the quantum analog of (1.3) was proved in this setting by Ko¨nig and Smith [4],
using a quantum implementation of the method of Stam [8]. In their setting, the Hilbert space
H is infinite dimensional. More recently, Audenaert, Datta and Ozols have sought and proved [1]
an analog of (1.3) that does not require the structure associated to a system of n bosons for its
formulation, and is valid for any pair of density matrices on any separable Hilbert space H.
Let H be any separable Hilbert space, possibly but not necessarily finite dimensional. Define
the swap operator S on H ⊗H by S(u ⊗ v) = v ⊗ u. S is self adjoint and unitary, and for each
θ ∈ [0, π/2], cos θ1H⊗H + i sin θS is unitary. To simplify the notation in what follows, we define√
t := cos θ so that for θ ∈ (0, π/2), sin θ = √1− t. For each t ∈ [0, 1], define
Ut =
√
t1H⊗H + i
√
1− t S . (1.4)
Then as t varies between 0 and 1, Ut provides a continuous unitary interpolation between the
identity and the swap operator S. Hence, for t ∈ (0, 1), Uθ may be thought of as a partial swap.
See [1] for the phyical context. For any two density matrices ρ and σ on H, and any t ∈ [0, 1],
define
ρ ⋆t σ = Tr2(Ut(ρ⊗ σ)U∗t ) . (1.5)
A straightforward computation yields the explicit formula:
ρ ⋆t σ = tρ+ (1− t)σ + i
√
t(1− t)[ρ, σ] . (1.6)
For a density matrix ρ on H, let S(ρ) := −Tr[ρ log ρ] be the von Neumann entropy of ρ.
Audenaert, Datta and Ozols prove [1] the following analog of (1.3):
S(ρ ⋆t σ) ≥ tS(ρ) + (1− t)S(σ) . (1.7)
In [1], (1.7) is by means of amajorization inequality; see [7]: Given two monotone non-increasing
sequence {κj} and {λj} of non-negative numbers with
∑∞
j=1 κj =
∑∞
j=1 λj < ∞, then {κj} is
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majorized by {λj} if and only if for all k ∈ N ,
∑k
j=1 κj ≤
∑k
j=1 λj , in which case we write
{κj} ≺ {λj}.
A theorem of Hardy, Littlewood and Po´lya [2] and Karamata [3], extended to infinite se-
quences in [5], says that {κj} ≺ {λj} if an only if there is a doubly stochastic matrix S (Si,j ≥ 0
and
∑∞
j=1 Si,j =
∑∞
j=1 Si,j = 1 for all i, j) such that κi =
∑∞
j=1 Si,jλj for all j. Then by the
strict concavity of h(x) = −x log x on [0, 1] we have the following: When {κj} and {λj} are
two non-negative non-increasing sequences with
∑∞
j=1 κj =
∑∞
j=1 λj = 1, and {κj} ≺ {λj}, then
−∑∞=1 κj log κj ≥ −∑∞=1 λj log λj, and when ∑∞=1 λj log λj <∞, there is equality if and only if
{κj} = {λj}. For any non-negative compact operator A on H, let λj(A) denote the jth largest
eigenvalue of A, with the eigenvalues repeated according to their multiplicity. The first part of
the following theorem is proved in [1] by a much longer argument.
1.1 THEOREM. For any two density matrices ρ and σ on H, and any t ∈ [0, 1], let ρ ⋆t σ be
given by (1.6). Then
{λj(ρ ⋆t σ)} ≺ {tλj(ρ) + (1− t)λj(σ)} . (1.8)
Moreover, {tλj(ρ) + (1− t)λj(σ)} = {λj(ρ ⋆t σ)} if and only if there is an orthonormal basis {φj}
of H such that ρφj = λj(ρ)φj and σ = λj(σ)φj for each j.
By Theorem 1.1 and what we have said about majorization and h(x) = −x log x,
S(ρ ⋆t σ) ≥ −
∞∑
j=1
h(tλj(ρ) + (1− t)λj(σ)}) ≥
− t
∞∑
j=1
h(λj(ρ))− (1− t)
∞∑
j=1
h(λj(σ)}) = tS(ρ) + (1− t)S(σ) , (1.9)
and this proves (1.7). If there is equality in (1.7) and the left side is finite, then by Theorem 1.1,
there is an orthonormal basis {φj} of H such that ρφj = λj(ρ)φj and σ = λj(σ)φj for each j.
Since the second inequality in (1.9) must also be saturated, it must be the case that λj(ρ) = λj(σ)
for each j, and hence ρ = σ. Thus our statement about cases of equality in Theorem 1.1 implies
that finite equality holds in (1.7) if and only if ρ = σ.
We now give a very short proof of Theorem 1.1. The second part, on cases of equality, is new.
The heart of the matter is the following lemma.
1.2 LEMMA. For all non-negative compact contractions A and B on H, and all t ∈ (0, 1), let
A ⋆t B := tA + (1 − t)B + i
√
t(1− t)[A,B]. Then λ1(A ⋆t B) ≤ tλ1(A) + (1− t)λ1(B). There is
equality if and only if there is a unit vector φ ∈ H such that Aφ = λ1(A)φ and Bφ = λ1(B)φ.
Proof. To prove the inequality, it suffices to show that
[tλ1(A) + (1− t)λ1(B)]1− A ⋆t B ≥ 0 . (1.10)
Define
X = (λ1(A)1−A) , Y = (λ1(B)1− B) and Z =
√
tX + i
√
1− tY . (1.11)
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Note that i
√
t(1− t)[A,B] = i[√tX,√1− tY ] = −ZZ∗+ tX2+(1− t)Y 2. Therefore, the left side
of (1.10) can be written as t[X −X2] + (1− t)[Y − Y 2] + ZZ∗. Since 0 ≤ X, Y ≤ 1, X −X2 ≥ 0
and Y − Y 2 ≥ 0, and this proves (1.10).
For the cases of equality, suppose that φ is in the null space of t[X−X2]+(1−t)[Y −Y 2]+ZZ∗.
Then 〈φ, [X −X2]φ〉 = 0, and hence either Xφ = 0 or Xφ = φ, and likewise for Y in place of X .
Then if either Xφ = φ or Y φ = φ, then ‖Z∗φ‖ ≥ √t(1− t)‖φ‖, so if φ 6= 0, Xφ = Y φ = 0, and
this proves the statement about cases of equality.
Proof of Theorem 1.1. For any k ∈ N , let ∧kH denote the antisymmetric k-fold tensor product
of H. For any bounded operator A on H, define the operator a[k] on ∧kH by
A[k](v1,∧ · · · ∧ vk) = (Av1 ∧ v2 ∧ · · · ∧ vk) + (v1 ∧Av2 ∧ · · · ∧ vk) + · · ·+ (v1 ∧ · · · ∧ vk−1 ∧ Avk) .
If A is self adjoint, non-negative and compact, so is A[k] and λ1(A
[k]) =
k∑
j=1
λj(A). In particular, if
A is a density matrix, then for all k ∈ N , A[k] is a non-negative contraction. Also, for any bounded
operators A,B on H, [A[k], B[k]] = [A,B][k].
It now follows from Lemma 1.2 that for any density matrices ρ and σ, the sequence {λj(ρ⋆tσ)} is
majorized by the sequence {tλj(ρ)+(1−t)λj(σ)}, and moreover, if
∑k
j=1 λj(ρ⋆tσ) =
∑k
j=1(tλj(ρ)+
(1−t)λj(σ)) for each k, then ρ and σ have a common eigenvector basis {φj} such that ρφj = λj(ρ)φj
and σ = λj(σ)φj for each j.
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