Abstract. Suppose F is a self-affine set on R d , d ≥ 2, which is not a singleton, associated to affine contractions
Introduction and the main results
1.1. Spectrum of self-affine measures. Let f j = A j + b j , j ∈ A, a finite collection of affine contractions of R d associated to a non-singular matrices A j ∈ GL(d, R) with A j < 1 and translation vectors b j ∈ R d . The self-affine set F associated to {f j : j ∈ A} is the unique non-empty compact set F ⊂ R d satisfying the invariance
Moreover, a natural class of measures µ associated to {f j : j ∈ A} are the self-affine measures, that is, those probability measures µ on F satisfying µ = j∈A p j f j µ for some weights 0 < p j < 1, j ∈ A, with j∈A p j = 1, which appear in the dimension theory of self-affine sets. The geometry of self-affine sets and measures has been extensively studied since their introduction and popularisation after the work of Falconer [18, 19, 20] , see also the survey [21] . Recently, a useful connection to the dynamics of the stationary measure (Furstenberg measure) on the projective space has been developed in the study of self-affine sets. This was first introduced and popularised by the work [22] by Falconer and Kempton originally appeared in 2015 (related ergodic theoretic ideas were also simultaneously developed by Bárány [6] ) and then it has been crucial in the analysis of the behaviour of self-affine sets and measures. See for example the recent works of Bárány, Hochman, Rapaport [8] , Bárány and Käenmäki [7] and Feng [23] just to name a few. This paper follows this line of research but develops the connection to random walks on matrix groups further. In particular we will apply the recent advancements in the theory of random walks on reductive groups (see for example the book [9] by Benoist and Quint) to study the spectral theory of the self-affine sets and measures. Consider the L 2 spectrum σ(µ, L 2 ) of the multiplier f → f * µ, in
where µ is the Fourier transform of µ, defined by µ(ξ) := e −2πiξ·x dµ(x), ξ ∈ R d .
The L 2 spectrum for singular measures µ in general has been a widely studied notion, in particular, depending on the behaviour of µ(n) at infinity, it has various applications throughout analysis and geometry. The original motivation comes from Riemann's uniqueness problem [50, 16] of trigonometric series (see Section 1.3 below) where the asymptotic behaviour of µ is linked to the multiplicity and uniqueness of the support of the measure µ. Moreover, the decay of µ at infinity can be linked to the prevalence of normal numbers or vectors in the support supp µ of µ, see the work of Davenport-Erdös-LeVeque [17] , to the existence of arithmetic patterns in supp µ [39] and absolute continuity of fractal measures [56] . Finally, in the harmonic analysis of singular measures µ, Hörmander proved that if µ(n) → 0 as |n| → ∞, then σ(µ, L
2 ) also agrees with the L 1 spectrum of the multiplier f → f * µ. This motivated (see the works of Sarnak [55] and Sidorov-Solomyak [59] ) to study the L 2 spectrum of various specific singular measures µ such as the Cantor-Lebesgue measure and Bernoulli convolutions. More recently the decay results have been useful in establishing results on quantum resonances in quantum chaos, see for example Bourgain and Dyatlov [13] .
The heuristic idea behind the decay of Fourier transform at infinity is commonly explained by some "chaotic properties" within the singular measure µ, such as when µ is given by a random measure associated to some random process such as Brownian motion or other random construction [32, 33, 34, 58, 25, 26] or by an equilibrium state to a sufficiently nonlinear dynamical system, see the various recent works on these [35, 36, 31, 52, 13, 40, 41, 44] . A classical result that really highlights this phenomenon is the theorem of Salem-Zygmund [54] and Piatetski-Shapiro [49] , which say that the Cantor-Lebesgue measure µ λ on the standard middle λ-Cantor set, 0 < λ < 1/2, satisfies µ λ (ξ) → 0 if and only if λ −1 is not a Pisot number, that is, a real number whose powers approximate integers exponentially fast. A similar result also holds for Bernoulli convolutions by the work of Salem [53] and Erdös [29] . Hence a some sort of "non-concentration" to arithmetic progressions (lattices) should characterise Fourier decay at infinity. In a recent work [45] we developed this connection further and in the setting of general self-similar measures, we proved the Fourier decay of the self-similar measures as long as the random walk defined by the contractions to not concentrate on a lattice/arithmetic progressions.
In the self-affine world we see that the correct analogue for the "chaos" assumption to gain Fourier decay of µ requires some form of irreducibility of the subgroup generated by the random matrix products from A j , j ∈ A, in GL(d, R). More formally this can be achieved if the subgroup generated by A j , j ∈ A, Γ = A j : j ∈ A < GL(d, R)
forms an irreducibility and proximal group. In this case we can prove the following result on the spectrum of self-affine measures: Theorem 1.1. Suppose F is a self-affine set on R d , d ≥ 2, which is not a singleton, associated to affine contractions f j = A j + b j , j ∈ A. If Γ = A j : j ∈ A forms a proximal and totally irreducible subgroup of GL(d, R), then
In the dimension theory of self-affine measures, especially in the recent works of Bárány-Hochman-Rapaport [8] the same assumption on irreducibility of Γ is required to prove the Hausdorff dimension of the self-affine measure µ agrees with its Lyapunov dimension. In our setting, after an application of Cauchy-Schwartz inequality, we observe that the Fourier transform µ(ξ) of a self-affine measure µ reduces to a probabilistic expression depending on ξ, which appears commonly in renewal theory of random walks on the d − 1 sphere S d−1 . In these cases the irreducibility of Γ is known to be crucial to establish a renewal theorem that proves Theorem 1.1.
1.2.
Power decay of µ and the Zariski closure of Γ. Theorem 1.1 does not say anything about the decay rate of µ at infinity. Having a quantitative rate of Fourier decay at infinity for µ can be important property in various applications. A classical application comes in harmonic analysis. Stein asked (see for example [60, pp. 122-123] ) to characterise singular measures µ which are L p improving, that is, those µ for which for some 1
In other words, the multiplier f → f * µ is a bounded operator from
One can use a complex interpolation argument to show that if a measure µ is L p improving for some p, then it is L p improving for all 1 < p < ∞, see [60, pp. 122-123] . If a measure µ on R d has a power Fourier decay at infinity, that is, for some α > 0 we have
then µ is L p improving with r defined by 1/r = 1/p − α and p ≤ 2 ≤ r, see Zygmund [63, 26, Vol. II, p . 1271] for a proof. Moreover, if one can prove the Fourier transform of µ has power decay at infinity, then the support of µ has positive Fourier dimension, see the book [48] by Mattila for a history and survey of this notion in connection to various problems in geometric measure theory, fractal geometry, and harmonic analysis. Positivity of the Fourier dimension of the support of µ implies µ almost every vector in the support of µ is normal in every base, see for example [17] . In the self-affine case we are considering establishing power Fourier decay of µ could be helpful in the study of absolute continuity for classes of self-affine measures, see the discussion in Section 1.4 below.
In the proof of Theorem 1.1 we observe that the key point, where we obtain a slower rate than polynomial in the Fourier decay, comes from the rate of convergence for the renewal theorem for random walks on S d−1 . In particular these rates can be improved when assuming R-split for the Zariski closure of Γ, see Definition 3.6 for a formal definition. Using the exponential speed in the renewal theorem established in [41] , which is based on the discretized sum-product estimates invented by Bourgain and developed in [30] and [42] , we give a power decay. Theorem 1.2. Suppose F is a self-affine set, which is not a singleton, associated to affine contractions f j = A j + b j , j ∈ A. If the Zariski closure of Γ = A j : j ∈ A is R-splitting and connected in Zariski topology, and acts irreducible on R d , we have polynomial decay of Fourier coefficients: there exists α > 0 such that
In particular, µ is L p improving for all 1 < p < ∞ and F has positive Fourier dimension.
Let us now discuss about the validity of the assumptions of Theorem 1.2 below:
Remark 1.1.
(1) The assumption on R-splitting and connectedness of the Zariski closure of Γ is always satisfied if the group Γ is Zariski dense in GL(d, R), which is a connected R-splitting algebraic group. (2) When d = 2, the R-splitting of the Zariski closure is actually equivalent to the condition of linear part in Bárány-Hochman-Rapaport [8] , because a subgroup of GL(2, R) whose image in PGL(2, R) is non-compact and totally irreducible is always Zariski dense in PGL(2, R). Due to the hypothesis that the linear part is contracting A j < 1, its Zariski closure is the whole GL(2, R), which satisfies our assumption by the above remark. (3) Due to the structure of algebraic subgroups of GL(d, R), for d = 3 a totally irreducible subgroup whose image in PGL(3, R) is not compact still always has a R-splitting Zariski closure. Because the semisimple part of the connected component of the Zariski closure is conjugated to SL(3, R) or SO (1, 2) . In the first case, due to A j < 1 the Zariski closure is the whole group GL(3, R). In the second case, the Zariski closure is conjugated to R * × SO(1, 2), where R * × SO(1, 2) means R * id 3 ×SO(1, 2) and which is R-splitting and algebraically connected. Hence for d = 2, 3, Theorem 1.2 holds under the condition of total irreducibility and the image in PGL(d, R) is non-compact. (4) Starting from d = 4, there is the algebraic subgroup SO(1, 3) of GL(4, R) which is not R-splitting. The Zariski closure can also be algebraically non-connected, for example
The group SL(2, C) can be seen as a subgroup of GL(4, R) and action of SL(2, C) on R 4 is not proximal. Hence for d = 4, the proximal condition in Theorem 1.1 is used to exclude this case. In dimension d = 4, the situation becomes much more complicate due to the appearance of different type of Lie groups.
We conjecture that the power decay of the Fourier transform of the self-affine measure is true only under the condition of Theorem 1.1 (i.e. without the R-splitting of the Zariski closure) or even without the proximal condition. For this purpose, we would need to generalise the renewal theorem with exponential error term to more general situation, which is a prospect for a future work. 
then are a ξ = b ξ for all ξ ∈ Z d ? Any set F satisfying the Uniqueness Problem is called a set of uniqueness. Otherwise F a set of multiplicity. In dimension d = 1 this problem originated in the seminal works of Riemann, Cantor and Young [50, 16, 62] . In these works it is proved that any countable set in R is a set of uniqueness. After these works the problem has become a popular topic in Fourier analysis, see for example the survey of Körner [38] and the references therein.
In the higher dimensional setting there are various ways to generalise the uniqueness problem, and depending on the way we sum, one has very different outcomes, see [4, 5] for discussion and references. If the summation in (1.1) is rectangular, that is, we sum over
, then Ash, Freiling and Rinne [2] proved that F = ∅ is a set of (rectangular) uniqueness. Another way to generalise this is to consider spherical summation in (1.1), that is, sum over ξ ∈ B(0, r n ) for some radii r n → ∞ as n → ∞. In this case Bourgain [12] established F = ∅ is a set of (spherical) uniqueness and later Ash and Wang [4] generalised this to all finite sets F . See Ash's survey [3] for more historical overview and references of the uniqueness problem in recent literature.
For the uncountable (fractal) case, in the dimension d = 1, the works of Salem, Zygmund [54] et al. have been attempting to give classifications of the sets of uniqueness and multiplicity. The known fractal examples of sets of multiplicity were the middle λ Cantor sets C λ with 0 < λ < 1/2 where the middle 1 − 2λ part of [0, 1] is removed and that λ −1 is not a Pisot number. Moreover, recently by using methods from random walks on the additive group R, we proved in [45] that every self-similar set on R, which is not a singleton and the contractions f j (x) = r j x + b j defining F satisfy that log r j / log r ℓ is irrational for some j = ℓ, then F is a set of multiplicity. In all of these cases, proving a multiplicity of a compact set F is closely related to the spectrum σ(µ, L 2 ) of measures µ supported on F . In particular, using Menshov's localisation argument, see for example the survey of Körner [38] , if a probability measure µ on F satisfies µ(ξ) → 0 as |ξ| → ∞, then for any sequence of rectangles
for any x / ∈ F . Here we note that [38, Theorem 3] is stated only for one dimensions, but any rectangular Fourier series is a product of d one dimensional Fourier series and restriction of µ on these spaces has also Fourier decay. Hence any F ⊂ T d supporting a probability measure µ with µ(ξ) → ∞, as |ξ| → ∞, must be a set of (rectangular) multiplicity. Thus as a Corollary of Theorem 1.1 we have Corollary 1.2. Suppose F is a self-affine set on T d , which is not a singleton, associated to affine contractions f j = A j + b j , j ∈ A. If Γ = A j : j ∈ A forms a proximal and totally irreducible subgroup of GL(d, R), then F is a set of rectangular multiplicity. , that is, when Γ = A j : j ∈ A lacks irreducibility, then does this imply actually that F is a set of (rectangular) uniqueness? This would be the analogue of result of Salem-Zygmund [54] and Piatetski-Shapiro [49] that the middle λ-Cantor set is a set of multiplicity if and only if λ −1 is not a Pisot number. However, as far as we know this has not been developed further after this so we conjecture a self-affine set is a set of (rectangular) uniqueness if the assumptions of Theorem 1.1 fail. Another direction where to look at Corollary 1.2 would be to consider the spherical summation in (1.1) instead of the rectangular one. Here one faces some obstacles as it is not clear how to deduce a spherical analogue of (1.2) from the decay µ at infinity. For example, in Weisz's survey [61, Page 27] on multiple trigonometric series we see that spherical summations do not have such nice approximation formulae in higher dimensions as one dimension 1 used in Menshov's localisation argument [38, Theorem 3] for probability µ on R.
1.4.
Absolute continuity of self-affine measures. A motivation for establishing the power decay of Fourier transform of a fractal measure µ appears often in the study of absolute continuity of µ such as Bernoulli convolutions arising from overlapping self-similar iterated function systems, see for example the works of Shmerkin [56] , Shmerkin-Solomyak [57] and Saglietti, Shmerkin and Solomyak [51] . See also the recent work on absolute continuity of self-similar measures in dimension at least 3 by Lindenstrauss and Varju [46] , which is more closely related to our setting. In Shmerkin's original work [56] on the absolute continuity of Bernoulli convolutions, the core idea is to separate the Bernoulli convolution into the convolution of a two self-similar measures. The additive convolution structure of the self-similar measure is crucial in this method, which enables us to combine the full dimension and Fourier decay to obtain the absolute continuity (also known as Erdös-Kahane method, see [56] for a good survey of the topic). The method of Saglietti, Shmerkin and Solomyak in [51] on the absolutely continuity of non-homogeneous self similar measure is to try to transfer every thing to homogeneous self-similar case and it is done by using the commutativity of R. For example, if we have two map with different contraction ratios r 1 = r 2 , then the twice iteration has four maps and only three different contraction ratios r 2 1 , r 2 2 , r 1 r 2 , with two different maps with the same contraction ratio r 1 r 2 . In higher dimensional self-similar case, Lindenstrauss and Varju [46] also used the same idea, that is, using the commutativity of R, to extract a part of the IFS with the same contraction ratio.
However, in the self-affine case we are considering, it is the non-commutativity of the linear parts that gives the power Fourier decay of the self-affine measure in Theorem 1.2 by the renewal theorems we proved in S d−1 . We are unable to extract a part of the IFS with the same contraction ratio, so the methods used by Saglietti, Shmerkin and Solomyak [51] and Lindenstrauss and Varju [46] cannot be adapted in our setting. Any kind of convolution structure of the self-affine measure is difficult to find in this case, which would probably require a new method involving different type of separation of the self-affine measure. We expect that there should be a result for self-affine measures analogous to the work of Lindenstrauss and Varju [46] , say, a result with a parametrised family of self-affine measures or a random version saying the absolute continuity of µ holds almost surely, where Theorem 1.2 would be applied to.
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2. Preliminaries on self-affine geometry 2.1. Symbolic notations and products of matrices. Fix an iterated function system {f j : j ∈ A} consisting of maps f j = A j + b j for A j ∈ GL(d, R) and b j ∈ A with A j < 1 for all j ∈ A, where we write · as the operator norm of matrices. Let F be the compact non-empty self-affine fractal associated to {f j : j ∈ A}, that is,
We say that µ is a self-affine measure on F if there exist weights 0 < p j < 1, j ∈ A, such that j∈A p j = 1, and µ satisfies the relation
. Write A * the set of all finite words and A n the set of all length n words. Let w ∈ A n . Define the composition
where A w := A w 1 . . . A wn and b w is the corresponding translation component.
2.2.
Regularity of self-affine measures. Self-affine measures enjoy the following weak form of Ahlfors-David regularity, which is a folklore result that we prove here. Currently we found a reference by Feng and Lau [24] , where this was proven for self-similar measures on R d , and we follow the same idea. We only need the upper bound in our proof and the upper bound can also be found in Aoun-Guivarc'h [1] , where they prove regularity of the stationary measures which contains our self-affine measures.
The following notation is only used in this subsection. We write
Note that the diameter diam(F w ) ≤ A w . Denote r w := A w , which will shrink exponentially as |w| → ∞ due to A j < 1 for all j ∈ A. Definition 2.2 (Words A r with prescribed matrix norm). For r > 0 write the collection of words w corresponding to roughly norm r matrices A w as:
wherew is the length |w| − 1 word obtained from w by removing the last letter of w.
Note that if we fix r > 0, then we have the following invariance:
Lemma 2.3. Assume the self-affine set F is not a singleton and µ is a self-affine measure on F . Then there exist constants C 1 , C 2 > 0, r 0 > 0, and exponents 0 < s 2 < s 1 such that
Proof. Since F is not a singleton, we can find two words w 1 , w 2 ∈ A η for some 0 < η ≤ 1 such that F w 1 ∩ F w 2 = ∅. Note that F w is always contained in a ball of radius r w = A w as · is the operator norm. Hence we can find 0 < r 0 < r min := min{r j : j ∈ A} such that for any x ∈ R d the ball B(x, r 0 ) intersects at most one of the sets F w 1 and F w 1 as they are compact. Write ϕ(r) = sup : w ∈ A η }.
Thus for any x ∈ R d and 0 < r < r 0 we have either that B(x, r) ∩F w 1 = ∅ or B(x, r) ∩F w 2 = ∅. If B(x, r) ∩ F w 1 = ∅, then by the identity (2.1) over the words in A r we have
If B(x, r) ∩ F w 2 = ∅, a symmetric argument also shows
Hence we have proved for t = max{1 − p w 1 , 1 − p w 2 } that µ(B(x, r)) ≤ tϕ(r/c) so we have the doubling condition ϕ(r) ≤ tϕ(r/c), 0 < r ≤ r 0 .
This gives the upper bound we claimed using
since for all 0 < r ≤ r 0 by choosing n ∈ N such that c n r 0 < r ≤ c n−1 r 0 we obtain:
For the lower bound, let D = diam(F ). Then for every x ∈ F and 0 < r ≤ r 0 there exists a word w ∈ A r/D such that x ∈ F w . Thus diameter diam(F w ) < r and F w ⊂ B(x, r). This gives us
with s 1 = max{log p j / log r j : j ∈ A} and C 1 = min{1, r min /(2D)} s 1 .
3. Quantitative renewal theorem for random walks on the sphere S
The main method in Theorem 1.1 and Theorem 1.2 is to reduce the analysis to a renewal theorem (and their quantitative rates) for random walks on the sphere X := S d−1 . There are works of Kesten [37] for general Markov process, Guivarc'h-Le Page [28] and Boyer [14] for the same situation.
Here we need a quantitative version. A similar situation is the renewal theorem for random walks on the projective space P(R d ), which was done by Li [40, Proposition 4.17] . Here we will give the analogous renewal theorem in X and later in the paper describe the modifications we need to introduce to the proof of [40, Proposition 4.17] to get the renewal theorem on X. (1) We call Γ strongly irreducible (totally irreducible) if the group Γ does not fix a union of a finite number of proper subspaces of R d . (2) The subgroup Γ is proximal, if there exists an element g in Γ such that the g has a unique eigenvalue of greatest absolute value and this eigenvalue is simple and real. These two conditions are important in the theory of products of random matrices. If we want to know whether a subgroup satisfies these condition, then it is sufficient to check the Zariski closure (see [47] ).
We fix an euclidean norm on R d . For an element g in GL(d, R), define the norm cocycle by σ(g, z) := log |gv| |v| for z in X and v ∈ R * z. We will write gz for a point in X given by gv/|gv| for v ∈ R + z, which gives an action of G on X. This notation should not be confused with gv which is a vector in R d . Let λ be a Borel probability measure on GL(d, R) with compact support such that Γ λ acts proximally and strongly irreducibly on R d . A Borel probability measure ν on X is called λ-stationary if
Let ν be a λ-stationary measure on X. Equip X with the induced distance from the euclidean distance on R d . One important regularity of the stationary measure is the following Lemma 3.2 (Guivarc'h regularity). Under the above hypothesis, there exist C, α > 0 such that for every hyperplane Y in X and r > 0,
Proof. Let π be the projection from the sphere X to the projective space P(R d ). Then the pushforward measure π * (ν) is the Furstenberg measure on P(R d ). The regularity of ν comes from the regularity of the Furstenberg measure (See [27] or Theorem 14.1 in [9] ).
Let σ λ be the first Lyapunov constant of λ, which is given by 
Recall that λ is a Borel probability measure on GL(V ) with compact support such that Γ λ acts proximally and strongly irreducibly on V . Suppose that the every element g in supp λ satisfies g < 1. Let X 1 , X 2 , . . . be the random walk on GL(V ) with the same distribution λ.
Define the matrix product S n = X n . . . X 2 X 1 .
Because the operator norm of X j is less than 1 almost surely, the norm of S n decrease with respect to n. For t > 0 and x in X define a stopping time n t : X → N by
The advantage of X n · · · X 1 x with respect to X 1 · · · X n x is that the limit distribution is simpler to understand. The action is just multiplying a matrix in the left. We define a renewal operator for stopping time for x ∈ X and t > 0
where λ * n is the n-fold self-convolution of λ, defined by λ * n = λ * λ * (n−1) for n ≥ 1 and λ * 0 is the Dirac mass on the identity matrix. We need to study the random walk and λ-stationary measures on sphere X instead of projective spaces P(V ). Guivarc'h and Le Page [28, Proposition 2.14] proved that if Γ λ preserves a convex cone in V then there exists two λ-stationary λ-ergodic measures ν 1 , ν 2 on the sphere X. There will be two continuous positive function p 1 and p 2 (For the characterization of p 1 and p 2 , see [14] Lemma 2.13) on X such that p 1 + p 2 = 1, p i |supp ν j = δ i,j , where δ i,j is the Kronecker symbol, and for j = 1, 2, x ∈ X p j (x) = p j (gx) dλ(g).
In the contrary, if Γ λ dose not preserve any convex cone in V , then the λ stationary measure on X is unique.
Let us now write formally the renewal theorem in our situation. For this purpose define the following measures ν x : Definition 3.3. For x ∈ X, we define
These measures ν x are the limit distributions for the random walk on X starting from x, following the law of λ. When we are given a Borel probability measure τ with compact support supp τ , the size of the support of τ is defined by the maximal norm:
In the renewal theorem, we need to assume some regularity from the test functions we consider so for this purpose let us define the Lipschitz norm of f : X × R → C by
Using these notations, we have the following: Proposition 3.4 (Renewal theorem irreducibility and proximality). Let λ be a Borel probability measure on GL(V ) with compact support, such that the group Γ λ acts proximally and strongly irreducibly on V . Suppose that every element g in supp λ satisfies g < 1.
Let f be a continuous function on X × R with f Lip finite. Then for t > 0 and x ∈ X we have
The proof of Proposition 3.4 is postponed to Section 5 later.
Remark 3.5.
(1) The key point in renewal theorem is that the limit distribution of the jump t + log |S nt (x)| is absolute continuous. Our assumption of proximality and irreducibility are used to obtain non-arithmeticity, which is the crucial condition to obtain continuous limit distribution.
(2) The above renewal theorem for stopping time without error term has already been proved in [28, Theorem 4.8] , by using the method in [37] . (3) In our application, a quantitative version is needed. Proposition 3.4 is only proved for SL 2 (R) in [40] by using the method of transfer operator developed by Guivarc'h. The same strategy works under strongly irreducible and proximal condition. This is the most technical part, please see Section 5.
If we know that the Zariski closure of the group Γ is R-split (recall Bourbaki [11] for a definition), then we can use the spectral gap established in [41] to obtain an exponential error term in the above Proposition 3.4. Recall the definition of real splitting Lie groups ( [11] ). Definition 3.6 (R-splitting Lie groups). Let G be a Lie group and g its Lie algebra. Then G is R-splitting (with rank n) if G contains a subgroup G 0 isomorphic to (R >0 ) n such that the adjoint representations {Ad(g) : g ∈ G 0 } are simultaneously diagonalisable, and the normalizer of G 0 in G is also of dimension n. Here the adjoint representation Ad(g) ∈ GL(g C ), g ∈ G, for the complexified Lie algebra g C of g, are the differentials of inner automorphisms Int(g), g ∈ G, defined by Int(g)(γ) = gγg −1 , γ ∈ G, when extended by linearity to the complexified Lie algebra g C of g.
Assuming in addition to the assumptions of Proposition 3.4 the R-split and connectedness for the Zariski closure for Γ, we can state the following quantitative renewal theorem using exponential error terms. Recall that the Zariski closure of a strongly irreducible group Γ is always reductive, which explains our condition in the following proposition. A Borel probability measure λ on an algebraic group G is called Zariski dense if the group Γ λ is Zariski dense in G.
Proposition 3.7 (Renewal theorem for R-splitting Lie groups on the sphere). Let G a connected algebraic reductive group defined and split over R, which acts irreducibly on V . Let λ be a Zariski dense Borel probability measure on G with a compact support. Suppose that every element g in supp λ satisfies g < 1.
There exists ε > 0 such that the following holds. Let f be a smooth function on X × R. Then for t > 0 and x ∈ X, we have
The proof of Proposition 3.7 is also done in the later Section 5. We will now show how to apply Proposition 3.4 and Proposition 3.7 to prove Theorem 1.1 and Theorem 1.2. We will postpone the proofs of renewal theorems to the later sections.
Proof of the main results

4.1.
Strategy of the proof. Let us now prove the main results, namely, Theorem 1.1 and Theorem 1.2. Define the probability measure λ 1 on GL(d, R) by
Let A w 1 , . . . , A wn be an i.i.d. sequence of matrices, w ∈ A n , distributed according to λ 1 from GL(d, R) and define the product
Because the operator norm of A j is less than 1, the norm of A w will decrease with respect to n. Using the stopping time notation, recall Section 3.1, for t > 0 and z ∈ S d−1 we define the stopping time n t :
where w is an element inÃ the set of infinite words w 1 w 2 · · · . Then n t (z) is a function of words w ∈Ã. Write W t (z) = {w 1 · · · w n w t (z) : w ∈Ã}, which is a finite subset of A * , and define P t = P z t on A * by setting P t = w∈Wt(z) p w δ w , where δ w is the Dirac measure on w. Then in particular the self-affinity of µ = j p j f j µ implies the following: Lemma 4.1. For any z ∈ X and t > 0 we have
For simplicity of the notation, we will sometimes abbreviate W t (z) to W t if there is no ambiguity. In fact, once the direction of ξ is fixed, the stopping time is fixed.
4.2.
Reduction to matrix products. Fix ξ ∈ R d and t > 0 with the associated stopping time n t : X → N. We first reduce the Fourier transform to an expression involving products A w = A w 1 . . . A wn of the matrices by using the stopping time n t (z) associated to the vector z = ξ/|ξ| ∈ X. Lemma 4.2. For all ξ ∈ R d and t > 0 we have
with z = ξ/|ξ|.
Proof. Recall Lemma 4.1, by the self-affinity
where the product weight p w := p w 1 . . . p wn .
Thus by Cauchy-Schwartz, we have
Opening up we see that
Here by definition we have that
so the proof is complete by ξ · A w (x − y) = A ⊤ w ξ · (x − y).
4.3.
Controlling nearby points. Fix s = s(ξ), t = t(ξ) > 0 (which will be specified later) such that |ξ| = se t For δ = s −ε denote the tube
Here we use the upper Frostman property (Lemma 2.3) to control this part.
Lemma 4.3. We have for some α > 0 and C > 0 that for all δ < r 0 from Lemma 2.3 the following decay holds:
Proof. Since w∈Wt p w = 1, we have that
Thus by Fubini's theorem and Lemma 2.3 we have the following upper bound (for C = C 2 and α = s 2 ) since δ < r 0 in Lemma 2.3:
so the claim follows.
4.4.
Renewal operator appears. We define another measure on GL(d, R)
which is the distribution of A ⊤ j , the transpose of A j . This is the measure we need in the renewal operator. The renewal operator adds elements on the left, while self-affinity adds elements on the right, this is the reason why we take the transpose.
In order to understand what happens in the case when |x − y| ≥ δ for the sums
in the one-dimensional self-similar case [45] , we used the stopping time n t to write this sum as an expectation E Pt (g(S t − t)) for some suitable function g depending on ξ. In here we need to take into account the direction z = ξ/|ξ| ∈ X. Recall that in renewal theory (see the Section earlier on renewal theorem), we defined the following renewal operator from bounded Borel functions on X × R to functions on X by
where X = S d−1 and for an element g ∈ GL(d, R), the map σ(g, z) = log |gv| |v| for z in X and v ∈ R * z. Recall that we wrote gz for a point in X given by gv/|gv| for v ∈ R + z, which gives an action of G on X. The following translation of languages allows us to analyse the averages (4.1) using the operators E t f (x) as follows:
For all x, y ∈ R d , z = ξ/|ξ| ∈ X and t > 0 we have
where z 1 = (x − y)/|x − y|, for a suitable
with s 1 = |ξ|e −t |x − y|. we obtain E t g s 1 = E t g s 1 ,z 1 . By Proposition 3.4, we have
The term g s 1 Lip bounded by O(s). To obtain the decay from high oscillation, we will first take y, h such that z, hy is not too small, which implies that the oscillation in g s 1 is large. Then we integrate with respect to the Lebesgue measure u to obtain the decay.
More precisely, let D(z 1 , s) be the subset of G × X such that for (h, y) in this set we have | z 1 , hy | < s −ε . By stationarity and Lemma 3.2 (Guivarc'h regularity), we have
where Y z 1 = {x ∈ X| z 1 , x = 0}. For (h, y) not in D(z 1 , s), the frequency of the oscillation function g s 1 is large, that is
Since λ is compactly supported, the norm cocycle σ(h, y) is bounded. Then by an elementary estimate [40, Lemma 3.7] , we have
Therefore, we obtain a upper bound of the main part
The error term is bounded by o t O(s). Recall that |ξ| = se t and o t tends to zero as t tends to infinity. When |ξ| tends to infinity, with a suitable chose of t and s = o −1/2 t , then E t g s 1 ,z 1 tends to zero. Hence by Proposition 4.4, the proof is complete.
Remark 4.5. Here the group Γ λ equals Γ ⊤ , the transpose of the group generated by the linear part of the affine contraction. The transpose group Γ ⊤ is also strongly irreducible and proximal, which enables us to apply renewal theorem.
The Zariski closure of Γ ⊤ is the transpose of the Zariski closure of Γ. The transpose does not change the splitness and the connectedness. In fact, these two algebraic groups are isometric. This ensures that we can use Proposition 3.7 in the following proof. 4.6. Proof of Theorem 1.2. We keep the notation in the proof of Theorem 1.1. We only need to give a better bound of the error term. By Proposition 3.7 we have 
gives that
Therefore, combining (4.5) and (4.6)
Moreover, by (4.4) we then have, as |ξ| → ∞, that
Thus the decay rate of | µ(ξ)| as |ξ| → ∞ is polynomial.
Proof of the renewal theorems
We start to prove the renewal theorems for random walks on the sphere
and V := R d equipped with a norm. Recall that our random walk given by the measure λ on GL(V ), and the group Γ λ acts proximally and strongly irreducibly on V . We relax the assumption on the support to finite exponential moment, that is there exists ε > 0 such that
We only suppose σ λ < 0 instead of g j < 1. The first step, we will follow [14] to obtain the classic renewal theorem with an error term depending on some operator. The section 4 of [14] is written for general groups, which also works in our cases. Next, with the additional assumption that the Zariski closure is R-split, we use the spectral gap in [41] to obtain an exponentially error term in our renewal theorem. At last, we follow [40] to obtain the renewal theorem for residue process with an error term.
For the renewal theorem on projective spaces please see [40] . Here we deal with renewal theorem on spheres, for more details please see [14] and [28] .
5.1.
Renewal theorem for random walks on spheres. We follow [14, Section 4] in this part. Recall the measure ν x defined in Definition 3.3. For x in X and a continuous function f on X, we let
For a continuous function f on X × R, we write
where f t (x) is seen as a function on X.
Recall that for g in GL(V ) and x = v in X, we write σ(g, x) = log |gv| |v|
. Let z be a complex number and let P z be the complex transfer operator on X: For ℜz small enough and f a continuous function,
Then the operator N 0 projects the function on X to the subspace of P 0 -invariant functions.
(See [14, Lemma 2.13]) We define the renewal operator. For a bounded positive Borel function f on X × R, let
Let f be a positive bounded continuous function in
Let C γ (X) be the space of γ-Hölder continuous functions on X and the norm is given by
which is the supremum of the Hölder norm on f (·, ξ). Define another a Sobolev norm
Write the Fourier transform f (x, ξ) = e iuξ f (x, u) du.
Proposition 5.1. Let λ be a Borel probability measure on GL(V ) with an exponential moment, such that the group Γ λ acts proximally and strongly irreducibly on V . Suppose that the first Lyapunov exponent σ λ is negative. Then (i) There exists γ > 0 such that P z preserves the Hölder space C γ (X) when ℜz small. There exists an analytic operator U(z) on C γ (X), defined on a neighborhood of the imaginary line, such that for z in a neighborhood of the imaginary line
We want to explain how to establish this renewal type theorem by using [14, Theorem 4.1].
(1) Since Γ λ is strongly irreducible and proximal, by [ C γ (X) . But this condition is only used to get a larger definition region of the analytical operator U(z), which is then used to obtain the renewal theorem for some regular functions. We will give a stronger condition in the next subsection. (3) In our situation, we only need the existence of U(z) in a neighbourhood of the imaginary line. This is due to the fact that P ib for b ∈ R has 1 as eigenvalue only at b = 0, which is a consequence of the non-arithmeticity of the cocycle σ(g, x). Under our proximal and strongly irreducible assumption, the non-arithmeticity can be found in [28, Proposition 2.5] or [9, Theorem 7.4]. (4) In one dimensional case [45] , we need the extra assumption that the contracting ratio is non-arithmetic. But in higher dimension, the non-arithmeticity is automatically given by the proximal and strongly irreducible condition. Remark 5.2. In our renewal theorem, the main term is given by the integration on (−∞, t), because the Lyapunov constant σ λ is negative and the random walk on R is in the negative direction.
5.2.
Exponential error term. Now, we want to explain how to obtain the exponential error term in renewal theorem under the additional assumption that the Zariski closure of Γ λ is connected and R-split. Recall that a Borel probability measure λ on an algebraic group G is called Zariski dense if the group Γ λ is Zariski dense in G. The key input is the following uniform spectral gap for complex transfer operator Lemma 5.3 (Spectral gap). Let λ be a Zariski dense Borel probability measure on a connected algebraic reductive group G defined and split over R with a finite exponential moment. For γ > 0 small enough, there exist ̺ < 1, C > 0 such that for all b and a in R with |b| large enough, |a| small enough and f in C γ (X), n in N we have
This spectral gap in established in [41] Theorem 4.21 for semisimple groups and the transfer operator is on the projective spaces. We will indicate the modification needed to prove this version later.
The spectral gap of P z implies that the analytic operator U(z) in Proposition 5.1 has an analytic continuation to a strip of the imaginary line and the operator norm of U(z) is bounded by a polynomial of the imaginary part. We can obtain an exponential error term in renewal theorem by the same approach as in [41] Section 4.4. The strengthened version of renewal theorem is as follows Proposition 5.4. Let G a connected algebraic reductive group defined and split over R, which acts irreducibly on V . Let λ be a Zariski dense Borel probability measure on G with a finite exponential moment and σ λ < 0. For every γ > 0 small enough, there exists ε > 0 such that for f in C ∞ c (X × R), all x in X and t, we have
where | supp f | is the supremum of the absolute value of x in supp f and Lemma 5.5. With the same assumption as in Lemma 5.3, for every γ > 0 small enough, there exist C > 0 and 0 < ̺ < 1 such that for all f in C γ (X), |a| small enough and n ∈ N
The first inequality is due to exponential moment and Cauchy-Schwartz inequality. The third inequality (5.3) can be proved similarly as in Lemma 4.6 of [14] . Boyer only proved similar inequality for ℜz ≥ 0, but the same argument also works for all |ℜz| small. The term |b| γ is |z| in [14] , which comes from [14, Page 57, Line 7] . But this term can be replaced by |z| γ if we replace that inequality by a sharper inequality [43, Page 133, line 14] . By (5.3) with z = 0 and Theorem (Ionescu-Tulcea and Marinescu in [ITM50]), we know that P 0 has essential spectral radius r less than 1. This means that in the subset of the complex plane B(0, 1) −B(0, r), the spectral values of operator P 0 are eigenvalues and countable. Moreover, the possible accumulation points of the eigenvalues are in B(0, r). Therefore, since P 0 restricted to ker N 0 has no eigenvalue of absolute value 1 (N 0 is a projection on C γ (S n−1 ) whose image is exactly the P 0 -invariant subspace of C γ (S n−1 )), we know that P 0 has spectral radius less than 1 in ker N 0 . We conclude that there exist ̺ < 1 and C > 0 such that for n ∈ N and f ∈ C γ (X),
In particularly, this implies (5. It is useful to take a different regularity norm, for f in C γ (X) and b in R * , let
Lemma 5.6. With the same assumption as in Lemma 5.3, for every γ > 0 small enough, for |b| large enough and |a| small enough, there exist ε 2 , C 2 such that for f in C γ with |f | γ,b ≤ 1 and any λ-stationary measure ν on X, we have
Proof. Recall that Proposition 4.24 in [41] is the same statement for connected semisimple algebraic groups defined and split over R and the stationary measure is on projective spaces or flag varieties. We will indicate the modification needed to prove our case. In the proof of Proposition 4.24, using Cauchy-Schwartz inequality, then we apply the Fourier decay of stationary measure to the following quantity for g, h in G
Step 1: Reduce the spherical case to projective case. We need to separate the functions on the sphere. For w ∈ X, let r(w) = −w be its antipodal point in X. Then every function f on X, can be separated into
Then f 1 is invariant under the action of r and f 2 goes to its additive inverse under the action of r. What's more, the C γ norm of f 1 , f 2 is less than f . Let C γ 1 and C γ 2 be the spaces of γ Hölder function on X which is invariant and anti-invariant under the action of r, respectively.
We will prove Lemma 5.6 for C γ 1 and C γ 2 , then Lemma 5.6 also holds for C γ . For f ∈ C γ j with j = 1 or 2, we know that the product
, where π is the map from X to PV . The cocycle function is actually defined on PV , which is also invariant under r. Therefore
where ν PV is the unique λ-stationary measure on PV which the pushforward of the measure ν under the map π. Then we can continue as in the proof Proposition 4.24 for projective spaces.
Step 2: Reduce the reductive case to semisimple case. There is no essential difficulty and the following is a conceptual argument. (This is the only part we really need theory of algebraic groups. For the first time reading, you can assume G = GL(2, R). For more details of algebraic groups, please see [10] and [9] )
We recall some notation from [41, Section 2.1], the Lie algebra a is the Lie algebra of a maximal torus A, the semisimple part of a is b, the flag variety P, the Iwasawa cocycle σ from G × P to a. The norm cocycle can be separated into central part and semisimple part for g in G and u in PV (See for example [41, Page 8] )
For example when the Zariski closure is GL(V ), then the central part is the logarithm of the absolute value of the determinant. For more details of this example, please see example in [41, Page 11] . We can write
The integral only involves the semisimple part and we want to use the Fourier decay on the flag variety to deal with it. Let π V be the map from the flag variety P to the projective space PV . Since the map π V is G-equivalent, we can lift every thing from PV to the flag variety P, the λ-stationary measure ν PV to the λ-stationary measure ν P , the function f on PV to a functionf on P, the cocycle σ ss (g, u) to σ ss (g, η u ), uhere η u is in P such that π V (η u ) = u.
Let q be the quotient map from G to its quotient by the connected center C, that is q : G → G 1 = G/C. The quotient group G 1 is a connected semisimple algebraic group defined and split over R, which satisfies the hypothesis of Proposition 4.24 in [41] . Then q * (λ) is also a Zariski dense measure on G 1 .
Since the action of G on P factors through G 1 = G/C, we have gη = q(g)η for g ∈ G and η ∈ P and the q * (λ)-stationary measure on P is also ν P . Since q induces an injective map on b, the Lie algebra b can also be seen as the Lie algebra of a maximal torus in G 1 . For the semisimple part of the cocycle, there exists a nonzero weight χ in the dual space of the Lie algebra b such that σ ss (g, η) = χσ(q(g), η), (5.4) where σ(q(g), η) is the Iwasawa cocycle which takes value in the Lie algebra b. Then as in the proof of Proposition 4.24, we can apply the Fourier decay of the stationary measure on flag variety for q * (λ) on G 1 and we know the integral
is small for most pairs (g, h) ∈ G × G.
For the extra term, we know
We will only sum up g, h with the law of λ * n , where n = [C 2 ln |θ|]. Due to the compactness of the support λ, we know |c(g)|, |c(h)| ≤ Cn. When |ℜz| is small enough, this term is less than e |ℜz|Cn ≤ e ε 2 ln |θ|/2 .
(For finite exponential moment case, by using Large deviation principle, we can obtain similar result.) This completes the proof of Lemma 5.6.
Remark 5.7. One technical point is that in the above proof we need the norm on V is "good" with respect to G, which enables us to compare the norm cocycle and the Iwasawa 
5.3.
Renewal theorem for Residue process. We consider the residue process for the cutoff of a function f on X × R 2 .
Definition 5.8 (Residue process). Define the operator E C from bounded Borel functions on X × R 2 to functions on X × R by
To state the renewal theorem, that is, the asymptotics of E C f (x, t), we need to talk about using the Lipschitz regularity of the test functions f : X × R 2 → C the Lipschitz norm of f by
Note that this extends the definition of the Lipschitz norm functions on X × R we used in Proposition 3.4 and Proposition 3.7 earlier.
Proposition 5.9 (Renewal theorem irreducibility and proximality). Let λ be a Borel probability measure on GL(V ) with an exponential moment, such that the group Γ λ acts proximally and strongly irreducibly on V . Suppose that the first Lyapunov exponent σ λ is negative.
Let f be a continuous function on X × R 2 with f Lip finite. Assume that the projection of supp f on R v is contained in a compact set K. For all δ > 0, t > max{2(|K| + δ), 20} and x in X, we have, as t → ∞ that
where O K does not depend on δ, f, t, x, the integral −σ(h,y) 0 = 0 if σ(h, y) > 0.
By the same argument as in [40] , we can establish the renewal theorem for residue process from the classic renewal theorem, that is Proposition 4.17 in [40] . This gives a proof of our renewal theorem Proposition 5.9.
For the version with exponential error term, the argument is similar. We will establish analogue versions of Proposition 4.15 and Proposition 4.17 in [40] . Since we have a very strong error term in Proposition 5.4, the argument will be much more direct. Here we need to consider higher order regularity, similar to assuming f is a Sobolev function, and we define the following L 1 -Lipschitz norm of f : X × R 2 → C by f L 1 Lip := sup Proposition 5.10 (Renewal theorem for R-splitting Lie groups on the sphere). Let G a connected algebraic reductive group defined and split over R, which acts irreducibly on V . Let µ be a Zariski dense Borel probability measure on G with a finite exponential moment and σ µ < 0. There exists ε > 0 such that the following holds. Let f be a smooth compactly supported function on X × R 2 . Then for t > 0 and x ∈ X, we have Let f be a positive bounded Borel function on X × R 2 . For (x, t) ∈ X × R, we define the residue operator by
Ef (x, t) = n≥0 f (hgx, σ(h, gx), σ(g, x) + t) dλ * n (g) dλ(h).
Lemma 5.11. With the same assumption as in Proposition 5.10, let f be a smooth compactly supported function on X × R 2 . Then for t > 0 and x ∈ X, we have
Ef (x, t) = 1 |σ λ | X G Qf (x, t) = G f (hx, σ(h, x), t) dλ(h).
Since the measure λ has exponential moment, when γ is small enough, by using Lipschitz property of the distance and the norm cocycle, there exists C γ > 0 such that
For the main term, we see Π 0 Qf (x, t) = Then |Ef δ (x, t) − E C f (x, t)| ≤ |f | ∞ E(1 −δ≤u≤0 1 0≤v+u≤δ )(x, t) ≤ |f | ∞ R(1 −δ≤u≤0 )(x, t).
We take a smooth function f 1 (x, u) = ϕ δ (u + δ)ϕ δ (−u) to bound the function 1 −δ≤u≤0 . Then by Proposition 5.4 and (5.6), we obtain |Ef δ (x, t) − E C f (x, t)| ≤ R(f 1 )(x, t) ≤ C(δ + e −εt (1 + δ −1 )),
where C > 0 only depends on λ and ϕ. By Lemma 5.11, we see For the error term in (5.8), . By definition and the hypothesis that g < 1 in the support of λ, we have E t f (x) = E C f 1 (x, t).
This function f 1 satisfies the conditions in Proposition 5.9, and the proof is complete by using Proposition 5.9.
For the quantitative version Proposition 3.7, the proof is the same as Proposition 3.4, using Proposition 5.10 instead of Proposition 5.9.
Proof of Proposition 3.7. We should notice that here we only need Lipschitz norm, but the norm in Proposition 5.10 is more complicate. With the same notation as in the proof of Proposition 3.4, we actually have (change of norm)
where C > 0 only depends on | supp λ| and the L 1 Lipschitz norm · L 1 Lip for functions X × R 2 → C is defined in (5.5) earlier.
