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DIAGONAL APPROXIMATION IN COMPLETIONS OF Q
MATTHEW PALMER
Abstract. We prove analogues of some classical results from Diophantine ap-
proximation and metric number theory (namely Dirichlet’s theorem and the
Duffin–Schaeffer theorem) in the setting of diagonal Diophantine approxima-
tion, i.e. approximating elements of R × Qp1 × · · · × Qpr by elements of the
diagonal embedding of Q into this space.
1. Introduction
In this paper, we prove analogues of some theorems of Diophantine approxi-
mation and metric number theory in the new setting of diagonal approximation.
As motivation, we begin with a brief overview of the results we intend to prove
analogues of, and of some of the analogues which have already been proven.
The first theorem of Diophantine approximation, dating to 1842 and due to
Dirichlet, states that for any real number x and natural number N , there exists
some a ∈ Z and n ∈ N with n ≤ N satisfying∣∣∣x− a
n
∣∣∣ ≤ 1
nN
.
A corollary of this says that for any irrational x, there exist infinitely many
coprime a ∈ Z, n ∈ N satisfying ∣∣∣x− a
n
∣∣∣ ≤ 1
n2
.
In the years subsequent to this, many similar results were proven which replaced
the function 1
n2
on the right hand side of this inequality with more general approx-
imating functions ψ(n). One of the most general results proven was the Duffin–
Schaeffer theorem (Thm I from [4]), which states that for any function ψ : N→ R≥0
satisfying
∞∑
n=1
ψ(n) =∞
and
(1) lim sup
N→∞
∑N
n=1
ψ(n)ϕ(n)
n∑N
n=1 ψ(n)
> 0
(where ϕ(n) is the Euler totient function), the set of those x ∈ [0, 1] which satisfy∣∣∣x− a
n
∣∣∣ < ψ(n)
n
for infinitely many coprime a, n is of Lebesgue measure 1.
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(The long-standing Duffin–Schaeffer conjecture states that this theorem should
be true even without condition (1).)
Analogues of these results have also been proven in various different setups. The
two examples which will be of particular interest to us are the setup of simultaneous
approximation (where we approximate Rk by Qk) and that of p-adic approxima-
tion (where we approximate Qp by Zp). Versions of Dirichlet’s theorem and of
the Duffin–Schaeffer theorem have been proven in both of these setups. For the
simultaneous version of Dirichlet’s theorem, see the original paper [3]; for a p-adic
version of Dirichlet’s theorem, see [9]. As for the Duffin–Schaeffer theorem, a p-adic
version is proven in [7], whereas in the simultaneous case, it has been in fact proven
that the full conjecture holds for k ≥ 2 (see [10]).
The results we prove in this paper can be seen as combinations of these two
settings. They also provide a quantification of the weak approximation theorem, in
the same way that results from classical Diophantine approximation quantify the
statement that Q is dense in R.
Our aim is to find a natural method of approximating elements of R × Qp1 ×
· · · × Qpr (where the pi are different primes). As notation for this space, we will
first let
P = {∞, p1, . . . , pr}
(so P is a finite set of places of Q, including the infinite place). This will be
standard notation throughout this paper; if not stated, p1, . . . , pr will always refer
to the finite places contained in P , and r will always refer to the number of finite
places. We will also use Pf to denote the set of all places of P apart from the
infinite one. Then we write
QP :=
∏
p∈P
Qp = R×Qp1 × · · · ×Qpr .
We will use ι to denote the diagonal embedding of Q into QP . That is to say,
we define
ι : Q −→ QP
q 7−→ (q, . . . , q).
Then the weak approximation theorem states that ι(Q) is dense in QP . We want
to quantify this statement.
We consider elements of Q now not as quotients from Z, but as quotients from
the space
P−1Z := {npν11 · · · p
νr
r | n, ν1, . . . , νr ∈ Z} .
Standard elements β and γ of this space will always be given the decompositions
(2) β = mpµ11 · · · p
µr
r and γ = np
ν1
1 · · · p
νr
r ,
where m and n are each coprime to all of the pi. (We call m (resp. n) the non-P
part of β (resp. γ).)
We measure the size of elements of P−1Z by the level function ℓ, given by
ℓ(γ) = max
p∈P
|γ|p.
The image of P−1Z under ι is a cocompact lattice in QP , and the quotient space
QP /ι(P
−1Z)
can be identified with the fundamental domain
[0, 1)× Zp1 × · · · × Zpr ,
DIAGONAL APPROXIMATION IN COMPLETIONS OF Q 3
which we will denote by ZP .
(To see this identification, consider x = (x∞, xp1 , . . . , xpr ) ∈ QP , and write
xpi = qi + zi,
where qi ∈ {pi}
−1Z and zi ∈ Zpi . Translating x by ι(−q1 − · · · − qr) gives an
element of
R× Zp1 × · · · × Zpr ,
and then translating by ι(n) for some suitable integer n gives a representative of
ZP as required. It is easy to show this representative must be unique.)
In §2, we use these notions to prove the following analogue of Dirichlet’s theorem.
Theorem 1.1. Let x ∈ QP and let N ∈ N. Then if we define a function on places
of Q by
{{p}} =
p p prime,
1 p =∞,
there exists some β, γ ∈ P−1Z with ℓ(γ) ≤ N and γ > 0 satisfying
|γxp − β|p ≤
{{p}}
N
for all p ∈ P .
We will also prove an analogue of the corollary to Dirichlet’s theorem given
above.
In the remainder of the paper, we will go on to prove a version of the Duffin–
Schaeffer theorem in this setup. To state our result, we first define a set NP by
NP = {n ∈ N | (n, p) = 1 for all p ∈ Pf}.
Then for each p ∈ P , we take a function ψp : NP → R≥0, and restrict these such
that for each n ∈ NP we have
(3) ψ∞(n) ≤
1
2n
and ψp(n) ≤ 1 for all p ∈ Pf .
(This restriction corresponds to the (implicit) condition in Duffin and Schaeffer’s
original paper ([4]) that ψ(n) ≤ 12 .)
We package all of the information from these functions up into one function ψ,
by defining
ψ : NP −→ R
r+1
≥0
n 7−→ ⊕p∈Pψp(n),
where ⊕ denotes the direct product. We also define a function Ψ by
Ψ : Np −→ R≥0
n 7−→
∏
p∈P ψp(n),
where Π denotes the arithmetic product.
For an element q ∈ Q, we can always write it uniquely as
q = (−1)b
a
n
pχ11 · · · p
χr
r ,
where b ∈ {0, 1} and a and n are both in NP . We call n the non-P denominator
of q, and write dnmP q = n. Then if we take any element x ∈ QP , we say that an
element q ∈ Q forms a ψ-good approximation to x if we have
|xp − q|p ≤ ψp(dnmP (q))
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for each p ∈ P . Using this definition, we can define a set A′P (ψ) by
(4) A′P (ψ) =
{
x ∈ ZP
∣∣∣∣ there exist infinitely many q ∈ Q suchthat q is a ψ-good approximation to x
}
.
Finally, we fix the measure onQP to be the product measure of Lebesgue measure
on R and normalised Haar measures on the Qpi .
Then our theorem is as follows.
Theorem 1.2. If we have
(5)
∑
n∈NP
ϕ(n)Ψ(n) =∞
and
(6) lim sup
N→∞
∑
n∈NP
n≤N
ϕ(n)Ψ(n)∑
n∈NP
n≤N
nΨ(n)
> 0,
then A′P (ψ) has measure 1.
In §3, we will first show a partial converse to Theorem 1.2, that convergence of
the sum in (6) implies that A(ψ) is of measure 0. This will follow almost directly
from the convergence part of the Borel–Cantelli lemma, as in the classical case.
In the final three sections, we first develop some of the machinery required to
prove Theorem 1.2, and then conclude by proving the theorem. In §4, we prove the
following zero-one law, which is an analogue to Theorem 1 in [5].
Theorem 1.3. For each ψ satisfying (3), the set A′P (ψ) (as defined by (4)) has
measure 0 or 1.
In §5, we prove a technical lemma (Lemma 5.1), which provides estimates for
the measure of the overlap between certain sets.
Finally, in §6 we use Theorem 1.3 and Lemma 5.1 to prove Theorem 1.2.
Acknowledgements. The author would like to thank Alan Haynes for his helpful
feedback and advice regarding this work, and Adam Morgan and Andrew Corbett
for their useful comments on the paper.
2. Dirichlet’s theorem in the diagonal setting
Proof of Theorem 1.1. Consider the points of the form
ζx− ι(βζ),
where ζ ranges over all elements of P−1Z with ℓ(ζ) ≤ N and ζ ≥ 0, and the
βζ ∈ P−1Z are chosen so that the points lie in ZP . This can be done uniquely since
ZP is a fundamental domain for our quotient space
QP /ι(P
−1Z).
If any two of these points are equal, then taking their difference yields β and
γ such that γx − β = 0. So we may assume they are all distinct. To apply the
pigeonhole argument we want to use, we need to know how many points of this
form there are. Since they are all distinct, this is equivalent to calculating the size
of the set
ZN =
{
ζ ∈ P−1Z
∣∣ ℓ(ζ) ≤ N, ζ ≥ 0} .
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For each i = 1, . . . , r, we can find ni ∈ Z≥0 such that
pnii ≤ N < p
ni+1
i .
So since | · |p takes discrete values from {pm | m ∈ Z}, we want
0 ≤ |ζ|∞ ≤ N and 0 ≤ |ζ|pi ≤ p
ni
i
for each i.
The pi-adic conditions tell us we are dealing with a subset of
1
pn11 · · · p
nr
r
Z =
{
n
pn11 · · · p
nr
r
∣∣∣∣ n ∈ Z
}
.
(Note that in this set, we only make a certain element (and its factors) invertible,
and hence this set should not be confused with something of the form P−1Z, where
we make all powers of certain elements invertible.) Combining this with the first
condition, we get
#ZN = Np
n1
1 · · · p
nr
r + 1.
Now consider the boxes of the form[
r
N
,
r + 1
N
)
× (s1 + p
n1
1 Zp1)× · · · × (sr + p
nr
r Zpr ),
where 0 ≤ r ≤ N − 1 and 0 ≤ si ≤ p
ni
i − 1.
Since we have Npn11 · · · p
nr
r boxes which cover our fundamental domain, and we
have
{ζ | ℓ(ζ) ≤ N} > Npn11 · · · p
nr
r ,
there will be two elements (corresponding to ζ and ξ, say) in one box. But any two
elements x,y in one box must satisfy
|xp − yp|p <
{{p}}
N
for each p ∈ P .
So then, assuming without loss of generality that |ζ|∞ > |ξ|∞, we define γ = ζ−ξ
and β = βζ − βξ. Then we have ℓ(γ) ≤ N and
|γxp − β|p ≤
{{p}}
N
for each p ∈ P as required. 
We now prove a corollary of this theorem, which is an analogue of the corollary
to Dirichlet’s theorem given in the introduction. To do this, we first need to note
what it means for two elements β, γ ∈ P−1Z to be coprime.
Let β, γ be elements of this space, and decompose them as in (2). Then we say
that β and γ are coprime if m and n are coprime in the usual sense, and define
gcdP (β, γ) := gcd(m,n). This definition of coprimality comes from the fact that
P−1Z is a UFD; by adjoining the inverses of each of the pi, we have made them
into units, and hence we are justified in ignoring them as factors of β and γ.
Now we state our corollary.
Corollary 2.1. Let x ∈ QP − ι(Q). Then there exist infinitely many coprime
β, γ ∈ P−1Z such that
|γxp − β|p ≤
{{p}}
|γ|p
,
for each p ∈ P .
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Proof of Corollary 2.1. For each n ∈ N, let Bn, Cn ∈ P−1Z be such that ℓ(Cn) ≤ n
and
|Cnxp −Bn|p ≤
{{p}}
n
for each p ∈ P .
Let βn =
Bn
gcdP (Bn,Cn)
and γn =
Cn
gcdP (Bn,Cn)
. Then we have
|γnxp−βn|p =
1
| gcdP (Bn, Cn)|p
|Cnxp−Bn|p ≤ |Cnxp−Bn|p ≤
{{p}}
n
≤
{{p}}
ℓ(Cn)
≤
{{p}}
ℓ(γn)
.
So now we just need to show that of the (βn, γn), infinitely many are distinct.
But suppose that there are only finitely many distinct pairs
(βn1 , γn1), . . . , (βnm , γnm),
and consider
C := min
i=1,...,m
max
p∈P
|γnixp − βni |p.
If C = 0, then for some (βn, γn) we have
|γnxp − βn|p = 0
for all p ∈ P . But this can only happen when x ∈ ι(Q), and we assumed otherwise.
However, if C > 0, then let M be the maximum of the prime numbers in P , and
then take N to be some natural number with N > M
C
. Then we consider (βN , γN ).
We have
|γNxp − βN |p ≤
{{p}}
N
< C
{{p}}
M
< C
for each p ∈ P , which means that
max
p∈P
|γNxp − βN |p < C,
giving a contradiction. 
3. A partial converse to Theorem 1.2
Before we prove Theorem 1.2, we will prove the following result.
For each ψ satisfying (3),
Lemma 3.1. Let ψ : NP → R
r+1
≥0 satisfy (3) and be such that the sum∑
n∈NP
ϕ(n)Ψ(n)
converges. Then the set A′P (ψ) (as defined in (4)) has measure 0.
The classical analogue states that if ψ : Z→ R≥0 is such that the sum
∞∑
n=1
ϕ(n)ψ(n)
n
converges, then the set of those x ∈ [0, 1] which satisfy
|x−
a
n
| <
ψ(n)
n
for infinitely many coprime a, n is of Lebesgue measure 0. This follows almost
directly from the convergence part of the Borel–Cantelli lemma. In the diagonal
case, we need to do a little more work.
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Proof. We note that if for each n ∈ NP we define
(7) A′P,n(ψ) =
{
x ∈ ZP
∣∣∣∣ there exists some q ∈ Q with dnmP (q) = nsuch that q is a ψ-good approximation to x
}
,
then we can write A′P (ψ) as a limsup set
A′P (ψ) = lim sup
n∈NP
A′P,n(ψ).
Now we want to rewrite our sets A′P,n(ψ) to make them easier to work with.
If q ∈ Q has dnmP q = n, then we have
q = pχ11 · · · p
χr
r
a
n
with (a, p1 · · · prn) = (n, p1 · · · pr) = 1.
Since we have condition (3), the only q ∈ Q which can be ψ-good approximations
for x ∈ ZP must have ι(q) ∈ ZP . So we need q ∈ [0, 1) and q ∈ Zpi for i = 1, . . . , r.
The p-adic conditions translate to χi ≥ 0 for i = 1, . . . , r, and hence we just have
q =
a
n
with (ap1 · · · pr, n) = 1. Then the condition q ∈ [0, 1) means that 0 < a < n.
So we have that
A′P,n(ψ) =
n⋃
a=1
(a,n)=1
B
( a
n
, ψ(n)
)
,
where the boxes B are defined as a direct product of balls:
B
( a
n
, ψ(n)
)
=
∏
p∈P
Bp
( a
n
, ψp(n)
)
.
Now we want to use this rewriting to calculate the measure of A′P (ψ). We have
λ(A′P,n(ψ)) = ϕ(n) ·
∏
p∈P
λ
(
Bp
(a
n
, ψp(n)
))
.
Then since we have
λ
(
B∞
(a
n
, ψ∞(n)
))
= 2ψ∞(n)
and
ψp(n)
p
< λ
(
Bp
(a
n
, ψp(n)
))
≤ ψp(n),
we have that
2
p1 · · · pr
ϕ(n)Ψ(n) < λ(A′P,n(ψ)) ≤ 2ϕ(n)Ψ(n).
So if ∑
n∈NP
ϕ(n)Ψ(n) <∞,
then we have that ∑
n∈NP
λ(A′P,n(ψ)) <∞,
and hence by the convergence part of the Borel–Cantelli lemma, A′P,n(ψ) has mea-
sure 0. 
Now we turn our attention to the proof of our main theorem.
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4. The zero-one law
In this section, we prove Theorem 1.3. For this, we will need a preliminary
lemma, which is a direct analogue of Lemma 2 from [5].
Lemma 4.1. Let {Ik} be a sequence of boxes in QP such that λ(Ik) → 0 (where
a box is a product of balls from each of the constituent spaces), and let {Uk} be a
sequence of measurable sets (also in QP ) such that, for some positive ε < 1, we
have
Uk ⊂ Ik and λ(Uk) ≥ ελ(Ik).
Then
λ
(
lim sup
k→∞
Ik
)
= λ
(
lim sup
k→∞
Uk
)
.
Proof. We define
I =
∞⋂
L=1
⋃
k≥L
Ik
(
= lim sup
k→∞
Ik
)
,
UM =
⋃
k≥M
Uk,
DM = I − UM .
Then the lemma can be restated as
λ
(
∞⋃
M=1
DM
)
= 0.
We prove that each individual DM has measure 0. In order to do this, we need
to define the notion of a density point of a set A ⊆ QP .
For x ∈ QP , define
dε(x) :=
λ(A ∩Bε(x))
λ(Bε(x))
,
where
B(x, ε) =
∏
p∈P
Bp(xp, ε).
Then we say x is a density point of A if limε→0 dε(x) exists and is equal to 1.
By the Lebesgue density theorem, and its analogue in Qp, almost all points x
are density points. (For the p-adic analogue, see Theorem I in [11] or page 14 of
[8].)
So now suppose for a contradiction that x0 is a density point of DM in DM .
Firstly, since we have that x0 ∈ Ik for infinitely many k (by the definition of
DM ) and that λ(Ik)→ 0, if we restrict to those k such that x0 ∈ Ik, we have
λ(DM ∩ Ik) ∼ λ(Ik)
as k→∞ (since x0 is a density point of DM ).
However, we also have that DM ∩ Uk = ∅ for any k ≥ M , and hence Uk and
DM ∩ Ik are disjoint subsets of Ik. From this, we get
λ(Ik) ≥ λ(Uk) + λ(DM ∩ Ik) ≥ ελ(Ik) + λ(DM ∩ Ik),
and hence
λ(DM ∩ Ik) ≤ (1− ε)λ(Ik),
contradicting our first part. 
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We also want to prove another result, namely the following.
Lemma 4.2. Let q, s ∈ Z be such that q > 1, and define maps T∞, Tp1 , . . . , Tpr by
T∞ : x 7→ qx+ ι
(
s
q
)
mod ι
(
P−1Z
)
, Tpi : x 7→
1
pi
x mod ι
(
P−1Z
)
which send ZP to itself. Then if a set A ⊆ ZP satisfies T∞(A) ⊆ A and Tpi(A) ⊆ A
for i = 1, . . . , r, then A has measure 0 or 1.
Proof of Lemma 4.2. Suppose that A is of positive measure. Then A has a density
point y. By the definition, for any δ > 0, we can find an E > 0 such that for all
BP (y, ε) with ε < E, we have
λP (A ∩BP (y, ε))
λP (BP (y, ε))
≥ 1− δ.
For each δ > 0, consider such an ε. Then for each pi, take mi to be the unique
integer such that
p−mii ≤ ε < p
−mi+1
i .
Then we have
BP (y, ε) = B∞(y∞, ε)×
∏
pi
(ypi + p
mi
i Zpi).
We have
Tmrpr (· · · (T
m1
p1
(BP (y, ε)))) = B∞(z∞, εp
−m1
1 · · · p
−mr
r )×
∏
pi
(zpi + Zpi)
for some z = (z∞, zp1 , . . . , zpr) ∈ ZP . So now take m∞ such that
1 ≤ qm∞εp−m11 · · · p
−mr
r < q,
and define
T = Tm∞∞ ◦ T
mr
pr
◦ · · · ◦ Tm1p1 .
Then some translate of T (BP (y, ε)) by an element of ι(P
−1(Z)) completely cov-
ers ZP , and we have
1 ≤ λP (T (BP (y, ε))) < q.
The map T expands the measure of sets by qm∞ , and hence we have
λP (T (A ∩BP (y, ε)))
λP (T (BP (y, ε)))
=
qm∞λP (A ∩BP (y, ε))
qm∞λP (BP (y, ε))
≥ 1− δ.
So
λP (T (A ∩BP (y, ε))) ≥ (1 − δ)λP (T (BP (y, ε))).
We have
T (A ∩BP (y, ε)) = T (A) ∩ T (BP (y, ε)),
and hence the difference between T (A)∩ T (BP (y, ε)) and T (BP (y, ε)) has at most
measure
δλP (T (BP (y, ε))).
Then since we know that
1 ≤ λP (T (BP (y, ε))) < q,
the difference has measure at most qδ.
We have
T (A) ∩ T (BP (y, ε)) ⊆ T (A) ⊆ A,
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and we know that T (BP (y, ε)) covers ZP . So the difference between A and ZP has
at most measure qδ. Taking δ → 0 completes the proof. 
Now we are in a position to prove our zero-one law.
Proof of Theorem 1.3. For each prime π > p1 · · · pr and for each ν ∈ N, we define
sets A(πν) and B(πν) by
A(πν) =
{
x ∈ ZP
∣∣∣∣ there exist infinitely many q ∈ Q with π ∤ dnmP (q)such that q is a πν−1ψ-good approximation to x
}
and
B(πν ) =
{
x ∈ ZP
∣∣∣∣ there exist infinitely many q ∈ Q with π || dnmP (q)such that q is a πν−1ψ-good approximation to x
}
where a || b means that a divides b exactly (i.e. a | b but a ∤ b).
Note that both A(π) and B(π) are subsets of A′P (ψ), and also note that we have
A(π) ⊆ A(π2) ⊆ A(π3) ⊆ · · ·
and
B(π) ⊆B(π2) ⊆ B(π3) ⊆ · · · .
The set A(π) can be written as a limsup of boxes of measure ∼ Ψ(n), where
n→∞. Then, since we assumed that
Ψ(n) ≤
1
2n
,
the measures tend to zero, and we can apply Lemma 4.1 to give us that
λP (A(π
ν)) = λP (A(π))
for all ν ∈ N. Hence (since they form a chain) the union A∗(π) of all of the A(πν)
must also have measure λP (A(π)).
The same argument gives us that the unionB∗(π) of all of theB(πν) has measure
λP (B(π)).
Now we want to construct maps TA and TB such that
TA(A
∗(π)) ⊆ A∗(π) and TB(B
∗(π)) ⊆B∗(π).
Let x ∈ A(πν). Then there are infinitely many q with π ∤ dnmP (q) such that q
is a πν−1ψ-good approximation to x. For each such q, we have
|xp − q|p ≤ π
ν−1ψp(dnmP (q))
for each p ∈ P . Now consider the element pi
p1···pr
x. We have∣∣∣∣ πp1 · · · pr xp −
qπ
p1 · · · pr
∣∣∣∣
p
=
∣∣∣∣ πp1 · · · pr
∣∣∣∣
p
|xp − q|p
≤
∣∣∣∣ πp1 · · · pr
∣∣∣∣
p
πν−1ψp(dnmP (q))
≤ πνψP (dnmP (q)),
where the last inequality comes from the fact that∣∣∣∣ πp1 · · · pr
∣∣∣∣
p
< π
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for each p ∈ P . The element qpi
p1···pr
also has the same non-P denominator as q. So
we have that
π
p1 · · · pr
x ∈ A(πν+1),
and hence the map
x 7→
π
p1 · · · pr
x mod ι(P−1Z)
sends A(πν) to A(πν+1), therefore sending A∗(π) into itself. Denote this map by
TA.
By a very similar argument, we can show that the map TB given by
x 7→
π
p1 · · · pr
x+
p1 · · · pr
π
mod ι(P−1Z)
sends B∗(π) into itself.
Next, we can apply Lemma 4.2 to show us that both TA and TB are metrically
transitive. So for any prime π > p1 · · · pr, we have that A∗(π) and B∗(π) are
measure 0 and 1, and hence so are A(π) and B(π).
Since A(π) and B(π) are subsets of A′P (ψ), if either of them is measure 1 for
any prime π > p1 · · · pr, we must have that A′P (ψ) is also measure 1. So now we
tackle the only remaining case, which is where both A(π) and B(π) are measure 0
for all primes π > p1 · · · pr.
For each of those primes, define a set C(π) by
C(π) =
{
x ∈ ZP
∣∣∣∣ there exist infinitely many q ∈ Q with π2 | dnmP (q)such that q is a ψ-good approximation to x
}
.
Since we assumed that A(π) and B(π) both have measure 0, we have
λ(A′P (ψ)) = λ(C(π))
for each π. So now suppose that A′P (ψ) has measure > 0. We want to use this to
show that it has measure 1.
By the Lebesgue density theorem, A′P (ψ) must have a density point
x = (x∞, xp1 , . . . , xpr ).
That is to say, there exists some x ∈ A′P (ψ) such that for each δ > 0, there exists
an E > 0 such that for all ε ≤ E, we have that
λ(A′P (ψ) ∩BP (x, ε))
λ(BP (x, ε))
> 1− δ.
For each δ, take ε = E.
Since A′P (ψ) and C(π) differ by a set of measure 0, we also have that
λ(C(π) ∩BP (x, ε))
λ(BP (x, ε))
> 1− δ
for all π.
For each π, we have that C(π) is periodic by ι( 1
pi
). So if we define a set
Uε(x, π) =
⋃
a∈Z
BP
(
x+ ι
( a
π
)
, ε
)
,
then we have
λ(C(π) ∩ Uε(x, π))
λ(Uε(x, π) ∩ ZP )
> 1− δ.
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Now we want to show that for each ε, there exists some prime π such that
ZP ⊆ Uε(x, π).
If this is the case, then we will have
C(π) ∩ Uε(x, π) = C(π) and Uε(x, π) ∩ ZP = ZP ,
giving us
λ(A′P (ψ)) = λ(C(π)) > 1− δ.
Then since we can take δ arbitrarily small, we will have our result.
For each pi, there exists some mi such that we have
pmii ≤ ε < p
mi+1
i .
Then we have
BP (y, ε) = (y∞ − ε, y∞ + ε)×
∏
p∈P
(yp + p
mZp).
Let π > p1 · · · prε−r−1. We then want to show that any y ∈ ZP lies in
BP
(
x+ ι
( a
π
)
, ε
)
for some a ∈ Z. We have
BP
(
x+ ι
( a
π
))
=
(
x∞ +
a
π
− ε, x∞ +
a
π
+ ε
)
×
∏
p∈P
((
xp +
a
π
)
+ pmZp
)
.
Consider the real component y∞ of y. To have y ∈ BP (x+ ι(
a
pi
), ε), we certainly
need to have
y∞ ∈
(
x∞ +
a
π
− ε, x∞ +
a
π
+ ε
)
,
which can be transformed to the condition
π(y∞ − x∞ − ε) < a < π(y∞ − x∞ + ε).
Since π > p1 · · · prε−r−1, this interval has length
> p1 · · · prε
−r > pm11 · · · p
mr
r ,
and hence there are at least pm11 · · · p
mr
r consecutive values of a such that
y∞ ∈
(
x∞ +
a
π
− ε, x∞ +
a
π
+ ε
)
.
Now, consider(
xp1 +
a
π
, . . . , xpr +
a
π
)
mod pm11 Zp1 × · · · × p
mr
r Zpr
for exactly pm11 · · · p
mr
r consecutive values of a. It is easy to see that these must all
be distinct, and hence for one of the a such that
y∞ ∈
(
x∞ +
a
π
− ε, x∞ +
a
π
+ ε
)
,
we also have that
ypi ∈
(
xpi +
a
π
)
+ pmii Zpi
for i = 1, . . . , r. So there exists some a ∈ Z such that
y ∈ BP
(
x+ ι
( a
π
)
, ε
)
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as required, and hence we have our theorem. 
5. Overlap estimates
In this section, we prove the following result, which is analogous to Lemma II in
[4].
Lemma 5.1. Let
A′m,P (ψ) =
m⋃
a=1
(a,m)=1
∏
p∈P
Bp
( a
m
,ψp(m)
)
,
A′n,P (ψ) =
n⋃
b=1
(b,n)=1
∏
p∈P
Bp
(
b
n
, ψp(n)
)
.
Then for m 6= n we have
λP (A
′
m,P (ψ) ∩ A
′
n,P (ψ)) ≤ 2
r+2mnΨ(m)Ψ(n).
Proof. For brevity, we write just An for A
′
n,P (ψ).
To get an upper bound for the measure of Am∩An, we note that each set is made
up of a union of disjoint boxes. (This disjointness comes from our assumptions that
ψp(n) < 1 and ψ∞(n) <
1
2n .) We then sum over all pairs of boxes which intersect,
with the summand being an upper bound for the measure of their intersection.
A pair of boxes will intersect if and only if their constituent intervals for each
place in P intersect. So for the overlap between∏
p∈P
Bp
( a
m
,ψ(m)
)
and
∏
p∈P
Bp
(
b
n
, ψ(n)
)
to be of positive measure, we want the real overlap
B∞
( a
m
,ψ∞(m)
)
∩B∞
(
b
n
, ψ∞(n)
)
to be of positive measure and for each pi-adic overlap
Bpi
( a
m
,ψpi(m)
)
∩Bpi
(
b
n
, ψpi(n)
)
to also be of positive measure.
The real intervals will definitely overlap when∣∣∣∣ am − bn
∣∣∣∣ ≤ 2max{ψ∞(m), ψ∞(n)},
and the measure of their overlap will be at most
2min{ψ∞(m), ψ∞(n)}
(since the worst-case scenario is that one interval is completely contained inside the
other).
Similarly, the pi-adic intervals will overlap when∣∣∣∣ am − bn
∣∣∣∣
pi
≤ max{ψpi(m), ψpi(n)},
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and the measure of their overlap will be at most
min{ψpi(m), ψpi(n)}.
So if we write
∆∞ = 2max{ψ∞(m), ψ∞(n)},
δ∞ = 2min{ψ∞(m), ψ∞(n)},
∆pi = max{ψpi(m), ψpi(n)},
δpi = min{ψpi(m), ψpi(n)},
then we have
λ(Am ∩ An) ≤

∏
p∈P
δp

N(m,n),
where
N(m,n) := #
{
(a, b)
∣∣∣∣ 1 ≤ a ≤ m, 1 ≤ b ≤ n∣∣ a
m
− b
n
∣∣
p
≤ ∆p for all p ∈ P
}
.
So now we want to estimate N(m,n). Since | · |pi only takes values which are
powers of pi, for each pi we find the unique τi ∈ Z such that
p−τii ≤ ∆pi < p
1−τi
i ,
and then consider the individual cases∣∣∣∣ am − bn
∣∣∣∣
pi
= p−tii
for ti ≥ τi.
We first note that, since m and n are coprime to all of the pi, this equation is
equivalent to
|an− bm|pi = p
−ti
i .
If we have
|an− bm|pi = p
−ti
i
for i = 1, . . . , r, then we must have that
an− bm = ±pt11 · · · p
tr
r k
for some k ∈ NP . So we get
N(m,n) =
∑
t1≥τ1
· · ·
∑
tr≥τr
mn∆∞
p
t1
1
···p
tr
r∑
k=1
pi∤k for
i=1,...,r
#
{
(a, b)
∣∣∣∣ 1 ≤ a ≤ m, 1 ≤ b ≤ n|an− bm|∞ = pt11 · · · ptrr k
}
.
Now we use a standard lemma from elementary number theory:
Lemma 5.2. Suppose that m,n ∈ N and x ∈ Z. Then the equation
an− bm = x
has solutions a, b ∈ Z if and only if (m,n) | x. If (a0, b0) is a particular solution,
then the set of all solutions is{(
a0 +
ℓm
(m,n)
, b0 +
ℓn
(m,n)
)∣∣∣∣ ℓ ∈ Z
}
.
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Using this, we see that there are at most (m,n) solutions in the range 1 ≤ a ≤
m, 1 ≤ b ≤ n to
|an− bm|∞ = p
t1
1 · · · p
tr
r k,
and that solutions only exist if we have
(m,n) | pt11 · · · p
tr
r k.
So
mn∆∞
p
t1
1
···p
tr
r∑
k=1
pi∤k for
i=1,...,r
#
{
(a, b)
∣∣∣∣ 1 ≤ a ≤ m, 1 ≤ b ≤ n,|an− bm|∞ = pt11 · · · ptrr k
}
≤
mn∆∞
p
t1
1
···p
tr
r∑
k=1
pi∤k for
i=1,...,r
(m,n)|p
t1
1
···ptrr k
(m,n)
≤ (m,n)
mn∆∞
p
t1
1
···p
tr
r∑
k=1
(m,n)|p
t1
1
···ptrr k
1
≤ (m,n)
mn∆∞
p
t1
1
···ptrr
(m,n)
=
mn∆∞
pt11 · · · p
tr
r
,
and therefore
N(m,n) ≤ mn∆∞
∑
t1≥τ1
· · ·
∑
tr≥τr
1
pt11 · · · p
tr
r
≤ mn∆∞
r∏
i=1

∑
ti≥τi
1
ptii

 ≤ 2rmn∆∞ r∏
i=1
p−τii ≤ 2
rmn∆∞
r∏
i=1
∆pi .
So we get
λP (Am ∩ An) ≤

∏
p∈P
δp



2rmn∏
p∈P
∆p


= 2rmn
∏
p∈P
∆pδp
= 2rmn · 4
∏
p∈P
ψp(m)ψp(n)
= 2r+2mnΨ(m)Ψ(n)
as required. 
6. Proof of Theorem 1.2
In §3, we defined sets A′P,n(ψ) such that
A′P (ψ) = lim sup
n∈NP
A′P,n(ψ),
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and showed that these sets could be written as
A′n,P (ψ) =
n⋃
a=1
(a,n)=1
∏
p∈P
Bp
( a
n
, ψp(n)
)
.
Now we need to show that
lim sup
n∈NP
A′P,n(ψ)
has measure 1. Since Theorem 1.3 states that A′P (ψ) has either measure 0 or
measure 1, we only need to show that this set has positive measure.
We use a lemma (Lemma 2.3 from [6], which we quote below) to get a lower
bound on the size of our limsup set.
Lemma 6.1. Let X be a measure space with measure λ such that λ(X) is finite.
Let En be a sequence of measurable subsets of X such that
∞∑
n=1
λ(En) =∞.
Then the set E of points belonging to infinitely many sets En satisfies
λ(E) ≥ lim sup
N→∞
(
N∑
n=1
λ(En)
)2(
N∑
m,n=1
λ(Em ∩ En)
)−1
.
We note that ZP is such a measure space, and we consider our measurable subsets
A′P,n(ψ). We have that
2ϕ(n)Ψ(n)
p1 · · · pr
< λ(A′P,n(ψ)) ≤ 2ϕ(n)Ψ(n),
and hence if ∑
n∈NP
ϕ(n)Ψ(n) =∞,
then we have that ∑
n∈NP
λ(A′P,n(ψ)) =∞
as well. Then by Lemma 6.1 we have that
λ(lim supA′P,n(ψ)) ≥ lim sup
N→∞

∑
n∈NP
n≤N
λ(A′P,n(ψ))


2
 ∑
m,n∈NP
m,n≤N
λ(A′P,m(ψ) ∩ A
′
P,n(ψ))


−1
.
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So now we need to show that this limsup is positive. We can do this by appealing
to the overlap estimates from Lemma 5.1. Using this, we get(∑
n∈NP
n≤N
λ(A′P,n(ψ))
)2
∑
m,n∈NP
m,n≤N
λ(A′P,m(ψ) ∩ A
′
P,n(ψ))
≥
(∑
n∈NP
n≤N
2ϕ(n)Ψ(n)
p1···pr
)2
C
∑
m,n∈NP
m,n≤N
mnΨ(m)Ψ(n)
≥ C
(∑
n∈NP
n≤N
ϕ(n)Ψ(n)
)2
(∑
n∈NP
n≤N
nΨ(n)
)2
= C


∑
n∈NP
n≤N
ϕ(n)Ψ(n)∑
n∈NP
n≤N
nΨ(n)


2
,
and hence since we assumed (6), we have
lim sup
N→∞

∑
n∈NP
n≤N
λP (A
′
P,n(ψ))


2
 ∑
m,n∈NP
m,n≤N
λP (A
′
P,m(ψ) ∩ A
′
P,n(ψ))


−1
> 0,
and hence λ(A′P (ψ)) = 1 as required.
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