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We study the Lagrangian dynamics of passive tracers in a simple model of a driven two-dimensional vortex
resembling real-world geophysical flow patterns. Using a discrete approximation of the system’s transfer
operator, we construct a directed network that characterizes the exchange of mass between distinct regions
of the flow domain. By studying different measures characterizing flow network connectivity at different
time-scales, we are able to identify the location of dynamically invariant structures and regions of maximum
dispersion. Specifically, our approach allows to delimit co-existing flow regimes with different dynamics. To
validate our findings, we compare several network characteristics to the well-established finite-time Lyapunov
exponents and apply a receiver operating characteristic (ROC) analysis to identify network measures that are
particularly useful for unveiling the skeleton of Lagrangian chaos.
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Complex networks provide a timely tool for inves-
tigating structural properties associated with the
organization of dynamical processes in “spatially
extended” systems. Among others, flow pat-
terns (in both general continuous-time dynami-
cal systems and real-world geophysical fluid dy-
namics contexts) can be conveniently described
by directed network representations. In this case,
nodes denote certain parts of the domain of in-
terest in phase or physical space, and weighted
links represent the probability that when trac-
ing the system’s evolution starting within one re-
gion, after a given time one may observe a state
in the other region. This work further explores
the potentials of some complex network measures
for characterizing the Lagrangian dynamics of the
flow based on passively advected tracers. By
constructing such Lagrangian flow networks for
a paradigmatic model system exhibiting a clas-
sical vortex pattern common to many real-world
geophysical flows, the potentials of this approach
for characterizing mixing and dispersion within
the flow domain are demonstrated. Specifically, a
suite of complementary network measures allows
a systematic partitioning of the flow into domains
with different dynamical characteristics.
I. INTRODUCTION
During the last decades, complex network theory has
been developed as a new powerful paradigm of nonlin-
ear sciences1,2. Recently, there has been a growing body
of literature on applying this framework to geophysical
problems, including (among others) network representa-
tions of the Earth’s climate system based on the statisti-
cal similarity between the climate dynamics observed at
different points on the Earth3,4. Besides the considera-
tion of scalar fields (like temperature or pressure) com-
monly used in such climate networks, recent work has
been devoted to identifying dynamically relevant struc-
tures from network representations of vector fields based
on correlations between the local magnitudes of such vec-
tor fields5 or canonical correlations6.
As an alternative to these similarity-based approaches,
the passive advection of particles – allowing to estimate
transition probabilities between different parts of the spa-
tial domain of interest – has been proposed as a promis-
ing tool for studying dynamical patterns in geophysical
flows7,8. Conceptually, this approach is closely related to
the idea of transition networks based on symbolic dynam-
ics representations of a trajectory (or finite time series)
of a dynamical system, where a discretized version of the
system’s state space is considered in terms of transition
probabilities between such discrete states9–13. Another
notable and closely related approach has been recently
proposed by Hadjighasem et al.14, who considered La-
grangian trajectories with different initial conditions and
used weighted graph representations based on the mutual
distances between such trajectories to obtain a clustering
of phase space for detecting coherent vortices embedded
in the flow.
This work is dedicated to further study the poten-
tials of complex network approaches to investigating flow
structures. In general, having a flow as described by a
velocity field, fluid dynamics distinguishes two different
perspectives: On the one hand, the “direct” (Eulerian)
view focuses on the structures exhibited by the velocity
field itself. In the context of recent work, we mention the
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2flow network approach by Molkenthin et al.5 as an exam-
ple for the application of complex network tools. On the
other hand, as mentioned above, Lagrangian dynamics
approaches studying the trajectories of passive particles
advected within the flow allow obtaining a different type
of network representation. Notably, Eulerian dynamics
(of the velocity field) and Lagrangian dynamics (tracer
advection in the field) reveal complementary information
on the flow pattern under study. For example, veloc-
ity fields with regular time evolution (e.g., periodic two-
dimensional or even stationary three-dimensional flows)
may result in chaotic particle trajectories (Lagrangian
chaos).
In the remainder of this work, we exclusively focus
on the Lagrangian description of the flow, which has
proven especially useful for studying transport and mix-
ing phenomena. The most prominent methods in this
field can be classified into geometric and probabilistic ap-
proaches. Among other techniques, finite-time Lyapunov
exponents (FTLE) and related stretching indicators have
been widely used to identify Lagrangian coherent struc-
tures (LCS)15–18, i.e., quasi-stationary patterns of spa-
tially confined particle dynamics. These structures are
directly related with geometric objects like material lines
or surfaces that persist for relatively long times and thus
constitute barriers to transport.
The probabilistic approaches of Lagrangian dynam-
ics build upon approximations of the transfer operator
(Perron-Frobenius operator) of the system under study.
Here, instead of studying transport barriers these meth-
ods aim at directly identifying regions that stay (almost)
invariant under the dynamics19–21. The main tool of
these approaches is the transition matrix, a discrete ap-
proximation of the transfer operator, which indicates the
amount of flow between different subsets of the flow do-
main during a certain time interval. The analysis of the
transition matrix has already been demonstrated to re-
veal interesting properties of the flow: By studying its
eigenvectors, Froyland et al. identified almost-invariant
sets in time-dependent flows19 and demonstrated how
to detect the approximate locations of the five so-called
garbage patches in the global ocean surface flow22. These
patches were also identified by van Sebille et al.23, who
constructed the transition matrix from data on observed
surface drifters. Extending upon these ideas, Froyland
et al. proposed a novel measure of nonlinear stretching
based on the transition matrix, the so-called finite-time
entropy24, which has been generalized recently to a fam-
ily of (Re´nyi-like) network entropies8.
Some recent approaches have interpreted the transi-
tion matrix as the adjacency matrix of a weighted and di-
rected network and thereby made the rich toolbox of com-
plex network techniques available for flow system analy-
sis. Ser-Giacomi et al. related the node degree to non-
linear stretching8 and obtained maximum flow pathways
from betweenness centrality25. To discern hydrodynamic
provinces in the Mediterranean, Rossi et al.7 identified
communities in the associated flow network.
This paper aims to further contribute to a better un-
derstanding of different topological characteristics of such
Lagrangian flow networks and their relation to the un-
derlying flow. For this purpose, we consider a suite of
established complex network measures as well as related
characteristics accounting for the finite transport range
of the flow within a given finite period of time. Subse-
quently, these measures are applied to a well understood
model of a two-dimensional driven vortex flow26. In or-
der to test the ability of different network measures to
distinguish between regions of different dispersion and
mixing properties, we use the corresponding FTLE field
as a reference and compare the considered flow network
characteristics by means of a receiver-operating charac-
teristic (ROC) analysis27, a tool widely used in statistics
and machine learning.
Our results demonstrate that not only the node degree,
but also other conceptually related node characteristics
of Lagrangian transport networks are tightly connected
with the FTLE field and can thus be used to obtain sim-
ilar information on the flow pattern under study. More
specifically, we show that regions of laminar and strongly
mixing dynamics can be clearly distinguished in terms of
closeness, and that the finite-time structures associated
with invariant manifolds embedded in the flow can be
well approximated at different temporal scales using the
newly defined measure cutoff closeness.
The remainder of this paper is organized as follows:
In Section II, the theoretical foundations of our study
are reviewed, including the definition of FTLEs and the
construction of the transition matrix. Subsequently, Sec-
tion III discusses the concept of Lagrangian flow networks
together with a selection of network measures and intro-
duces a new time-sensitive extension of path-based mea-
sures by making use of a cutoff, which is further detailed
taking closeness as a particular example. In Section IV,
we briefly present the driven vortex system as a test case
for our approach. The results obtained for this system us-
ing Lagrangian flow networks are presented and further
discussed in Section V. Finally, Section VI summarizes
the findings of this work and briefly discusses possible
directions for further studies.
II. METHODOLOGICAL BACKGROUND
A. Flow field and flow map
We consider the velocity of particles in a flow given by
an ordinary differential equation28
d
dt
~x (t) = ~F (~x (t) , t) . (1)
We require ~F : Ω × R → Ω to be a continuously differ-
entiable vector field defined on a smooth, compact man-
ifold Ω ⊂ Rn. If ~F (~x, t) = ~F (~x) the system is called au-
tonomous, otherwise non-autonomous or time-dependent.
3The associated flow map
Φ : Ω× R× R→ Ω; (~x0, t0, τ) 7→ ~x (t0 + τ)
gives the final position of a particle released at point ~x0
at time t0 after being passively advected for a time τ .
Here, ~x : R 7→ Ω denotes the solution to Eq. (1) with
initial condition ~x (t0) = ~x0.
Because of our requirements on Ω and ~F , standard
theorems on the local existence and uniqueness of solu-
tions of (1) ensure, that the flow map is continuous and
satisfies the following properties:
Φ (~x0, t0, 0) = ~x (t0) ;
Φ (Φ (~x0, t0, τ1) , t0 + τ1, τ2) = Φ (~x (t0 + τ1) , t0 + τ1, τ2)
= Φ (~x (t0 + τ2) , t0 + τ2, τ1)
= ~x (t0 + τ1 + τ2) . (2)
Therefore, Φ defines a discrete dynamical system. Note
that the above requirements ensure that
Φ−1 (~x (t0) , t0, τ) = Φ (~x (t0 + τ) , t0 + τ,−τ) . (3)
B. Finite-time Lyapunov exponents
In dynamical systems approaches to flow processes, a
standard way to quantify dispersion and mixing in fluids
is based on finite-time Lyapunov exponents (FTLEs)18.
The FTLE λ (~x0, t0, τ) characterizes the amount of
stretching about the trajectory starting at point ~x0 in
the time interval [t0, t0 + τ ] and is defined as
λ (~x0, t0, τ) =
1
2 |τ | log Λmax, (4)
where Λmax is the largest eigenvalue of the Cauchy-Green
strain tensor
C (~x0, t0, τ) = (∇Φ (~x0, t0, τ))T ∇Φ (~x0, t0, τ) . (5)
Here, ∇Φ (~x0, t0, τ) is the Jacobian matrix of the flow
map8,18. For τ > 0, λ is referred to as the forward FTLE
and characterizes dispersion around x0. For τ < 0, we
obtain the backward FTLE related to the strength of
mixing around x0.
We recall that the interpretation of Eq. (4) is that
an initial sphere of infinitesimal diameter r, located at
~x0, will be stretched into an ellipsoid of major axis
r exp (τ · λ (~x0, t0, τ)) after being advected by the flow for
a time τ . Similarly, the other axes will be deformed at ex-
ponential rate related to the other eigenvalues of Eq. (5).
Thus, for high values of the forward FTLE λ (~x0, t0, τ)
the trajectories of two particles that are very close to ~x0
at t0 will separate at exponential rate, ending up in dif-
ferent regions of the flow domain. Consequently, high for-
ward FTLE values correspond to regions with strong dis-
persion of particles. Conversely, a high backward FTLE
at x0 implies that trajectories that were far apart at time
t0 − τ , become very close at t0, which corresponds to an
efficient mixing of fluid from different regions at x0.
For example, in the case of a hyperbolic fixed point em-
bedded in a steady flow, one expects high forward FTLE
near the stable manifold and high backward FTLE near
the unstable manifold. These manifolds act as separatri-
ces or transport barriers, because they separate regions
with different long-term dynamics. For time-dependent
systems, the notions of saddle points and their stable and
unstable manifolds are not well-defined anymore. How-
ever, it is often possible to interpret so-called Lagrangian
Coherent Structures15–17 in terms of finite-time separa-
trices associated with time-dependent hyperbolic objects
embedded within the flow. Shadden et al.18 demon-
strated how to identify LCSs from the ridges of the FTLE
field and that in many situations the flux across such
ridges is small or even negligible.
C. Transfer operator and transition matrix
In the context of numerical computations to study flow
properties, it is usually necessary to discretize the spatial
domain of the flow. In this work, we partition the flow
domain Ω into a sufficiently large number N of spatially
connected yet mutually disjoint boxes Bi, i = 1, . . . , N .
For convenience, we consider these boxes to be of equal
volume. Note that such a partition always exists since Ω
is required to be compact.
The proportion of mass that flows from box Bi to box
Bj within the time interval [t0, t0 + τ ] is given by
Pij (t0, τ) =
vol (Bi ∩ Φ (Bj , t0 + τ,−τ))
vol (Bi)
. (6)
Here, vol (X) denotes the Lebesque measure of a sub-
set X ∈ Ω ⊂ Rn. Equation (6) defines the transi-
tion matrix P (t0, τ) of the flow, which provides a spa-
tially discretized approximation to the transfer opera-
tor or Perron-Frobenius operator of the dynamical sys-
tem. This construction is commonly known as Ulam’s
method19,29.
D. Numerical approximation of the transition matrix
To obtain a numerical estimate Pˆ (t0, τ) of the tran-
sition matrix, at time t0 we initialize a large number
Ki of particles within each box Bi at positions ~xi,k
(k = 1, . . . ,Ki) uniformly at random and numerically in-
tegrate the corresponding trajectory segments to obtain
Φ (~xi,k, t0, τ). The number of particles transported from
box Bi to Bj provides an estimate of the flow between
the two boxes, i.e.,
Pˆij (t0, τ) =
# {k : xi,k ∈ Bi ∧ Φ (xi,k, t0, τ) ∈ Bj}
Ki
. (7)
Here, #X is the number of elements of a finite set X.
The integration time τ should be chosen long enough, so
4that sufficiently many particles have left their initial box.
Otherwise, the approximated transport matrix will be
close to the identity matrix. There is no upper limit on τ ,
but it should be chosen of appropriate size to resolve the
particular time-scales of interest of the flow. Obviously
the latter applies to the choice of t0 as well.
To ensure that no significant part of the dynamics is
neglected in boxes with high particle dispersion, we adap-
tively increase Ki until∑
j
Pˆij (t0, τ) < αKi (8)
with α = 0.1. This condition ensures that the number
of initial conditions per box is significantly higher than
the number of boxes reached after integration. While we
observe that this leaves many resulting flow network char-
acteristics (see below) practically unchanged, it strongly
reduces computation time, since the number of boxes
reached within a time step τ usually differs by several
orders of magnitude between regions of chaotic and lam-
inar dynamics. It has to be noted that the adaptive
method slightly favors out-degree over in-degree (see Sec-
tion III for the definition of these measures), leading to
about 10 to 20 percent higher maximum out-degree than
maximum in-degree as will be shown in Section V. How-
ever, at this point we accept this potential drawback since
the studied network measures are mostly related to the
forward dynamics (e.g., out-degree). If being interested
in the backward dynamics, either a uniform Ki should
be used or the integration could be performed backward
with adaptive Ki.
E. Markov chain description
A Markov chain30 is a memoryless stochastic process,
which means that the state of the process after k time
steps depends only on its state at time step k − 1.
For our purposes, we will consider an N -state Markov
chain. Let ρi (t0) be the probability of a particle to be
in box Bi at time t0 and consider the vector of residence
probabilities ~ρ (t0) = (ρ1 (t0) , ρ2 (t0) , . . . , ρN (t0)). The
evolution of this vector during a discrete time step τ is
given by (left-) multiplication with the transition matrix,
~ρ (t0 + τ) = ~ρ (t0) P (t0, τ) . (9)
In this case, Pij (t0, τ) gives the conditional transition
probability between boxes, that is, the probability that
a particle ends up in box Bj after time step τ , given
that it was initially in box Bi. Thus, the transition
matrix P (t0, τ) approximates the forward dynamics of
the flow. The corresponding backward evolution is given
by P (t0 + τ,−τ), which can be easily obtained from
P (t0, τ) via
24
Pji (t0 + τ,−τ) = Pij (t0, τ)∑N
k=1 Pkj (t0, τ)
. (10)
Equations (6) and (7) ensure that the matrix P (t0, τ)
is row-stochastic, that is,
∑N
j=1 Pij (t0, τ) = 1 for all i
and Pij (t0, τ) ≥ 0 for all i, j. Therefore, according to
standard theorems on stochastic matrices, P (t0, τ) has
an eigenvalue equal to 1 as its the largest eigenvalue, and
at least one corresponding left eigenvector has only non-
negative elements19. Froyland et al.22 used eigenvectors
of the transition matrix with eigenvalues close to 1 to
identify attracting sets and their basins of attraction in
the global ocean surface flow.
Since Markov processes are memoryless, this frame-
work allows approximating a long-term transition matrix
P (t0, τ˜), where τ˜ = τ1 + τ2 + · · ·+ τk, by multiplication
of short-term transition matrices24
P (t0, τ˜) ≈ P (t0, τ1) P (t0 + τ1, τ2) · . . .
. . . ·P (t0 + τ1 + · · ·+ τ(k−1), τk) . (11)
In this case, the information about the exact particle
positions within each box is lost after every time step
τi, i = 1, . . . , k. This corresponds to intra-box mixing of
the particles within each box at every time step mim-
icking the diffusive small-scale dynamics of real-world
flows not resolved by fully deterministic flow models. The
Markov approximation has been successfully applied to
geophysical flows by various authors22,31,32.
III. LAGRANGIAN FLOW NETWORKS
In the following, we interpret the transition matrix
(Eq. 6) as the weight matrix of a weighted and directed
complex network, the Lagrangian flow network. The box
Bi of the partition corresponds to the node i of this net-
work, and a link between nodes i and j is present if fluid
is exchanged between boxes Bi and Bj during a time step
τ . Link weights are given by the entries of the transition
matrix Pij (t0, τ).
The network’s adjacency matrix A (t0, τ) is thus de-
fined as
Aij (t0, τ) :=
{
1, if Pij (t0, τ) > 0,
0, else.
(12)
Based upon this adjacency matrix, a variety of comple-
mentary structural characteristics can be studied. In the
following, we present a selection of these measures to be
further used in the course of this study.
A. Degree
The out-degree kouti of a node i is given by the num-
ber of edges pointing from node i to any other node
of the network. Although often excluded (e.g., in func-
tional network representations of multivariate or spatio-
temporal data fields4), in this work we explicitly allow for
self-loops, i.e., edges pointing from i to i (corresponding
5to the fraction of passive tracers staying within i after
a time step τ). Conversely, the in-degree kini counts the
number of edges pointing to node i. Both quantities can
be easily computed from the network’s adjacency matrix
A as
kouti =
N∑
j=1
Aij , (13)
kini =
N∑
j=1
Aji. (14)
The degree of a node in a Lagrangian flow network
is directly related with the volume influenced by an in-
tial perturbation in box Bi after a time τ . For a two-
dimensional flow and a constant box size mB , the af-
fected area will be approximately kouti ·mB . Therefore,
the out-degree kouti is a natural measure of the (nonlin-
ear) spreading of particles, while the in-degree kini di-
rectly relates to the mixing of fluid of different origin in-
side box Bi. Based on these considerations, Ser-Giacomi
et al.8 recently presented an argument that heuristically
relates the degree with the FTLE.
B. Eigenvector centrality
A large body of recent work has utilized the eigen-
vectors of the transition matrix for studying geophysical
flows22,23. Specifically, it has been demonstrated that
the eigenvectors associated to eigenvalues close to 1 can
be used to detect (almost) invariant sets in flow systems,
i.e., in a set-oriented framework.
In this work, we consider the related measure of left
eigenvector centrality x lefti of a node i, which is defined
based on the Lagrangian flow network’s adjacency matrix
A (instead of the transition matrix P) as a solution of
the eigenvalue problem
~x left, TA = λmax~x
left, T , (15)
where λmax is the largest eigenvalue of A. Since all coef-
ficients of A are non-negative, λmax and all coefficients of
~x left (i.e., the left eigenvector centralities x lefti ) are also
non-negative, and ~x left is unique with these properties2.
In a similar way, one may study the solution of the
closely related eigenvalue problem
~x right, TAT = λmax~x
right, T , (16)
where x righti denotes the right eigenvector centrality of
node i. One easily convinces oneself that while the left
eigenvector centrality (based on A) is related to the time-
forward dynamics, the right eigenvector centrality (based
on AT ) characterizes the time-backward dynamics.
The interpretation of eigenvector centrality is some-
what less straightforward than that of some other cen-
trality measures used in complex network theory. Fol-
lowing the intuition that the degree gives the number
of possible walks of length 1 from node i to all other
nodes, eigenvector centrality is related to number of pos-
sible walks of arbitrary length from node i to all other
nodes33. This heuristically explains why the patterns of
eigenvector centrality and degree often exhibit a certain
degree of similarity.
Regarding the two different numerical schemes for esti-
mating the transition matrix with and without the adap-
tive condition (Eq. 8) as described above, we may ob-
serve a minor difference in the resulting distribution of
eigenvector centrality. Most notably, as will be shown in
Section V, the maxima in the field of (left) eigenvector
centrality of A are more pronounced when using adaptive
particle numbers per box, whereas the (right) eigenvector
centrality of AT remains largely unaffected by different
choices.
C. Closeness
In order to determine which nodes of a flow network
correspond to boxes with maximum dispersion, a natural
idea is to look at such nodes that have direct influence
on a large number of other nodes and thereby are able
to spread particles over a wide part of the flow domain.
The previously discussed degree is able to measure this
property. Another vital idea is to consider how many
steps it takes for particles starting at node i to reach all
other nodes and associate strong dispersion with a node if
the resulting paths to reach all other nodes are on average
especially short. The network property capturing this
notion of dispersion is closeness centrality.
A path in a network is a sequence of nodes, such that
every node is connected to its consecutive node by an
edge. In directed networks the edges have to additionally
point into the correct direction. The length of a path is
the number of nodes traversed along the path. This leads
to the definition of a shortest path between two nodes,
which is simply a path of minimum length. While there
is a definite minimum path length between two nodes,
there can be several distinct shortest paths.
Let lij denote the length of a shortest path between
nodes i and j. The expected graph distance from i to a
randomly chosen node j is then given by
li :=
1
N − 1
∑
j 6=i
lij . (17)
The closeness centrality ci of node i is defined as the
inverse average distance2
ci :=
1
li
=
N − 1∑
j 6=i lij
. (18)
If the studied network is not fully connected and nodes i
and j belong to different components, it is convenient to
define lij := N , where N is the total number of nodes in
the network2. This value is always greater than the max-
imally possible shortest path length between two nodes.
6For directed networks, one has to distinguish out-
closeness and in-closeness (couti and c
in
i , respectively),
which just means that in Eq. (18) at each step only out-
going (incoming) edges are considered. As it is also the
case for the degree, out-closeness relates to forward dy-
namics and in-closeness to backward dynamics.
Note again that when we approximate actual particle
trajectories by network paths, we disregard their precise
location inside each box at every time step. In other
words, we implicitly assume that our transition matrix
exhibits the Markov property (Eq. 11).
D. Path-based measures with cutoff
For shortest path-based network characteristics like
closeness (as well as, e.g., local efficiency or between-
ness not further studied in this work), it is possible to
introduce a cutoff L and consider only those shortest
paths in the network which have a length smaller than or
equal to L. In this way we restrict our attention to pro-
cesses that occur within a certain time interval, namely
within L time steps. Consequently, nodes i and j can-
not be connected if the shortest path between them is of
length greater than L. For closeness, this would imply
dij = N . When the cutoff exceeds the maximum shortest
path length, we get back the usual closeness definition.
The introduction of cutoff closeness has several ad-
vantages: One the one hand, it significantly reduces the
computational costs for computing closeness, since only
paths up to a certain length have to be taken into ac-
count. Even more, while path-based measures without
cutoff relate to the infinite-time behavior of the system,
the cutoff allows to focus their sensitivity to the particu-
lar time-scales of interest.
As a special case, it is straightforward to show that the
out-closeness with cutoff L = 1 is a strictly monotonic
transformation of the out-degree:
cout,1i =
N − 1
kouti + (N − 1− kouti ) ·N
=
1
N − kouti
. (19)
For general values of L, it is possible to derive a similar
expression. For this purpose, let κLi denote the number
of nodes that can be reached from node i after exactly L
steps (but not at any time earlier). Then, we can express
cout,Li as
cout,Li =
N − 1∑L
l=1 κ
l
i · l +
(
N − 1−∑Ll=1 κli) ·N . (20)
Equation (20) presents an intimate link between
the cutoff-L out-closeness and the “generalized out-
degrees” κLi . We note that κ
L
i can be expressed exclu-
sively by elements of the transition matrix P and its con-
secutive powers up to PL.
For L > LP, where LP is the diameter of the network
defined by the transition matrix P, i.e., the maximum
shortest path length over all pairs of nodes, we obtain:
cout,L = cout,LP = cout =
N − 1∑LP
l=1 κ
l
i · l
. (21)
In the context of our present work, we observe that
for low values of L, κLi corresponds approximately to
the normal out-degree of the matrix PL as defined by
Eq. (13). Recalling recent findings demonstrating a con-
nection between the FTLE and the degree of (powers of)
the corresponding transition matrix8, one would expect a
similar correspondence between the FTLE obtained with
low integration times and out-closeness with low cutoffs
for the vortex system. We will statistically evaluate this
relationship for some example flow patterns in Section V.
From Eq. (21), one can see that out-closeness without
cutoff essentially corresponds to an average of the (dis-
cretized) shortest possible travel times of flow between
a box Bi and all other boxes Bj in the flow domain
measured in units of τ . Thus, out-closeness has a dis-
tinct temporal interpretation, indicating the time-scales
at which a node is able to influence the rest of the net-
work. In the context of geophysical flows, this property
could be exploited for identifying regions from which par-
ticles diverge and spread very fast over the whole flow
domain. In many situations, these region are of superior
relevance, e.g., when studying the spread of non-reactive
contaminants in the atmosphere or ocean.
Cutoff closeness retains the aforementioned temporal
interpretation indicating fast dispersion, but additionally
incorporates information on the part of the flow domain
that can be influenced within L time steps by effectively
disconnecting pairs of nodes that are separated by more
than L steps.
E. Treatment of time-dependent flows
To compute local flow network characteristics as dis-
cussed above, we have implicitly assumed that the topol-
ogy of the network given by the adjacency matrix A
is constant during each time step. However, for time-
dependent systems this is rarely the case. In general, A
depends on the time step τ as well as on the initial time
t0.
For the time-periodic example system studied in the
following, we choose τ to match the systems’ respective
time-periodicity, so that A is in fact constant. In the
more general case, A would vary with each time step,
and we would have to deal with a sequence of distinct ad-
jacency matrices A1, . . . ,Ak, . . . . If the number of time
steps is finite, the theory of time-ordered graphs allows to
compute closeness for this time-dependent network topol-
ogy34. To this end, however, a detailed exploration of this
general case should remain a subject of future work.
7IV. DRIVEN VORTEX FLOW
An omnipresent phenomenon in geophysical flows is
the formation of vortices, such as cyclones, tornadoes, or
ocean gyres. In the following, we study a generic model
system that describes a chain of periodically driven vor-
tices26,35–37. In its simplified version studied by Feudel
et al.26, a thin layer of Lagrangian chaos is formed around
a vortex embedded in a laminar shear flow. This chaotic
layer contains regions of high dispersion and mixing,
making the model especially useful for testing dispersion
measures.
Let us consider the stream function26
ψ (x, y, t) = A (1 + ε sinpit) sin y +B sin 2x sin y. (22)
Here, the first term generates a shear flow and the second
term a chain of driven vortices. ε is a constant that mea-
sures the strength of temporal modulation responsible
for the emergence of chaotic particle motion in the flow.
In accordance with previous studies, we set the values of
the coefficients to A = 8.35 and B = −2.55. Since we are
not interested in the influence of varying modulation on
the system, but want to obtain a general understanding
of our network-based analysis method, we fix ε = 0.2 - a
setting also discussed by Feudel et al.26.
Considering ψ (x, y, t) as a time-dependent Hamilto-
nian, we obtain the equations of motion for passive tracer
particles as
dx
dt
=
∂ψ
∂y
,
dy
dt
= −∂ψ
∂x
, (23)
yielding
dx
dt
= A (1 + ε sinpit) cos y +B sin 2x cos y
dy
dt
= −2B cos 2x sin y. (24)
We note that the system is time-periodic with period
2 and exhibits spatial periodicity in x-direction with pe-
riod pi and in y-direction with period 2pi. Furthermore,
the y-nullclines are given by y˙ (x, 0, t) = y˙ (x, pi, t) = 0
and are impassable barriers for trajectories for all x and
t. Therefore, we consider the phase space of the tracer
dynamics restricted to the square [0, pi]× [0, pi]. Accord-
ingly, our numerical simulations are run with periodic
boundary conditions in x-direction on this square.
Figure 1 shows a stroboscopic map of the system. We
clearly discern the region of chaotic dynamics that sepa-
rates the periodic region inside the vortex from the shear
flow. Notably, the flow exhibits a saddle point at
(
pi
4 ,
pi
2
)
and an elliptic fixed point at
(
3pi
4 ,
pi
2
)
. For ε > 0, the
invariant manifolds associated with the hyperbolic fixed
point are stretched and folded, generating a chaotic sad-
dle of mutual intersections between both manifolds which
forms the backbone of the chaotic layer26.
FIG. 1. Stroboscopic map of the driven vortex flow (Eq. 24)
with ε = 0.2. 48 particles were initialized along the x = pi/2
and x = 3pi/2 axes and advected for 2000 time steps of length
τ = 2 matching the natural period of the system. After every
step, the location of each particle is plotted.
V. RESULTS
For the driven vortex model described in detail in the
previous section, we construct a transition matrix rep-
resentation of the flow by partitioning the flow domain
[0, pi] × [0, pi] into 200 × 200 boxes of equal size. We ini-
tialize 50 particles within every box at t0 = 0 and advect
them for a time step τ = 2 matching the period of the
system. Then, we adaptively increase the number of par-
ticles according to Eq. (8). In the following discussions,
all network characteristics have been computed from the
thus obtained transition matrix.
A. Spatial patterns of network measures
1. Degree and eigenvector centrality
Figure 2 displays the spatial patterns of degree and
eigenvector centrality together with the associated FTLE
fields (for τ = −2 and τ = 2) for forward (right panels)
and backward (left panels) dynamics. It can be clearly
seen that out-degree and in-degree highlight the stable
and unstable manifolds of the hyperbolic point, respec-
tively. The ridges described by the local maxima of the
degree fields are in very good correspondence with the
positions of the invariant manifolds as studied by Feudel
et al. 26 , which is to be expected from their close relation-
ship with the FTLE fields, the ridges of which are com-
monly used for approximating invariant manifolds18,38.
Note that as already emphasized in Section II, the out-
degree takes on average higher values than in-degree in
the considered sampling scheme.
The patterns of right and left eigenvector centrali-
8FIG. 2. (Color online) Time-backward (left) and time-forward measures (right) for the Lagrangian flow network of the driven
vortex system: (A,B) in-/out-degree, (C,D) right/left eigenvector centrality and FTLE for (E) τ = −2 and (F) τ = 2.
9ties closely resemble those of in- and out-degree, respec-
tively, which underlines the conceptual relationship be-
tween eigenvector centrality and degree (the former being
a straightforward extension of the latter)2. However, we
observe that the time-forward measures differ more from
each other than their time-backward counterparts. As
stated before, this is due to the adaptively chosen num-
ber of particles per box, which is optimized with respect
to the out-degree (i.e., a measure related to the time-
forward dynamics of the flow).
2. Out-closeness with and without cutoff
By varying the cutoff value L for the maximum path
length in the closeness computation, we get direct ac-
cess to the system’s dispersion characteristics at different
time-scales. Figure 3 shows the spatial patterns of cut-
off out-closeness for different cutoffs together with the
forward FTLE fields with different integration steps τ .
For small L > 1 (Fig. 3C,D), cutoff out-closeness high-
lights the stable manifold of the hyperbolic point em-
bedded in the chaotic layer, but also exhibits additional
structures in comparison with the out-degree. Notably,
we observe similar structures when considering the time-
forward FTLE field with the corresponding integration
time (Fig. 3A,B).
For larger cutoff values (Fig. 3E), we obtain a parti-
tioning of the phase space into regions of turbulent and
laminar dynamics, with high closeness values highlighting
the chaotic layer. The two KAM tori embedded in this
layer remain visible for every cutoff value as local min-
ima of the closeness field, which is in agreement with the
previously reported observation of local FTLE minima
around these tori26. This means that even small regions
of regular dynamics embedded in the chaotic layer can
be identified by cutoff closeness.
Finally, increasing the cutoff L even further (and fi-
nally removing it completely) results in a smoother tran-
sition between the dynamically different regimes.
In summary, we find a striking similarity between
the FTLE fields and cutoff closeness (as well as the
out-degree being closely related with the cutoff-1 close-
ness). This suggests that instead of previously considered
FTLEs or related measures based on transverse dynam-
ics, flow network characteristics may be used for unveiling
dynamically invariant (or almost invariant) structures in
flows. In the following, we will present a more quantita-
tive assessment of the corresponding similarities together
with an inter-comparison between the different network
properties.
B. Statistical analysis
For the out-degree, Ser-Giacomi et al. 8 provided a
heuristic argument for establishing a theoretical relation-
ship with the average FTLE in a given box. However, a
corresponding formalization is much harder to achieve for
the (cutoff) out-closeness studied in this work. Instead,
we aim to provide further evidence for its relationship
with the FTLE by means of a thorough statistical inter-
comparison. In order to quantify a possibly nonlinear
correspondence between the two fields, we consider two
measures: (i) the area under curve (AUC)27 associated
with the receiver-operator characteristic (ROC) and (ii)
symmetric uncertainty (SU)39, a normalized version of
the mutual information (MI).
1. Receiver-operator characteristic
Receiver-operator characteristic (ROC) analysis has
been developed to quantify the performance of classifi-
cation algorithms. In this context, for a given reference
classification, the discriminatory threshold value of a po-
tential classifier is continuously varied, and the true and
false positive rates of the obtained classification are dis-
played as a closed curve. Under the ideal condition of
a perfect classification, the area under this ROC curve
(area under the curve, AUC) would take a value of 1.
In turn, AUC = 0.5 would correspond to the skills of a
random classifier, where true and false positive rates are
equal along the ROC curve.
In order to use ROC analysis for comparing the FTLE
fields of our example system with the resulting spatial
patterns of different flow network characteristics, we first
have to define a classification target. In our case, we
consider a binary version of the FTLE field distinguish-
ing high and low values, the former being possibly related
with the location of invariant manifolds. Specifically, we
select a threshold λ∗ = αλmax (λmax being the maximum
local FTLE value of the flow) with α ∈ (0, 1) and define
boxes with average FTLE value greater than λ∗ as “pos-
itive” and others as “negative” samples. By choosing α
close to 1, we restrict our attention to those boxes that
have the highest FTLE values, which are of special in-
terest as argued below. In the next step, we consider the
out-closeness value of every box as the output of a clas-
sifier, where high values are expected to correspond to a
high probability of a positive sample.
In the literature on dispersion and mixing in geophysi-
cal flows, the relationship between ridges in the FTLE
field and the presence of Lagrangian coherent struc-
tures and invariant manifolds has been intensively dis-
cussed17,18. Here, a ridge represents a dense set of lo-
cal maxima of the FTLE field in d− 1 directions, where
d is the dimension of the system. Even though these
ridges (i.e., locally maximal average FTLE values) do
not necessarily coincide with the above defined positive
samples, it is reasonable to assume that they are com-
monly contained in boxes with globally “large” average
FTLE values. Since this relation to invariant manifolds
and Lagrangian coherent structures is one of the most
important properties of FTLE fields, it is of special in-
terest how much information on local FTLE maxima can
10
FIG. 3. (Color online) (A,B) Time-forward FTLE and (C-F) out-closeness with different cutoff values L (normalized by their
respective maximum values for the whole flow network) for the driven vortex system. We chose the integration time as (A)
τ = 4 and (B) τ = 6, respectively. The considered cutoff values L are (C) L = 2, (D) 3, (E) 10 and (F) ∞ (i.e., no cutoff was
used). Recall that cout,1 corresponds to a monotonic transformation of the out-degree, which has been shown in Fig. 2B.
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be obtained from the local properties of flow networks.
Figure 4A shows the obtained AUC values for out-
closeness with different cutoffs L together with those ob-
tained for out-degree and (right) eigenvector centrality
when being compared to the FTLE field with an integra-
tion time of τ = 2. The curves are obtained by varying
the threshold λ∗ over a reasonable range. All tested “clas-
sifier fields” yield AUC scores higher than 0.9 and may
thus be considered as providing essentially the same in-
formation as the FTLE in their maximum range. Among
the considered flow network properties, out-degree (aka
cutoff-1 out-closeness) and out-closeness with the com-
paratively low cutoff L = 3 perform best with AUC val-
ues of up to 0.99 for certain λ∗ while the eigenvector
centrality shows the least similarity with the FTLE field.
In particular, when using a more restrictive threshold to
the FTLE field (high λ∗), the cutoff-3 out-closeness out-
performs the out-degree.
In Fig. 4B, the same analysis is repeated for FTLE
with τ = 6. Here, over a wide range of λ∗, cout,3 performs
best. However, at very high λ∗ the out-degree reaches the
highest AUC values, which in turn performs much more
poorly for lower λ∗. In general, the AUC values appear
to decrease with increasing integration time τ , which re-
flects the loss of information on the longer-time evolution
of particle trajectories in the coarse-grained network de-
scription. For both considered integration times τ , it
is remarkable that the “normal” out-closeness (without
cutoffs) consistently performs better than out-closeness
with cutoffs significantly larger than L = τ/2 (i.e., the
cutoff corresponding to the integration time).
In order to further investigate the latter phenomenon,
we fixed a λ∗ = 0.9 · λmax and systematically compared
FTLE and cutoff out-closeness for different values of τ
and L. As Fig. 4C shows, the best results were obtained
for combinations of τ = 2 and τ = 4 with either very low
or very high values of L. The reason for this behavior
is that most of the boxes covering the invariant mani-
fold of the hyperbolic fixed point are already captured
by the maxima of those low-τ FTLE fields, while the
same invariant manifolds appear as maxima of all cutoff
out-closeness fields.
2. Mutual information and symmetric uncertainty
Mutual information (MI) is a measure of general sta-
tistical interdependence between two random variables.
In case of independence, the MI is 0, whereas it takes
its maximum if one variable is a deterministic function
of the other. In the latter case, the MI equals the Shan-
non entropy of the variables. In order to obtain a nor-
malized measure, the symmetric uncertainty coefficient
(SU) is defined as the ratio between MI and the mean
of the marginal entropies. Hence, SU takes the value 0
for independent variables and 1 if they are deterministic
functions of each other.
As an example, Figure 4D displays the obtained SU
values for different combinations of integration times τ
for the FTLE estimations and cutoff levels L for the
cutoff out-closeness. We find that the correspondence
between out-degree (aka cutoff-1 out-closeness) and the
FTLE with τ = 2 is higher than for every other com-
bination of τ and L. For τ and L both taking low val-
ues, this particularly strong relationship is retained es-
pecially for L = τ/2. However, if either τ or L are fur-
ther increased, the estimated values of SU decrease and
become almost independent of the specific combination
with SU ≈ 0.3 indicating again a non-trivial yet not nec-
essarily very strong relationships between the FTLE and
cutoff out-closeness fields.
Taken the results of ROC analysis and mutual infor-
mation estimates together, we conclude that the similar-
ity between FTLE fields with different integration times
and cutoff out-closeness is especially large in the range
of values close to the maximum FTLE. For short inte-
gration times and low cutoff levels, cout,τ/2 is commonly
the best network-based classifier. In practical applica-
tions, we suggest that in case of doubts about the specific
choice of L, the classical (no-cutoff) out-closeness should
be chosen, since the mean values of both AUC and SU
obtained for this measure and different integration times
τ (Fig. 4C,D) were the highest among all cutoff levels L.
VI. DISCUSSION AND CONCLUSIONS
Based on a discretized version of the transfer opera-
tor of a dynamical system obtained by Ulam’s method,
we have constructed Lagrangian transport networks as
a tool for studying transport processes in flow systems.
By making use of a Markov chain approximation, tra-
jectories of passively advected particles can be approx-
imated by paths on these networks. In order to pro-
vide insights into the properties of Lagrangian flow net-
works, we systematically studied the behavior of different
established network characteristics, degree, eigenvector
centrality and closeness, in the case of a simple model
of a two-dimensional driven vortex flow. For the lat-
ter example, we demonstrated that degree and closeness
with a variable cutoff L to the maximum considered path
length are efficient measures of dispersion and mixing,
the spatial patterns of which strongly resemble those of
the well-established FTLE fields. At the same time, eval-
uating these network characteristics comes on consider-
ably lower computational costs, once the transition ma-
trix has been obtained.
As a simplification, in this work we only studied the
case of time-periodic systems, for which the transition
probabilities between different parts of the flow domain
are constant if the integration time is taken as an integer
multiple of the period of the system. For the more com-
plex problem of non-periodic time-dependent systems,
the general idea of approximating particle trajectories by
network paths could be considered as well, but requires
further detailed investigations. First steps in this direc-
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FIG. 4. (Color online) (A) AUC for various network measures and different thresholds λ∗ to the FTLE field with τ = 2.
(B) Same with τ = 6. (C) AUC values for the cutoff-L out-closeness obtained for an FTLE threshold of λ∗/λmax = 0.90 in
dependence on the integration time τ and cutoff level L. (D) SU values for the same setting as in (C).
tion have been recently taken by Ser-Giacomi et al.25,32,
making use of so-called time-ordered graphs34.
Based on the obtained results, we suggest that La-
grangian flow network properties in general and (cutoff)
out-closeness in particular provide useful tools for iden-
tifying dynamically (almost) invariant objects and La-
grangian coherent structures embedded in the flow. For
this purpose, ridge detection algorithms commonly ap-
plied to FTLE fields can be used for the spatial patterns
of the aforementioned network characteristics in a fully
analogous way. In addition, we emphasize that the cutoff
out-closeness has demonstrated a tendency of taking low
values in even very small (of the order of box size) re-
gions of regular dynamics, which might be used for iden-
tifying such regions directly from the transition matrix.
For this purpose, also other network characteristics like
betweenness or random-walk based versions of common
path-based characteristics (e.g., random-walk closeness40
or random-walk betweenness41) should be taken into ac-
count as candidate measures. We outline corresponding
investigations, together with further applications to real-
world flow systems, as subjects of future studies.
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