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Abstract—This paper develops a new mathematical framework
for denoising in blind two-dimensional (2D) super-resolution
upon using the atomic norm. The framework denoises a signal
that consists of a weighted sum of an unknown number of
time-delayed and frequency-shifted unknown waveforms from
its noisy measurements. Moreover, the framework also provides
an approach for estimating the unknown parameters in the
signal. We prove that when the number of the observed samples
satisfies certain lower bound that is a function of the system
parameters, we can estimate the noise-free signal, with very high
accuracy, upon solving a regularized least-squares atomic norm
minimization problem. We derive the theoretical mean-squared
error of the estimator, and we show that it depends on the noise
variance, the number of unknown waveforms, the number of
samples, and the dimension of the low-dimensional space where
the unknown waveforms lie. Finally, we verify the theoretical
findings of the paper by using extensive simulation experiments.
Index Terms—Super-resolution, atomic norm denoising, blind
deconvolution, mean-squared error.
I. INTRODUCTION
Super-resolution refers to the inverse problem of recover-
ing fine-scale information from low-resolution measurements.
Such a problem arises in many real-world applications such as
astronomy [2], radar imaging [3], microscopy [4], and medical
imaging [5]. Among the different fields of super-resolution, the
super-resolution source localization, whose goal is to identify
the locations of point sources from its convolution with low-
pass point spread function, has gained considerable interest.
In recent years, many convex based methods have been
widely used to super-resolve a set of unknown continuous
parameters. In the noise-free case, the work in [6] shows
that we can recover a set of point sources at unknown loca-
tions in [0, 1], with infinite precision, upon solving a convex
total-variation norm optimization problem. The problem is
reformulated as semidefinite programming (SDP), and exact
recovery is shown to hold as long as the distance between
the points satisfies a minimum separation. The authors in [7]
apply the atomic norm framework to recover precisely a set of
continuous frequencies from a random set of samples, whereas
[8] extends the framework in [7] to the case of multiple
measurement vectors. The authors in [9] show that we can
recover precisely a set of two-dimensional (2D) continuous
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frequencies using the atomic norm, while [10] provides a
super-resolution approach to recover multidimensional (MD)
frequencies.
Blind super-resolution, or what is being referred to in the
literature as blind deconvolution, is another direction of super-
resolution in which the unknown sparse signal is convolved
with an unknown point spread function (PSF). An example of
that is when the PSF is imperfectly known or a time-varying
function that drifts within the period of an experiment in a
measurement device. The hurdle within blind super-resolution
is that it is a severely ill-posed problem; hence, solving it
typically involves imposing extra assumptions. In the 1D
space, the work in [11] develops an atomic norm framework to
estimate unknown frequencies as well as a single point spread
function and a spike signal, whereas [12] generalizes [11] to
multiple unknown waveforms. Both works show that an exact
recovery of the unknowns is guaranteed with high probability,
assuming that the number of measurements is proportional to
the degrees of freedom in the problem and that the unknown
waveforms lie in a known low-dimensional subspace.
On the other hand, the work in [13] develops a blind 2D
super-resolution framework to super-resolve a set of 2D con-
tinuous frequencies and unknown waveforms using the atomic
norm. The work shows that when the unknown waveforms
lie in a known low-dimensional subspace, an exact recovery
for the frequencies and the waveforms holds given that the
frequencies are well-separated and that the number of observed
samples satisfy specific bound that is a function of the system
parameters. This work is extended in [14] for the 3D space.
In practical applications with real data, it is substantial to
account for model imperfections and perturbation that result
from noise. Thus, super-resolution from noisy measurements
has been excessively studied. The authors in [15] address the
problem of super-resolving point sources from noisy data with
high precision. The work shows that by solving a convex total-
variation norm minimization problem, a stable estimate for
the unknowns is guaranteed with an error that is proportional
to the noise level and the super-resolution factor, provided
that the points are well-separated. The work in [16] provides
non-asymptotic guarantees on the mean-squared error (MSE)
achieved by atomic norm denoising applied to line spectral
estimation problem, whereas in [17], the authors provide an
atomic norm denoising approach for multiple signals and a
recovery algorithm for their associated frequencies from noisy
observations via atomic norm minimization. The denoising
error rate in [17] is shown to be directly proportional to the
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2noise level and inversely proportional to the total number of
the observed samples.
An atomic norm denoising algorithm for a mixture of
sinusoidal from noisy samples is proposed in [18] in which
the denoising error is derived and shown to be directly
proportional to the noise level and inversely proportional to
the number of samples. Finally, the authors in [19] study
the problem of denoising a sum of complex exponentials
with unknown waveform modulations using an atomic norm
regularized least-squares problem. The theoretical MSE of the
estimator is derived and shown to be proportional to the noise
variance and the actual signal parameters.
A. Contributions and Related Work
In this paper, we provide an abstract theory for atomic norm
denoising in blind 2D super-resolution that is easily extendible
to any higher dimensions. We show that the atomic norm
framework can be applied to denoise and then super-resolve
a set of unknown continuous parameters in the 2D space. We
formulate the denoising problem as a regularized least-square
atomic norm minimization problem, and we show that it can
be solved via an SDP. Moreover, we derive the theoretical
bound on the MSE of the proposed denoising algorithm, and
we show that it is a function of the noise level, the number of
the observed samples, the number of the unknown parameters,
and the subspace dimension where the unknown waveforms
are assumed to lie. In particular, we prove that the MSE
scales linearly with the noise variance and the square root
of the number of the unknown waveforms and is inversely
proportional to the number of the observed samples.
The significance of this work is that, to the best of our
knowledge, it is the first work to address atomic norm denois-
ing beyond the 1D blind super-resolution scheme. The work
in this paper is closely related to that in [13], [20] and [19].
The focus of [13], [20] is on blind 2D super-resolution in
the noise-free case, whereas in this paper, we consider the
case in which the signal is contaminated by noise. Hence,
we start from a different problem formulation, and we devise
a distinct optimization recovery problem. Most importantly,
while an exact recovery for the unknowns exists in [13], [20],
such exactness does not exist here due to the noise.
On the other hand, the work in [19] addresses the problem
of blind super-resolution in 1D space. Extending the 1D
framework to higher dimensions is non-trivial and comes with
significant mathematical differences due to multiple reasons.
First, the existence of the solution for the problem in [19]
is shown by using a 1D polynomial that consists of multiple
shifted versions of a single kernel. Such formulation fails in
our problem as our 2D trigonometric vector polynomial has to
satisfy different constraints. Thus, we propose using multiple
different kernels, as we will show in Section VI. Second, the
MSE in [19] does not depend explicitly on the dimensionality
of the problem and is entirely dependent on the formulation.
Third, while [19] is based on using a 1D atomic norm, which is
shown to be reformulated as an SDP, such reformulation does
not exist for MD atomic norm and an alternative approach that
is based on relaxing the problem is applied. Finally, our proof
techniques allow us to impose less restricted assumptions on
the subspace where the unknown waveforms lie than what in
[19], as we will discuss in Section III.
B. Paper Organization
In Section II, we introduce our system model and derive
our super-resolution denoising problem based on atomic norm
optimization. In Section III, we provide our main result, which
characterizes the theoretical MSE performance of the problem,
and we highlight its main assumptions. Section IV discusses
the optimality conditions of the denoising problem introduced
in Section III, and shows how to super-resolve the unknown
continuous parameters upon obtaining SDP relaxation for the
recovery problem. In Section V, we validate the theoretical
findings in the paper using simulations, whereas Section VI
provides detailed proof of the theorem in Section III. Conclu-
sions and future work directions are drawn in Section VII.
C. Notations
We use boldface lower-case symbols for column vec-
tors (i.e., x) and upper-case for matrices (i.e., X). (·)T ,
(·)H , and Tr (·) denote the transpose, the Hermitian, and
the trace, respectively. [x]i denotes the i-th element of x
while [X](i,j) indicates the element in the (i, j) entry of
X. The M × M identity matrix is denoted by IM while
X  0 indicates that X is a positive semidefinite matrix.
When we use a two-dimensional index for vectors or ma-
trices such as [x]((k,l),1), k, l = −N, . . . , N , we mean that
x = [x(−N,−N), x(−N,−N+1), . . . , x(−N,N), . . . . . . , x(N,N)]T .
Moreover, we refer to the Kronecker product by ⊗. || · ||2
designates the spectral norm for matrices and the Euclidean
norm for vectors while || · ||F refers to the Frobenius norm.
The infinity norm is denoted by || · ||∞. diag (x) represents
a diagonal matrix whose diagonal entries are the elements
of x. Furthermore, 〈·, ·〉 stands for the inner product whilst
〈·, ·〉R denotes the real inner product. The probability of an
event is indicated by Pr[·], while the expectation operator is
denoted by E[·]. For a given set X , the notation |X | indicates
the cardinality of the set, i.e., the number of the elements.
Finally, C,C1, C∗, C∗1 , Cˆ, C¯, . . . are used to denote numerical
constants that can take any real value.
II. THE SUPER-RESOLUTION PROBLEM
In this work, we model an observed signal y∗ (t) as a sum of
R different weighted versions of time-delayed and frequency-
shifted unknown waveforms sj (t), i.e.,
y∗ (t) =
R∑
j=1
cjsj (t− τ˜j) ei2pif˜jt, (1)
where {cj}Rj=1 ∈ C and the pairs {(τ˜j , f˜j)}Rj=1 represent the
unknown continuous time-frequency shifts. Finally, note that
both R and {cj}Rj=1 are unknown. Such formulation arises
in many signal processing applications such as military radar
application, passive indoor source localization, and image
restoration in astronomy (see [13]). In this paper, we assume
3that the unknown waveforms sj (t) are bandlimited periodic
signals with a bandwidth of W and a period of length T and
that y∗ (t) is recorded over an interval of length T . Therefore,
(τ˜j , f˜j) ∈ ([−T/2, T/2] , [−W/2,W/2]). The discrete version
of (1) can be obtained by sampling y∗ (t) in [−T/2, T/2] at
a rate of 1/W samples-per-second to accumulate a total of
L := WT = 2N + 1 samples. Then, we can apply the DFT
and the IDFT to the result equation and manipulate to obtain
y∗ (p) := y∗ (p/W ) =
1
L
R∑
j=1
cj
(
N∑
k=−N
[(
N∑
l=−N
sj (l) e
−i2pi klL
)
e−i2pikτj
]
ei2pi
kp
L
)
×
ei2pipfj , p = −N, . . . , N, (2)
where τj :=
τ˜j
T and fj :=
f˜j
W . Based on these definitions,
we can conclude that (τj , fj) ∈ [−1/2, 1/2]2. From the
periodicity property, we can assume without loss of generality
that (τj , fj) ∈ [0, 1]2.
In practical scenarios, the samples y∗ (p) are contaminated
by noise; therefore, we can write
y (p) = y∗ (p) + ω (p) , p = −N, . . . , N, (3)
where {ω (p)}Np=−N are the noise samples. In this paper, we
assume that theses samples are independent and identically
distributed (i.i.d.) complex Gaussian samples of zero mean
and variance σ2ω , i.e., {ω (p)}Np=−N i.i.d.∼ CN
(
0, σ2ω
)
.
To recover R, cj , (τj , fj), and sj (l) from (3), it is clear that
the order of the unknowns is O (LR), which is much greater
than the number of samples L. Hence, the recovery problem
is hopelessly ill-posed and can be filled-in randomly to obtain
estimates that match the data. To mitigate this, we define sj ∈
CL×1 such that sj := [sj (−N) , . . . , sj (N)]T , and we solve
the problem under the assumption that {sj}Rj=1 lie in a known
low-dimensional subspace spanned by the columns of a known
matrix D ∈ CL×K with K ≤ L. Such assumption is applied
in many existing works, e.g., [11]–[13], [21].
Based on the above discussion, we can write sj = Dhj
and sj (l) = dHl hj , where {hj}Rj=1 are unknown orientation
vectors while dl ∈ CK×1 is the l−th column of DH , i.e,
D := [d−N , . . . ,dN ]
H . Without loss of generality, we assume
that ||hj ||2 = 1 for all j. Hence, recovering sj is equivalent to
estimating hj , and the order of the unknowns in the problem
reduces to O (RK), which can be less than L if R,K  L.
Let rj := [τj , fj ]T and define a (rj) ∈ CL2×1 such that
[a (rj)]((k,l),1) =DN
(
l
L
− τj
)
DN
(
k
L
− fj
)
,
l, k = −N, . . . , N, (4)
where DN (t) is the Dirichlet kernel defined by DN (t) :=
1
L
∑N
r=−N e
i2pitr. Starting from (2), and upon using (4) and
setting sj (l) = dHl hj , we can write (see [13, Appendix A])
y∗ (p) =
R∑
j=1
cj
N∑
k,l=−N
[a (rj)]((k,l),1)d
H
(p−l)hje
i2pi pkL . (5)
Now, we intend to express (3) in a matrix-vector form. For
that, we define D˜p ∈ CL2×K with p = −N, . . . , N such as
[D˜p]((k,l),1→K) = ei2pi
pk
L dH(p−l), k, l = −N, . . . , N. (6)
Based on (5) and (6) we can rewrite (3) as
y (p) =
R∑
j=1
cja (rj)
H
D˜phj + ω (p)
= Tr
(
D˜pUo
)
+ ω (p) =
〈
Uo, D˜
H
p
〉
+ ω (p) , (7)
where
Uo =
R∑
j=1
cjhja (rj)
H
. (8)
Define the linear operator X : CK×L2 → CL as
[X (Uo)]p = Tr
(
D˜pUo
)
, p = −N, . . . , N
and its adjoint X ∗ : CL → CK×L2 such that
X ∗ (q) =
N∑
p=−N
[q]pD˜
H
p ; q ∈ CL×1.
Then, y = [y (−N) , . . . , y (N)]T can be expressed as
y = X (Uo) + ω = y∗ + ω, (9)
where ω = [ω (−N) , . . . , ω (N)]T is the noise vector. Equa-
tion (9) suggests that recovering the unknowns in this paper is
a two-fold problem: denoising and parameters estimation using
Uo. In practical systems, R is very small, and Uo can thus be
viewed as sparse linear combinations of multiple matrices of
dimension K × L in the following set of atoms
A =
{
ha (r)
H
: r ∈ [0, 1]2, ||h||2 = 1,h ∈ CK×1
}
.
For a general atomic set A, the atomic norm is defined as
the gauge function associated with the convex hull of A, i.e.,
conv (A), and is given by
||U||A = inf {t > 0 : U ∈ t conv (A)}
= inf
cj∈C,rj∈[0,1]2,||hj ||2=1
∑
j
|cj | : U =
∑
j
cjhja (rj)
H
 .
The dual of the atomic norm is given by
||C||∗A = sup
||U||A≤1
〈
C,U
〉
R = sup
r∈[0,1]2,||h||2=1
∣∣∣〈C,ha (r)H 〉R∣∣∣ .
(10)
Now let µ ∈ R+ be an appropriately selected regularization
parameter to be determined later. Then, to estimate X (Uo)
from (9), we consider solving the following regularized least-
square atomic norm minimization problem
minimize
U∈CK×L2
1
2
||y −X (U)||22 + µ ||U||A. (11)
Here, ||y −X (U)||22 is the noise-controlling term, ||U||A is
the sparsity-enforcing term, and µ rules the trade-off between
them. In this paper, we analyze the MSE performance of (11).
4Solving (11) may appear to be challenging since its primal
variable is infinite-dimensional. An approach to solve this
problem is to reformulate its dual as an SDP. This is discussed
in detail in Section IV. For now, we show in Appendix A that
the dual equivalent of (11) takes the form
maximize
q∈CL×1
〈q,y〉R − 1
2
||q||22
subject to : ||X ∗ (q) ||∗A ≤ µ. (12)
III. MAIN RESULT
We start this section by highlighting the main assumptions
in the paper. Then, we provide our main theorem that charac-
terizes the MSE performance of (11).
Assumption 1. We assume that the columns of DH , i.e., dl ∈
CK×1, are independently drawn from any distribution with
their entries being i.i.d. and satisfy the following conditions
E[dl] = 0, E[dldHl ] = IK, l = −N, . . . , N, (13)
E
[
dld
H
l∑N
i=−N ||di||22
]
=
1
LK
IK, l = −N, . . . , N. (14)
Assumption 2. (Concentration property) We assume that the
rows of DH , denote its column form by dˆi ∈ CL×1; i =
1, . . . ,K, are K˜-concentrated with K˜ ≥ 1. That is, there exist
two constants C1 and C2 such that for any 1-Lipschitz function
ϕ : CK → R and any t > 0 it holds that
Pr
[∣∣∣ϕ(dˆi)− E [ϕ(dˆi)]∣∣∣ ≥ t] ≤ C1 exp(−C2t2/K˜2) .
Assumption 3. The entries of hj are i.i.d. from a uniform
distribution on the complex unit sphere with ||hj ||2 = 1.
Assumption 4. (Minimum separation) The unknown shifts
(τj , fj) ∈ [0, 1]2, j = 1, . . . , R satisfy the following separation
min
∀j,j′:j 6=j′
max (|τj − τj′ |, |fj − fj′ |) ≥ 2.38
N
,
∀[τj , fj ]T , [τj′ , fj′ ]T ∈ {r1, . . . , rR}, (15)
where |a− b| is the wrap-around distance on the unit circle.
Remark 1. (On the Assumptions)
• Assumption 1 is similar to that in [13], with (14) being
the only new condition imposed in this work. Examples
where dl satisfies (14) is when its entries are drawn from
a Rademacher or Gaussian distribution. A closely similar
version to this assumption is also imposed in [19].
• Assumption 2 is also imposed in [13] and is, in fact, a
more general assumption than the incoherence assump-
tion imposed in some existing works in the literature,
e.g., [11], [12], [19]. For example, if the entries of dˆi are
i.i.d. complex Gaussian, dˆi is 1-concentrated. In contrast,
if each element in dˆi is upper bounded by a constant C,
then dˆi is a C-concentrated vector [22, Theorem F.5].
• The minimum separation in Assumption 4 is essential
to prevent the shifts from being too clumped together,
which results in a severely ill-posed problem [6] [23,
Section 2.2]. However, the form in (15) is a sufficient con-
dition, and smaller separation is expected to be enough.
• As discussed in [11]–[13], the randomness assumption on
dl and hj does not appear to be crucial in practice and
is doubtful to be artifact for our proofs.
Now, we are ready to present our main theorem as follows:
Theorem 1. Consider the linear system in (1) and its sampled
version in (2) and assume that the unknown waveforms vectors
can be written as sj = Dhj where D satisfies Assumptions 1
and 2 while hj follows Assumption 3. Further, let the unknown
shifts satisfy the minimum separation in Assumption 4. Con-
sider the noisy model y = X (Uo) + ω where the entries of
ω are i.i.d. complex Gaussian of zero mean and variance σ2ω .
Then, an estimate signal yˆ = X (Û), obtained by solving (11)
with µ = 6λσω ||D||F
√
log (N) and λ ≥ 1, satisfies
1
L
||y∗− yˆ||22≤ C¯λ2σ2ω
√
K3R
L3/2
log (N)
√
log(C˜ (K + 1)N)
(16)
with probability at least 1 − CN , provided that
L ≥ C¯1RKK˜4 log2
(
C˜1R
2K2L3
δ
)
log2
(
C˜1(K+1)L
3
δ
)
,
where C, C¯, C˜, C¯1, C˜1 are numerical constants and δ > 0.
Remark 2. (On Theorem 1) The MSE bound in (16) grows
linearly with the noise variance and the square-root of the
number of the unknown shifts and is inversely proportional
to the number of samples L. Moreover, the MSE increases
with K at a scale of O
(√
K3 log (K + 1)
)
. On the other
hand, the lower bound on L follows that in [13] and is a
sufficient condition for denoising and parameters estimation.
Our simulations show that the theorem is still valid when this
bound is not satisfied. The detailed proof of Theorem 1, along
with the choice of µ are provided in Section VI.
IV. OPTIMALITY CONDITIONS AND PROBLEM SOLUTION
We start by establishing general properties about (11) and
its dual certificate (12). First, the following lemma provides
the optimality conditions for Û as the solution of (11).
Lemma 1. The matrix Û is the solution of (11) if and only if∣∣∣∣∣∣X ∗ (y −X (Û))∣∣∣∣∣∣∗
A
≤ µ (17)
and 〈
X ∗
(
y −X (Û)
)
, Û
〉
= µ||Û||A. (18)
The proof of Lemma 1 is provided in Appendix B.
To obtain X (Û) using (12), it is clear that since the dual
objective function is a strong concave function, (12) admits a
unique solution q. Then, based on Lemma 1 and the strong
duality between (11) and (12) we can conclude that
y = X (Û) + q
which makes X (Û) directly obtainable from q.
In the remaining part of this section, we discuss how to
estimate the unknowns in (1) from Û, and we also show how
to solve (12) numerically. We leave addressing the theoretical
performance of the algorithm on estimating the parameters
5for future work. Starting from the constraint of (12), and by
setting X˜ ∗ (q) = 1µX ∗ (q), we can write based on (10)
||X˜ ∗ (q) ||∗A = sup
r∈[0,1]2,||h||2=1
∣∣〈h, X˜ ∗ (q) a (r)〉∣∣
= sup
r∈[0,1]2
||X˜ ∗ (q) a (r) ||2 ≤ 1.
Therefore, the constraint in (12) is equivalent to the fact
that the norm of the 2D trigonometric vector polynomial
f (r) = X˜ ∗ (q) a (r) is bounded by 1. Such polynomial is
formulated and discussed in detail in [13, Section VI]. The
next proposition, which is given in [13, Proposition 1], and
is a consequence of the strong duality between (11) and (12),
provides an approach for identifying the unknown 2D shifts
in the support of the solution Û upon using the dual solution.
Proposition 1. [13, Proposition 1] Let R = {rj}Rj=1 and
refer to the primal-dual solution pair by (Û,q). Then, Û is
the unique optimal solution of (11) if
1) There exists a 2D trigonometric vector polynomial
f (r) = X˜ ∗ (q) a (r) such that:
f (rj) = sign (cj) hj , ∀rj ∈ R (19)
||f (r) ||2 < 1, ∀r ∈ [0, 1]2 \ R, (20)
where sign (cj) =
cj
|cj | .
2)

a (rj)
H
D˜−N
...
a (rj)
H
D˜N


R
j=1
is a linearly independent set.
Based on Proposition 1, and once we obtain q by solving
(12), we can formulate f (r) as a function of r and then
estimate R by either computing the roots of the polynomial
1− ||f (r) ||22 on the unit circle or by discretizing the domain
[0, 1]2 on a fine grid and then locating rˆj at which ||f (rˆj) ||2 =
1 (based on Proposition 1 and the fact that ||hj ||2 = 1) (see
the discussion in [6, Section 4]). In this paper, we use the latter
approach. To estimate cjhj , we formulated an overdetermined
linear system based on y = X (Û) and then we solve it using
the least-square algorithm.
Finally, we address the question of how we can solve (12).
For that, we follow the bath of obtaining an SDP relaxation
for it using the result in [24] as in [13, Section IV-C]. First,
we define the matrix Q̂ ∈ CK×L2 such that[
Q̂
]
(i,(p,k))
=
[
1
µL
q (p) ei2pi
kp
L
N∑
l=−N
dle
−i2pi klL
]
i
,i = 1, . . . ,K.
Then, we can show after some manipulations that the equiva-
lent SDP relaxation of (12) is given by [13, Section IV-C]
maximize
q,Q0
〈q,y〉R − 1
2
||q||22 subject to :[
Q Q̂H
Q̂ IK×K
]
 0, Trace
((
Θ˜l˜ ⊗ Θ˜k˜
)
Q
)
= δl˜,k˜, (21)
where −(L− 1) ≤ l˜, k˜ ≤ (L− 1) while Θ˜i is L×L Toeplitz
matrix with ones on its i-th diagonal and zeros elsewhere.
Finally, δl˜,k˜ is the Dirac function, i.e., δl˜,k˜ = 1 iff l˜ = k˜ = 0.
The optimization problem in (21) can be solved to obtain q
using any SDP solver such as CVX and Yalmip.
V. NUMERICAL IMPLEMENTATION
In this section, we validate the theoretical findings of this
paper by using simulations. In all experiments, we let hj to
satisfy Assumption 3, and we set the regularization parameter
µ as in Theorem 1 with λ = 1.2. Moreover, we generate the
entries of ω from i.i.d. complex Gaussian distribution of zero
mean and a variance that varies between the experiments, and
we average our results over 50 noise iterations. Finally, we
use the CVX solver, which calls SDPT3, to solve (21).
In the first experiment, we intend to validate the perfor-
mance of our denoising framework as well as to verify the
dependency of the MSE on the number of samples L. For
that, we set K = 2, R = 1, [D]i,j
i.i.d.∼ CN (0, 1), and we
let the shifts to be (0.13, 0.67). Moreover, we fix the noise
variance σ2ω at 0.15, and we let c1 = 1. Finally, we vary
the value of L from 11 to 21. In Fig 1(a), we plot the MSE
versus L for y, and we compare it with the MSE of our
proposed framework obtained by solving (21). Fig 1(a) shows
that our framework provides a significant reduction in the
MSE. On the other hand, Fig 1(b) plots the scaled MSE, i.e.,
L3/2
(log(N))3/2
(
1
L ||yˆ − y∗||22
)
versus L, and shows that the MSE
does scale with O
(
L−3/2 (log (N))3/2
)
as Theorem 1 indi-
cates. Thus, the MES of our denoising framework decreases
with the increase of the number of samples.
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Fig. 1. (a) The denoising performance of the proposed framework (b) The
relationship between L
3/2
(log(N))3/2
(
1
L
||yˆ − y∗||22
)
and L.
Next, we provide an additional simulation experiment to
validate the dependency of the MSE on L. Here, we set
K = 3, R = 2, and we let [D]i,j
i.i.d.∼ CN (0, 1). The real
and imaginary parts of c1 and c2 are set to be fading, i.e.,
0.5+g2; g ∼ N (0, 1) with a uniform sign, while the unknown
shifts are generated randomly and found to be (0.51, 0.30) and
(0.94, 0.73). Finally, we set σ2ω = 0.3, and we vary L from
13 to 21. Fig 2(a) shows that the MSE of the framework does
scale with O
(
L−3/2 (log (N))3/2
)
as in Theorem 1.
In the third experiment, we study the dependency of the
MSE on σ2ω . For that, we set L = 15,K = 3, R = 3,
and we generate [D]i,j from a Rademacher distribution.
The values of {cj}3j=1 are set as in the previous scenario,
whereas the shifts are generated randomly and found to be
6(0.1, 0.46), (0.61, 0.80), and (0.94, 0.13). Finally, we vary σ2ω
from 0.1 to 0.75 and calculate the MSE at each σ2ω value.
Fig 2(b) indicates that the MSE of our framework does scale
linearly with σ2ω as Theorem 1 shows.
Next, we study the dependency of the MSE on R. In this
experiment, we set L = 19,K = 3, σ2ω = 0.15, [D]i,j
i.i.d.∼
CN (0, 1), and we vary R from 1 to 4. The values of {cj}Rj=1
are set to be cj = j, whereas the shifts are generated as τj ∈
{0.1 : ζ : 0.1 + ζR}, fj ∈ {0.5 : ζ : 0.5 + ζR}, j = 1, . . . , R,
where ζ = 2.38/N . In Fig 2(c), we plot the normalized MSE,
i.e., 1√
R
(
1
L ||yˆ − y∗||22
)
versus R. Fig 2(c) indicates that the
MSE does scale with O(√R) as Theorem 1 shows.
Finally, we demonstrate the relationship between the MSE
of our framework and K. For that, we set L = 12, R = 2,
and we generate [D]i,j from a Rademacher distribution. The
values of c1 and c2 are set to be fading, whereas the shifts
are set to be (0.1, 0.5), (0.5, 0.9). Finally, we fix the noise
variance at the level that gives an SNR = 15 dB, and we vary
K from 3 to 5. Fig 2(d) shows that the MSE scales with
O
(√
K3 log (K + 1)
)
, as indicated in Theorem 1.
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Fig. 2. The relationship between: (a) L
3/2
(log(N))3/2
(
1
L
||yˆ − y∗||22
)
and
L, (b) 1
σ2ω
(
1
L
||yˆ − y∗||22
)
and σ2ω , (c)
1√
R
(
1
L
||yˆ − y∗||22
)
and R, (d)
1√
K3 log(K+1)
(
1
L
||yˆ − y∗||22
)
and K.
On the other hand, we provide a single simulation experi-
ment to demonstrate the parameters’ recovery problem using
Proposition 1 , and we leave the theoretical derivations to
future work. Here, we set L = 19, K = 2, R = 1, σ2ω = 0.32,
(τ1, f1) = (0.30, 0.94) , and we let c1 and [D]i,j to be as in
the third experiment. To estimate the shifts, we discretize the
domain [0, 1]2 with a step size of 10−3, and then we locate rˆj
where ||f (rˆj) ||22 = 1. From Fig 3(a), we can observe that
(τˆ1, fˆ1) = (0.299, 0.939), which is very close to the true
one. In Fig 3(b), we compare the magnitude of the recovered
samples with the true ones. The figure shows that the recovered
samples are close to the original ones with a tenuous error.
Finally, we find that |hH1 hˆ1| = 0.9713 which confirms the
superiority of the framework.
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Fig. 3. (a) The location of the estimated shift. (b) Comparing the estimated
samples with the true ones.
VI. PROOF OF THEOREM 1
In this section, we provide detailed proof for Theorem 1.
We start by defining a vector function g (r) ∈ CK×1 such that
g (r) =
R∑
j=1
cjhjδ (τ − τj) δ (f − fj) , (22)
where δ (0) = 1, δ (x) = 0,∀x 6= 0. Based on (22) we can
express Uo as
Uo =
1∫∫
0
g (r) a (r)
H
dr, (23)
where dr = dτdf . Now let us define the denoising error vector
e ∈ CL×1 as
e = y∗ − yˆ = X (Uo)−X (Û) (24)
and the difference measure vector ν (r) ∈ CK×1 as
ν (r) = g (r)− gˆ (r) , (25)
where gˆ (r) is the estimate of g (r). Finally, consider the
following two disjoint subsets
Ωclose (j) = {r : |r− rj | ≤ 0.2447/N} , j = 1, . . . , R
Ωfar = [0, 1)
2/Ωclose
with Ωclose = ∪Rj=1Ωclose (j). Note that Ωclose contains the
points in [0, 1]2 that are close to {rj}Rj=1 while Ωfar includes
the points that are far away from it.
Next, the following lemma establishes an upper bound on
the denoising error vector e based on Ωclose (j) and Ωfar.
Lemma 2. Define φ (r) ∈ CK×1 such that
φ (r) = X ∗ (e) a (r) . (26)
Then
||e||22 ≤ sup
r∈[0,1]2
||φ (r) ||2
∫∫
Ωfar
||ν (r) ||2dr +
3∑
k=0
Tk
 (27)
7where
T j0 =
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
∫∫
Ωclose(j)
ν (r) dr
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
2
, T j1 = 2piN
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
∫∫
Ωclose(j)
(τ − τj)ν (r) dr
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
2
T j2 = (2piN)
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
∫∫
Ωclose(j)
(f − fj)ν (r) dr
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
2
,
T j3 =
1
2
(2piN)
2
∫∫
Ωclose(j)
(|τ − τj |+ |f − fj |)2 ||ν (r)||2 dr,
and Tk =
∑R
j=1 T
j
k for k = 0, 1, 2, 3.
Proof: Based on (23), (24), and (25) we can write
||e||22 ≤ | 〈e, e〉 | =
∣∣∣∣∣∣
〈
e,X
 1∫∫
0
ν (r) a (r)
H
dr
〉∣∣∣∣∣∣ =∣∣∣∣∣∣
1∫∫
0
〈
X ∗ (e) ,ν (r) a (r)H
〉
dr
∣∣∣∣∣∣ =
∣∣∣∣∣∣
1∫∫
0
ν (r)
H
φ (r) dr
∣∣∣∣∣∣ .
By using the triangular inequality and the definitions of Ωclose
and Ωfar we can bound the above term as
||e||22 ≤
∣∣∣∣∣∣
∫∫
Ωfar
ν (r)
H
φ (r) dr
∣∣∣∣∣∣+
∣∣∣∣∣∣
∫∫
Ωclose
ν (r)
H
φ (r) dr
∣∣∣∣∣∣ (28)
The first term in (28) can be bounded as∣∣∣∣∣∣
∫∫
Ωfar
ν (r)
H
φ (r) dr
∣∣∣∣∣∣ ≤
∫∫
Ωfar
∣∣∣ν (r)H φ (r)∣∣∣ dr
≤ sup
r∈[0,1]2
||φ (r) ||2
∫∫
Ωfar
||ν (r) ||2 dr, (29)
where the first inequality is from triangular inequality, while
the second one is from Cauchy-Schwarz inequality. To upper
bound the second term in (28), we first define ϕ (r) as
ϕ (r) = φ (r)−φ (rj)−(τ − τj)5τφ (rj)−(f − fj)5fφ (rj)
(30)
for all rj ∈ R. Based on (30), we can write∣∣∣∣∣∣
∫∫
Ωclose
ν (r)
H
φ (r) dr
∣∣∣∣∣∣ ≤
R∑
j=1
∣∣∣∣∣∣∣
∫∫
Ωclose(j)
ν (r)
H
ϕ (r) dr
∣∣∣∣∣∣∣
+
R∑
j=1
∣∣∣∣∣∣∣
∫∫
Ωclose(j)
ν (r)
H
φ (rj) dr
∣∣∣∣∣∣∣
+
R∑
j=1
∣∣∣∣∣∣∣
∫∫
Ωclose(j)
(τ − τj)ν (r)H 5τ φ (rj) dr
∣∣∣∣∣∣∣
+
R∑
j=1
∣∣∣∣∣∣∣
∫∫
Ωclose(j)
(f − fj)ν (r)H 5f φ (rj) dr
∣∣∣∣∣∣∣ . (31)
Before proceeding forward, it is useful first to introduce
different results to facilitate our proof. First, define
ρ (r) = xHφ (r) (32)
with ||x||2 = 1. Then, based on (30) and (32) we can write
||ϕ (r) ||2 = sup
x:||x||2=1
|〈x,ϕ (r)〉| = sup
x
|ρ (r)− ρ (rj)−
(τ − τj)5τ ρ (rj)− (f − fj)5f ρ (rj)| . (33)
On the other hand, the two-dimensional Tyler series expansion
for ρ (r) around rj can be written as
ρ (r) =ρ (rj) + (τ − τj)5τ ρ (rj) + (f − fj)5f ρ (rj)
+
1
2
(τ − τj)2 52τ ρ (rj) +
1
2
(f − fj)2 52f ρ (rj)
+ (τ − τj) (f − fj)5τf ρ (rj) . (34)
Using (34) we can bound (33) as
||ϕ (r) ||2 ≤ 1
2
sup
x
∣∣∣(τ − τj)2 52τ ρ (rj)∣∣∣
+
1
2
sup
x
∣∣∣(f − fj)2 52f ρ (rj)∣∣∣
+ sup
x
|(τ − τj) (f − fj)5τf ρ (rj)| . (35)
However, note that
sup
x
∣∣∣(τ − τj)2 52τ ρ (rj)∣∣∣ ≤ (τ − τj)2 sup
x,r∈Ωclose(j)
∣∣52τρ (r)∣∣
≤ (2piN)2 (τ − τj)2 sup
x,r∈Ωclose(j)
|ρ (r)|
= (2piN)
2
(τ − τj)2 sup
r∈Ωclose(j)
||φ (r)||2 , (36)
where the second inequality is based on Bernstein’s poly-
nomial inequality [25, Theorem 1.6.2]. Applying the same
inequality to the other terms in (35), and after some algebraic
manipulations, we can show that
||ϕ (r) ||2 ≤ 1
2
(2piN)
2
(|τ − τj |+ |f − fj |)2 sup
r∈[0,1]2
||φ (r)||2
(37)
Upon following the same steps, we can show that
|| 5τ φ (rj) ||2 ≤ (2piN) sup
r∈[0,1]2
||φ (r)||2 (38)
|| 5f φ (rj) ||2 ≤ (2piN) sup
r∈[0,1]2
||φ (r)||2 . (39)
By applying triangular inequality and Cauchy-Schwarz in-
equality for each term in (31), along with the bounds in (37),
(38), and (39), we can show that∣∣∣∣∣∣
∫∫
Ωclose
ν (r)
H
φ (r) dr
∣∣∣∣∣∣ ≤ supr∈[0,1]2 ||φ (r)||2 [T0 + T1 + T2 + T3]
(40)
The proof of Lemma 2 is concluded by substituting (29) and
(40) in (28).
To proceed with the proof of Theorem 1, we now need to
bound each term in (27). For that, we will first introduce some
useful results in Lemma 3 and Theorems 2, 3, and 4.
8Lemma 3. Recall the definition of φ (r) in (26) and set the
regularization parameter µ to be
µ = 6λσω ||D||F
√
log (N), (41)
where λ ≥ 1. Then, with probability at least 1− CK√
N3
we have
sup
r∈[0,1]2
||φ (r)||2 ≤ 2µ, (42)
where C is a numerical constant.
The proof of Lemma 3 is provided in Appendix C.
Theorem 2. Let {rj}Rj=1 satisfy the separation in (15) and
take any vector hj ∈ CK×1 with ||hj ||2 = 1. Then, there exists
a trigonometric vector polynomial f (r) = X ∗ (q) a (r) ∈
CK×1, where q ∈ CK×1 is the solution to (12), such that
when L ≥ C¯1RKK˜4 log2
(
C˜1R
2K2L3
δ
)
log2
(
C˜1(K+1)L
3
δ
)
with δ > 0 we have
f (rj) = sign (cj) hj , ∀rj ∈ R (43)
||f (r) ||2 ≤ 1− C2, ∀r ∈ Ωfar. (44)
Moreover, in the region Ωclose (j) we have
||f (r) ||2 ≤ 1− C∗2N2 ((τ − τj)− (f − fj))2 , (45)
||f (r)− sign (cj) hj ||2 ≤C¯2N2 (|τ − τj |+ |f − fj |)2 . (46)
Theorem 3. Let {rj}Rj=1 satisfy the minimum separation in
(15) and consider the set
{
h ∈ CK×1 : ||h||2 = 1
}
. Then,
there exists a vector polynomial f1 (r) = X ∗ (q1) a (r) ∈
CK×1 for some q1 ∈ CK×1 with
f1 (rj) = f
(0,1)
1 (rj) = 0K , f
(1,0)
1 (rj) = sign (cj) hj ,∀rj ∈ R
(47)
that satisfies
||f1 (r) ||2 ≤ C3
N
, ∀r ∈ Ωfar, (48)
||f1 (r)− hj (τ − τj) ||2 ≤ C¯3N (|τ − τj |+ |f − fj |)2 ,
∀r ∈ Ωclose (j) . (49)
Theorem 4. Let {rj}Rj=1 satisfy the minimum separation in
(15) and take any vector hj ∈ CK×1 with ||hj ||2 = 1.
Then, there exists a trigonometric vector polynomial f2 (r) =
X ∗ (q2) a (r) ∈ CK×1 for some q2 ∈ CK×1 with
f2 (rj) = f
(1,0)
2 (rj) = 0K , f
(0,1)
2 (rj) = sign (cj) hj ,∀rj ∈ R
(50)
that satisfies
||f2 (r) ||2 ≤ C4
N
, ∀r ∈ Ωfar, (51)
||f2 (r)− hj (f − fj) ||2l ≤ C¯4N (|τ − τj |+ |f − fj |)2 ,
∀r ∈ Ωclose (j) . (52)
The proofs of Theorems 2, 3, and 4 are the subject of
Appendix D.
Now we are ready to bound each term in (27).
Lemma 4. Let C5, C¯5 be two constants with different values
for different terms. Then, the following bounds hold
T0 ≤
∣∣∣∣∣∣
1∫∫
0
ν (r)
H
f (r) dr
∣∣∣∣∣∣+
∫∫
Ωfar
||ν (r) ||2dr + C5T3
T1 ≤ (2piN)
∣∣∣∣∣∣
1∫∫
0
ν (r)
H
f1 (r) dr
∣∣∣∣∣∣+ C¯5
∫∫
Ωfar
||ν (r) ||2dr+ C5T3
T2 ≤ (2piN)
∣∣∣∣∣∣
1∫∫
0
ν (r)
H
f2 (r) dr
∣∣∣∣∣∣+ C¯5
∫∫
Ωfar
||ν (r) ||2dr+ C5T3.
The proof of Lemma 4 is based on Theorems 2, 3, and 4
and is appended in Appendix E.
Upon applying Lemmas 3 and 4 we can rewrite (27) as
||e||22 ≤ 2µ×∣∣∣∣∣∣
1∫∫
0
ν (r)
H
f (r) dr
∣∣∣∣∣∣+ 2piN
∣∣∣∣∣∣
1∫∫
0
ν (r)
H
f1 (r) dr
∣∣∣∣∣∣+ 2piN×∣∣∣∣∣∣
1∫∫
0
ν (r)
H
f2 (r) dr
∣∣∣∣∣∣+ C¯6
∫∫
Ωfar
||ν (r) ||2dr + C6T3
 (53)
In Lemmas 5, 6, 7, and 8 below, we provide an upper bound
for each term in (53) separately.
Lemma 5. For a constant C9 and δ > 0, the bound∣∣∣∣∣∣
1∫∫
0
ν (r)
H
f (r) dr
∣∣∣∣∣∣
≤ sup
r∈[0,1]2
||φ (r) ||2
(
C9
√
R
L3K
log
(
2 (K + 1)
δ
))
(54)
occurs with probability at least 1 − δ provided that L ≥
C9RK log
(
2(K+1)
δ
)
.
The proof of Lemma 5 is deferred to Appendix F.
Lemma 6. For a constant C¯9 and δ > 0, the bound
(2piN)
∣∣∣∣∣∣
1∫∫
0
ν (r)
H
f1 (r) dr
∣∣∣∣∣∣
≤ sup
r∈[0,1]2
||φ (r) ||2
(
C¯9
√
R
L3K
log
(
2 (K + 1)
δ
))
occurs with probability at least 1 − δ provided that L ≥
C¯9RK log
(
2(K+1)
δ
)
.
The proof of Lemma 6 is presented in Appendix G.
Lemma 7. There exists a constant C˜9 and δ > 0 such that
(2piN)
∣∣∣∣∣∣
1∫∫
0
ν (r)
H
f2 (r) dr
∣∣∣∣∣∣
≤ sup
r∈[0,1]2
||φ (r) ||2
(
C˜9
√
R
L3K
log
(
2 (K + 1)
δ
))
9occurs with probability at least 1 − δ provided that L ≥
C˜9RK log
(
2(K+1)
δ
)
.
The proof of Lemma 7, not detailed here, follows the same
steps as that of Lemma 6, with f2 (r) in (D.33) being used
instead of f1 (r).
Lemma 8. It occurs with very high probability that∫∫
Ωfar
||ν (r) ||2dr + T3 ≤
sup
r∈[0,1]2
||φ (r) ||2
(
C10
√
R
L3K
log
(
2 (K + 1)
δ
))
. (55)
Proof: To start with, refer to the restriction of the differ-
ence measure vector ν on the support set R = {rj}Rj=1 by
PR (ν). Given the fact that the dual polynomial vector f (r)
interpolates the atoms a (r) on R, we can write
||PR (ν) ||TV =
1∫∫
0
PR
(
νH
)
f (r) dr
≤
∣∣∣∣∣∣
1∫∫
0
ν (r)
H
f (r) dr
∣∣∣∣∣∣+
∣∣∣∣∣∣
∫∫
Rc
ν (r)
H
f (r) dr
∣∣∣∣∣∣ , (56)
where TV stands for the total variation norm while Rc refers
to the complement set of R in [0, 1]2. The first term in (56) is
bounded by Lemma 5 while for the second term we can write∣∣∣∣∣∣
∫∫
Rc
ν (r)
H
f (r) dr
∣∣∣∣∣∣ ≤
∑
j∈R
∣∣∣∣∣∣∣
∫∫
Ωclose(j)\{rj}
ν (r)
H
f (r) dr
∣∣∣∣∣∣∣
+
∣∣∣∣∣∣
∫∫
Ωfar
ν (r)
H
f (r) dr
∣∣∣∣∣∣ . (57)
By using Ho¨lder’s inequality, the bound in (45), as well as the
definition of T j3 , we can bound the first term in (57) by∣∣∣∣∣∣∣
∫∫
Ωclose(j)\{rj}
ν (r)
H
f (r) dr
∣∣∣∣∣∣∣ ≤
∫∫
Ωclose(j)\{rj}
||ν (r) ||2||f (r) ||2dr
≤
∫∫
Ωclose(j)\{rj}
||ν (r) ||2dr− C11T j3 , (58)
for a constant C11. On the other hand, the second term in (57)
can be bounded using Ho¨lder’s inequality and (44) as∣∣∣∣∣∣
∫∫
Ωfar
ν (r)
H
f (r) dr
∣∣∣∣∣∣ ≤
∫∫
Ωfar
||ν (r) ||2||f (r) ||2dr
≤ (1− C2)
∫∫
Ωfar
||ν (r) ||2dr. (59)
Substituting (58) and (59) in (57), then substituting the result
back into (56), along with Lemma 5, we obtain
||PR (ν) ||TV ≤
sup
r∈[0,1]2
||φ (r) ||2
(
C9
√
R
L3K
log
(
2 (K + 1)
δ
))
− C11T3
+
∑
j∈R
∫∫
Ωclose(j)\{rj}
||ν (r) ||2dr + (1− C2)
∫∫
Ωfar
||ν (r) ||2dr
(60)
Now given that
||PRc (ν) ||TV =
∑
j∈R
∫∫
Ωclose(j)\{rj}
||ν (r) ||2dr +
∫∫
Ωfar
||ν (r) ||2dr
we can write based on (60)
||PRc (ν) ||TV − ||PR (ν) ||TV ≥ C11T3 + C2
∫∫
Ωfar
||ν (r) ||2dr
− sup
r∈[0,1]2
||φ (r) ||2
(
C9
√
R
L3K
log
(
2 (K + 1)
δ
))
. (61)
To proceed, we will use the following proposition, whose proof
is provided in Appendix I.
Proposition 2. There exists a constant C¯11 such that
||PRc (ν) ||TV − ||PR (ν) ||TV ≤ (C¯11µ
λ
+
1
λ
)
∫∫
Ωfar
||ν (r) ||2dr
+ C¯11
µ
λ
(
T3 + sup
r∈[0,1]2
||φ (r) ||2
√
R
L3K
log
(
2 (K + 1)
δ
))
(62)
Based on Proposition 2 and (61) we can obtain
(C2 − C¯11µ
λ
− 1
λ
)
∫∫
Ωfar
||ν (r) ||2dr + (C11 − C¯11µ
λ
)T3 ≤
(C¯11
µ
λ
+ C9) sup
r∈[0,1]2
||φ (r) ||2
√
R
L3K
log
(
2 (K + 1)
δ
)
which leads to (55) for a large enough λ.
Starting from (53), and upon applying Lemmas 3 to 8, we
can conclude after some manipulations that
||e||22 ≤ C¯12µ2
√
R
L3K
log
(
2 (K + 1)
δ
)
.
Substituting for µ from (41) we obtain
||e||22 ≤ C12λ2σ2ω ||D||2F log (N)
√
R
L3/2
√
K
√
log
(
2 (K + 1)
δ
)
≤ C12λ2σ2ωK3/2
√
R
L
log (N)
√
log
(
2 (K + 1)
δ
)
,
where the last inequality from ||D||2F ≤ K||D||22 ≤ LK2. The
proof of Theorem 1 is concluded by setting δ = 2CN .
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VII. CONCLUSIONS
In this work, we developed a new mathematical framework
for atomic norm denoising in blind 2D super-resolution. The
framework recovers a signal that consists of a superposition
of time-delayed and frequency-shifted unknown waveforms
from its noisy measurements upon solving a regularized LS
atomic norm minimization problem. Moreover, we provided an
approach to estimate the unknown parameters that characterize
the signal. We analyzed the MSE performance of the denoising
framework, and we showed that it increases with the noise
variance, the number of unknown shifts, and the dimension
of the low-dimensional subspace. Furthermore, we showed
that the MSE decreases with the number of observed samples.
Simulation results that verify the dependency of the MSE on
these parameters are provided. Extensions to this work include:
1) Deriving theoretical bounds on the localization error to
investigate how well the estimator localizes the unknown
parameters. 2) Studying the framework performance under
different noise distributions. 3) Reducing the computational
complexity of solving the problem by studying alternative
optimization techniques or considering solving the problem
using a subset from the observed samples.
APPENDIX A
PROOF OF THE DUAL PROBLEM (12)
Starting from (11), we can express the problem as a con-
strained optimization problem in the form
minimize
U∈CK×L2
1
2
||y − z||22 + µ ||U||A
subject to : z = X (U). (A.1)
The Lagrangian function of (A.1) can be written as
L (U, z,q) =
1
2
||y − z||22 + µ ||U||A + 〈q, z−X (U)〉 ,
where q ∈ CL×1 is the Lagrangian variable. Based on that,
the dual function can be written as
g (q) = inf
U,z
L (U, z,q)
= inf
z
[
1
2
||y − z||22 + 〈q, z〉R
]
+ inf
U
[µ||U||A − 〈q,X (U)〉R]
= 〈y,q〉R −
1
2
||q||22 + inf
U
[µ||U||A − 〈X ∗(q),U〉R] (A.2)
By using the dual atomic norm definition in (10), we obtain
inf
U
[µ||U||A − 〈X ∗(q),U〉R] =
{
0 if ||X ∗ (q) ||∗A ≤ µ
∞ otherwise
(A.3)
Substituting (A.3) in (A.2), then taking the maximum of g (q),
we obtain (12).
APPENDIX B
PROOF OF LEMMA 1
The cost function in (11) is minimized at Û if ∀t > 0,∀U ∈
CK×L2 we have
1
2
||y −X (Û + t(U− Û))||22 + µ ||Û + t(U− Û)||A ≥
1
2
||y −X (Û)||22 + µ ||Û||A.
The above expression can be written as
2µ
[
||Û + t(U− Û)||A − ||Û||A
]
≥
||y −X (Û)||22 − ||y −X (Û + t(U− Û))||22. (B.1)
On the other hand, and by using the convexity property of the
atomic norm, we can conclude after some manipulations that
||Û + t(U− Û)||A − ||Û||A ≤ t
(
||U||A − ||Û||A
)
. (B.2)
Substituting (B.2) in (B.1) and then manipulating we obtain
2µt
[
||U||A − ||Û||A
]
≥ ||y −X (Û)||22 − ||y −X (Û)− tX (U− Û)||22
≥ 2t
〈
y −X (Û),X (U− Û)
〉
− t2||X (U− Û)||22. (B.3)
Since (B.3) holds for all U and t ∈ (0, 1), we can divide (B.3)
by 2t, then, we set t = 0 in order to obtain
µ
[
||U||A − ||Û||A
]
≥
〈
y −X (Û),X (U− Û)
〉
. (B.4)
Based on (B.4) we can write
µ||Û||A −
〈
y −X (Û),X (Û)
〉
≤
µ||U||A −
〈
y −X (Û),X (U)
〉
,
which can be written as
µ||Û||A −
〈
X ∗
(
y −X (Û)
)
, Û
〉
≤
inf
U
[
µ||U||A −
〈
X ∗
(
y −X (Û
)
,U
〉]
. (B.5)
Given the dual atomic norm definition, we can write
inf
U
[||U||A − 〈C,U〉R] =
{
0 if ||C||∗A ≤ 1
∞ otherwise (B.6)
Based on (B.5) and (B.6) we obtain (17) and (18).
APPENDIX C
PROOF OF LEMMA 3
Based on (24) and (26) we can write
sup
r∈[0,1]2
||φ (r)||2 = sup
r∈[0,1]2
∣∣∣∣∣∣X ∗ (X (Uo)−X (Û))a (r)∣∣∣∣∣∣
2
= sup
r∈[0,1]2
∣∣∣∣∣∣X ∗ (y − ω −X (Û))a (r)∣∣∣∣∣∣
2
≤
sup
r∈[0,1]2
∣∣∣∣∣∣X ∗ (y −X (Û))a (r)∣∣∣∣∣∣
2
+ sup
r∈[0,1]2
||X ∗ (ω) a (r)||2
=
∣∣∣∣∣∣X ∗ (y −X (Û))∣∣∣∣∣∣∗
A
+ ||X ∗ (ω)||∗A (C.1)
≤ 2µ, (C.2)
where (C.1) is based on the definition of the dual atomic norm
while (C.2) is based on Lemma 1 and Lemma C.1.
Lemma C.1. Let µ be as in (41) with λ ≥ 1, then
Pr
[
||X ∗ (ω)||∗A ≤
µ
λ
]
≥ 1− CK√
N3
.
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Proof: It is shown in [13, Appendix C] that
X ∗ (ω) a (r) =
N∑
p=−N
[ω]p
1
L
N∑
l,k=−N
e
i2pik(p−l)
L e−i2pi(kτ+pf)dl
As a result, we can obtain after some manipulations
(||X ∗ (ω) ||∗A)2 = sup
r∈[0,1]2
K∑
n=1
1
L2
N∑
p,p′,k,k′,l,l′=−N
[ω]p[ω
H ]p′×
[dl]n[d
H
l′ ]ne
i 2piL (k(p−l)−k′(p′−l′))e−i2piτ(k−k
′)e−i2pif(p−p
′)
=: sup
r∈[0,1]2
Q (r) . (C.3)
Let r1 and r2 be any two vectors in [0, 1]2, then
Q (r1)−Q (r2) =
Q (τ1, f1)−Q (τ1, f2) +Q (τ1, f2)−Q (τ2, f2)
≤ |Q (τ1, f1)−Q (τ1, f2)|+ |Q (τ1, f2)−Q (τ2, f2)|
≤ |f1 − f2| sup
x1∈[0,1]
∣∣∣Q(0,1) (τ1, x1)∣∣∣
+ |τ1 − τ2| sup
x2∈[0,1]
∣∣∣Q(1,0) (x2, f2)∣∣∣ . (C.4)
Applying Bernstein’s polynomial inequality to (C.4) we obtain
Q (r1)−Q (r2) ≤ (2piN) |f1 − f2| sup
x1∈[0,1]
|Q (τ1, x1)|
+ (2piN) |τ1 − τ2| sup
x2∈[0,1]
|Q (x2, f2)|
≤ (4piN) ||r1 − r2||∞ sup
r∈[0,1]2
Q (r) . (C.5)
Let r2 to acquire any value in a set of grid points defined by l1
and l2 such that l1, l2 ∈ Z with τ2 = 0, 1M , . . . , l1M , . . . , M−1M
and f2 = 0, 1M , . . . ,
l2
M , . . . ,
M−1
M ; M ≥ L. Then based on
(C.5) we can write
sup
r∈[0,1]2
Q (r) ≤ max
l1,l2=0,...,M−1
sup
r∈[0,1]2
[
Q
(
l1
M
,
l2
M
)
+ (4piN) max
(
|τ − l1
M
|, |f − l2
M
|
)
sup
r∈[0,1]2
Q (r)
]
which leads to
sup
r∈[0,1]2
Q (r) ≤
(
1− 4piN
M
)−1
max
l1,l2=0....,M−1
Q
(
l1
M
,
l2
M
)
.
(C.6)
Substituting (C.6) in (C.3) we get
(||X ∗ (ω) ||∗A)2 ≤
(
1− 4piN
M
)−1
max
l1,l2=0....,M−1
Q
(
l1
M
,
l2
M
)
.
Note that we can also write based on (C.3)
Q
(
l1
M
,
l2
M
)
=
K∑
n=1
∣∣∣∣∣∣ 1L
N∑
p,k=−N
[ω]p
N∑
l=−N
e
i2pik(p−l)
L e
−i2pi
M (l1k+l2p)[dl]n
∣∣∣∣∣∣
2
=:
K∑
n=1
∣∣∣∣Q˜n( l1M , l2M
)∣∣∣∣2 .
Given the assumptions on ω and dl we can deduce that
E
[
Q˜n
(
l1
M
,
l2
M
)]
= 0
and
var
(
Q˜n
(
l1
M
,
l2
M
))
=
1
L2
var (ω)
N∑
p,k=−N
N∑
l=−N
|[dl]n|2
= σ2ωσ
2
n,
where σ2n :=
∑N
l=−N |[dl]n|2. Hence, Q˜n
(
l1
M ,
l2
M
)
can be
viewed as a Gaussian variable of zero mean and a variance
equal to σ2ωσ
2
n. Now based on the concentration property on
Gaussian variables we can write
Pr
(
(||X ∗ (ω) ||∗A)2 ≥
µ2
λ2
)
≤
Pr
(
max
l1,l2=0....,M−1
K∑
i=1
∣∣∣∣Q˜n( l1M , l2M
)∣∣∣∣2 ≥ (1− 4piNM
)
µ2
λ2
)
≤M2Pr
(
K∑
n=1
∣∣∣∣Q˜n( l1M , l2M
)∣∣∣∣2≥ (1− 4piNM
)
µ2
λ2
)
≤M2×
Pr
(
K∑
n=1
∣∣∣∣Q˜n( l1M , l2M
)∣∣∣∣2≥(1−4piNM
)
36σ2ω log (N)
K∑
n=1
σ2n
)
(C.7)
≤M2KPr
(∣∣∣∣Q˜n( l1M , l2M
)∣∣∣∣≥
√
1−4piN
M
6σωσn
√
log (N)
)
≤ 2M2K exp
(
−36 (1− 4piNM )σ2ωσ2n log (N)
2σ2ωσ
2
n
)
(C.8)
≤ 2M2K exp
(
−18
(
1− 4piN
M
)
log (N)
)
≤ 50pi2N2K 1
N3.6
≤ CK√
N3
, (C.9)
where (C.7) is obtained by setting µ = 6λσω ||D||F
√
log (N)
with ||D||2F =
∑K
n=1 σ
2
n while (C.8) is based on the concen-
tration property on Gaussian variables, i.e., for x ∼ N (0, σ2x)
we have Pr (|x| ≥ t) ≤ 2 exp
(
−t2
2σ2x
)
. Finally, (C.9) is obtained
by setting M = 5piN .
APPENDIX D
PROOFS OF THEOREMS 2, 3, AND 4
A. Proof of Theorem 2
We start by recalling some of the results in [13]. First,
retrieve the expression of f (r) in [13, Equation (39)], i.e.,
f (r) =
R∑
j=1
M(0,0) (r, rj)αj + M(1,0) (r, rj)βj
+ M(0,1) (r, rj)γj , (D.1)
where M(m,n) (r, rj) ∈ CK×K ,m, n = 0, 1 is given by
[13, Equation (50)] whereas αj ,βj ,γj ∈ CK×1 are vector
parameters selected in a way such that ∀rj ∈ R we have
f (rj) = sign (cj) hj (D.2)
f (1,0) (rj) = 0K×1, f (0,1) (rj) = 0K×1. (D.3)
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As discussed in [13, Sections VI-B and VI-E], the formulation
of f (r) in (D.1) ensures directly that (43) and (44) are both
satisfied. To prove (45), we can write using Taylor series
expansion at rj ∈ R
||f (r) ||2 = ||f (rj) ||2 + (τ − τj)5τ ||f (r) ||2|r=rj
+ (f − fj)5f ||f (r) ||2|r=rj +
1
2
(τ − τj)2 52τ ||f (r) ||2|r=rj
+
1
2
(f − fj)2 52f ||f (r) ||2|r=rj
+ (τ − τj) (f − fj)5τf ||f (r) ||2|r=rj . (D.4)
Based on (D.3), the second and the third terms in (D.4) will
vanish, thus, (D.4) can be written after some manipulations as
||f (r) ||2 =
||f (rj) ||2 + 1
2
(τ − τj)2 ||f (rj) ||−12
〈
f (2,0) (rj) , f (rj)
〉
+
1
2
(f − fj)2 ||f (rj) ||−12
〈
f (0,2) (rj) , f (rj)
〉
+ (τ − τj) (f − fj) ||f (rj) ||−12
〈
f (1,1) (rj) , f (rj)
〉
(D.5)
Upon using the results obtained in [13, Proof of Lemma 16],
and based on the fact that ||f (rj) ||2 ≤ 1, we can show that
||f (rj) ||−12
〈
f (m,n) (rj) , f (rj)
〉
≤ −C¯∗2N2 (D.6)
for (m,n) ∈ {(2, 0), (0, 2)}. Furthermore, we also have
||f (rj) ||−12
〈
f (1,1) (rj) , f (rj)
〉
≤ C¯∗2N2. (D.7)
Substituting (D.6) and (D.7) in (D.5), and then manipulating,
we obtain (45) for a constant C¯∗2 .
To prove (46), define k (r) = f¯ (r) − sign (cj) hj where
f¯ (r) = E [f (r)]. Based on that, we can write
||f (r)− sign (cj) hj ||2 ≤ ||f (r)− f¯ (r) ||2 + ||k (r) ||2. (D.8)
It is shown in [13, Lemma 13] that the first term in (D.8) is
very small with probability at least 1−δ when the lower bound
on L, as provided in Theorem 2, is satisfied. As for the second
term, we assume without loss of generality that rj = 0 and
bound ||k (r) ||2 in the interval [0, 0.2447/N ]. Upon writing
the Taylor series expansion at rj = 0, we can obtain
||k (r) ||2 = ||k (0) + τk(1,0) (0) + fk(0,1) (0) +
1
2
τ2k(2,0) (r) |r=r¯ + 1
2
f2k(0,2) (r) |r=r¯ + τfk(1,1) (r) |r=r¯||2
≤ 1
2
τ2||k(2,0) (r) |r=r¯||2 + 1
2
f2||k(0,2) (r) |r=r¯||2
+ τf ||k(1,1) (r) |r=r¯||2
≤ 1
2
4.3856N2
(
τ2 + f2
)
+ (τf) 0.8270N2,
where r¯ ∈ Ωclose (j). Herein, the first inequality is based on the
fact that k (0) ,k(1,0) (0) , and k(0,1) (0) are all equal to zero.
In contrast, for the second inequality, we leverage different
results from [13, Appendix K] (in particular equations (K.1),
(K.3), and (K.4)). Finally, arranging the terms results in (46).
B. Proof of Theorem 3
To prove Theorem 3, we extend the result in [15, Lemma 7].
For that, we first set f1 (r) to be
f1 (r) =
R∑
j=1
M(0,0) (r, rj)α
(1)
j + M(1,0) (r, rj)β
(1)
j
+ M(0,1) (r, rj)γ
(1)
j , (D.9)
where α(1)j ,β
(1)
j ,γ
(1)
j ∈ CK×1 are vector parameters selected
such that (47) is satisfied. Similar to the results in [13,
Sections VI-A and VI-B] we have
f¯1 (r) := E [f1 (r)] =
R∑
j=1
M (r− rj) IKα¯(1)j
+M (1,0) (r− rj) IK β¯(1)j +M (0,1) (r− rj) IK γ¯(1)j (D.10)
where α¯(1)j , β¯
(1)
j , and γ¯
(1)
j are the solutions of
f¯1 (rj) = f¯
(0,1)
1 (rj) = 0K , f¯
(1,0)
1 (rj) = sign (cj) hj ,∀rj ∈ R
(D.11)
whereas M (m,n) (r− rj) is given by [13, Equation 64]. Based
on (D.10), we can express (D.11) in a matrix-vector form as
E(0,0) E(1,0) E(0,1)E(0,1) E(1,1) E(0,2)
E(1,0) E(2,0) E(1,1)

︸ ︷︷ ︸
E
⊗IK

α¯(1)β¯(1)
γ¯(1)
 =
0RK0RK
h
 ,
where E(m
′,n′) ∈ CR×R with [E(m′,n′)](l,k) :=
M (m
′,n′) (rl − rk) while α¯(1) = [α¯(1)T1 , . . . , α¯(1)TR ]T , β¯
(1)
=
[β¯
(1)T
1 , . . . , β¯
(1)T
R ]
T , and γ¯(1) = [γ¯(1)T1 , . . . , γ¯
(1)T
R ]
T . Finally,
h =
[
sign (c1) hT1 , . . . , sign (cR) h
T
R
]T ∈ CRK×1. It is shown
in [13, Proposition 3] that E and E ⊗ IK are invertible, and
therefore, α¯(1), β¯(1), and γ¯(1) are well-defined. In order to
prove Theorem 3, we first need to find upper bounds on these
coefficients. For that, define
E1 =
[
E(0,0) E(0,1)
E(0,1) E(0,2)
]
, E2 =
[
E(1,0)
E(1,1)
]
,
E3 =
[
E(1,0) E(1,1)
]
, E4 = E
(2,0),
and let η¯(1) = [γ¯(1)T , β¯(1)T ]T . By using the block matrix
inversion lemma for the 2× 2 block matrices we can write[
α¯(1)
η¯(1)
]
=
([−E−11 E2
IR×R
]
S−13 ⊗ IK
)
h, (D.12)
where
S3 = E4 −E3E−11 E2. (D.13)
Upon defining
S1 = E
(0,0) −E(0,1) E(0,2)−1 E(0,1) (D.14)
S2 = E
(1,0) −E(0,1) E(0,2)−1 E(1,1), (D.15)
we can easily show that
S3 = E
(2,0) + ST2 S
−1
1 S2 −E(1,1) E(0,2)
−1
E(1,1). (D.16)
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The definitions of S1,S2, and S3 allow us to rewrite (D.12)
after some algebraic manipulations asα¯(1)γ¯(1)
β¯
(1)
 =
−S−11 S2S4
IR×R
S−13 ⊗ IK
h, (D.17)
where
S4 = E
(0,2)−1 E(0,1)S−11 S2 − E(0,2)
−1
E(1,1). (D.18)
To prove the bounds in (48) and (49), we first need to derive
an upper bound on the Euclidean norms of α¯(1), β¯(1), and
γ¯(1). For that, we will first highlight some important results.
First, note that E(0,0),E(1,1),E(2,0), and E(0,2) are sym-
metric matrices while E(1,0) and E(0,1) are antisymmetric
matrices. Thus, S1 is symmetric matrix, whereas S2 is an-
tisymmetric. Moreover, a symmetric matrix G is invertible if
||I−G||∞ < 1, (D.19)
while for any symmetric matrix G we have
||G−1||∞ ≤ 1
1− ||IR −G||∞ . (D.20)
Finally, we need the following proposition, which is based on
the results obtained in [6, Appendix C].
Proposition D.1. The following bounds hold true under the
minimum separation in (15)
||IR −E(0,0)||∞ ≤ 0.04854 (D.21)
||E(1,0)||∞ = ||E(0,1)||∞ ≤ 7.723× 10−2N (D.22)
||E(1,1)||∞ ≤ 0.1576N2 (D.23)
|| E(0,2)−1 ||∞ ≤ 0.3399
N2
(D.24)
|| |M (2,0) (0) |IR −E(2,0)||∞ ≤ 0.3539N2. (D.25)
Based on (D.14) and Proposition D.1 we can write
||IR − S1||∞ ≤ ||IR −E(0,0)||∞ + ||E(0,1)||2∞|| E(0,2)
−1 ||∞
≤ 0.0506.
Hence, S1 is invertible and we can obtain
||S−11 ||∞ ≤
1
1− ||IR − S1||∞ ≤ 1.0533. (D.26)
Next, Proposition D.1 allows us to bound S2 as
||S2||∞ ≤ ||E(1,0)||∞ + ||E(0,1)||∞|| E(0,2)−1 ||∞||E(1,1)||∞
≤ 0.0814N. (D.27)
Applying Proposition D.1 along with (D.26) and (D.27) yields
|| |M (2,0) (0) |IR − S3||∞ ≤ || |M (2,0) (0) |IR −E(2,0)||∞
+ ||S2||2∞||S−11 ||∞ + ||E(1,1)||2∞|| E(0,2)
−1 ||∞
≤ 0.3693N2
which when combined with M (2,0) (0) = −pi23 N (N + 4) and
(D.20) yields
||S−13 ||∞≤
1
|M (2,0) (0) | − || |M (2,0) (0) |IR − S3||∞
≤ 0.3424
N2
Finally, we can also show using Proposition D.1 that
||S4||∞ ≤ 0.0558.
Based on the previous results, (D.17), and [26, Lemma 5.3],
we can conclude that
max
j=1,...,R
||α¯(1)j ||2 ≤ ||S−11 S2S−13 ⊗ IK||∞ max
j=1,...,R
||hj ||2
≤ ||S−11 ||∞||S2||∞||S−13 ||∞ ≤
0.0294
N
(D.28)
max
j=1,...,R
||β¯(1)j ||2 ≤ ||S−13 ||∞ ≤
0.3424
N2
. (D.29)
max
j=1,...,R
||γ¯(1)j ||2 ≤ ||S4||∞||S−13 ||∞ ≤
0.0191
N2
. (D.30)
Now to show (48) we write
||f1 (r) ||2 ≤ ||f1 (r)− f¯1 (r) ||2 + ||f¯1 (r) ||2 ≤ C∗||f¯1 (r) ||2
(D.31)
where we apply the result in [13, Lemma 13]. Upon using
(D.10), along with (D.28), (D.29), and (D.30), we can obtain
||f¯1 (r) ||2 ≤ max
j=1,...,R
||α¯(1)j ||2
R∑
j=1
|M (r− rj) |
+ max
j=1,...,R
||β¯(1)j ||2
R∑
j=1
|M (1,0) (r− rj) |
+ max
j=1,...,R
||γ¯(1)j ||2
R∑
j=1
|M (0,1) (r− rj) |
≤ 0.0294
N
C¯ +
((
0.0191
N2
+
0.3424
N2
))
CˆN ≤ C
N
, (D.32)
where the last inequality is based on the results in [6, Section
2.3, Appendix C]. Substituting (D.32) in (D.31) we get (48).
To prove (49) we write
||f1 (r)− hj (τ − τj) ||2 ≤ ||f1 (r)− f¯1 (r) ||2 + ||k1 (r) ||2
≤ C∗||k1 (r) ||2,
where k1 (r) := f¯1 (r) − hj (τ − τj) and the last inequality
is based on [13, Lemma 13]. Without loss of generality, we
assume that rj = 0 and bound k1 (r) in the interval of
Ωclose (j). By using Tylor series expansion around rj we obtain
||k1 (r) ||2 = ||k1 (0) + τk(1,0)1 (0) + fk(0,1)1 (0)
+
1
2
τ2k
(2,0)
1 (r) |r=r¯ +
1
2
f2k
(0,2)
1 (r) |r=r¯
+ τf k
(1,1)
1 (r) |r=r¯||2 ≤ CN (τ + f)2 ,
where r¯ ∈ Ωclose (j). Here, the last inequality is based on the
fact that k1 (0), k
(1,0)
1 (0), and k
(0,1)
1 (0) are all equal to zero,
the triangular inequality, and Proposition D.2 given below.
Proposition D.2. The following bounds hold
||k(2,0)1 (r) |r=r¯||2 ≤ 3.4462N
||k(0,2)1 (r) |r=r¯||2 ≤ 0.9779N
||k(1,1)1 (r) |r=r¯||2 ≤ 0.7409N.
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The proof of Proposition D.2, which is omitted here, is
based on (D.28), (D.29), and (D.30), as well as the results
obtained in [6, Lemma 2.3 and Section C.2]. This completes
the proof of Theorem 3.
C. Proof of Theorem 4
The proof of Theorem 4 can be conducted in the same way
as that of Theorem 3. For that, we set f2 (r) to be
f2 (r) =
R∑
j=1
M(0,0) (r, rj)α
(2)
j + M(1,0) (r, rj)β
(2)
j
+ M(0,1) (r, rj)γ
(2)
j , (D.33)
where α(2)j ,β
(2)
j ,γ
(2)
j ∈ CK×1 are selected such that (50) is
satisfied.
APPENDIX E
PROOF OF LEMMA 4
Starting from Lemma 2 we can write
T0 =
R∑
j=1
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
∫∫
Ωclose(j)
ν (r) dr
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
2
=
R∑
j=1
∫∫
Ωclose(j)
ν (r)
H
dr×
∫∫
Ωclose(j)
ν (r¯) dr¯∣∣∣∣∣
∣∣∣∣∣ ∫∫Ωclose(j)ν (r¯) dr¯
∣∣∣∣∣
∣∣∣∣∣
2
=
R∑
j=1
∫∫
Ωclose(j)
ν (r)
H
f (r) dr
︸ ︷︷ ︸
T0,1
+
R∑
j=1
∫∫
Ωclose(j)
ν (r)
H

∫∫
Ωclose(j)
ν (r¯) dr¯∣∣∣∣∣
∣∣∣∣∣ ∫∫Ωclose(j)ν (r¯) dr¯
∣∣∣∣∣
∣∣∣∣∣
2
− f (r)
 dr
︸ ︷︷ ︸
T0,2
(E.1)
By using (44) we can bound T0,1 by
T0,1 ≤
∣∣∣∣∣∣
1∫∫
0
ν (r)
H
f (r) dr
∣∣∣∣∣∣+
∫∫
Ωfar
||ν (r) ||2dr. (E.2)
On the other hand, T0,2 can be bounded using (46) as follows
T0,2 ≤
R∑
j=1
∫∫
Ωclose(j)
||ν (r) ||2
(
C¯2N
2 (|τ − τj |+ |f − fj |)2
)
dr
= C5T3. (E.3)
Substituting (E.2) and (E.3) in (E.1) leads to the bound on T0
as in Lemma 4.
By following the same steps that led to (E.1) we can obtain
T1 = (2piN)
R∑
j=1
∫∫
Ωclose(j)
ν (r)
H
f1 (r) dr
︸ ︷︷ ︸
T1,1
+
2piN
R∑
j=1
∫∫
Ωclose(j)
ν (r)
H

(τ − τj)
∫∫
Ωclose(j)
ν (r¯) dr¯∣∣∣∣∣
∣∣∣∣∣ ∫∫Ωclose(j)ν (r¯) dr¯
∣∣∣∣∣
∣∣∣∣∣
2
− f1 (r)
 dr
︸ ︷︷ ︸
T1,2
(E.4)
The first term in (E.4) can be bounded using (48) as
T1,1 ≤ (2piN)
∣∣∣∣∣∣
1∫∫
0
ν (r)
H
f1 (r) dr
∣∣∣∣∣∣+ C¯5
∫∫
Ωfar
||ν (r) ||2dr
while for the second term, we can write based on (49)
T1,2 ≤ (2piN)×
R∑
j=1
∫∫
Ωclose(j)
||ν (r) ||2
(
C¯3N (|τ − τj |+ |f − fj |)2
)
dr = C5T3.
Substituting the above results in (E.4), and then manipulating,
we obtain the bound on T1 as in Lemma 4.
Upon following the same previous steps, and by using f2 (r),
(51), and (52), we can obtain the upper bound on T2.
APPENDIX F
PROOF OF LEMMA 5
The proof of Lemma 5 is based on Matrix Bernstein
inequality lemma, which is given below.
Lemma F.1. [25, Theorem 1.6.2] Let S1, . . . ,Sn be N1 ×
N2 independent, centred, uniformly bounded random matrices
with E [Sk] = 0 and ||Sk||2 ≤ q for k = 1, . . . , n. Moreover,
define the sum
Z =
n∑
k=1
Sk
and denote the matrix variance statistic of the sum by ν(Z),
i.e.,
ν(Z) := max
{∣∣∣∣E [ZHZ] ∣∣∣∣
2
,
∣∣∣∣E [ZZH] ∣∣∣∣
2
}
.
Then, for every t ≥ 0 we have
Pr [||Z||2 ≥ t] ≤ (N1 +N2) exp
( −t2/2
ν(Z) + qt/3
)
.
Now starting from the left-hand side of (54), and based on
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the fact that f (r) = X ∗ (q) a (r), we can write∣∣∣∣∣∣
1∫∫
0
ν (r)
H
f (r) dr
∣∣∣∣∣∣ =
∣∣∣∣∣∣
1∫∫
0
〈
X ∗ (q) ,ν (r) a (r)H
〉
dr
∣∣∣∣∣∣
=
∣∣∣∣∣∣
〈
q,X
 1∫∫
0
ν (r) a (r)
H
dr
〉∣∣∣∣∣∣ = |〈q, e〉|
=
∣∣∣〈(XX ∗)−1 q,XX ∗ (e)〉∣∣∣ = ∣∣∣〈f˜ (r) ,φ (r)〉∣∣∣ , (F.1)
where we set f˜ (r) := X ∗ (XX ∗)−1 (q) a (r). Based on
Ho¨lder’s inequality, we can obtain based on (F.1)∣∣∣∣∣∣
1∫∫
0
ν (r)
H
f (r) dr
∣∣∣∣∣∣ =
∣∣∣∣∣∣
1∫∫
0
φ (r)
H
f˜ (r) dr
∣∣∣∣∣∣ ≤
1∫∫
0
∣∣∣φ (r)H f˜ (r) dr∣∣∣ ≤ sup
r∈[0,1]2
||φ (r) ||2
 1∫∫
0
||f˜ (r) ||2dr
 .
(F.2)
Upon using the definitions of X and D˜p, we can write
[XX ∗ (q)]r = Tr
 N∑
p=−N
D˜rD˜
H
p [q]p
 = [diag (u) q]r,
where XX ∗ = diag (u) = diag ([u−N , . . . , uN ]) with
um =
N∑
k,l,p′=−N
ei2pi
k(m−p′)
L dH(m−l)d(p′−l) = L
N∑
i=−N
||di||22
Note that the last equality above is based on the fact that
N∑
k=−N
ei2pi
k(m−p′)
L =
{
L if p′ = m
0 if p′ 6= m
Based on the derivation of f (r) in [13, Section VI] we can
express f˜ (r) as
f˜ (r) =
R∑
j=1
M˜(0,0) (r, rj)αj + M˜(1,0) (r, rj)βj
+ M˜(0,1) (r, rj)γj . (F.3)
Herein, M˜(m,n) (r, rj) with m,n = 0, 1 can be expressed
using [13, Equation (53)], and the definition of XX ∗ as
M˜(m,n) (r, rj) =
1
L2P 2
N∑
p,l,l′,k,k′=−N
gk′ (−i2pik′)m gp (−i2pip)n ei2pi
(kl−k′l′)
L ×
e−i2pi(kτ−k
′τj)e−i2pip(f−fj)
d(p−l)dH(p−l′)∑N
i=−N ||di||22
, (F.4)
with P = N2 + 1 and
gn =
1
P
min{n+P,P}∑
l=max{n−P,−P}
(
1− |l|
P
)(
1− |n− l|
P
)
. (F.5)
Upon following the same steps that led to the matrix-vector
form of f (r) in [13, Section VI-C (Equation (107)], we can
write f˜ (r) in a matrix-vector form as
f˜ (r) = T (r)
H
Lh, (F.6)
where the matrix T (r) ∈ C3RK×K is given by
T (r)H :=[
M˜(0,0) (r, r1) , . . . , M˜(0,0) (r, rR) ,
1
κ
M˜(1,0) (r, r1) , . . . ,
1
κ
M˜(1,0) (r, rR) ,
1
κ
M˜(0,1) (r, r1) , . . . ,
1
κ
M˜(0,1) (r, rR)
]
(F.7)
with κ =
√
pi2
3 (N
2 + 4N). Moreover, L ∈ C3RK×RK
contains the first RK columns of the inverse of the matrix
E, which is defined in [13, Equation (90)] as
E =

E
(0,0)
(0,0)
1
κE
(0,0)
(1,0)
1
κE
(0,0)
(0,1)
− 1κE(1,0)(0,0) − 1κ2 E(1,0)(1,0) − 1κ2 E(1,0)(0,1)
− 1κE(0,1)(0,0) − 1κ2 E(0,1)(1,0) − 1κ2 E(0,1)(0,1)
 (F.8)
where E(m
′,n′)
(m,n) ∈ CRK×RK consists of R×R block matrices
of size K × K with the matrix at the (l, k) location being
given by [E(m
′,n′)
(m,n) ](l,k) := M
(m′,n′)
(m,n) (rl, rk). Finally, Lh =[
αH , κβH , κγH
]H
. Based on (F.6) we can write
1∫∫
0
||f˜ (r) ||2dr ≤
1∫∫
0
(
|| ∆TH Lh︸ ︷︷ ︸
v1(r)
||2 + ||THLh︸ ︷︷ ︸
v2(r)
||2
)
dr (F.9)
where ∆T = T − T with T = E [T]1. Now consider the
following definition
W (r) := ∆TH L =
[
W1, . . . ,WR
] ∈ CK×RK , (F.10)
where Wj ∈ CK×K . Upon using the definition of h in
Appendix D-B, and based on (F.10), we can write v1 (r) as
v1 (r) =
R∑
j=1
Wj sign (cj) hj =:
R∑
j=1
wj . (F.11)
It is easy to show that v1 (r) is a sum of independent zero-
mean vectors. Therefore, we can apply the Matrix Bernstein
inequality in Lemma F.1 to obtain a probability measure on
the bound of ||v1 (r) ||2. For that, we first need to find q (v1)
and ν (v1) as in Lemma F.1.
Starting from (F.11), we can write∣∣∣∣wj∣∣∣∣2 = ∣∣∣∣Wjsign (cj) hj∣∣∣∣2 ≤ ∣∣∣∣Wj∣∣∣∣2 ≤ ∣∣∣∣W (r) ∣∣∣∣2
=
∣∣∣∣∆TL∣∣∣∣
2
≤ Cˆ7R
L2
=: q (v1) ,
where the second inequality is based on the fact that Wj (r)
is a sub-matrix of W (r) whereas the last inequality is based
on the fact that ||L||2 ≤ C, given in [13, Equation (105)], and
Lemma F.2 which is given at the end of this appendix.
1Here, and for the rest of the paper, we will drop the dependency of T,T,
and ∆T on r to simplify the expressions.
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To obtain ν (v1) we have
ν (v1) =
∣∣∣∣∣
∣∣∣∣∣
R∑
j=1
E
[
wHj wj
] ∣∣∣∣∣
∣∣∣∣∣
2
=
∣∣∣∣∣
∣∣∣∣∣
R∑
j=1
E
[
hHj W
H
j Wjhj
] ∣∣∣∣∣
∣∣∣∣∣
2
=
R∑
j=1
Tr
(
E
[
WHj Wj
]
E
[
hjh
H
j
])
=
1
K
∣∣∣∣∣
∣∣∣∣∣
R∑
j=1
E
[
WHj Wj
] ∣∣∣∣∣
∣∣∣∣∣
2
=
1
K
∣∣∣∣∣∣∣∣E [Tr(W (r)H W (r))] ∣∣∣∣∣∣∣∣
2
=
1
K
∣∣∣∣∣∣Tr (E [LLH∆T∆TH]) ∣∣∣∣∣∣
2
≤ 3R
∣∣∣∣∣∣E [LLH∆T∆TH] ∣∣∣∣∣∣
2
≤ 3RC||E [∆T∆TH] ||2 ≤ C∗7R2
L4
(F.12)
for a numerical constant C∗7 . Here, the fourth equality is based
on Lemma F.4, given at the end of this appendix, while the first
inequality is based on the fact that for A ∈ Cm×m, |Tr (A) | ≤
m||A||2. Finally, the last inequality is based on Lemma F.2.
Given that L ≥ RK, we can finally conclude that
ν (v1) ≤ C
∗
7R
L3K
. (F.13)
We are now ready to apply Lemma F.1 to obtain a probability
bound on ||v1 (r) ||2 as follow
Pr [||v1 (r) ||2 ≥ t] ≤ (K + 1) exp
(
−t2/2
t
3 Cˆ7
R
L2 + C
∗
7
R
L3K
)
≤ (K + 1) exp
(−t2L3K
4C∗7R
)
≤ δ
2
(F.14)
Here, the second inequality in (F.14) is valid for t ∈[
0,
3C∗7
Cˆ7
1
LK
]
while the last inequality holds for t =
2
√
C∗7R
L3K log
(
2(K+1)
δ
)
. Note that this choice of t falls in
the range
[
0,
3C∗7
Cˆ7
1
LK
]
for L ≥ C7RK log
(
2(K+1)
δ
)
where
C7 =
4Cˆ27
9C∗7
.
To obtain a probability upper bound on the second term in
(F.9), we set v2 (r) = THLh := W˜ (r) h with
W˜ (r) =
[
W˜1, . . . ,W˜R
]
∈ CK×RK .
Similar to v1 (r) we can write
v2 (r) =
R∑
j=1
W˜j sign (cj) hj =:
R∑
j=1
w˜j . (F.15)
Given that v2 (r) is a sum of independent zero-mean vectors,
we can apply Lemma F.1 to obtain an upper bound on
||v2 (r) ||2. Starting from (F.15) we can write
||w˜j ||2 =
∣∣∣∣W˜jsign (cj) hj∣∣∣∣2 ≤ ∣∣∣∣W˜j∣∣∣∣2 ≤ ∣∣∣∣W˜ (r) ∣∣∣∣2
=
∣∣∣∣THL∣∣∣∣
2
≤ Cˆ8R
L2K
=: q (v2) ,
where the last inequality is based on ||L||2 ≤ C, given in [13],
and Lemma F.3 at the end of this appendix. For ν (v2), we
can show using the same steps that let to ν (v1), along with
Lemma F.3, that
ν (v2) =
C∗8R
L3K2
.
Now we apply Matrix Bernstein inequality lemma to obtain
Pr [||v2||2 ≥ t] ≤ (K + 1) exp
(
−t2/2
t
3 Cˆ8
R
L2K + C
∗
8
R
L3K2
)
≤ (K + 1) exp
(−t2L3K2
4C∗8R
)
≤ δ
2
(F.16)
for t ∈
[
0,
3C∗8
Cˆ8
1
LK
]
. The last inequality in (F.16) holds true
for t = 2
√
C∗8R
L3K2 log
(
2(K+1)
δ
)
, which belongs to the range[
0,
3C∗8
Cˆ8
1
LK
]
for L ≥ C8R log
(
2(K+1)
δ
)
where C8 =
4Cˆ28
9C∗8
.
Based on (F.14) and (F.16) we can conclude
Pr
[
||f˜ (r) ||2 ≥ C9
√
R
L3K
log
(
2(K + 1)
δ
)]
≤
Pr
[
||v1||2 + ||v2||2 ≥ C9
√
R
L3K
log
(
2(K + 1)
δ
)]
≤ δ
provided that L ≥ C9RK log
(
2(K+1)
δ
)
. Substituting the
above result in (F.2) we obtain (54).
Lemma F.2. There exists a constant C¯8 such that
||∆T||2 ≤ C¯8R
L2
(F.17)∣∣∣∣E [∆T∆TH]∣∣∣∣
2
≤ C¯8R
L4
. (F.18)
The proof of Lemma F.2 is given in Appendix H.
Lemma F.3. There exists a constant C˜8 such that
||T||2 ≤ C˜8R
L2K
(F.19)∣∣∣∣E [T TH]∣∣∣∣
2
≤ C˜8R
L4K
. (F.20)
The proof of Lemma F.3, which is omitted here, follows the
same steps as that of Lemma F.2.
Lemma F.4. [12, Lemma 21] Let hj ∈ CK×1 have i.i.d.
entries on the complex unit sphere. Then, E
[
hjh
H
j
]
= 1K IK.
APPENDIX G
PROOF OF LEMMA 6
Starting from the formulation of f1 (r) in (D.9), and upon
following the same steps that let to (F.2), we can show that∣∣∣∣∣∣
1∫∫
0
ν (r)
H
f1 (r) dr
∣∣∣∣∣∣ ≤ supr∈[0,1]2 ||φ (r) ||2
 1∫∫
0
||f˜1 (r) ||2dr

(G.1)
where f˜1 (r) := X ∗ (XX ∗)−1 (q1) a (r). Now based on the
conditions on f1 (r) in Theorem 3 we formulate the following
linear system
E
(1,0)
(0,0)
1
κE
(1,0)
(1,0)
1
κE
(1,0)
(0,1)
E
(0,0)
(0,0)
1
κE
(0,0)
(1,0)
1
κE
(0,0)
(0,1)
E
(0,1)
(0,0)
1
κE
(0,1)
(1,0)
1
κE
(0,1)
(0,1)

︸ ︷︷ ︸
E1
 α1κβ1
κγ1
 =
 h0RK
0RK
 (G.2)
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where E(m
′,n′)
(m,n) ∈ CRK×RK consists of R×R block matrices
of size K ×K with the matrix at the (l, k) location given by
[E
(m′,n′)
(m,n) ](l,k) := M
(m′,n′)
(m,n) (rl, rk). It follows from (G.2) that α1κβ1
κγ1
 = E−11
 h0RK
0RK
 = L1h,
where L1 is 3RK × RK matrix that contains the first RK
columns in E−11 . However, based on (D.28), (D.29), and
(D.30) we have
∣∣∣∣[α1H , κ β1H , κ γ1H ]H ∣∣∣∣
2
≤ C√R/N ,
for a numerical constant C. Given that ||h||2 =
√
R, we can
conclude that |L1||2 ≤ Cˆ/N .
Similar to (F.6) we can express f˜1 (r) as
f˜1 (r) = T (r)
H
L1h,
where T (r) is given by (F.7). Hence, we have
1∫∫
0
||f˜1 (r) ||2dr ≤
1∫∫
0
|| ∆TH L1h︸ ︷︷ ︸
v11(r)
||2 + ||THL1h︸ ︷︷ ︸
v12(r)
||2
 dr
By following the same steps in Appendix F we can show that
q
(
v11
)
= Cˆ10
R
L2N
, ν
(
v11
)
= C∗10
R
L3N2K
(G.3)
q
(
v12
)
= C˜10
R
L2NK
, ν
(
v12
)
= C¯10
R
L3N2K2
(G.4)
Now, using Lemma F.1 along with (G.3) and (G.4), and
upon following the same steps in the proof of Lemma 5, we
can show that
1∫∫
0
||f˜1 (r) ||2dr ≤ C¯9
√
R
L3N2K log
(
2(K+1)
δ
)
occurs with probability at least (1 − δ) provided that L ≥
C¯9RK log
(
2(K+1)
δ
)
. The proof of Lemma 6 is concluded by
substituting the above result in (G.1).
APPENDIX H
PROOF OF LEMMA F.2
To prove (F.17) we set
∆TH = [∆T1,∆T2,∆T3] ; ∆Ti ∈ CK×RK (H.1)
where ∆T1 contains the matrices M˜(0,0) (r, rj) −
E[M˜(0,0) (r, rj)], j = 1, . . . , R, ∆T2 have the matrices
1
κM˜(1,0) (r, rj)− 1κE[M˜(1,0) (r, rj)], j = 1, . . . , R, and ∆T3
contains the matrices 1κM˜(0,1) (r, rj)− 1κE[M˜(0,1) (r, rj)], j =
1, . . . , R. Based on (F.4) and (14) we can now write∣∣∣∣∣∣M˜(0,0) (r, rj)− E[M˜(0,0) (r, rj)]∣∣∣∣∣∣
2
=
1
L2P 2
×∣∣∣∣∣
∣∣∣∣∣
N∑
p,l,l′=−N
gpe
−i2pip(f−fj)
N∑
k′=−N
gk′e
−i2pik′(p−l′)
L ei2pik
′τj×
N∑
k=−N
e
i2pik(p−l)
L e−i2pikτ
[
dld
H
l′∑N
i=−N ||di||22
− 1
LK
IK1(l,l′)
] ∣∣∣∣∣
∣∣∣∣∣
2
where 1(l,l′) is the indicator function, i.e., 1(l,l′) = 1 if l = l′.
It is shown in [9, Proof of Lemma 3] that
1
P
N∑
k′=−N
gk′e
−i2pik′(p−l′)
L ei2pik
′τj ≤ C min
(
1,
1
p4
)
and that
C
N∑
p=−N
min
(
1,
1
p4
) ∣∣∣∣∣ 1P
N∑
k=−N
e
i2pik(p−)l
L e−i2pikτ
∣∣∣∣∣ ≤ C∗
Hence, we can obtain based on (F.5) and the above bound∣∣∣∣∣∣M˜(0,0) (r, rj)− E[M˜(0,0) (r, rj)]∣∣∣∣∣∣
2
≤ C
L2
×∣∣∣∣∣
∣∣∣∣∣
N∑
l,l′=−N
[
dld
H
l′∑N
i=−N ||di||22
− 1
LK
IK1(l,l′)
] ∣∣∣∣∣
∣∣∣∣∣
2
≤ C¯
L2
for some constant C¯. As a result, we can conclude that
||∆T1||2 ≤ CˆR
L2
(H.2)
for some constant Cˆ. Upon following the same steps, we can
show that the same bound in (H.2) exits for ||∆T2||2 and
||∆T3||2. This completes the proof of (F.17).
To prove (F.18), we start from the left-hand side of (F.18),
and we write based on (H.1)∣∣∣∣E [∆T∆TH]∣∣∣∣
2
≤ ∣∣Tr (E [∆TH∆T])∣∣
≤
3∑
i=1
∣∣Tr (E [∆Ti∆THi ])∣∣ ,
where the first inequality is based on the fact that for a sym-
metric positive definite matrix A we have |Tr (A) | ≥ ||A||2.
Given the definition of ∆T1 we can write∣∣Tr (E [∆T1∆TH1 ])∣∣ ≤
R∑
j=1
∣∣∣Tr(E [(M˜(0,0) (r, rj)− E[M˜(0,0) (r, rj)])×
(
M˜(0,0) (r, rj)− E[M˜(0,0) (r, rj)]
)H])∣∣∣∣ . (H.3)
By using (F.4) we can write∣∣∣Tr(E [(M˜(0,0) (r, rj)− E[M˜(0,0) (r, rj)])×(
M˜(0,0) (r, rj)− E[M˜(0,0) (r, rj)]
)H])∣∣∣∣ ≤ 1(LP )4×∣∣∣∣∣∣Tr
E
 N∑
p,l,l′=−N
N∑
k′,k=−N
gk′e
−i2pi k′(p−l′)L ei2pik
′τjei2pik(
p−l
L −τ)×
gpe
−i2pip(f−fj)
[
dld
H
l′∑N
i=−N ||di||22
− 1
LK
IK1(l,l′)
]
×
N∑
p1,l1,l′1=−N
N∑
k′1,k1=−N
gk′1e
−i2pi k
′
1(p1−l′1)
L ei2pik
′
1τjei2pik1(
p1−l1
L −τ)×
gp1e
−i2pip1(f−fj)
[
dl1d
H
l′1∑N
i=−N ||di||22
− 1
LK
IK1(l1,l′1)
]H∣∣∣∣∣∣
≤ C
L4
∣∣∣∣∣∣∣Tr
 N∑
l,l′,l1,l′1=−N
E
 dldHl′ dl′1dHl1(∑N
i=−N ||di||22
)2
−
dld
H
l′ 1(l1,l′1)
LK
∑N
i=−N ||di||22
− dl′1d
H
l1
1(l,l′)
LK
∑N
i=−N ||di||22
])
+
1
LK
∣∣∣∣∣ ≤ C¯L4
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Here, the last inequality is based on the fact that the first term
inside the absolute value can be shown to be upper bounded
by (LK + L+K)/LK while the second and the third terms
can be shown to be bounded by C/K. Thus, we can conclude
based on (H.3) that∣∣Tr (E [∆T1∆TH1 ])∣∣ ≤ C∗RL4 . (H.4)
Upon following the same steps with
∣∣Tr (E [∆T2∆TH2 ])∣∣ and∣∣Tr (E [∆T3∆TH3 ])∣∣, we can show that the bound in (H.4)
holds for these terms. This completes the proof of (F.18).
APPENDIX I
PROOF OF PROPOSITION 2
To prove Proposition 2, we need the below proposition.
Proposition I.1. Based on (9) and (22) we have
||gˆ (r) ||TV ≤ ||g (r) ||TV + λ−1
1∫∫
0
||ν (r) ||2dr. (I.1)
Proof: (Proposition I.1) First note that
1
2
∣∣∣∣y −X (Û)∣∣∣∣2
2
+ µ
∣∣∣∣Û∣∣∣∣A ≤ 12 ∣∣∣∣y −X (Uo)∣∣∣∣22 + µ∣∣∣∣Uo∣∣∣∣A
Given the fact that y = X (Uo) + ω we can write
µ
∣∣∣∣Û∣∣∣∣A ≤ 12 [||ω||22 − ∣∣∣∣ω −X (Û−Uo)∣∣∣∣22]+ µ∣∣∣∣Uo∣∣∣∣A
≤
∣∣∣〈ω,X (Û−Uo)〉∣∣∣+ µ∣∣∣∣Uo∣∣∣∣A = |〈ω, e〉|+ µ∣∣∣∣Uo∣∣∣∣A
By using (22), we can conclude that
∣∣∣∣Uo∣∣∣∣A = ||g (r) ||TV.
Combining this result with the above inequality leads to
µ||gˆ (r) ||TV ≤ µ||g (r) ||TV + |〈ω, e〉| . (I.2)
Starting from the second term in (I.2) we can write
|〈ω, e〉| =
∣∣∣∣∣∣
1∫∫
0
〈
ν (r) ,X ∗ (ω) a (r)H
〉
dr
∣∣∣∣∣∣
≤ ||X ∗ (ω) ||∗A
1∫∫
0
||ν (r) ||2dr, (I.3)
where the inequality is based on Ho¨lder’s inequality and the
definition of the dual atomic norm. By applying Lemma C.1
in (I.3), then substituting the result in (I.2), we obtain (I.1).
This completes the proof of Proposition I.1.
Starting from the second term in (I.1) we can write
1∫∫
0
||ν (r) ||2dr ≤
∫∫
Ωfar
||ν (r) ||2dr+
∫∫
Ωclose
||ν (r) ||2dr. (I.4)
Based on (40) and Lemmas 3 to 7 we can conclude that∫∫
Ωclose
||ν (r) ||2dr ≤ C¯11µ
T3 + ∫∫
Ωfar
||ν (r) ||2dr
+ sup
r∈[0,1]2
||φ (r) ||2
(√
R
L3K
log
(
2 (K + 1)
δ
)))
(I.5)
On the other hand, note that
||gˆ (r) ||TV = ||g (r)− ν||TV = ||g (r)− PR (ν) ||TV+
||PRc (ν) ||TV ≥ ||g (r) ||TV − ||PR (ν) ||TV + ||PRc (ν) ||TV
(I.6)
Finally, based on Proposition I.1, equations (I.4), (I.5), and
(I.6) we obtain (62). This completes the proof of Proposition 2.
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