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Abstract
Subspace models have been very successful at modeling
the appearance of structured image datasets when the vi-
sual objects have been aligned in the images (e.g., faces).
Even with extensions that allow for global transformations
or dense warps of the image, the set of visual objects whose
appearance may be modeled by such methods is limited.
They are unable to account for visual objects where oc-
clusion leads to changing visibility of different object parts
(without a strict layered structure) and where a one-to-
one mapping between parts is not preserved. For example
bunches of bananas contain different numbers of bananas
but each individual banana shares an appearance subspace.
In this work we remove the image space alignment lim-
itations of existing subspace models by conditioning the
models on a shape dependent context that allows for the
complex, non-linear structure of the appearance of the vi-
sual object to be captured and shared. This allows us to
exploit the advantages of subspace appearance models with
non-rigid, deformable objects whilst also dealing with com-
plex occlusions and varying numbers of parts. We demon-
strate the effectiveness of our new model with examples of
structured inpainting and appearance transfer.
1. Introduction
Subspace models are commonly used to learn a paramet-
ric model of a visual object appearance from a large dataset
of images. The parametric model captures low-dimensional
representation of the appearance of the visual object as a
linear combination of “components”. Such representations
have been successfully used to model the appearance of the
visual object in a range of computer vision and graphics ap-
plications such as face detection, identification, image hal-
lucination, image synthesis, etc.
These parametric models yield good results when images
are preprocessed so that features of the visual objects are
aligned throughout the dataset. This is applicable to visual
objects that have fixed structure and do not have significant
deformations or occlusions, for example frontal images of
faces, medical scans of organs, etc. Some works address
a more challenging case of visual objects that exhibit de-
formations, by jointly learning spatial transformations and
appearance representations (e.g., unaligned images of faces,
images of mushrooms, medical scans of hands). The mod-
els rely on estimating dense mappings between the images
of the dataset, usually to a common template.
However, visual objects with varying structure (Figure 1)
cannot be readily expressed using previous methods. By
fixed structure, we mean that images consist of a fixed set of
regions that have certain associated textures. For example,
side views of cars in general have two regions correspond-
ing to two wheels and these regions are always present in
the image. On the other hand, an example of a visual object
with a varying structure would be a facade of a building with
a varying number of windows. In this scenario, the texture
of window regions can be shared across images, but each
image may have a different number of regions correspond-
ing to windows. Furthermore, datasets of visual objects
that have occlusions or significant deformations which can
cause self-occlusions or 2D topology changes also remain
a challenging input, e.g., animals under different poses. We
note that, due to the diverse structure of such images, meth-
ods that estimate a warping or dense mapping between im-
ages, such as SIFT flow [19], are unlikely to succeed as
some of their assumptions about the images are not met;
e.g., smoothness of the deformation field and the presence
of occlusions.
Recently, image datasets of various objects have been
provided with high-quality segmentation maps and per-
pixel semantic and part labels; such labeled datasets are be-
coming more prevalent [11] and are being used to tackle
a variety of visual challenges. We exploit such additional
information by formulating a generative parametric statisti-
cal model that explains a visual object’s appearance condi-
tioned on the additional information, such as the segmenta-
tion map, but in a more complex way than just warping. So,
we assume that the additional information of each image is
known during training, as well as during sampling.
Existing methods for statistical shape modeling, for ex-
ample the recent ShapeBM model [10], produce generative
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Figure 1. An example of an unstructured dataset: due to multiple instances and occlusions there is no clear way of aligning the images via
a global transformation, or indeed estimating a dense warping (one-to-one mapping) between them. However, additional information, such
as part labelling or segmentation of the bananas, can be used to align the data in the context space (right hand side of the figure); and allow
us to learn a subspace model of the appearance of the bananas. In this example, the red and blue dots denote corresponding locations in the
context space.
models of shape that could be adapted to include part labels.
Alternatively, discriminative approaches that learn part la-
bels, for example [25], can be used to produce part segmen-
tations to train our generative model of appearance.
Our proposed subspace model allows us to model the ap-
pearance of objects with varying structure, such as animals
and facades of buildings. We demonstrate the performance
of the proposed subspace model on the task of structured
inpainting of unobserved test images, and by transferring of
the appearance of one instance (e.g., in a specific pose) to
others (e.g., different poses).
2. Related work
Aligned Subspace Appearance Models One of the ear-
liest works in learning a statistical model of a visual object
from a dataset of images was Eigenfaces [28], by Turk and
Pentland, that was used to address the problem of face de-
tection and identification. Their approach expressed each
image of a face as a feature vector of pixel intensities. These
feature vectors are approximated as a linear combination of
a subset of principal components derived from the covari-
ance matrix of the probability distribution over the vector
space of the face image pixel intensities.
Many related approaches followed; for example, the
Fisherfaces algorithm [1] makes use of linear discriminant
analysis (LDA). In this work, the subspace aims to max-
imise the ratio of inter-individual to intra-individual vari-
ance. The null-space LDA approach [4] makes use of the
directions without intra-individual variance (these are ig-
nored by Fisherfaces). The Dual-Space LDA approach [29]
combined both of these subspace directions. All of these
approaches rely on the image datasets to be aligned.
Active Appearance Models The Active Appearance
Model (AAM) [7] by Cootes et al. is a more sophisticated
statistical model that models both the shape and the appear-
ance of a visual object from a dataset that consists of images
and corresponding coordinates of a set of landmark points
on each image. AAM extends subspace models by incor-
porating parameterized affine warps of all images to a com-
mon template. Edwards et al. [8] used AAM to address the
problem of face detection and identification. The AAM can
be applied to image alignment problems that estimate trans-
formations of images to a common coordinate system or a
common template [6, 24].
Jones and Soatto [14] proposed a Layered Active Ap-
pearance Model which allows for missing features, occlu-
sion, substantial spatial rearrangement of features, and that
provides a more general representation that extends the ap-
plicability of the traditional AAM. In LAAM the images
are subdivided into “layers” (a set of compact regions de-
termined by a pre-defined group of the landmark points
with pixel’s local coordinates, pixel intensities and land-
mark point coordinates) which are modeled with weighted
PCA. Jones and Soatto demonstrated the model on a dataset
of cars. The dataset consisted of frontal images of cars with
and without certain features (such as foglights) and over-
lapping features (such as license plates). However, LAAM
requires the ordering of layers to be fixed, i.e., foglights
always occlude bumpers and bumpers never occlude fog-
lights. Such an ordering assumption is not always appli-
cable (e.g., consider the legs of animals). Also, the num-
ber of instances of each part must be known beforehand (a
fixed number of layers) which is not required for our con-
text based approach. The Morphable Model [2] extended
the AAM into 3D for modeling faces which also helps with
occlusions; however, it still cannot handle varying numbers
of parts and requires alignment to a template.
Combining Parametric and Non-Parametric Models for
Appearance Synthesis Liu et al. combined a paramet-
ric subspace model and a local non-parameteric model in
a two step procedure to solve the problem of face hal-
lucination [17, 18]. At the first step, principal compo-
nents are learned from the dataset to express the relation-
ship between the high-resolution face images and the corre-
sponding blurred and down-sampled lower resolution im-
ages. At the second step, the residue between an origi-
nal high-resolution image and the image reconstructed by
using the learned subspace model is modeled by a patch-
based non-parametric Markov network, to hallucinate the
high-frequency details of the image.
Visio-lization [21] by Mohammed et al. used a similar
framework to address the problem of synthesizing frontal
face images. First, a parametric subspace model is sam-
pled to generate a low-resolution novel image which lacks
high-frequency details. The second step upsamples the low-
resolution image by performing image quilting [9] on over-
lapping image regions. Image quilting uses patches ex-
tracted from the images of the dataset that were conditioned
on the low-resolution image.
Jointly Estimating Deformation and Appearance
Transformed Component Analysis [13] estimates a global
transformation for each image in the dataset to bring the
images into alignment as well as finding an appearance
subspace. The set of transformations they consider are rigid
body motions and therefore not suited to highly deformable
objects or occlusions.
Winn and Jojic introduced LOCUS [30], an unsuper-
vised generative model that learns segmentations of visual
objects. Most interestingly, they model visual objects with
deformation fields and achieve dense registration between
different images of the same class despite differences in ap-
pearance or pose.
Mobahi et al. [20] also learn a model of a visual ob-
ject from a set of images. They assume that images are
generated as a nested composition of color, appearance and
shape transforms. By modeling each component as a low-
dimensional subspace they can learn a regularized solution
of such compositional model from a set of images. Their
shape(geometric) transform is jointly learned for all images,
and outperforms SIFT flow and robust optical flow for any
pair of images from the set.
Both the LOCUS model and the work of Mobahi et al.
make use of a deformation (or flow) field for dense warping.
Such a field cannot encompass the range of transformations
that we address with our approach (complex occlusions and
varying numbers of instances).
3. Context-Conditioned Component Analysis
We begin by providing an illustrative example that re-
veals the limitations of existing approaches; we use this
example to motivate the use of our method for modeling
the appearance of complex visual objects. We then pro-
vide a high-level description of our new model that we call
Context-Conditioned Component Analysis (C-CCA). We
show a general formulation and demonstrate that our model
encompasses Probabilistic Principal Component Analysis
(PPCA) as a special case.
For simplicity, we will begin by assuming that the im-
ages are greyscale, but we relax this to include the case of
color images in section 4.6.
3.1. Motivating Example
Consider images of bunches of bananas as shown in Fig-
ure 1. This example dataset does not display fixed struc-
ture as every image has a different number of bananas that
may occlude one another with no consistent ordering (c.f .
the layer structure limitation of LAAM). Clearly, aligning
these images, or estimating a dense warping between them,
is not possible; i.e., deforming 3 bananas to 1 or vice versa.
However, the appearance of the bananas in each image is
correlated. We argue that additional information, such as
part labelling or segmentation of the bananas, can be used
to align the data in the context space and allow us to learn
the subspace model of the appearance of the bananas. In
this example, the red and blue dots denote corresponding
locations in the context space (not fiducial points as used
for AAM).
3.2. Model Description
Consider a set of greyscale images {xi}Ii=1 of a given
visual class (e.g. horses, facades, cats). Each image is rep-
resented as a vector xi = [xi1, xi2, . . . xiJ ]T where the el-
ement xij represents the jth pixel from the ith image. As-
sociated with each pixel in each image is a context vector
cij . This vector provides some information about the state
of the object at that pixel. For example, it might encode
the part of the object at that pixel (door, wall of a house),
the local shape of the silhouette of the object, or the dis-
tance from some pre-determined keypoint. The context vec-
tor constrains the intensity values that might be present at a
given pixel, but does not entirely determine it.
The model for the jth pixel of the ith image is
xij = µ [cij ,θµ] +
F∑
f=1
φ [cij ,θf ]hif + ij , (1)
where the first term gives the mean value µij at the pixel and
is a function of the context cij at that pixel and a parame-
ter vector θµ. The second term consists of a weighted sum
of F function terms φ[·, ·] where the weights {hif}Ff=1 are
constant for the whole image and can be considered hid-
den variables. Each of the function terms maps the pixel
context cij to a scalar value where the F mappings in the
weighted sum are determined by associated parameter vari-
ables {θf}Ff=1. Finally, each term ij is an independent
stochastic noise variable distributed as Normij [0, σ
2].
For now, we remain agnostic about the exact form of the
functions µ [cij ,θµ] and φ [cij ,θf ], except to say that they
map from the context vector cij to a scalar value, and so
take the form of regression functions.
We can equivalently write equation 1 in vector form as
xi = µi + Φihi + i , (2)
where the jth row of the J × 1 vector µi is given by
µ [cij ,θµ] and the jth row and f th column of the J × F
basis matrix Φi is given by the function φ [cij ,θf ]. We
have similarly vectorized the hidden variables so that hi =
[hi1, hi2, . . . hiF ]
T and i = [i1, i2 . . . iJ ]T .
Equation 2 can be written in probabilistic form as
Pr(xi|hi,θ•, σ2)=Normxi
[
µi + Φihi, σ
2I
]
, (3)
where the notation θ• is shorthand1 for all of the unknown
function parameters θµ and {θf}Ff=1 and I is the identity
matrix. To complete the model, we also define an inde-
pendent standard Gaussian prior over this hidden variable
vector hi, so
Pr(hi) = Normhi [0, I] . (4)
3.3. Relation to Probabilistic PCA
Probabilistic Principal Component Analysis (PPCA) is
a special case of the proposed model; for the case of a set
of images where the context vectors match at each pixel so
that c1j = c2j . . . = cIj , the mean vectors µi and the basis
matrices Φi will be the same for every image i and equation
2 becomes the generative model for PPCA:
xi = µ+ Φhi + i . (5)
It follows that the proposed model is a generalisation of
PPCA where the mean vector µ and the principal compo-
nents Φ depend on the context vectors for the given image
{cij}Jj=1. Hence, we create a different but related PPCA
model for each image in the set.
4. Learning
In this section we will discuss how we fit our new ap-
pearance model to the training image data. We start by out-
lining the general learning procedure before discussing the
specific approach that we choose. The adopted approach re-
quires estimating three unknown variables that we discuss
in turn in sections 4.2 to 4.4. For tractability, we choose a
special form of the functions φ[·, ·] in section 4.5. Then, we
explain how we model color images in section 4.6. Finally,
the algorithm listing 1 describes how we initialize the vari-
ables and summarizes the learning procedure that we use to
fit our model to a collection of training images.
4.1. Learning Approach
We now outline a general learning procedure. We aim
to take a set of images {xi}Ii=1 with known context vectors
{cij}I,Ji,j=1 and estimate the unknown parameters θ• and the
noise term σ2 using a maximum likelihood formulation
θˆ•, σˆ2=argmax
θ•,σ2
log
[
Pr(xi|θ•, σ2)
]
, (6)
1Throughout we use the symbol • to denote the unravel and concate-
nate operation similar to the Matlab colon operator ‘:’, e.g., Vector =
Matrix(:);.
where the log likelihood in this equation is obtained by
marginalising out the hidden variables so that
Pr(xi|θ•, σ2) =
∫
Pr(xi|hi,θ•, σ2)Pr(hi)dhi . (7)
Alternative approaches to learning these parameters include
1. Integrating out the hidden variables hi in closed form
and maximize the criteria in equation 6.
2. Using the EM algorithm to alternately (i) estimate a
probability distribution over the hidden variables to de-
termine a bound on the likelihood (E-Step) and then
(ii) optimise this bound with respect to the parameters
(M-Step).
3. We could replace the integration in equation 7 with a
maximization over the hidden variables and alternately
estimate the hidden variables and the unknown param-
eters. This can be shown to be a special case of the
generalized EM algorithm.
In this paper, we adopt the third of these three options for
simplicity.
4.2. Estimation of hidden variables
For the fixed parameters θ•, σ2 we estimate each of the
I hidden variables hi as
hˆi=argmax
hi
log
[
Pr(xi|hi,θ•, σ2)Pr(hi)
]
. (8)
This maximization has a known closed form solution,
which can be found by noting that the likelihood term
Pr(xi|hi,θ•, σ2)is a normal distribution with a mean that
is a linear function of hi (see equation 2) and can be re-
written as a constant with respect to hi times a normal dis-
tribution in hi. What remains is a product of two Gaussians
both in hi. The product of two Gaussians is also Gaussian
and the optimal parameter value will be at the mean of this
new distribution and is given by
hˆi = (Φ
T
i Φi + σ
2I)−1ΦTi (xi − µi) . (9)
More details can be found in section 7.6.2 of [22].
4.3. Estimation of noise
The noise parameter can also be estimated in closed form
and is determined by the difference between the model pre-
dictions and the observed data:
σˆ2 = argmax
σ2
I∑
i=1
log
[
Pr(xi|hi,θ•, σ2)Pr(hi)
]
(10)
=
1
IJ
I∑
i=1
(xi − µi −Φihi)T (xi − µi −Φihi) .
4.4. Estimation of function parameters
For fixed hidden variables hi and noise σ2 we estimate
the function parameters using maximum likelihood:
θˆ•=argmax
θ•
I∑
i=1
log
[
Pr(xi|hi,θ•, σ2)Pr(hi)
]
=argmax
θ•
I∑
i=1
log
[
Pr(xi|hi,θ•, σ2)
]
, (11)
where we have dropped the prior term which does not de-
pend on the unknowns. From equations 1 and 3, we can
write the likelihood from equation 11 as
Pr(xi|hi,θ•, σ2) = (12)
J∏
j=1
Normxij
µ [cij ,θµ] + F∑
f=1
φ [cij ,θf ]hif , σ
2
 .
We can simplify this expression if we assume that the
function µ [·, ·] takes the same form as φ [·, ·] and then define
θ0 = θµ and hi0 = 1 so that
Pr(xi|hi,θ•, σ2) =
J∏
j=1
Normxij
 F∑
f=0
φ [cij ,θf ]hif , σ
2
 .
(13)
When we substitute equation 13 into equation 11 we see
that we are optimising the logarithm of normal distributions
and it follows that the parameter estimation takes the form
of a non-linear least squares problem
θˆ• = argmax
θ•
∑
ij
(
xij −
F∑
f=0
φ [cij ,θf ]hif
)2
. (14)
Unfortunately, solving for a general form of the function
φ [·, ·] is not easy and we would have to apply an iterative
method such as Gauss-Newton to find a local minimum.
4.5. Choosing the form of the functions φ[·, ·]
Fortunately, there is an important class of functions φ[·, ·]
for which we can compute a closed-form solution for equa-
tion 14. In particular, we assume that the functions take the
form of a pre-determined non-linear vector function a [cij ]
of the context vectors; this is then linearly projected onto
the parameter vector θf , such that
φ [cij ,θf ] = a [cij ]
T
θf . (15)
This assumption still allows us to approximate com-
plex functions since many regression approaches (includ-
ing Gaussian processes [23], K-Nearest Neighbors [12] and
relevance vector machines [27]) can be written in this form.
When we substitute equation 15 into the least squares crite-
rion (equation 14) we see that the solution for the parame-
ters θ• now becomes the linear least squares problem
θˆ• = argmax
θ•
∑
ij
(
xij −
F∑
f=0
a [cij ]
T
θfhif
)2
, (16)
that can be solved in closed form.
Unfortunately, even this might be difficult to compute
in practice. Let M be the dimensionality of the non-linear
projection vector a[cij ]. Then, we are solving a system of
(IJ) equations (where I is the image number and J is the
number of pixels per image) and (FM) unknowns, and this
may be very slow and memory intensive.
To make this system practical, we use non-linear projec-
tions which are sparse (i.e., most of the elements of a[cij ]
are zero). A simple example of this is K-Nearest Neighbors
regression [12]. In this case, we compare the context cij
to M prototype context vectors {zm}Mm=1 and a becomes
an M × 1 vector which is zeros except for the K indices
corresponding to the K nearest neighbors. These K indices
are set to the inverse of the euclidean distance in the con-
text vector space and a is normalized so that elements sum
to 1. We normalize the context vectors to zero mean and
unit variance.
4.6. Modeling Color
To model appearance, we use our C-CCA on 3 color
channels {x(r)i ,x(g)i ,x(b)i }Ii=1, by using a separate function
parameter θ(r)• ,θ
(g)
• ,θ
(b)
• for each of the color channels.
We process the colorspace of each image in the training
set {x˜(r)i , x˜(g)i , x˜(b)i }Ii=1 with the photometric transforma-
tion technique introduced in [20].
We estimate a rotation matrix Ri and translation vec-
tor ti, for each image, that transforms the “common” color
space modeled by the C-CCA to each of the individual im-
age color spaces, such that
x˜?ij = Rix
?
ij + ti , (17)
where x˜?ij =
(
x˜
(r)
ij , x˜
(g)
ij , x˜
(b)
ij
)T
and the notation (·?) is
used to denote variables that represent values over 3 color
channels.
Since Ri is a rotation matrix, its inverse can be applied
to the images before each iteration of the generalized EM as
x?ij = R
−1
i
(
x˜?ij − ti
)
. (18)
The rotation and translation matrices are estimated at the
end of each of the iterations by solving
{Ri, ti}Ii=1 = argmin
Ri,ti
∑
j
(
x˜?ij −Riy?ij − ti
)2
, (19)
Algorithm 1 C-CCA Learning Procedure
Require: RGB values {x˜?i }, Context vectors {cij}
∀i : hi ← Random sample of Normhi [0, I]
∀i : Ri ← I; ti ← ~0
σ2 ← 1
∀i, j : cij ← (cij − mean[c]) /std[c]
{zm}Mm=1 ← M random samples of {cij}
∀i, j : a[cij ]← kNN [cij , {zm}]
for number of iterations do
∀i, j : x?ij ← R−1i (x˜?ij − ti)
θ ← Solution of Equation 16
σ2 ← Solution of Equation 10
∀i : hi ← Solution of Equation 9
∀i : Ri, ti ← Solution of Equation 19
end for
return {zm},θ, {hi}, σ2, {Ri}, {ti}
where Ri is constrained to be a rotation matrix and y?ij =(
y
(r)
ij , y
(g)
ij , y
(b)
ij
)T
is the reconstruction before the color
transform with
y
(κ)
ij =
F∑
f=0
φ
[
cij , θ
(κ)
f
]
hif , (20)
for κ ∈ {r, g, b}. Equation 19 has a known closed form
solution [15, 20].
5. Experiments
5.1. Datasets and Context Vectors
Horses We use the Weizmann Horse Dataset [3] that con-
sists of images of horses and corresponding segmentation
masks. Additionally, we labeled images with 7 semantic
parts (head, neck, torso, each of the 4 legs). Each pixel’s
context vector consists of spatial coordinates of the pixel (2
values), and filter responses of the segmentation mask and
the 7 part masks. The filterbank consists of 15 filters (a sub-
set of Leung-Malik Filter Bank [16]), namely the first and
second derivatives of Gaussians in 6 orientations, Laplacian
of Gaussian at 2 scales and 1 Gaussian filter.
Cats We use images with cats from Pascal VOC2010
dataset [11] with segmentation masks and semantic labels
(17 body parts of the cat) provided by [5]. We discarded
images that had low resolution and rescaled images such
that the distance between eyes is consistent. Each pixel’s
context vector consists of the distance to the middle of the
eyes and filter responses of the segmentation mask and the
17 part masks. The filterbank is same as for the horses ex-
ample.
Elephants We compiled a dataset of web images of ele-
phants with corresponding segmentation masks and body
(a) (b) (c)
Figure 2. Visualization of the context vectors. (a) Part labels.
(b) RGB Image. (c) Projections onto the first five principal compo-
nents of the context vectors (the true dimensionality of the context
vectors is 122 and 271 for horses and cats respectively).
Dataset # Images # Parts Length
of cij
Avg. #
pixels
Resolu-
tion
Horses 295 7 122 3068 150x150
Cats 567 17 271 5069 246x249
Elephants 275 7 122 3672 136x136
Facades 104 5 42 10004 187x174
Table 1. Dataset Statistics.
part labels (head, torso, trunk and 4 legs). Each pixel’s con-
text vector consists of the spatial coordinates of the pixel (2
values), and filter responses of the segmentation mask and
the 7 part masks. The filterbank is same as for the horses
example.
Facades We use facades of buildings of Paris from the
Ecole Centrale Paris Facades Database [26]. We use pixels
that were labeled as wall, window, door, roof or balcony.
Each pixel’s context vector consists of the spatial coordi-
nates and filter responses semantic labeling masks. The fil-
terbank consists of 8 Haar-like features at 2 different scales.
Table 1 summarizes the relevant statistics of each of the
datasets. Figure 2 visualizes the context vectors for the
horses and the cats datasets.
5.2. Quantitative Evaluation
Table 2 shows the parameters that were empirically cho-
sen for fitting each of the datasets. Only foreground pixels
are used for training and testing. Table 2 also shows tim-
ing of EM iterations computed on 6 core @ 3GHz XEON
CPU. We used the fitted models to compute the reconstruc-
tion images of the training and test sets. Table 2 shows the
per-pixel error of both training and test sets.
We can compare our model to PPCA, as it is a special
case of our model (see section 3.3). We change the context
vectors to only include pixel coordinates, setK of the k-NN
regression learner to 1; and use all of the unique pixel coor-
dinates in our training data as the prototype context vectors
{zm}Mm=1. We use the same number of components (F ) as
used for C-CCA for each dataset. The reconstruction error
is reported in Table 2. C-CCA outperforms PPCA across
all datasets while using a significantly smaller number of
parameters (M ).
C-CCA PPCA
Dataset I Test I F K M Iter time
(min)
Training Set
Mean Error
Test Set
Mean Error
M Training Set
Mean Error
Test Set
Mean Error
Horses 200 95 24 16 2000 9 0.0258± 0.0079 0.0547± 0.0432 11459 0.0268± 0.0092 0.0886± 0.0661
Cats 450 117 16 16 4500 27 0.0280± 0.0119 0.0511± 0.0351 44015 0.0315± 0.0131 0.0548± 0.0371
Elephants 200 75 20 16 3000 10 0.0120± 0.0031 0.0346± 0.0163 11803 0.0169± 0.0048 0.0470± 0.0220
Facades 80 24 20 16 2000 9 0.0333± 0.0094 0.0593± 0.0264 23629 0.0350± 0.0198 0.0889± 0.0330
Table 2. Parameters and Mean Per-pixel Reconstruction Error (mean squared error in RGB colorspace) for C-CCA and PPCA.
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Figure 3. Appearance Transfer Results (Horses). (a) A subset of images of the training set. (b) Reconstruction of the images using the fitted
subspace model with the estimated weights hg . (c) Reconstruction of the images using the fitted subspace model with the fixed function
weights hg , rotation matrix R and translation vector t of the first (leftmost) image.
5.3. Appearance Transfer
The estimated function weights hi and the colorspace
rotation Ri and translation vector ti of the image i of the
dataset define the appearance of the visual object. So, for
appearance transfer, we select another image j from the
dataset, and reconstruct it by weighing the basis matrix Φj
with hi, and apply the colorspace transformation using Ri
and ti. Figures 3 and 4 show examples.
Notice that computing a dense correspondence between
some of these images is challenging. One of techniques for
solving image alignment is SIFT flow [19]; Figure 5 illus-
trates how SIFT flow fails to compute a correspondence, as
the pairs of images have animals in very different poses with
multiple occlusions.
5.4. Structured Inpainting
We use the test set to do image inpainting. Half of the
image’s intensities are used to estimate regression function
weights hg and colorspace rotation matrix Ri and transla-
tion vector ti. We use the context vectors of all the pixels
to reconstruct the whole image. Figures 6, 7 and 8 show the
results. Notice the difference between the reconstructed and
the inpainted images.
Figure 5. Left to Right: Source image. Target image. The warping
of the source image onto the target image using the correspon-
dence computed by SIFT flow [19]. The appearance transfer using
C-CCA.
The inpainting results in Figure 9 of the Facades dataset
demonstrate the importance of context vectors in our model.
Due to the provided labeling, all windows in each of the fa-
cades have same context vectors. This results in the function
φ[·, ·] returning equivalent values for all pixels that were la-
beled as window. As the result, all windows in our recon-
struction and inpainted images look the same.
6. Conclusion
We have proposed a novel generative subspace model
that exploits additional information such as segmentation or
semantic labeling to model the appearance of visual objects.
Figure 4. Appearance Transfer Results (Cats): For each column, rows top to bottom: (1) An image of the training set. (2-4) Reconstruction
of the image of another cat in a different pose by fixed function weights hg , rotation matrix R and translation vector t of the top row
image.
Figure 6. Image Inpainting Results for Horses (Test Set). Left to
Right: Image from test set. Reconstruction of the image using the
fitted model. Input for inpainting (context vectors of all pixels are
known). Inpainted result.
Figure 7. Image Inpainting Results for Cats (Test Set). Left to
Right: Image from test set. Reconstruction of the image using the
fitted model. Input for inpainting (context vectors of all pixels are
known). Inpainted result.
The “components” learned by our model are conditioned on
the per-pixel context vectors that were computed using ad-
ditional information. This enables sharing of appearance in-
formation in a complex, non-linear way. We demonstrated
that C-CCA can successfully model challenging datasets
Figure 8. Image Inpainting Results for Elephants (Test Set). Left
to Right: Image from test set. Reconstruction of the image using
the fitted model. Input for inpainting (context vectors of all pixels
are known). Inpainted result.
Figure 9. Image Inpainting Results for Facades (Test Set). Left to
Right: Image from test set. Reconstruction of the image using the
fitted model. Input for inpainting (context vectors of all pixels are
known). Inpainted result.
that have complex occlusions non-rigid, deformable visual
objects and varying numbers of parts. We reported both
qualitative and quantitative results of our model with exam-
ples of structured inpainting and appearance transfer.
In future work, we would like to learn the weights for the
dimensions of the context vector using the training data as
opposed to naively normalizing the context vectors.
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