We compile 41 H(z) data from literature and use them to constrain OΛCDM and flat ΛCDM parameters. We show that the available H(z) suffers from uncertainties overestimation and propose a Bayesian method to reduce them. As a result of this method, using H(z) only, we find, in the context of OΛCDM, H 0 = 69.5 ± 2.5 km s −1 Mpc −1 , Ω m = 0.242 ± 0.036 and Ω Λ = 0.68± 0.14. In the context of flat ΛCDM model, we have found H 0 = 70.4± 1.2 km s −1 Mpc −1 and Ω m = 0.256 ± 0.014. This corresponds to an uncertainty reduction of up to 30% when compared to the uncorrected analysis in both cases.
INTRODUCTION
Measurements of the expansion of the Universe are a central subject in the modern cosmology. In 1998, observations of type Ia supernovae [1, 2] gave strong evidences of a transition epoch between decelerated and accelerated expansion. Those evidences are also consistent with data from Baryon Acoustic Oscillations (BAO) measurements and the Cosmic Microwave Background Anisotropies (CMB).
Among the many viable candidates to explain the cosmic acceleration, the cosmological constant Λ explains very well great part of the current observations and it is also the simplest candidate. It gave to the model formed by cosmological constant plus cold dark matter, the ΛCDM model, the status of standard model in cosmology. On the other hand, the Λ term presents important conceptual problems in its core, e.g., the huge inconsistency of the quantum derived and the cosmological observed values of energy density, the so-called cosmological constant problem [3] . Hence, despite of its observational success, the composition and the history of the universe is still a question that needs further investigation.
Precise measurements of the cosmic expansion may be obtained through the SNe observations. Although they furnish stringent cosmological constraints, they are not directly measuring the expansion rate H(z) but its integral in the line of sight. Today, three distinct methods are producing direct measurements of H(z) namely, through differential dating of the cosmic chronometers [4] [5] [6] [7] [8] [9] , BAO techniques [10] [11] [12] [13] [14] [15] and correlation function of luminous red galaxies (LRGs) [16, 17] , which does not rely on the nature of space-time geometry between the observed object and us.
In this work, we treat the ΛCDM model expansion history as a generative model for the H(z) data [18] .However, considering a goodness-of-fit criterion, we discuss a possible overestimation in the uncertainty in the current H(z) data and we propose a new generative model to H(z) data, in order to take into account this overestimation.
This article is structured as follows. In Section II, we discussed the basic features of the ΛCDM model. In section III, we review the H(z) data available on the literature and compile a sample with 41 data.
In Section IV, we discuss the goodness of fit of ΛCDM with H(z) data and in Section V we discuss a method to treat H(z) uncertainties and apply it to ΛCDM with spatial curvature. In subsection V A, we apply the same method to flat ΛCDM. In Section VI we compare corrected and uncorrected models by using a Bayesian criterion and in Section VII we compare our results with other H(z) analyses. Finally, in Section VIII, we summarize the results.
II. COSMIC DYNAMICS OF ΛCDM MODEL
We start by considering the homogeneous and isotropic FRW line element (with c = 1):
where a is the scale factor, (r, θ, φ) are comoving coordinates and the spatial curvature parameter k can assume values −1, +1 or 0. In this background, the Einstein Field Equations (EFE) with a cosmological constant are given by 8πGρ = 3ȧ
where ρ and p are total density and pressure of the cosmological fluid and Λ is cosmological constant. We may write the Friedmann equation (2) in terms of the observable redshift z, which relates to scale factor as a = a 0 1+z
:
where
and H ≡˙a a is the expansion rate. The EFE include energy conservation, so we may deduce the continuity equation from Eqs. (2)-(3):
where (ρ i , p i ) stand for each fluid, be it dark matter, baryons, radiation, neutrinos, cosmological constant or anything else that does not exchange energy. For dark matter and baryons, we have p i ∼ 0, so they evolve with ρ i ∝ a −3 , cosmological constant has constant ρ Λ and radiation and neutrinos follow ρ i ∝ a −4 , so they may be neglected in our work, as we are interested in low redshifts (up to z ∼ 2). So, we may write for our components of interest:
where ρ m stands for dark matter+baryons. So, the Friedmann equation can be written:
and by defining the density parameters
, where ρ c0 ≡ and
from which we deduce the normalization condition Ω m +Ω Λ +Ω k = 1, or Ω k = 1−Ω m −Ω Λ , so we actually have three free parameters on this equation (Ω m , Ω Λ , H 0 ). Finally, we may write for H(z):
As usual, we will call this model, where we allow for spatial curvature, OΛCDM. The standard, concordance flat ΛCDM model has Ω k = 0, thus:
III.
Hubble parameter data as function of redshift yields one of the most straightforward cosmological tests because it is inferred from astrophysical observations alone, not depending on any background cosmological models.
At the present time, the most important methods for obtaining H(z) data are 1 (i) through "cosmic chronometers", for example, the differential age of galaxies (DAG) [4] [5] [6] [7] [8] [9] , (ii) measurements of peaks of acoustic oscillations of baryons (BAO) [10] [11] [12] [13] [14] [15] and (iii) through correlation function of luminous red galaxies (LRG) [16, 17] . The data we work here are a combination of two compilations: Sharov and Vorontsova [20] and Moresco et al. [9] . [20] adds 6 H(z) data in comparison to Farooq and Ratra [21] compilation, which had 28 measurements. Moresco et al. [9] , on their turn, have added 7 new H(z) measurements in comparison to [20] . By combining both datasets, we arrive at 41 H(z) data, as can be seen on Table I and Figure 1 .
From these data, we perform a χ 2 -statistics, generating the χ 2 function of free parameters:
and H(z) is given by Eq. (10).
IV. DATA ANALYSIS AND GOODNESS OF FIT
In order to minimize the χ 2 function (12) and find the constraints over the free pa-
we have sampled the likelihood L ∝ e −χ 2 /2 through Monte Carlo Markov Chain (MCMC) analysis. A simple and powerful MCMC method is the so called Affine Invariant MCMC Ensemble Sampler by Goodman and Weare [22] , which was implemented in Python language with the emcee software by Foreman-Mackey et al. [23] . This MCMC method has the advantage over simple Metropolis-Hasting (MH) methods of depending on only one scale parameter of the proposal distribution and on the number of walkers, while MH methods in general depend on the parameter covariance matrix, that is, it depends on n(n + 1)/2 tuning parameters, where n is dimension of parameter space. The main idea of the Goodman-Weare affine-invariant sampler is the so called "stretch move", where the position (parameter vector in parameter space) of a walker (chain) is determined by the position of the other walkers. Foreman-Mackey et al. modified this method, in order to make it suitable for parallelization, by splitting the walkers in two groups, then the position of a walker in one group is determined by only the position of walkers of the other group 2 .
We used the freely available software emcee to sample from our likelihood in our 3- dimensional parameter space. We have used flat priors over the parameters. In order to plot all the constraints in the same figure, we have used the freely available software getdist 3 , in its Python version. The results of our statistical analyses from Eq. (12) correspond to the red lines in Fig. 3 and Table II . From this analysis, we have obtained χ As it is well known [26, 27] , when one analyses the probability distribution of χ 
where Γ is complete gamma function. It can be shown that the mean χ . In the limit of a large sample and few parameters, both converge to the same value χ 2 ν ≈ 1. From (13), we may also define the cumulative distribution function (cdf) or probability of obtaining a value of χ 2 ν as low as Q as:
In order to realize how low is the χ As one may see in this figure, the probability of obtaining χ 
V. H(z) UNCERTAINTIES CORRECTION
How one may try to correct uncertainties? Ideally, at the level of obtaining data, new methods less prune to errors are to be used. In fact, in general, data coming from BAO and Lyman α have smaller errors than data coming from differential ages. However, not being able to reobtaining the data, or reanalyzing then through new methods, we are left with the available data. Then, nothing can be done? From the Bayesian viewpoint, not necessarily. In fact, we may view the data as a collection of (z i , H i , σ Hi ). Very often, we are interested in a likelihood given by L = Ne −χ 2 /2 , where N is only a normalization constant and one is interested in maximize the likelihood, which is equivalent to minimize the χ 2 .
Let us recall from where this expression comes from. As explained in [18] , the likelihood may be seen as an objective function, that is, a function that represents monotonically the quality of the fit. Given a scientific problem at hand, as fitting a model to the data, one must define this objective function that represents this "goodness of fit", then try to optimize it in order to determine the best free parameters of the model that describe the data.
Hogg et al. [18] argues that the only choice of the objective function that is truly justified -in the sense that it leads to probabilistic inference, is to make a generative model for the data. We may think of the generative model as a parameterized statistical procedure to reasonably generate the given data.
For instance, assuming Gaussian uncertainties in one dimension, we may create the following generative model: Imagine that the data really come from a function y = f (x, θ) given by the model, and that the only reason that any data point deviates from this model is that to each of the true y values a small y-direction offset has been added, where that offset was drawn from a Gaussian distribution of zero mean and known variance σ 2 y . In this model, given an independent position x i , an uncertainty σ yi , and free parameters θ, the frequency distribution p(y i |x i , σ yi , θ) for y i is
Thus, if the data points are independently drawn, the likelihood L is the product of conditional probabilities
Taking the logarithm,
In equation above, the second term − Here, we consider σ i as parameters to be obtained by optimization of the objective function L . As discussed in [18] , it can be considered a correct procedure from the Bayesian point of view, although an involved one, and the obtained σ i can be quite prior dependent.
In order to avoid having more free parameters than data, here we consider the σ i to be all overestimated by a constant factor f , thus, σ i,true = f σ i . It can be seen just as a simplifying hypothesis, a first order correction. More elaborated methods could be cluster the data in some groups, then correct the σ i for each group. However, as explained in [18] , it is not an easy task to separate good data from bad data, and not necessarily the bad data are the ones with bigger uncertainties. So, we limit ourselves here with just one overall correction factor, next we conclude if this a good approximation. We treat f as a free parameter, then we constrain it in a joint analysis with the cosmological parameters, similar to what is made in current SNe Ia analyses [28] [29] [30] . For ΛCDM, then, our set of free parameters now is θ = (H 0 , Ω m , Ω Λ , f ). A simpler but less justified hypothesis would be simply find the value for f which provides χ 2 ν ≡ 1. However, as we expect χ 2 ν to have some variance, such a procedure is not much trustworthy. With f as a free parameter, it may include some uncertainty into the analysis, when compared to the standard, uncorrected analysis, but at the same time, it may also reduce the cosmological parameters uncertainties.
Instead of Eq. (17), we must work here with the following objective function:
By maximizing the above likelihood, we find not only the best fit cosmological parameters, but also the best correction factor f which will furnish the best model to describe the data. By doing the same procedure of last section, now with the additional parameter f , we find the constraints shown by the black lines on Figure 3 . From Figure 3 , we may already see the difference in the parameter space if we introduce the f parameter. The corrected contours (black lines) are narrower then the uncorrected contours (red lines). It can be quantified by the parameter constraints shown on Table II . As can be seen on Table II , σ H0 has been reduced from 3.5 to 2.5, σ Ωm has been reduced from 0.051 to 0.036 and σ Ω Λ has been reduced from 0.20 to 0.14. The mean value for f was f = 0.723
085 . An interesting feature we may see from Fig. 3 , is that the f parameter is much uncorrelated to cosmological parameters. It explains the small shift on mean values of cosmological parameters from Table II . Saying in another way, the central values of cosmological parameters are insensitive to overall shifts on H i uncertainties, but their variances are directly affected by f .
A. Flat ΛCDM
For completeness, as flat ΛCDM model is favoured from many observations, in this section we analyse this model similarly to OΛCDM. Eq. (10) now reads:
The results of this analysis may be seen on Fig. 4 and Table III . As one may see from Fig. 4 , f is again uncorrelated to cosmological parameters, so it does not change their central values. As one may see on Table III , the H 0 uncertainty, for instance, is reduced from 1.7 to 1.2, which now corresponds to 1.7% relative uncertainty. Ω m uncertainty has reduced from 0.020 to 0.014. 
VI. BAYESIAN CRITERION COMPARISON
Here, we use the Bayesian Information Criterion (BIC) [31, 32] in order to compare the models with uncertainties corrections and without uncertainties correction. As an approximation for the Bayesian Evidence (BE) [33] , BIC is useful because it is, in general, easier to calculate. BIC is given by:
where L max is the likelihood maximum and p is the number of free parameters. The two models we want to compare are: M 1 : f = 1, that is, ΛCDM model without uncertainties correction is enough to describe the data; and M 2 : f = 1 such that some correction f to uncertainties is necessary in order to ΛCDM explain the H(z) data. We may write the log-likelihood as:
where χ 2 is the uncorrected χ 2 ≡ n i=1
Hi
. To calculate BIC, we must find the maximum of ln L . By deriving (21) with respect to f :
When it vanishes, we find the best fit:f
From (20) and (23) we find:
BIC 2 = n + n ln 2πχ
where p j is the number of free parameters in M j . So:
For p 1 = 3 and p 2 = 4, it simplifies to:
For n = 41 and χ 2 min = 18.551, it yields: ∆BIC = 6.352. As discussed in [32] , for example, values of ∆BIC > 5 corresponds to a decisive or strong statistical difference. That is, by this criterion, the model M 1 (no correction) may be discarded against model M 2 (with correction). [34] to constrain the transition redshift from deceleration to acceleration, in the context of OΛCDM [19] :
They have found z t = 0.64
−0.07 . By using the present 41 H(z) data, we find z t = 0.77 ± 0.22 without correction and z t = 0.78 ± 0.15 with the f correction. The results are in fully agreement without the correction and are compatible at 2σ c.l. with the f correction. We have mentioned the mean value for z t , while Moresco et al. refers to the best fit value.
The constraints over H 0 are quite stringent today from many observations [35, 36] . However, there is some tension among H 0 values estimated from different observations [37] , so we choose not to use H 0 in our main results here, Figs. 3 and 4. We combine H(z) + H 0 only in Tables II and III and in the present section, using Riess et al. (2011) [34] result, in order to compare with other earlier analyses.
VIII. CONCLUSION
In this work, we have compiled 41 H(z) data and proposed a new method to better constrain models using H(z) data alone, namely, by reducing overestimated uncertainties through a Bayesian approach. The Bayesian Information Criterion was used to show the need for correcting H(z) data uncertainties. The uncertainties in the parameters were quite reduced when compared with methods of parameter estimation without correction and we have obtained an estimate of an overall correction factor in the context of OΛCDM and flat ΛCDM models.
Further investigations may include constraining other cosmological models or trying to optimally group H(z) data and then correcting uncertainties.
