Sobottka and Hart (2011) made use of a Markovian concatenation model to observe novel statistical symmetries in the mononucleotide and dinucleotide distributions of a collection of bacterial chromosomes. The model roughly approximates the first-order stochastic structure of DNA sequences by means of a Markov chain whose one-step transition matrix is obtained from a concatenation process guided by a positive persymmetric matrix L of probabilities together with a positive parameter m. In this article we carry out a detailed analysis of such stochastic matrices, here called ℵ-generated matrices, and draw a number of conclusions. Necessary and sufficient conditions for a stochastic matrix to be ℵ-generated are given, as well as a way to determine if two ℵ-generated matrices can be generated using the same persymmetric matrix with different values of m. The results obtained in this research can be used to design new algorithms for statistical analyses of real bacterial genomes.
Introduction
The aim of this work is to provide a rigorous mathematical analysis of a stochastic concatenation model for capturing the primary structure of bacterial DNA sequences which was presented in [20] . Henceforth, this model will be referred to as the S-H model. The model, which roughly approximates the first-order stochastic structure of DNA sequences, allowed novel statistical symmetries in the mononucleotide and dinucleotide distributions of a collection of bacterial chromosomes to be observed. A key feature of the model is a persymmetric matrix of probabilities which plays a role in determining the nucleic acids seen along a DNA sequence. The persymmetric matrices constitute a special class of matrices which has been employed in models from various fields (see for example [14, 15, 16] ) and which has been widely studied (see for example [6, 10, 18, 21] ).
Statistical analysis of the primary structure of DNA sequences, that is, the distribution of nucleotides along DNA sequences, reveals several underlying patterns in genomes [2, 11, 12, 20] . The identification of patterns in the primary structure of genomes is an important issue in genetics which enables scientists to propose models for evolutive pressures and mutational mechanisms that might act on organisms [1, 7, 20] as well as to construct bioinformatics tools. For example, in [3] , a maximum likelihood approach was used to perform analyses of DNA sequences in order to estimate evolutionary trees, while in [22] , a measure of the long-range correlation between the nucleotide bases of DNA sequences was used to classify bacteria. In addition, strand compositional asymmetry (SCA) was used to detect replication origins in bacteria [5] , while [19] used interpolated Markov models to identify genes in bacteria, [9] proposed a maximization model to describe the organization and distribution of genes in bacterial DNA and [13] presented a stationary stochastic process for modeling the placement of coding and noncoding regions within a genome that incorporates the phenomenon of start codons appearing within coding regions.
A genome is a duplex of DNA strands, each strand consisting of a sequence of nucleotides. The nucleotides are of four types: adenine (A), cytosine (C), guanine (G) and thymine (T ). Except for pathological instances, an adenine nucleotide on one of the strands corresponds to a thymine on the other strand, while a cytosine on one strand matches with a guanine on the other. This pairing between the two strands causes the strands to assume a ladder-like arrangement which is then twisted to attain the famous helix. The chemical composition of DNA molecules endows a strand with an intrinsic reading direction: each strand can only be read in one direction by the genetic machinery of the cell. Furthermore, the way strands combine to form a duplex means that the two strands are read in opposite directions: they are said to be antiparallel.
For the sake of convenience, we shall identify each nucleotide type with a number between 1 and 4 (A ≡ 1, C ≡ 2, G ≡ 3 and T ≡ 4) and let N := {1, 2, 3, 4} denote the set of nucleotides. Define α : N → N to be the involution which maps each nucleotide on one strand to its complement on the other, that is, α(i) = 5 − i.
The S-H model is a concatenative model which has at its core a first-order Markov chain whose one-step transition matrix P = P ij i,j∈N is derived from a positive parameter m and a positive persymmetric matrix L = L ij i,j∈N :
where
. The Markov chain governs how the DNA sequence grows in both directions from an initial nucleotide called the origin. In the direction that DNA is read, the DNA sequence is generated from the origin nucleotide by appending nucleotides in two steps. First, a nucleotide j is randomly selected (nucleotides of type A and T are chosen with the same probability m/(2m + 2)) while nucleotides of type C and G are chosen with probability 1/(2m + 2)). The selected nucleotide is then concatenated to the end of the sequence with probability L ij where i is the type of the last nucleotide in the sequence. Starting at the initial nucleotide, nucleotides are appended one by one to the start of the sequence in a similar way. The DNA sequence grows by selecting a nucleotide of type ℓ with the same probability distribution as above and then concatenating it to the beginning of the sequence with probability L α(k)α(ℓ) , where k is the type of the nucleotide at the beginning of the sequence. This scheme is illustrated in Figure 1 .
When the process runs for a long time and supposing that there is no preference for adding nucleotides to one side over the other, one would obtain (with probability 1) a DNA sequence where the initial nucleotide is situated at the mid-point of the sequence. Such a DNA sequence would correspond to the concatenation of two Markov chains: one of them with transition matrix P given by (1) and the other with transition matrix Q with entries given by
, where π is the stationary distribution of P , that is, the probability-normalized left eigenvector of P corresponding to the eigenvalue 1. The model conforms to the fact (well-known to geneticists) that bacterial DNA sequences are usually composed of two distinct segments called chirochores (see [5] ). Furthermore, if one estimates the transition matrices Q and P for the segments prior to and following the origin nucleotide respectively, one usually finds that [20] ).
The paper is organized as follows. Section 2 discusses the probabilistic interpretation of the form (1) of the matrix P in greater depth than [20] . Two different probabilistic constructions are presented, one of which provides a more rigorous justification for the description of DNA sequence growth given above. Then, Section 3 introduces the set of ℵ-generated matrices as matrices of the form (1), where ℵ is the set of positive persymmetric matrices, and establishes several algebraic characterizations of such matrices. The non-uniqueness of the persymmetric matrix L and positive parameter m that define an ℵ-generated matrix is then considered in Section 4, where a couple of equivalence relations on ℵ are considered. This leads to an examination of various properties of ℵ-generated matrices as used in the S-H model in Section 5. Finally, some concluding remarks are made in Section 6.
Probabilistic interpretation of P
In [20] , a formal description of the way nucleotides are appended to a DNA sequence using the persymmetric matrix L and the parameter m was presented, but the explicit connection with stochastic matrices of the form (1) was left for the reader to deduce. Here, we more rigorously discuss how the form (1) of the stochastic matrix P arises from the DNA-sequence growth mechanism described above. In addition, we shall present an alternative probabilistic interpretation of the growth mechanism. Figure 1 : A schematic presentation of the S-H model for constructing bacterial DNA sequences. Assuming the reading sense of the sequence is from left to right, a new nucleotide of type C is selected with probability 1/(2m + 2) and is appended to the end of the sequence with probability L 32 , while a nucleotide of type T is selected with probability m/(2m + 2) and will be attached to the beginning of the sequence with probability L α(3)α (4) . The final DNA sequence obtained is the concatenation of two Markovian processes: one starting at position zero and extending to the right, whose estimated transition matrix is P ; and the other terminating at zero, whose estimated transition matrix is Q.
To begin, consider the growth of a DNA sequence whose initial nucleotide is taken to be of type i. Let (β t , t ≥ 0) be a Bernoulli scheme on N with common distribution
, that is, an independent and identically distributed sequence of random variables on N with β s ∼ M . Define two stochastic processes (V t , t ≥ 0), which evolves on the state space N , and (W t , t ≥ 0), which is a {0, 1}-process. Set V 0 := i as the type of the initial nucleotide from which the DNA sequence grows and define
for t = 0, 1, . . ., where W t is a Bernoulli random variable which is 1 with probability L Vtβt , that is, W t ∼ B(L Vtβt ). While V t denotes the type of the last nucleotide appended to the sequence, β t corresponds to the mechanism responsible for proposing the type, say j, of the next nucleotide to concatenate to the sequence. If β t = j, then j is accepted as the type of the next nucleotide provided that W t = 1, in which case V t+1 is set to j. Otherwise, the nucleotide of type j is discarded and no nucleotide is appended. In that case, V t+1 takes the value of V t . In this way, t counts the number of nucleotides proposed rather than the length of the DNA sequence while the number of acceptances, given by t u=1 W u , is one less than the length of the DNA sequence, since it doesn't count the initial nucleotide. For all i ∈ N and t ≥ 0, we define
Next, define a sequence (τ s , s ≥ 0) of stopping times by τ 0 := 0 and
The τ s 's mark the nucleotide type proposals that were accepted. By construction, they constitute a series of renewal times. Note that (V t , t ≥ 0) is a discrete step function which transitions to a new nucleotide whenever t ∈ {τ s , s ≥ 0}. More precisely, for all s ≥ 0, V t = V τs for t = τ s , τ s + 1, . . . , τ s+1 − 1. Let i ∈ N and w ∈ {0, 1}. The random variable β t is independent of W u for u < t and the distribution of W t is completely determined by the value of β t and V t . Consequently, the event {W t = w is conditionally independent of {W u = 0} for all u < t given V t = i. For i ∈ N and t > u ≥ 0, we have
and
Hence, for s ≥ 0, t ≥ 1 and i ∈ N , we obtain
This means τ s+1 − τ s is a geometric random variable taking values on the positive integers:
Observe that the distribution of τ s+1 − τ s is completely determined by the value of V τs and is independent of any events prior to τ s if V τs is given. Furthermore,
Next, define the process (U s , s ≥ 0) by U s := V τs . Suppose that V τs = i for some fixed s ≥ 0. Then V τs+1 is determined by β τs+1−1 and V τs = β τs−1 , which are independent of all β t , V t and W t for all t prior to τ s − 1. Consequently, (U s , s ≥ 0) has the Markov property:
for all i 1 , i 2 , . . . , i s ∈ N and s ≥ 0. Finally, since each τ s essentially marks a point at which the process (β t , V t , W t ), t ≥ 0 is restarted, we have
for all s ≥ 0. Therefore, (U s , s ≥ 0) is a time-homogeneous Markov chain on the finite state space N . The following theorem gives the form of the one-step transition matrix P = P ij i,j∈N in terms of L and M .
Theorem 1. The one-step transition matrix
Proof. Let τ := τ 1 . Now,
However,
and substituting this into (2) yields
Clearly, the matrix P is invariant to rescaling L. The only effect of rescaling L by some constant, say h, is to multiply the mean 1/γ i of the distribution of τ s+1 − τ s | V τs = i by a factor of 1/h. Of course, while such scaling preserves the persymmetry of L, it only makes sense if
There is another way of looking at how new nucleotides are added to a DNA sequence which provides an alternative derivation of the Markov chain on N with one-step transition matrix P of the form (1) . Let (Y s , s ≥ 0) be a Markov chain on the set of nucleotides N with transition matrix
Thus, the one-step transition matrix of (Y s , s ≥ 0) is obtained by converting the positive persymmetric L into a stochastic matrix by probability-normalizing its rows, that is, normalizing its rows to sum to unity. Next, let (B s , s ≥ 0) be a Bernoulli scheme on N with common distribution M . Since (Y s , s ≥ 0) is a positive recurrent Markov chain on the finite state space N and (B s , s ≥ 0) is an i.i.d. sequence also on N that is independent of (Y s , s ≥ 0), the joint process Y s , B s , s ≥ 0 is a positive recurrent Markov chain on the state space N × N with one-step transition matrix
We shall assume without loss of generality that Y 0 = B 0 . Define a sequence of stopping times (T s , s ≥ 0) by T 0 := 0 and 
Thus, each T s is a renewal time at which the Markov chain Y s , B s , s ≥ 0 is restarted.
Next, define the stochastic process (X s , s ≥ 0) by X s := Y Ts . Since Y s , B s , s ≥ 0 is a Markov chain and (T s , s ≥ 0) is a sequence of stopping times at which it renews, one may employ the strong Markov property to deduce that (X s , s ≥ 0) is a Markov chain. It only remains to compute its one-step transition matrix.
Theorem 2. The Markov chain (X s , s ≥ 0) has one-step transition matrix P = P ij i,j∈N , where
Proof. Fix X 0 = B 0 = i and let T := T 1 . Then,
Thus, the mechanism by which nucleotides are appended to a DNA sequence according to a Markov chain with transition matrix P may also be described as follows. Suppose that the last nucleotide in the sequence is of type i. Then, one simply waits until both the Markov chain (Y s ) and the i.i.d. sequence (B s ) simultaneously return to state i and both immediately jump to the same state, say j. When such a consecutive pair of concordant events occurs, a nucleotide of type j is appended to the sequence. At this point, this scheme is repeated, but using j as the initial state, so that one waits for A coincident return of the two processes to state j followed by a concurrent transition to a new state, say k, and so on. The Markov chain Y s transitions from i to j with probability K ij while B s selects j with probability M j . In contrast to the original description given in [20] and in Section 1, two nucleotides of types j and k are selected with probabilities M j and K ij respectively and a nucleotide of type j is then appended to the end of the sequence if and only if they are of the same type. In essence, the mechanism by which nucleotides are appended to the DNA sequence can be thought of as carrying out acceptance rejection sampling, by repeatedly drawing independent sample nucleotides from the distributions (K ij , j ∈ N ) and M until they agree (assuming i is the type of the nucleotide at the end of the sequence). In this case, the number of draws needed in order to obtain a suitable nucleotide is a geometric random variable with mean 1 4 j=1 K ij M j . The first interpretation also amounts to performing acceptance-rejection sampling, but with a two-step procedure in which a nucleotide type j is first proposed by sampling it from the distribution M and then is added to the DNA sequence according to an unfair coin toss with probability L ij .
Finally, we note that if the matrix L is rescaled so that
4 j=1 L ij = 1, it admits the natural interpretation as the stationary dinucleotide probability distribution, that is,
As noted above, L remains persymmetric under this kind of rescaling.
3 ℵ-generated matrices Let M 4 be the vector space of real 4 × 4 matrices and S 4 ⊂ M 4 be the set of all 4 × 4 stochastic matrices. Also let P 4 ⊂ M 4 be the vector subspace of 4 × 4 persymmetric matrices. Note that a matrix L = (L ij ) 1≤i,j≤4 ∈ P 4 is completely defined by the ten entries on or above the antidiagonal. Now, let ℵ ⊂ P 4 be the cone of strictly positive persymmetric matrices, that is, ℵ is the set of matrices satisfying
Let ̥ : ℵ × (0, +∞) → S 4 be the map given by
Note that since L is a positive matrix and m > 0, the matrix ̥(L, m) is primitive, that is, irreducible and aperiodic. Definition 3. We will say that a strictly positive stochastic matrix P is ℵ-generated if there exist L ∈ ℵ and m ∈ (0, +∞) such that P := ̥(L, m).
Let Φ : S 4 × (0, +∞) × (0, +∞) → ℵ be the map defined for all stochastic matrices P ,m > 0 ands > 0 by
where a P := P 11 /P 14 , b P := P 12 /P 13 , c P := P 21 /P 24 , d P := P 22 /P 23 , f P := P 32 /P 33 , g P := P 41 /P 44 , h P := P 42 /P 43 , κ P := P 14 P 13 and ǫ P := P 23 P 24 .
From (3) it follows that if P is an ℵ-generated matrix for some L = L ij 1≤i,j≤4 ∈ ℵ and m ∈ (0, +∞), then the nine ratios that appear in (4) become:
Note that the first seven ratios above (a p -h p ) do not depend on the m used to generate P , that is, they are constant for all stochastic matrices generated using the same L, regardless of the m used. This is also true for the ratio P 31 /P 34 , which is not used in Φ, as well as the product κ P ǫ P = P 14 P 23 /P 13 P 24 .
Theorem 4.
For any ℵ-generated matrix P ,
Proof. Let P = ̥(L, m) for some fixed L ∈ ℵ and m > 0.
It is straightforward to check that, givenL := Φ(P,m,s) for any choice ofm,
On the other hand, suppose
Hence,
) and so ̥ −1 (P ) ⊆ Φ(P,m,s),m :m > 0,s > 0 , which completes the proof.
Since Φ is linear ins, instead of working with Φ we can work with the map ϕ : P 4 × (0, +∞) → ℵ defined by ϕ(P,m) := Φ(P,m, 1).
Theorem 5. A stochastic matrix P is ℵ-generated if and only if P is obtained by probability-normalizing the rows of the matrix L := ϕ(P, 1).
Proof. First, note that for any L ∈ ℵ, computing ̥(L, 1) amounts to normalizing the rows of L to sum to unity. Theorem 4 tells us that if P is ℵ-generated, then L := ϕ(P, 1) satisfies ̥(L, 1) = P . Hence, P is obtained by probability-normalizing the rows of ϕ(P, 1).
Conversely, let P be a stochastic matrix, and suppose that P is obtained by normalizing the rows of L := ϕ(P, 1) to sum to unity. However, L ∈ ℵ and normalizing the rows of L yields ̥(L, 1). ThereforeP = ̥(L, 1) and P satisfies Definition 3.
Given a vector a = (a 1 , a 2 , a 3 , a 4 ) ∈ R 4 , let D(a) ∈ M 4 be the diagonal matrix whose diagonal is a.
Corollary 6. A stochastic matrix P is ℵ-generated if and only if there exists a strictly positive vector
Proof. Suppose that P is ℵ-generated and define x to be the vector whose elements are given by
Then, from Theorem 5 we have that D(x)P = ϕ(P, 1) ∈ ℵl.
Conversely, if D(x)P = L ∈ ℵ for some x ∈ R 4 , then P = ̥(L, 1) and x contains the row sums of L.
Note that given an ℵ-generated matrix P , there exist infinitely many vectors x that satisfy the stated property, all of which are collinear. Because of this, we can decide whether or not a stochastic matrix is ℵ-generated by setting
for a fixed j ∈ {1, 2, 3, 4}, and checking whether or not D(x P )P belongs to ℵ. Observe that x is expressed in terms of elements of P . In particular, we can choose
ℵ-families and generators
From the preceding discussion, it is evident that a given ℵ-generated stochastic matrix can be generated using any one of a multitude of persymmetric matrices. We proceed to examine this non-uniqueness in greater detail.
Definition 7. The ℵ-family of an ℵ-generated matrix P is the set
The family of generators of an ℵ-generated matrix P is the set
The import of the next theorem is that ℵ can be partitioned into equivalence classes. Firstly, Any persymmetric matrix can be used to generate a whole host of ℵ-generated matrices simply by varying the value of the parameter m. Thus,there are families of persymmetric matrices that give rise to disjoint collections of ℵ-generated matrices and these families are mutually exclusive, partitioning the space ℵ into equivalence classes. Secondly, for each ℵ-generated matrix P , there is a set of persymmetric matrices, each of which generates P when combined with the appropriate value of m. This leads to an equivalence relation on the set ℵ × (0, ∞).
Theorem 8. Suppose P and Q are two ℵ-generated matrices. Then:
Proof.
We begin by proving that ℵ(P ) ⊆ ℵ(Q). Let B = (B ij ) 1≤i,j≤4 ∈ ℵ(P ) and let m (3) > 0 such that P = ̥(B, m (3) ). Since P and Q can be generated by the same L, they share the same first seven ratios listed in (5) , that is,
The other two ratios for P will satisfy the following equalities:
which means that
On the other hand, the last two ratios for Q are:
where the last equality in each line follows from (7).
where the second equality is due to (6), (8) and the choice ofm, while the last equality comes from the last line in the proof of Theorem 4. Hence we have that B ∈ ℵ(Q).
Next, let B ∈ ℵ(Q) and fix M (4) such that ̥(B, 1) = Q. By symmetry, Applying the above argument once again obtains B ∈ ℵ(P ) and hence ℵ(Q) ⊆ ℵ(P ).
(ii) By definition, either
, and the result follows.
Definition 9.
Given an ℵ-generated matrix P andm ∈ (0, +∞), we define them-canonical representative of ℵ(P ) to be the matrix
Note that L P,m ,m/ǫ P is a generator of P . Furthermore, from (5) if P and Q are two ℵ-generated matrices with ℵ(P ) = ℵ(Q), then a P = a Q , b P = b Q , . . . , h P = h Q , κ P ǫ P = κ Q ǫ Q . This gives Corollary 10. Consider two ℵ-generated matrices P and Q. Then
In other words, Corollary 10 says that two ℵ-generated matrices belong to the same ℵ-family if and only if they have identical canonical representatives.
Properties of ℵ-generated matrices
Now, we consider the effect of a stochastic matrix P being ℵ-generated on some other closely related matrices. Let P be a stochastic matrix. Such a matrix can be viewed as the one-step transition matrix of a Markov chain (X t : t ∈ N):
The stationary distribution of the chain is given by π, the probability-normalized left eigenvector of P corresponding to one, which is the largest eigenvalue. Being ℵ-generated holds implications for a number of matrices related to P and these we proceed to examine.
First, consider the matrix
, where P α ij := P α(i)α(j) . This is known as the complement of P . Viewed as a function mapping S 4 to S 4 , the complement itself is an involution since P α α = P . The Markov chain governed by P α is X α t : t ∈ N where X | t alpha := α(X t ). In other words, X α is the chain obtained by relabeling the states of X according to α.
Theorem 11. Let P be an ℵ-generated matrix. Then, its complement P α is also ℵ-generated.
Proof. Since there exists L ∈ ℵ such that
we have
is persymmetric and hence P α = ̥ L α , 1 is ℵ-generated.
Next, define P * = P * ij 1≤i,j≤4
where P * ij := π j P ji π i for all 1 ≤ i, j ≤ 4. The matrix P * is known as the reverse of P , since it is the one-step transition matrix of the time reverse of (X t : t ∈ N): (X * t : t ∈ N), where X * t = X −t for all t ∈ N. The matrix P * has the interpretation P *
The stationary distribution of (X * t : t ∈ N) is also π, that is, πP * = π. Like the complement, the action of constructing the reverse of a stochastic matrix is an involution since P * * = P .
Theorem 12. Let P be an ℵ-generated matrix. Then, its reverse P * is also ℵ-generated.
Proof. Let x P * = P * 44 P *
11
, P * 43 P *
21
, P * 42 P *
31
, 1 . Since P * is the reverse of P , we have
and similarly
To complete the proof, it remains to check that P α(i)4 P 1i P ji = P j4 P 1α(j) P α(i)α(j) , for 1 ≤ i, j ≤ 4, which can easily be done by expressing each entry of P in terms of a persymmetric matrix L ∈ ℵ such that P = ̥(L, 1):
The reverse and the complement can be combined to obtain the so-called reverse complement of P as follows: P = P ij 1≤i,j≤4 , whereP ij = π α(j) P α(j)α(i) π α(i) for 1 ≤ i, j ≤ 4. Note thatP = P * α = P α * , that is, the operations of reversing and complementing commute under composition. Consequently, taking the reverse complement of P is an involution:P = P . The Markov chain with transition matrixP is X t : t ∈ N wherẽ X t = α X −t .
Theorem 13. Let P be an ℵ-generated matrix. Then its reverse complementP is also ℵ-generated.
Proof. By Theorem 11, P is ℵ-generated =⇒ P α is ℵ-generated. Applying Theorem 12 to P α then allows us to deduce thatP = P α * is ℵ-generated.
The following solidarity property is an immediate consequence of Theorems 11, 12 and 13.
Corollary 14. The matrices P , P α , P * andP are either all ℵ-generated or none of them are.
We shall call The matrices P α , P * andP the complement, reverse and reverse complement of P respectively. Note that if π = (π i ) 1≤i≤4 is the stationary distribution of P , and π * , π α andπ are the stationary distributions of P * , P α andP , respectively, then it follows that π * i = π i and π α i =π i = π α(i) for all i = 1, . . . , a4. The next theorem states that if one takes a realization of a Markov chain (X t : t ≥ 0) with transition matrix P and stationary distribution π (even if P is not ℵ-generated) and concatenates it to a realization of another Markov chain (X t : t < 0) with transition matrixP and stationary distributionπ), as in Figure 1 , then an overall transition matrix W for the composite chain, obtained by averaging over the entire sample path, will always be ℵ-generated. In other words, the average first-order structure of a bacterial DNA sequence formed by juxtaposing two chirochores, one generated by a Markov chain and the other by the reverse complement chain, can be captured in terms of a transition matrix W that is ℵ-generated.
Theorem 15. Let P be any stochastic matrix, and let π be its stationary distribution. Then the stochastic matrix W = (W ij ) 1≤i,j≤4 whose entries are given by
Proof. Setting x := π i + π α(i) 1≤i≤4 , it immediately follows that
for all i, j = 1, 2, 3, 4.
Thus, D(x)W ∈ ℵ and an application of Corollary 6 gives the result.
When analyzing the dinucleotide distributions of an entire DNA sequence, it is common to find that the estimated transition matrix P and stationary distribution π satisfy π i P ij = π α(j) P α(j)α(i) for all i and j, which is essentially a statement of intra-strand parity (also known as Chargaff's second parity rule) for dinucleotides (see [4, 8, 17] ). The next theorem characterizes this phenomenon in terms of ℵ-generated matrices whose complementary rows under the map α have equal sums (cf. the direct characterization appearing in Proposition 1 of [8] ).
Theorem 16. Let P be a stochastic matrix, and let π be its stationary distribution. The matrix P complies with intra-strand parity, that is, π i P ij = π α(j) P α(j)α(i) for all i, j if and only if it is ℵ-generated and the matrix L := ϕ(P, 1) = L ij 1≤i,j≤4 that generates it satisfies S i = S α(i) for 1 ≤ i ≤ 4, where S i := 4 k=1 L ik . Furthermore, if P complies with intra-strand parity, then its stationary distribution can be explicitly expressed as
.
Proof.
(=⇒) It can be seen that P is ℵ-generated by observing that D(π)P ij = π i P ij = π α(j) P α(j)α(i) = D(π)P α(j)α(i) . Now, let L = ϕ(P, 1). One can easily check that π i P ij = π α(j) P α(j)α(i) , for i, j = 1, 2, 3, 4, implies π i = π α(i) for all i = 1, 2, 3, 4. Therefore,
, for all i = 1, 2, 3, 4, and hence
(⇐=) Suppose P is obtained by normalizing the rows of a matrix L = (L ij ) 1≤i,j≤4 ∈ ℵ, that is,
,
k=1 L α(i)k := S α(i) for i = 1, 2. It is easy to check that π := S1 2(S1+S2) , S2 2(S1+S2) , S2 2(S1+S2) , S1 2(S1+S2) is the stationary distribution of P . Hence, it follows that for all i and j,
S α(j) = π α(j) P α(j)α(i) .
Final remarks
The aim of this work was to provide a mathematical analysis of the S-H model, which takes a coarse-grained view of a bacterial DNA genome as a concatenation of two first-order Markov chains whose one-step transition matrices are ℵ-generated, that is, matrices of the form P = ̥(L, m), where L is a persymmetric matrix and m is a positive parameter. Each chain corresponds to a segment known as a chirochore and the resulting simplistic model is able to capture certain statistical patterns observed in the nucleotide and dinucleotide distributions of bacterial DNA. Some preliminary evidence suggesting that bacterial DNA sequences are roughly consistent with this model was reported in [20] .
It was found that the parameter m and persymmetric matrix L which solve P = ̥(L, m) are not unique (see Theorem 4) . Such non-uniqueness implies that one of the original hypotheses of the S-H model for bacterial sequences, namely the assumption that there would be a single matrix L which could be used to generate the distribution of all bacterial sequences, cannot be addressed by the method used in [20] . However, necessary and sufficient conditions were identified under which a matrix P is ℵ-generated (Theorem 5 and Corollary 6). These conditions can be used to construct statistical hypothesis tests for whether or not the estimated conditional nucleotide distributions of bacterial DNA sequences are ℵ-generated. Furthermore, a canonical representative for the family of persymmetric matrices that can generate a given stochastic matrix P was found and this can be used to decide if two or more ℵ-generated matrices belong to the same ℵ-family, that is, they can be generated from a single matrix L in conjunction with different values of the parameter m (Corollary 10). The development of statistical hypothesis tests, further statistical analyses and their application to real bacterial genomes are planned for a future publication.
