Abstract. Exposure and adoption of opinions in social networks are important questions in education, business, and government. We describe a novel application of pervasive computing based on using mobile phone sensors to measure and model the face-to-face interactions and subsequent opinion changes amongst undergraduates, during the 2008 US presidential election campaign. We find that self-reported political discussants have characteristic interaction patterns and can be predicted from sensor data. Mobile features can be used to estimate unique individual exposure to different opinions, and help discover surprising patterns of dynamic homophily related to external political events, such as election debates and election day. To our knowledge, this is the first time such dynamic homophily effects have been measured. Automatically estimated exposure explains individual opinions on election day. Finally, we report statistically significant differences in the daily activities of individuals that change political opinions versus those that do not, by modeling and discovering dominant activities using topic models. We find people who decrease their interest in politics are routinely exposed (face-to-face) to friends with little or no interest in politics.
Introduction
A central question for social science, as well as for the practical arts of education, sales, and politics, is the mechanism whereby ideas, opinions, innovations and recommendations spread through society. Diffusion is the phenomena of propagation of ideas or opinions within a social network. On the internet, the proliferation of social web applications has generated copious amounts of data about how people behave and interact with each other in online communities, and these data, are being extensively used to understand online diffusion phenomena. However, many important attributes of our lives are expressed primarily in real-world, face-to-face interactions. To model the adoption of these behaviors, we need fine-grained data about face-to-face interactions between people, i.e. who talks to whom, when, where, and how often, as well as data about exogenous variables that may affect the adoption process. Such social sensing of face-to-face interactions that explain social diffusion phenomena is a promising new area for pervasive computing.
Traditionally, social scientists have relied on self-report data to study social networks, but such approaches are not scaleable. It is impossible to use these methods with fine resolution, over long timescales (e.g. months or years), or for a large number of people, (e.g. hundreds or thousands). Further, while people may be reasonably accurate in their reports of long term social interaction patterns, it is clear that memory regarding particular relational episodes is quite poor. In a survey of informant accuracy literature, Bernard et.al. have shown that recall of social interactions in surveys used by social scientists is typically 30-50 % inaccurate [5, 8] .
A key question is how mobile sensing techniques and machine perception methods can help better model these social diffusion phenomena. This paper describes the use of mobile phone sensors at an undergraduate community to measure and model face-to-face interactions, phone communication, movement patterns and self-reported political opinions. Our approach provides insight about the adoption of political opinions in this community.
The contributions of this paper are as follows.
We devise a mobile sensing platform and observational methodology to capture social interactions and dependent variables during the last three months of the 2008 US Presidential campaigns of John McCain and President Barack
Obama, amongst the residents of an undergraduate residence hall at a North American university. This dataset, first of its kind to our knowledge, consists of 132,000 hours of social interactions data and the dependent political opinions measured using monthly surveys. 2. We estimate exposure to diverse political opinions for individual residents, and propose a measure of dynamic homophily that reveals patterns at the community scale, related to external political events. 3. Pervasive-sensing based social exposure features explain individual political opinions on election day, better than self-reported social ties. We also show that 'political discussant' ties have characteristic interaction patterns, which can be used to recover such ties in the network. 4 . Using an LDA-based topic modeling approach, we study the behavior differences between individuals who change opinions, and those who held their political opinions. We show statistically significant differences in the activities of people who changed their preferred party versus those that did not. People that changed preferred party often discuss face-to-face with their democrat political discussants, and their daily routines included heavy phone and SMS activity. We also find people that decrease their interest in politics often interact with people that have little or no interest in politics
Related Work
Sensing Human Behavior using Mobile Devices There has been extensive work to model various aspects of human behavior, using smartphones [16, 35, 17, 1, 22, 15, 4, 17] , wearable sensor badges [43, 29, 41] , video [46] , and web-based social media data [7, 48, 52, 32, 33, 3, 39] . Choudhury et. al., used electronic sensor badges to detect social network structure and model turn-taking behavior in face-to-face networks [10, 12] . Eagle et. al. used mobile phones as sensors to characterize social ties for a student community [16] . At larger scales, mobile location and calling data have been used to characterize temporal and spatial regularity in human mobility patterns [22] , and individual calling diversity has been used to explain the economic development of cities [15] . Other examples of the use of mobile phones to map human interaction networks include the CENS participatory sensing project at UCLA [1] , and the mHealth and Darwin projects at Dartmouth [4, 17] . Electronic sensor badges instrumented with infrared(IR) sensors to capture the direction of face-to-face proximity, have been used by Olguin, Waber and Kim [42, 41] to enhance organizational performance and productivity, for financial institutions and consultants. Vocal analysis has been used to capture nonlinguistic communication and social signaling in different contexts [11, 34, 43, 42] .
On the modeling front, Exponential Random Graph Models (ERGMs) and its extensions [45, 50, 24, 26] have been used to understand interaction networks. Topic models have been explored for activity modeling applications [18, 19, 27] . New topic models have also been proposed in the context of blog post response prediction [51] and blog influence [40] . Other types of topic models, like AuthorTopic [47, 36] and Group-Topic [49] models have been used for social network analysis when content or contextual data is present. In this paper, we use LDA topic model [6] to better understand the behavior differences between people who changed their opinions.
Adoption of Political Opinions
In political science and sociology, an important area of study is how opinions about political candidates and parties, and voting behavior, spread through different interaction networks. Political scientists have proposed two competing models of social influence and contagion [9] . The social cohesion model suggests that influence is proportional to tie strength, while the structural equivalence model [21] proposes that influences exist across individuals with similar roles and positions in networks. Huckfeldt and Sprague [25] studied the interdependence of an individual's political opinions, their political discussant network and context and demographics during the 1984 presidential elections. They found a social dissonance effect in the propagation of political opinions, and also report an 'inverse U' relationship with tie-strength, i.e. discussant effects are stronger for less intimate relationships like acquaintances and frequent contacts than they are for close friends.
In the online context, Adamic and Glance [2] studied political blogs during the 2004 presidential elections, and found that content, discussions and news items on liberal and conservative blogs, connected primarily to separate clusters, with very few cross-links between the two major clusters. Leskovec et. al. [32] tracked the propagation of short, distinctive political phrases during the 2008 elections, and model the news cycle across both mainstream news sources and political blogs.
In the past, researchers have used Call Data Records (CDRs) provided by mobile operators to better understand human behavior [22, 15] . Our approach, however, is to use pervasive sensing methods for capturing social interactions, and this has several advantages. Firstly, it allows us to sample different sensors and dependent training labels, and not just calling data alone. Secondly, from a privacy perspective, this requires the user's explicit participation in data collection. Additionally, in the future, it could be used to provide the user immediate feedback on the mobile device itself.
Privacy Considerations
An important concern with long-term user data collection is securing personal privacy for the participants. This study was approved by the Institutional Review Board (IRB). As financial compensation for completing monthly surveys and using data-collection devices as their primary phones, participants were allowed to keep the devices at the end of the study. The sensing scripts used in the platform capture only hashed identifiers, and collected data is secured and anonymized before being used for aggregate analysis.
Mobile Sensing Platform
Given the above goals, the mobile phone based platform for data-collection was designed with the following long-term continuous sensing capabilities, using Windows Mobile 6.x devices. Daily captured mobile sensing data was stored on-device on read/write SD Card memory. On the server side, these logs files were merged, parsed and synced by an extensive Python post-processing infrastructure, and stored in MySQL for analysis. This sensing software platform for Windows Mobile 6.x has been released under the LGPLv3 open source license for public use [38] .
Proximity Detection (Bluetooth) The software scanned for Bluetooth wireless devices in proximity every 6 minutes (a compromise between sensing short-term social interactions and battery life, [16] Battery Impact The battery life impact of periodic scanning has been previously discussed [16] . In this study, periodic scanning of Bluetooth and WLAN APs reduced operational battery life by 10-15%, with average usable life between 14-24 hours (varying with handset models and individual usage). Windows Mobile 6.x devices have relatively poorer battery performance than other smartphones, and WLAN usage (web browsing by user) had a bigger impact on battery life than periodic scanning.
Dataset Characteristics
The mobile phone interaction dataset consisting of approximately 450,000 bluetooth proximity scans, 1.2 million WLAN access-point scans, 16,900 phone call records and 17,800 SMS text message events. The average duration of phone calls is approx 138 seconds, and 58 percent of phone calls were during weekdays.
Political Opinions (Dependent Variables)
The dependent political opinions were captured using three monthly web-based surveys, once each in September, October, and November 2008 (immediately following the presidential election). The monthly survey instrument was based on established political science literature, and consisted of questions shown in Table 1 . The questions were identical to the survey instrument used by Lazer and Rubineau [31] , who measured the monthly political opinions of students across different universities (during the same 2008 election period) and studied the co-evolution of political opinions and self-report friendship networks.
Political scientists have established that shifts in political opinions are gradual [25] . This is observed in our dataset, as approximately 30% of the participants changed their opinions for each of the dependent questions during the three month observation period. Opinion changes were along 1-point or 2-points on the respective 4/7-point Likert scales. Similar variations in our dependent variables were also reported in the analysis of Lazer and Rubineau [31] .
For each monthly survey, participants also identified other residents that were political discussants, close friends or social acquaintances, identical to those used here [31] . Baseline information including race, ethnicity, political opinions of the person's parents and religious affiliations was also collected before the start of the experiment.
Analysis

Individual Exposure to Diverse Opinions
What is an individual's social exposure to diverse ideas and opinions? Threshold and cascade models of diffusion [23, 28] assume that all individuals in a population have a uniform exposure, or that the underlying distribution of exposure to Normalized exposure, N i represents the average of all opinions a person is exposed to on a daily basis, weighted by the amount of exposure to different individuals and their self-reported opinions, where O j represents the opinion response for person j for a particular question in Table 1 , contact ij is the bluetooth proximity counts between i and j (tie-strength), and N br(i) is the set of neighbors for i in the interaction network.
Cumulative exposure, C i to a particular political opinion O, represents the magnitude of a particular opinion that a person is exposed to on a daily basis, and is a function of the amount of contact with different individuals and their self-reported opinion. contact ij can be estimated from other mobile interaction features, like counts for calling, SMS, and 802.11 WLAN co-location. In Section 4.4, N i is used for future opinion prediction and in Section 5, C iO from both bluetooth and call features are used for change of opinion modeling.
δ j = 1 only if person j holds opinion O, and 0 otherwise. Figure 1 shows cumulative and normalized exposure for one participant during the election campaign period. This individual did not have much exposure to republicans, though was often in proximity to democrats, some days much more than others. 
Pervasive Reflection of Dynamic Homophily
Homophily, or the idea of "birds of a feather flock together", [30] is a fundamental and pervasive phenomenon in social networks, and refers to the tendency of individuals to form relationships with others that have similar attributes, behaviors or opinions. Homophily commonly occurs in empirical network data, and has been extensively studied as a sociological phenomenon. McPherson and Smith [37] provide an in depth review of homophily literature. The emergence of homophily during network formation has be explained using agent based models, and in economics [14] by incorporating chance, choice, and tie formation costs. In this section we define a measure of dynamic homophily based on mobile phone interaction features. In sociological literature, homophily is estimated using the homophily index H i , and Coleman's inbreeding homophily index, IH i . If w i is the relative fraction of individuals within the community with opinion i, H i is defined as the averaged ratio of same-type ties to total ties for individuals with opinion type i, and IH i is measured as the amount of bias with respect to baseline homophily as it relates to the maximum possible bias (i.e., the term 1 − w i ) [14, 37] . For an invariant the network structure, the relationship between homophily index H i and relative fraction w i reflects the type of homophily. If w i > w j implies H i > H j , then the parameters satisfy relative homophily. If H i = w i for all i, then the parameters satisfy baseline homophily. If H i > w i for type i, then the parameters satisfy inbreeding-homophily, i.e. the tendency of friendships to be biased towards own types beyond the effect of relative population size. Finally, in some cases, the opposite may be true, such that H i < w i for type i, wherein the parameters satisfy heterophily and people of type i are biased towards having different-type friendships. In terms of the Coleman index, inbreeding homophily for type i exists if and only if IH i > 0, and inbreeding heterophily for type i if and only if IH i < 0. The inbreeding homophily index is 0 if there is pure baseline homophily, and 1 if a group completely inbreeds.
These sociological measures of homophily are useful for static networks, but do not capture the dynamics of the underlying phenomena. We propose a measure of dynamic homophily based on social exposure features for the daily timescale, given as,
where ∆ i (t) is the difference between the individual's opinions and the opinions he/she is exposed to, H(t) is a daily measure of dynamic homophily for the entire community, and O i are an individuals political opinion responses, on the full-range of the 4 or 7-point scale, i.e., for the political interest response, O i ranges from 1 ("Very Interested") to 4("Not at all interested") and for the preferred party response, O i ranges from 1("Strong Democrat") to 7("Strong Republican"). Unlike the static homophily measures above, O i is not based on the redistributed classes.
Daily variations in H(t) are due to changes in mobile phone interaction features, that capture how participants interact with others. A negative slope in H(t) implies that residents have more social exposure to individuals sharing similar opinions, in comparison to the previous day or week. Similarly, an upward slope implies that residents have decreasing social exposure with others having similar opinions.
This daily measure captures dynamic homophily variations during the election period, not captured using existing static measures of homophily. For a few days around the election day and final debates, participants show a higher tendency overall to interact with like-minded individuals. Statistical validation of these variations using repeated-measures ANOVA for different political opinions for three relevant conditions (periods) are given in Table 2 (plots in Figure 2 ). For comparison, the homophily index H i and Coleman's inbreeding index is shown in Figure 3 . Figure  2(d) shows H(t) for political interest only for freshmen, based on daily bluetooth proximity networks. The dynamic homophily effects for freshmen, who only had a month to form ties in this community at this point, are visually pronounced, and a second dip is seen around 4th November 2008 (Election day, F − value = 3.43, p = 0.04). We find that these behavior changes related to external events are seen in bluetooth proximity data, but not in calling and SMS interactions. Table 2 . Statistically significant variations in Dynamic Homophily around the final election debate period (15th Oct 2008) and election day (4th Nov 2008) period. Dynamic homophily is calculated using bluetooth proximity (phone calling and SMS are not significant for any self-reported political opinions). For each period, the average dynamic homophily for the 5-day period per participant was estimated. This analysis was first done for all participants, and then repeated for freshmen-only, who had only been in the community for a month before start of the study, and where stronger effects are observed. The three experimental conditions (periods) chosen for validating the main effect were (a) Baseline Period (1st condition), i. This suggests that exposure to different opinions based on physical proximity plays a more important role than exposure to opinions via phone communication. Similar results are also observed for the preferred party responses and liberalconservative responses with respect to phone calling patterns.
Inferring Political Discussants
What are the behavioral patterns of political discussants? In monthly self-reported survey responses, only 39.6% of political discussants are also close friends. Similarly, it is found that having similar political opinions does not increase the likelihood that two individuals will be political discussants in this dataset. While these political discussants do not fit the mould of 'close friends' or individuals with similar political opinions. we find that it is possible to identify political discussants from their interaction patterns. Classification results based on mobile phone interaction features -total communication; weekend/late-night communication; total proximity; and late-night/weekend proximity, that characterize a political discussant are shown in Table 3 . Two different approaches are used for comparison, an AdaboostM1 based classifier [20] and a Bayesian network classifier [13] , where each input sample represents a possible tie, and both show similar results. Cost-sensitive approaches are used in both cases, to account for unbalanced classes. Political discussants are treated as unidirectional (a) Dynamic homophily of political interest responses (using bluetooth proximity) for all participants. Notice the decline, i.e. tendency to interact with others having similar opinions, lasting for a few days, around Oct 15th 2008, which was the last presidential debate.
(b) Dynamic homophily of preferred party responses (using bluetooth proximity) for all participants.
(c) Dynamic homophily of liberalconservative responses (using bluetooth proximity) for all participants.
(d) Dynamic homophily of political interest responses (using bluetooth proximity) only for Freshmen . There are two periods of decline, each lasting for a few days. The first is around Oct 15th (last presidential debate) and the second is around 4th Nov, Election Day. ties. Precision and recall of the discussant class are similar if self-reported the training labels are converted to bi-directional ties.
Exposure and Future Opinions
Exposure based features described in the previous section can be used as a feature to train a linear predictor of future opinions. The coefficients used in a linear model of opinion change include normalized exposure during the period, the persons opinion at the start of the study (September 2008), and a constant term that represents a linearly increasing amount of media influence as we get closer to the election date (Nov. 2008). For the various political opinion questions, regression values are in the R 2 = 0.8, p < 0.01 region. Using exposure based features explains an additional 15% -30% variance across different political opinion questions. The effects for freshmen are approximately twice as strong as compared to the entire population, similar to the variations in dynamic homophily related to external events. In the context of social science literature, this is a relevant effect. Table 5 . Least squares regression results for the opinion change model. The dependent variable in all cases is the self-reported political opinion in November. The independent regression variables are averaged opinion of self-reported close friends relationships and political discussants (I), normalized bluetooth exposure (II), and normalized exposure combined with past opinion (III). As seen, automatically captured mobile phone features substantially outperform self-reported close friends or political discussants. based on the Latent Dirichlet Allocation (LDA) [6] topic model, to contrast the activities of participants that change opinions, with those that do not. We discover in an unsupervised manner, the dominating routines of people in the dataset, where routines are the most frequently co-occurring political opinion exposure patterns also referred to as topics.
Latent Dirichlet Allocation
Topic models can be used to discover a set of underlying (or latent) topics from which a corpus of M documents d is composed via unsupervised learning. They are generative models initially developed for textual content analysis. In LDA [6] , a word w is generated from a convex combination of K topics z. The number of latent topics, K, must be chosen by the user. The probability of word w t from a vocabulary of V words in document
to provide a complete generative model for documents. Words are considered to be exchangeable, meaning they are independent given topics. The objective of LDA inference is to obtain (1) the distribution of words given topics φ and (2) the distribution of topics over documents θ.
When considering behavioral data, what we refer to as 'multimodal exposure (MME) features' can be seen as analogous to text words and a user is analogous to a document. Further, latent topics are analoguous to human routines, where Φ gives an indication of how probable topics are for users, and Θ results in a distribution of exposure features given topics.
Multimodal Exposure (MME) Features and Topics
We formulate a multimodal vector of exposure features (MME features) encompassing four components: (1) time (2) political opinion (3) type + amount of interaction and (4) relationship. Overall, a MME feature captures the exposure to a particular political opinion, including details such as time and relationship. Given a survey question from Table 1 , a MME feature has the following structure (t, p o , b, c, f, s, p d ). Component (1) is the time where t ∈ {10pm − 2am(latenight = LN ), 2 − 8am(earlymorning = EM ), 8am − 5pm(day = D), 5 − 10pm(evening = E)}. These 4 time intervals in the day are specific to the overall daily activities of the users in the dataset. Component (2) is the political opinion p o ∈ o and o is the set of possible responses from Table 1 for the survey question chosen. Component (3) is the type and amount of interaction where b is a measure of the cumulative exposure (Equation 2) from bluetooth proximity to opinion p o and c is the cumulative exposure from the mobile phone logs to opinion p o . Cumulative exposure is quantized into the following bins: b ∈ {0, 1 − 2, 2 − 9, 9+}, c ∈ {0, 1 − 2, 3+} to limit the vocabulary size. b = 0 implies no proximity interaction in the time interval t with political opinion p o and c = 3+ implies 3 or more calls and/or SMS with political opinion p o during time interval t. Finally, the relationship metric is defined by f ∈ [friend, not friend], s ∈ [socialize, do not socialize], and p d ∈ [political discussants, not political discussants]. Topics are essentially clusters of dominating 'opinion exposures' present over all individuals and days in the real-life data collection, described in terms of MME features.
Model Selection with Statistics
In order to choose the optimal number of topics, K, for the model, we consider statistical significance measures over the entropy of topic distributions. We chose entropy of topic distributions as it (1) enables the computation of statistical significance over a vector of probability distributions and (2) summarizes the probability distributions of user behaviors.
In Figure 4 , statistical significance test results are displayed for various survey questions (Table 1 ) (e.g. interest in politics (I)) as a function of the number of topics (x-axis) (a) for the groups 'changed opinion' versus 'did not change' (b) considering all possible opinions and change of opinions as groups. The difference in group entropies is mostly statistically significant for the preferred party opinion when considering the 2 group case in (a), however not for all values of K. In Figure 4 (a), the first point for which statistical significance occurs is at K = 13 and in the case of Figure 4 (b) at K = 17. For the opinion interest in politics (I) and the 2 group case in plot (a) at K = 22 the p-value reaches its minimum. We consider these points which are statistically significant in analyzing opinion change in the results. 
Results
Interaction Patterns of People who Change Opinion
The goal is to determine the difference in the interaction patterns of these two groups and we do this by comparing the most probable topics, averaged over all the users of each group. In Figure 4 for preferred party (PP) at K = 13, we observed the two groups 'people who changed opinion' and 'people who did not change opinion' was statistically significant with p = 0.0106. In Figure 5 (a), the top plot shows the mean Φ for those that changed opinions and the bottom is for those that did not. The most probable topics (dominating routine) for users that changed opinion was topic 3, 9, and 10 visualized by (b), (c), and (d), respectively. The most dominant topic for users that did not change was topic 10, which dominated in both groups. For a given topic ((b)-(d)), we display the 3 most probable words' (top) face-to-face interaction features (middle) phone interaction features and (bottom) relationship statistics, abbreviated by FR for friends, SOC for socialize and PD for political discussants.
Looking at Topic 3 (plot (b)), we can see that users that changed opinion predominantly had face-to-face interactions with PD, that were non-friends and not people they socialize with. The preferred party of these political discussants was democrat and this interaction occurred predominantly between 10pm-5pm. Further, people who changed opinion also had heavy phone call and SMS activity with democrats as well as independents.
Different Exposure for Increased vs. Decreased Interest in Politics We considered the difference in daily routines of users which increased their interest in politics as opposed to those that decreased their interest. Figure 6(a) shows the T-test results for the entropy of topic distributions of both groups. Figure 6(b) is the mean probability distribution of topics given the users from the two groups with K = 22 topics. The mean topic distribution p(z|d) is shown for (top) all users that increased their interest, and (bottom) all users that decreased their interest. Plots (c)-(e) show the most probable words for the dominating topics in both groups. Topic 14 (c) is highly probable for users that increased their interest. Topic 8 and 18 are highly probable for users that (a) Mean topic distribution of users that changed opinion(top) and users that did not (bottom). Users that changed PP had a high probability of topics 3, 9, 10, whereas users that did not change had a high probability of topic 10. By looking at the features of the 3 most probable words for these topics, we can see that users that changed opinion displayed (b) heavy faceto-face interactions with political discussants, and (c) they also had heavy phone call activity with non-friends.
decreased their interest. We disregard topics that are highly probable for both groups. People who displayed increased interest were communicating most often by phone during the day. The group which decreased their interest had only face-to-face interactions (no phone communication) dominating their daily routines and it included interaction with people with little and no interest as seen by topics 8 and 18. There was heavy face-to-face interactions with friends in the early morning (EM) who had no interest in politics, for the group that decreased their interest.
Conclusion
In this paper we describe a novel application of pervasive sensing using mobile phones-modeling the spread of political opinions in real-world face-to-face networks. Using mobile phone sensors, we estimate exposure to different opinions for individuals, find patterns of dynamic homophily at the community scale, recover 'political discussant' ties in the network, and explain individual political opinions on election day. We use an LDA-based model to study specific behaviors of people who changed their political opinions.
There are however, several future extensions of this work. In addition to political opinions, it would be important to understand if pervasive sensing methods can help understand the propagation of other types of opinions and habits in face-to-face networks, e.g., those related to health or purchasing behavior, both in our current dataset and also in other observational data. With the constant improvement in sensing technologies, future projects could use global positioning system (GPS) or infra-red (IR) sensors for better location and proximity sensing. Overall, our quantitative analysis sheds more light on long-standing open questions in political science and other social sciences, about the diffusion mechanism for opinions and behaviors. 
