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Abstract
This thesis presents a measurement of the Λb baryon polarization with proton-proton
collisions at a center-of-mass energy
√
s = 7 TeV. The analysis is performed with
the CMS detector at the Large Hadron Collider at CERN. The results are based on
data collected in 2011 corresponding to an integrated luminosity L = 5.1 fb−1.
Λb candidates are reconstructed in the decay mode Λb → J/ψ(µ+µ−)Λ(ppi−).
The selected signal yield is 911± 38 and 845± 37 candidates for Λb and Λb, respec-
tively. The polarization is extracted through the angular correlations between the
daughter particles in the decay by a multi-dimensional likelihood fit. A production
polarization of
P+ = 0.03± 0.09 (stat.)± 0.03 (syst.) for Λb
and
P− = 0.02± 0.08 (stat.)± 0.05 (syst.) for Λb
is measured. The parity violating asymmetry parameter characterizing the decay
Λb → J/ψΛ is measured to be 0.47 ± 0.24 (stat.) ± 0.17 (syst.).
A key detector system for the presented polarization analysis is the silicon pixel
detector of CMS. It allows precise reconstruction of primary and displaced vertices
as well as particle momentum measurements. Due to the presence of combined elec-
tric and magnetic fields, the charge carriers in the silicon pixel sensors experience
the Lorentz force and their drift direction is deviated at the so-called Lorentz an-
gle. This leads to a shift in the measured hit position which needs to be corrected
for. Measurements of the Lorentz angle for the barrel pixel detector are presented,
performed with cosmic ray data and collision data and utilizing two independent
measurement techniques. For a nominal magnetic field of 3.8 T and a bias voltage
of 150 V, the measured Lorentz angle is 21.7◦ with a systematic uncertainty of less
than 5%.
i

Zusammenfassung
Diese Doktorarbeit berichtet u¨ber die Messung der Polarisation des Λb-Baryons in
Proton-Proton-Kollisionen mit dem CMS-Detektor am Large Hadron Collider des
CERN bei einer Schwerpunktsenergie von
√
s = 7 TeV. Es wurde der Datensatz
aus dem Jahr 2011 benutzt, welcher einer integrierten Luminosita¨t von L = 5.1 fb−1
entspricht.
Λb-Kandidaten werden im Zerfallskanal Λb → J/ψ(µ+µ−)Λ(ppi−) rekonstru-
iert. Auf diese Weise konnten 911 ± 38 Λb und 845 ± 37 Λb gefunden werden.
Die Polarisation wird mit Hilfe eines mehrdimensionalen Likelihood-Fits aus den
Winkelverteilungen der Tochterteilchen bestimmt. Die Messung ergab eine Polari-
sation von
P+ = 0.03± 0.09 (stat.)± 0.02 (syst.) fu¨r Λb
und
P− = 0.02± 0.08 (stat.)± 0.06 (syst.) fu¨r Λb.
Der Parameter der parita¨tsverletzenden Asymmetrie in diesem Zerfallskanal wurde
zu 0.47± 0.24 (stat.)± 0.017 (syst.) gemessen.
Der Siliziumpixeldetektor im CMS-Detektor spielte eine entscheidende Rolle fu¨r
diese Messung. Er ist in der Lage, den geometrischen Ort von Zerfallsvertices sowohl
am Ursprung als auch versetzt davon zu messen und die Impulse der Spuren zu bes-
timmen. Das den Detektor umgebende Magnetfeld erzeugt auf die Ladungstra¨ger im
Silizium eine Lorentzkraft, welche zu einem durch den Lorentzwinkel beschriebenen
Versatz in der Ortsmessung fu¨hrt. Die Kenntnis dieses Winkels ist entscheidend
um die Messung zu eichen. Fu¨r den zylindrischen Teil des Pixeldetektors wurde
dieser Winkel mit Daten sowohl von Kollisionen als auch von kosmischen Mu¨onen
unter Zuhilfenahme zweier unterschiedlicher Verfahren bestimmt. Fu¨r ein nominelles
Magnetfeld von 3.8 T und einer Sperrspannung von 150 V betra¨gt der Lorentzwinkel
21.7◦, mit einer systematischen Unsicherheit von weniger als 5%.
iii
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Chapter 1
Theoretical introduction and
motivation
1.1 A brief historical overview
1.1.1 Discovery of the b-quark
The existence of three generations of quarks was first postulated in 1973 by Makoto
Kobayashi and Toshihide Maskawa as a part of their model to explain the recently
observed CP violation in neutral kaon decays [1]. At that time not even the sec-
ond quark family was fully confirmed and only three quarks were known – up (u),
down (d) and strange (s). Kobayashi and Maskawa suggested in their work that a
third generation of quarks allows for CP-violation effects to be introduced within
the Standard Model. Their speculation on six quarks, however, did not gain pop-
ularity and their paper published in the Japanese journal Progress on Theoretical
Physics remained rather unknown in Europe and in the U.S. The following year
(1974) the unexpected discovery of the J/ψ meson, simultaneously by two compet-
ing experiments [2, 3], confirmed the existence of a fourth quark, namely the charm
(c).
In 1977 the experiment E288 at Fermilab headed by Leon Lederman observed a
resonance in the dimuon invariant mass spectrum at 9.5 GeV/c2 (see Figure 1.1a) [4].
It was identified as a meson formed out of a new quark and its antiquark. The meson
was named Υ and was the first observed particle with a constituent beauty (or also
bottom) quark. With the discovery of the top (t) quark in 1995 by the experiments
D0 and CDF [5, 6] the third quark family was complete. This won Kobayashi and
Maskawa the Nobel Prize in Physics in 2008 ”for the discovery of the origin of the
broken symmetry which predicts the existence of at least three families of quarks in
nature”.
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ranged symmetrically with respect to the hori-
zontal median plane in order to detect both JLt.'
and p. in each arm.
The data sets presented here are listed in Ta-
ble I. Low-current runs produced -15000 J/g
and 1000 g' particles which provide a test of res-
olution, normalization, and uniformity of re-
sponse over various parts of the detector. Fig-
ure 2(b) shows the 1250-A J/P and P' data. The
yields are in reasonable agreement with our ear-
lier measurements. '
High-mass data (1250 and 1500 A) were collect-
ed at a rate of 20 events/h for m„+&-& 5 GeV us-
ing (1.5-3)&& 10"incident protons per accelerator
cycle. The proton intensity is limited by the re-
quirement that the singles rate at any detector
plane not exceed 10' counts/sec. The copper
section of the hadron filter has the effect of low-
ering the singles rates by a factor of 2, permit-
ting a corresponding increase in protons on tar-
get. The penalty is an ™15%worsening of the res-
olution at 10 GeV mass. Figure 2(a) shows the
yield of muon pairs obtained in this work.
At the present stage of the analysis, the follow-
ing conclusions may be drawn from the data [Fig.
3(a)]:
(1) A statistically significant enhancement is ob-
served at 9.5-GeV p.'p. mass.
(2) By exclusion of the 8.8-10.6-GeV region,
the continuum of p+p, pairs falls smoothly with
mass. A simple functional form,
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with A = (l.89+ 0.23)&& 10 "cm'/GeV/nucleon and
b = 0.98+ 0.02 GeV ', gives a good fit to the data
for 6 GeV&m&+& &12 GeV (g'=21 for 19 degrees
of freedom), "
(3) In the excluded mass region, the continuum
fit predicts 350 events. The data contain 770
events.
(4) The observed width of the enhancement is
greater than our apparatus resolution of a full
width at half-maximum (FWHM) of 0.5+0.1 GeV.
Fitting the data minus the continuum fit [Fig.
3(b)] with a simple Gaussian of variable width
yields the following parameters (B is the branch-.
ing ratio to two muons):
Mass = 9.54+ 0.04 GeV,
[Bdo/dy]„,= (3.4+ 0.3)x 10 "cm'/nucleon,
with F+7HM=1, 16+0.09 GeV and X =52 for 27
FIG. 3. {a)Measured dimuon production cross sec-
tions as a function of the invariant mass of the muon
pair. The solid line is the continuum fit outlined in the
text. The equal-sign-dimuon cross section is also
shown. {b) The same cross sections as in (a) with the
smooth exponential continuum fit subtracted in order to
reveal the 9-10-GeV region in more detail.
degrees of freedom (Ref. 5). An alternative fit
with two Gaussians whose widths are fixed at the
resolution of the apparatus yields
Mass = 9.44+ 0.03 and 10.17+0.05 GeV,
[Bd(r/dy], o=(2.3+ 0.2) and (0.9+0.1)
x 10 "cm'/nucleon,
with y'=41 for 26 degrees of freedom (Ref. 5).
The Monte Carlo program used to calculate the
acceptance [see Fig. 2(c)] and resolution of the
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Fig. 3. The invariant (K, x) mass distribution for tracks associ- 
ated to the muon-vertex for J/~ events. An estimation of the 
background shape obtained from like-sign track combinations is 
show  as a solid line. The K °* signal region used for the analysis 
is indicated. 
take the central bins from 0.84 to 0.9 G e V / c  2. 
4. The decay channel Ab-~.J/~ A 
In order  to search for the decay mode Ab--*J/~ A 
we combine the J / ~  and any A in a cone o f A R 2 <  5 
around the J /~ .  Fur thermore ,  we require that  the A b 
candidates  have P t > 6  G e V / c  and l y 1 < 2  corre- 
sponding to the kinematical  region where the sensi- 
t ivi ty is greatest. The dis t r ibut ion of  the invar iant  
( J /~cA)  mass is shown in fig. 4. We observe a peak 
centered at 5.6 G e V / c  2 indicat ing the presence of  a 
A b signal. We perform a fit to the data  using a gaus- 
sian function for the signal and the result of  a Monte  
Carlo s imulat ion for the background,  which will be 
discussed in the next paragraph. The fit gives 
5590_+50 m e V / c  2 for the mean mass and 120_+40 
M e V / c  2 for the width of  the gaussian. To be more 
precise, we study the dis t r ibut ion of  the mass differ- 
ence Am=m(J/~, A ) - m ( J / ~ ) ,  which has the ad- 
vantage that the measurement  error on the J /V mass 
largely cancels. Fig. 5a shows the resulting distr ibu-  
tion in Am to which we have added  the P D G  value 
of  the J /V mass. 
Combinator ia l  background to the Ab signal will 
come from (p~)  and (~+~t - )  backgrounds in the A 
and J /~/s ignal  region, respectively, and from real J /  
~¢'s combined  with real A's  from the underlying event 
Fig. 4. The distribution of the invariant mass m(J /~A)= 
m(p.+~-p+~-)~ -(+) ) showing the Ab signal. A fit to the spec- 
trum using a gaussian function and the result of the Monte Carlo 
simulation for the background shape is shown as a solid line. 
or  the beauty quark fragmentat ion.  We used a Monte  
Carlo s imulat ion to describe the background which 
contains a s imulat ion of  the underlying event,  beauty 
and charm product ion and decays. More details  of  
the UA1 Monte  Carlo product ion can be found else- 
where [ 1,5]. F rom this s tudy we find that the Am 
dis t r ibut ions  for the above background processes are 
of  s imilar  shape. For  an independent  es t imat ion of  
the combinator ia l  background we use the J / ~  and A 
guard bands.  In fig. 5b we plot the Am+m(J/Ig)PDG 
dis t r ibut ion using d imuon pairs selected from the J /  
xg guard bands  and in fig. 5c using (px )  pairs selected 
from the A guard bands. The lat ter  has been normal-  
ized to the es t imated (px )  combinator ia l  back- 
ground. Both dis t r ibut ions are approximate ly  flat in 
the Au signal region. The dis t r ibut ion for the J/~g 
guard bands is compared  to our Monte  Carlo distri- 
bution,  which we normal ize  to the data  for A m +  
m(J/Xg)pD•> 5 G e V / c  2. A small excess is expected 
at the lower end of  the mass dis t r ibut ion for Au cas- 
cade decays. We find a good agreement between the 
Monte Carlo s imulat ion of  the background and our 
exper imental  background data. 
We determine  the line shape of  the spectrum in fig. 
5a by fitting the data  with a gaussian function for the 
signal and the Monte  Carlo shape for the back- 
ground. The summed contr ibut ions  are normal ized 
to the number  of  entries in the histogram. The result- 
ing fit, super imposed in fig. 5a as a solid line, de- 
scribes well the background and the signal. The fit 
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Figure 1.1: (a) First evidence of a b-flavored meson, the Υ particle, by the E288
experiment at Fermilab in 1977 [4]. The decay channel is Υ → µ+µ−. (b) First
observation of the Λb baryon in 1991 by the UA1 Collaboration at CERN [7]. The
decay mode is Λb → J/ψΛ.
1.1.2 Discovery of the Λb baryon
In the following years, starting from 1981, inclusive decays of b-flavored hadrons were
observed by the CLEO and CUSB detectors [8, 9, 10, 11, 12]. First observation of
exclusive decay modes of b-flavored mesons was achieved by the CLEO dete tor in
1983 [13]. Naturally, the next goal was the observation of b-flavored baryons.
The lightest baryon with a constituent b-quark is the neutral Λb with quark
composition (udb). Evidence of its first observation was reported in the channel
Λb → ppi−D0(→ K−pi+) with six-standard-deviation significance in 1981 at the
CERN ISR [14]. However, a second experiment performed few months later and
using the same detector did not observe any signal [15]. The question about a
conclusive observation of a b-flavored baryon remained open until 1991 when the
UA1 experiment at the pp¯ collider at CERN announced the discovery of Λb in the
2
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decay channel Λb → J/ψΛ [7]. Although a modest number, the reconstructed 16 ±
5 signal events above a background of 9 ± 1 events (see Figure 1.1b) were the first
decisive observation of a beauty baryon in an exclusive decay channel.
Measurements of the Λb baryon mass result in a current world average value
of 5619.4 ± 0.7 MeV/c2 [16]. Significant attention has been drawn to Λb due to
discrepancies between the theoretically predicted and the experimentally measured
particle lifetime and mismatch between different experimental results [17]. However,
the most recent and improved calculations and measurements show good agreement
[18]. The world average measured Λb lifetime up to date is τ(Λb) = 1.425 ± 0.032
ps which is equivalent to a mean decay length of cτ(Λb) ≈ 427 µm.
1.2 Production and decays of b-hadrons at the
LHC
1.2.1 Production of bb¯ pairs
The leading-order (LO) mechanism in QCD for production of b-quarks in proton-
proton collisions is pair creation. The process can be either light quark–antiquark
annihilation qq¯ → bb or gluon-gluon fusion gg → bb. As shown in Figure 1.2, at
leading-order the only product of the process is the bb pair. The quarks are therefore
produced with equal but opposite momenta, which results in two back-to-back jets
in the detector.
In next-to-leading order (NLO) production mechanisms, there is one more quark-
gluon or gluon-gluon vertex, as shown in Figure 1.3. One such process is the flavor
excitation in which a parton from one beam particle scatters against a sea b(b)
quark from the other beam. Another NLO process is the gluon splitting, g → bb¯,
in which the bb¯ pair occurs from a virtual gluon. The quarks produced via NLO
mechanisms are not necessarily back-to-back as the third final-state parton carries
away a fraction of the total momentum.
The predicted contributions of the different production mechanisms and the total
bb¯ cross section in proton-proton collisions is shown in Figure 1.4 as a function of the
center-of-mass energy [19]. At the LHC energy of 7 TeV, the dominant contribution
comes from the next-to-leading order flavor excitation process.
1.2.2 Hadronization
Due to the color confinement, the quark (antiquark) from the produced qq¯ pair can
not exist individually as a single, colored-charged object. They both hadronize to
3
Chapter 1. Theoretical introduction and motivation
(a)
(b) (c) (d)
Figure 1.2: Leading order processes for bb¯ pair production: (a) quark–antiquark
annihilation qq¯ → bb¯, (b),(c),(d) gluon-gluon fusion gg → bb¯.
(a) (b)
(c) (d)
Figure 1.3: Next-to-leading order processes for bb¯ pair production: (a),(b) flavor
excitation, (c),(d) gluon splitting.
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146 E. Norrbin, T. Sjo¨strand: Production and hadronization of heavy quarks
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Fig. 4a,b. The total a charm and b bottom cross sections for
pp collisions as a function of ECM =
√
s. The contributions
from pair creation, flavor excitation and gluon splitting are
shown separately
subdivision of course is unobservable and model-depen-
dent. It will still provide helpful insights.
The most basic and inclusive observable is the total
heavy-flavor cross section. In Fig. 4 we present it as a func-
tion of the pp center-of-mass energy, from the fixed-target
re´gime to LHC and beyond, both for charm and bottom.
The cross section is divided into the contributions from the
three perturbative production channels. As noted before,
we assume that no non-perturbative effects contribute to
the total cross section. The level of the total cross sec-
tion is in sensible agreement with the present data (not
shown), indicating that there is no need for any further
significant production mechanism.
For small (fixed-target) energies the pair-creation cross
section is dominating the production, followed by a non-
negligible fraction of flavor excitation, whereas gluon split-
ting is very small. As the energy is increased, flavor excita-
tion overtakes pair production and gluon splitting is catch-
ing up. At very large energies gluon splitting becomes the
dominant production mechanism, so that the low-energy
pattern is completely reversed.
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Fig. 5. Dependence of the charm cross section on model as-
pects, for pp collisions as a function of ECM =
√
s. Shown is the
ratio of cross sections: pair creation for mc = 1.7GeV/mc =
1.3GeV, flavor excitation for GRV 94L/CTEQ 5L parton dis-
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The reason is not so difficult to understand. If we think
of any partonic process, it will only contain one hardest
2 → 2 scattering whatever the energy, whereas the num-
ber of branchings in the associated initial- and final-state
showers will increase with energy. This increase comes in
part from the growing phase space, e.g. the larger rapidity
evolution range of the initial-state cascades, in part from
the increase in accessible and typical virtuality scales Q2
for the hard subprocess. The multiplication effect is at its
full for gluon splitting, whereas flavor-excitation topolo-
gies are more restrictive. At small energies, however, the
less demanding kinematical requirements for flavor exci-
tation in a shower gives it an edge over gluon splitting.
The total cross section is strongly dependent on QCD
parameters such as the heavy-quark mass, parton distri-
butions, and factorization and renormalization scales. It
is not our aim here to present theoretical limits and errors
– this has been done elsewhere [13]. However, Fig. 5 gives
some examples of how much results may vary. Clearly, the
quark-mass choice is very important, especially for charm.
Maybe surprisingly, the charm parton distributions in the
proton do not differ by that much, probably reflecting a
convergence among the common parton distributions and
in the scheme adapted for g → QQ branchings in the evo-
lution equations. Among the examples given, the largest
uncertainty comes from the choice of the heavy quark
mass. However, it should be remembered that the vari-
ations above have no formal meaning of a ‘1σ’ range of
uncertainty, but merely reflects some more or less random
variations.
To gain further insight into the properties of the per-
turbative production processes, one may study “non-obs-
ervables” that characterize the hard-scattering process as-
sociated with the production, such as the pˆ⊥ of the hard
interaction. We also show kinematical distributions, like
the rapidity and transverse momentum of the heavy
√s = 7 TeV
Figure 1.4: Total bb¯ cross section in proton-proton collisions as a function of the
center-of-mass energy
√
s. The contributions from pair creation, flavor excitation
and gluon splitting are shown [19].
form colorless b-flavored hadrons. A summary of the existing hadronization models
for the conversion of quarks and gluons into hadrons can be foun in [20].
1.2.3 D cays of b-hadrons
With a mass of b = 4.18±0.03 GeV/c2 [16], e b-quark is significantly heavier than
the other quarks (u, d, s and even c) which can consti ute a hadron and therefore the
b-quark carries most of the hadron momentum. It is then fair to assume that in a first
approximation the decay of the b-hadron is described by the b-quark decay and is
independent of the light constituent quarks which act as spectators. This assumption
is the basis of the so called spectator model and the Heavy Quark Effective Theory
(HQET) [21, 22].
The b-quark can decay by the weak interaction to th lighter c- or u-quark
through the emission of a W boson. The strengths of the transitions from one fl vor
to another through a charged W boson are contained in the Cabibbo-Kobayashi-
Maskawa (CKM) quark-mixing matrix VCKM [1]:
VCKM =
 Vud Vus VubVcd Vcs Vcb
Vtd Vts Vtb
 (1.1)
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The matrix elements related to the b-quark decay are |Vcb| and |Vub| involved in the
processes b → cW− and b → uW−, respectively. They have been measured to be
|Vcb| = 0.0409± 0.0011 and |Vub| = 0.00415± 0.00049, which is significantly smaller
compared to other elements in the VCKM matrix [16]. This indicates that the decay
of the b-quark is highly suppressed compared to the decays of the other quarks and
leads to a relatively large b-quark mean lifetime τ ∼ 10−12 s. The matrix element
|Vcb| is a factor 10 larger than |Vub|, from which it follows that the b-quark decays
almost exclusively to a c- and not to a u-quark. The measured mean lifetime in the
laboratory frame, τlab, is dilated by the Lorentz factor γ,
τlab = γτ, (1.2)
where
γ =
1√
1− β2 and β =
v
c
, (1.3)
with v being the velocity of the particle and c is the speed of light. Therefore, the
observed mean decay length Llab in the laboratory frame for a particle moving at a
velocity v is
Llab = τlabv = γτβc =
p
m
cτ, (1.4)
where p and m are the momentum and mass of the particle, respectively. For b-
hadrons produced at the LHC, the flight distance is typically of the order of several
millimeters and can be registered in the detector as a secondary vertex, displaced
from the primary interaction point.
1.2.4 The decay Λb → J/ψΛ
The relatively long lifetime of the Λb baryon indicates that it decays by the weak
interaction. The decay Λb → J/ψΛ proceeds with the emission of a W− boson,
as illustrated in Figure 1.5. As can be seen from the diagram, this is a color-
suppressed process because the quarks from the W− decay are constrained to match
the colors of the c-quark and the spectator diquark system in order to form the
J/ψ and Λ hadrons, respectively. The integrated Λb cross section times branching
fraction σ(Λb) × B(Λb → J/ψΛ) has been reported in Ref. [23] for pp collisions
at
√
s = 7 TeV and a transverse momentum of Λb greater than 10 GeV/c. The
reported result is 1.16 ± 0.06 ± 0.12 nb where the uncertainties are statistical and
systematic, respectively.
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Figure 1.5: Feynman diagram for the decay Λb → J/ψΛ
1.3 Concept of polarization
1.3.1 Spin and helicity
The total angular momentum ~J combines the spin ~S and the orbital angular mo-
mentum ~L,
~J = ~L+ ~S. (1.5)
From Noether’s theorem [24], it follows that the total angular momentum of a system
is a conserved quantity.
The helicity λ of a particle is defined as the projection of the total angular
momentum ~J on the direction of the particle’s momentum ~p/|~p|:
λ = (~L+ ~S) · ~p|~p| =
~L · ~p|~p| +
~S · ~p|~p| =
~S · ~p|~p| = ms, (1.6)
where it is taken into account that the orbital angular momentum ~L is perpendicular
to the linear momentum ~p. The discrete 2s + 1 eingenvalues of the helicity are
{−s,−(s− 1), ..., s− 1, s}, where s is the spin quantum number.
1.3.2 Spin density matrix
Consider a particle (a quantum system) in its rest frame with spin J . It is represented
by a mixture of quantum states |ψ〉, accounting for all possible projections M of the
spin which take on values M ∈ {−J,−(J − 1), ..., J − 1, J}:
|ψ〉 =
+J∑
M=−J
aM |JM〉, (1.7)
where aM are complex coefficients. The spin density matrix ρ of the system is
defined as
ρ = ρMM ′ = aMa
∗
M ′ . (1.8)
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It is of dimension (2J + 1)× (2J + 1) and has the following properties:
• ρ is Hermitian: ρ+ = ρ i.e. ρ∗
M ′M = ρMM ′
• Tr(ρ) = 1
The expectation value for an arbitrary physical observable with a corresponding
Hermitian operator A is given by
〈A〉 = Tr(ρA). (1.9)
1.3.3 Polarization
The polarization characterizes the alignment of the particle spin with a given direc-
tion. Consider the set of matrices ~S representing the spin operator. By definition,
the polarization vector is given by the expectation value of the spin matrices,
~P = 〈~S〉 = Tr(ρ
~S)
Tr(ρ)
, (1.10)
where the denominator serves for normalization. The best known case is for particles
with spin 1/2 where ~S corresponds to the Pauli matrices, ~σ = (σx, σy, σz). For
the general case of an arbitrary spin s, the set of matrices ~S is represented by
three (2s+ 1)-dimensional Hermitian matrices being the generalization of the Pauli
matrices [25].
1.4 Expectations on the polarization and asym-
metry parameter of Λb
1.4.1 Heavy quark polarization
In QCD with massless quarks the helicity is conserved and no single-quark polariza-
tion can occur. Once the mass parameter is nonzero, the helicity conservation can
be violated allowing for helicity flip and thus single-quark polarization in scattering
processes. Interference between non-flip and spin-flip helicity amplitudes requires
imaginary parts of the amplitudes which are only generated in loop corrections.
The polarization expected from the QCD processes q + q′ → q + q′, q + g → q + g,
g + g → q + q¯ and q + q¯ → q′ + q¯′ is calculated and summarized in Ref. [26]. The
largest contributions for the b-quark polarization come from quark annihilation (at
most ∼10%) and gluon fusion (∼5/%). From the calculations in Ref. [26] it also
follows that the polarization should depend on the quark mass – at a given momen-
tum the heaviest quark acquires the largest polarization. The maximum occurs at
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mQ/pQ ' 0.3, where mQ and pQ are the quark mass and momentum, respectively,
and the polarization of the b-quark is predicted to be an order of magnitude larger
than the s-quark. It is not possible to directly observe the polarization of a quark,
but it can be deduced from the polarization or the density matrix elements of the
resultant hadrons. The polarization of the Λb baryon is inherited as a fraction of
the b-quark polarization.
However, the polarization of the Λ hyperon resulting from the polarized s-quark
has been experimentally observed to be an order of magnitude larger compared to
the QCD expectation [27] and this result remains unexplained to date. It can be
therefore expected that the polarization of Λb might as well significantly exceed the
predictions of QCD. On the other hand, the polarization of Λ has been observed
to depend strongly on the fraction of the beam energy carried by the hyperon [28,
29, 30], which is characterized by the Feynman variable xF = 2pL/
√
s where pL
is the longitudinal momentum of Λ and
√
s is the center-of-mass energy in the
collision. The Λ polarization is observed to vanish at xF ≈ 0. Considering that for
Λb produced at LHC with
√
s = 7 TeV the Feynman variable is xF ≈ 0.01, a Λb
polarization close to zero can be expected.
Clearly, the expectations on the Λb polarization are very contradictory. An actual
Λb polarization measurement is of great theoretical interest since it can throw light
on the quark mass dependence of the spin effects and unravel the puzzle of the
observed anomalously large hyperon polarization.
1.4.2 Previous Λb polarization measurements
Polarization measurements of Λb baryons produced in e
+e−→Z0→bb¯ events have
been performed at LEP [31, 32, 33]. The Standard Model predicts that the b-quarks
from the Z0 boson decay have large longitudinal polarization which is expected to be
retained by the resultant baryon [34, 35]. Sizable Λb polarization has been measured
by three experiments, although with large uncertainties:
P = −0.23+0.24−0.20 (stat.)± 0.08 (syst.) (ALEPH)
P = −0.56+0.20−0.13 (stat.)± 0.09 (syst.) (OPAL)
P = −0.49+0.32−0.30 (stat.)± 0.17 (syst.) (DELPHI)
(1.11)
The reported polarizations are measured from semileptonic Λb decays and spread in
the range (−0.79,+0.01). Note that these results can not serve as expectations for
the polarization of Λb produced at hadron colliders due to the different production
mechanisms.
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1.4.3 Parity violating parameter
The parity violating asymmetry parameter for the decay Λb → J/ψΛ is of particular
interest since it can serve as a test for various quark models such as perturbative
QCD and factorization models. Calculations of the asymmetry parameter are re-
ported in numerous publications, e.g. Ref. [36, 37, 38]1. The expectations vary
within a wide range, generally between 0.14 and −0.78 while the full physical range
is [−1,+1]. A measurement of this parameter is of high interest in order to point
and tune the quark models with realistic predictions.
1.4.4 Dilution of the polarization
Λb baryons can also be produced as decay products of heavier states, e.g. in the
strong decays Σ
(∗)±
b → Λbpi±. This causes the Λb polarization to be diluted to a
certain degree. The polarization conveyed to Λb depends on the ratio ∆/Γ of the
mass difference ∆ between Σb and Σ
∗
b and the decay rate Γ of Σ
(∗)
b → Λbpi [39].
Using the result of the CDF Collaboration on the mass difference [40],
∆ ≡ mΣ∗b −mΣb = 21.2± 2.0 MeV/c
2, (1.12)
and employing assumptions on the decay rate as shown in Ref. [41], it has been cal-
culated that up to 30% depolarization can be expected due to Λb baryons originating
from Σ
(∗)
b states.
1.5 Helicity formalism
1.5.1 General approach
The helicity formalism provides a general method to obtain the angular distributions
in a chain of decaying particles. It is described in detail in Ref. [42, 43], and examples
of its application can be found in Ref. [44]. The method derives from conservation of
the total angular momentum and P (C)-conservation in strong and electromagnetic
decays. A short overview of the helicity formalism follows.
Let us consider the decay A → B + C in the rest frame of particle A with
quantization axis z. The particles A, B, and C have well defined spins ~J , ~s1 and
~s2, respectively, and λ1 and λ2 are the helicities of B and C, respectively. Consider
that the flight direction of particle B in the rest frame of A is described by the
spherical coordinates (θ, ϕ). The final state is then characterized by the direction of
the decay axis given by (θ, ϕ) and by the helicity states of the decay products. The
1The convention used for the definition of the asymmetry parameter in the quoted references
requires a sign flip in order to match the definition of the parameter used in this thesis.
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angular distribution depends on the initial spin density matrix ρi of particle A and
the helicity amplitudes Tλ1λ2 for the decay A → B + C. The helicity states refer
to a frame which is obtained from the initial coordinate system by a sequence of
rotations. In spin space, the rotations are described through the Wigner D-matrix
with elements
DJ
MM ′ (θ, ϕ) = e
iM
′
ϕ dJ
MM ′ (θ). (1.13)
The dynamics of the decay process is contained in the helicity matrix T whose
elements are the helicity amplitudes defined as
Tλ1λ2 =
∑
L,S
αLS〈Jλ|LS0λ〉〈Sλ|s1s2λ1,−λ2〉. (1.14)
In the above expression, αLS are unknown complex coefficients, λ = λ1−λ2 and the
brackets are Clebsch-Gordon coefficients which describe the couplings ~J = ~L + ~S
and ~S = ~s1 + ~s2. The sum over L and S is constrained by the value of J and
P (C)-conservation, and takes on the values in the range |L− S| ≤ J ≤ L+ S.
The transition amplitude f for the decay is a matrix of dimension (2s1 +1)(2s2 +
1)× (2J + 1) with elements given by
fλ1λ2;M(θ, ϕ) = DJλM(θ, ϕ) Tλ1λ2 (1.15)
The angular distribution w(θ, ϕ) of particle B in the rest frame of A is then deter-
mined by the following relation
w(θ, ϕ) = Tr(ρf ) = Tr(fρif
+), (1.16)
where ρf and ρi are the final and initial spin density matrices of dimensions (2s1 +
1)(2s2 + 1)× (2s1 + 1)(2s2 + 1) and (2J + 1)× (2J + 1), respectively, and f is the
transition amplitude.
1.5.2 Cascade decay chain
Let us consider now that the decay A → B + C with transition amplitude f(A) is
followed by the subsequent decays B → b1 + b2 and C → c1 + c2, with corresponding
transition amplitudes f(B) and f(C), respectively, calculated by analogy with Eq.
1.15. Note that the angles (θ, ϕ) for each transition amplitude are defined in the
rest frame of the respective decay. The transition amplitude for the total process is
given by
fT = [f(B)⊗ f(C)]f(A) (1.17)
where the symbol ⊗ refers to a Kronecker (tensor) product. For further subsequent
decays, e.g. c1 → d1 + d2 etc., the total transition matrix is obtained analogously.
The angular distribution of the final-state particles is determined from the trace of
the final density matrix (see Eq. 1.16).
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1.6 Angular distributions for the decay
Λb → J/ψ(µ+µ−)Λ(ppi−)
1.6.1 Angular distributions of the final state particles
p p
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J/ 
~n
µ+
µ 
p
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zˆ1
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Figure 1.6: Definitions of the reference frames and angles used for the Λb polar-
ization analysis in the decay Λb → J/ψ(µ+µ−)Λ(ppi−)
Let us consider the inclusive production process pp → Λb + X with the consec-
utive decay Λb → J/ψΛ in the rest frame of Λb, as is schematically illustrated in
Figure 1.6. In proton-proton collisions, Λb is produced with a polarization vector
perpendicular to the production plane due to parity conservation in the strong pro-
duction mechanism. Let us define a vector ~n perpendicular to the production plane
of Λb,
~n =
~pbeam × ~pΛb
|~pbeam × ~pΛb|
, (1.18)
where ~pbeam and ~pΛb are the vector-momenta of one incident proton beam and the Λb,
respectively. The mean value of the Λb spin along ~n is the production polarization
of Λb. Thus defined, it is by convention denoted as transverse polarization, to be
distinguished from the longitudinal polarization, where the word is by tradition
referred to the alignment of the field vector in photon polarization studies. Let us
define the rest frame of the Λb particle (xˆ, yˆ, zˆ) in the following way:
zˆ = ~n
xˆ = ~pbeam/|~pbeam|
yˆ = zˆ × xˆ
(1.19)
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The quantization axis z is chosen parallel to ~n. The choice of the orthogonal axes
x and y is not important since parity conservation in the production process of Λb
assures independence of the azimuthal angle. The angle θ is the polar angle of the Λ
momentum in the rest frame of Λb with respect to the quantization axis zˆ ≡ ~n. The
particles participating in the decay have well defined spins of J = 1/2, s1 = 1/2 and
s2 = 1 for Λb, Λ and J/ψ, respectively. Tλ1λ2 denotes the helicity amplitudes for the
decay where λ1 = +,− and λ2 = +, 0,− indicate helicities of ±1/2 and +1, 0,−1 for
Λ and J/ψ, respectively. The projection M of the Λb spin along the z-axis can be
±1/2, which constrains the values of λ1 and λ2 – among six combinations there are
only four physically allowed helicity configurations. The decay is therefore described
by four helicity amplitudes, T++, T+0, T−0 and T−−.
Let us further consider the decays of the intermediate resonances Λ→ ppi− and
J/ψ → µ+µ−. The helicity frame (xˆ1, yˆ1, zˆ1) of the Λ particle is defined as follows:
zˆ1 = ~pΛ/|~pΛ|
yˆ1 = (~n× ~pΛ)/|~n× ~pΛ|
xˆ1 = yˆ1 × zˆ1
(1.20)
where ~pΛ is the momentum of Λ in the rest frame of Λb. The angles θp and φp are
the polar and the azimuthal angles, respectively, of the proton direction in the rest
frame of Λ. Analogously, the helicity frame of the J/ψ particle (xˆ2, yˆ2, zˆ2) is defined
as
zˆ2 = ~pJ/ψ/|~pJ/ψ|,
yˆ2 = (~n× ~pJ/ψ)/|~n× ~pJ/ψ|,
xˆ2 = yˆ2 × zˆ2,
(1.21)
where ~pJ/ψ is the momentum of J/ψ in the rest frame of Λb. The angles θµ and φµ
are the polar and the azimuthal angles, respectively, of the positively-charged muon
direction in the rest frame of J/ψ. From the general prescription of the helicity
formalism described in Section 1.5, it follows that the final density matrix ρf for the
decay Λb → J/ψ(µ+µ−)Λ(ppi−) is of dimension 8×8. The joint angular distribution
of the final-state particles involves the five angles defined above and is given by (see
Eq. 1.16)
d5Γ
dΩ5
(θΛ, θp, θµ, ϕp, ϕµ) = w(θΛ, θp, θµ, ϕp, ϕµ) = Trρf . (1.22)
The angular distribution in Eq. 1.22 depends on the four helicity amplitudes Tλ1λ2 ,
on the transverse Λb polarization P and on the parity violation asymmetry parameter
αΛ for the decay Λ → ppi−. The expression obtained from the trace of the final
density matrix ρf is very complex and rather inconvenient to be directly employed
in a physics analysis. With a proper parametrization, the angular distribution can
be more conveniently presented in the form of a sum of 20 terms where each term
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factorizes,
d5Γ
dΩ5
(θΛ, θp, θµ, ϕp, ϕµ) ∼
20∑
i=1
ηi(T++, T+0, T−0, T−−) ci(P, αΛ) fi(θΛ, θp, θµ, ϕp, ϕµ)
(1.23)
The expressions for ηi, ci and fi are listed in Table 1.1. The coefficients ci are either
equal to 1 or to a combination of the Λb polarization P and the asymmetry parameter
αΛ of the Λ decay. The terms fi are trigonometric functions of the 5 angles involved
in the decay, and the coefficients ci depend on the four helicity amplitudes. Using
the normalization constraint valid for the helicity amplitudes,
|T++|2 + |T+0|2 + |T−0|2 + |T−−|2 = 1, (1.24)
the coefficients ηi can be written in terms of the following decay parameters :
α1 = |T++|2 − |T+0|2 + |T−0|2 − |T−−|2,
α2 = |T++|2 + |T+0|2 − |T−0|2 − |T−−|2,
α3 = 2Re(T++T ∗+0)− 2Re(T−−T ∗−0),
α4 = 2Re(T++T ∗−0)− 2Re(T−−T ∗+0),
β1 = 2Im(T+0T ∗−0),
β2 = 2Im(T++T ∗−−),
β3 = 2Im(T++T ∗+0)− 2Im(T−−T ∗−0),
β4 = 2Im(T++T ∗−0)− 2Im(T−−T ∗+0),
γ0 = |T++|2 − 2|T+0|2 − 2|T−0|2 + |T−−|2,
γ1 = 2Re(T+0T ∗−0),
γ2 = 2Re(T++T ∗−−),
γ3 = 2Re(T++T ∗+0)− 2Re(T−−T ∗−0),
γ4 = 2Re(T++T ∗−0)− 2Re(T−−T ∗+0),
δ1 = 2Im(T++T ∗+0) + 2Re(T−−T ∗−0),
δ2 = 2Im(T++T ∗−0) + 2Re(T−−T ∗+0).
(1.25)
Details on how the angular distribution is obtained in the form of Eq. 1.23 can be
found in Ref. [46] and [45].
1.6.2 Treatment of particles and antiparticles
The angular distributions described by the terms in Table 1.1 are explicitly related
to the decay Λb → J/ψ(µ+µ−)Λ(ppi−). Several considerations have to be taken into
account for the case of the conjugated decay Λb → J/ψ(µ+µ−)Λ(p¯pi+).
Polarization
The polarizations of Λb and Λb are not necessarily equal since their production
mechanisms are not identical. This therefore requires particle and antiparticle decays
to be treated separately.
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i ηi ci fi
1 1 1 1
2 α2 αΛ cos θp
3 −α1 P cos θΛ
4 −(1 + 2γ0)/3 αΛP cos θΛ cos θp
5 γ0/2 1 (3 cos
2 θµ − 1)/2
6 (3α1 − α2)/4 αΛ cos θp(3 cos2 θµ − 1)/2
7 (α1 − 3α2)/4 P cos θΛ(3 cos2 θµ − 1)/2
8 (γ0 − 4)/6 αΛP cos θΛ cos θp(3 cos2 θµ − 1)/2
9 −3α3/(2
√
2) P sin θΛ sin θµ cos θµ cosϕµ
10 3δ1/(2
√
2) P sin θΛ sin θµ cos θµ sinϕµ
11 3α4/(2
√
2) αΛ sin θp sin θµ cos θµ cos (ϕµ + ϕp)
12 −3δ2/(2
√
2) αΛ sin θp sin θµ cos θµ sin (ϕµ + ϕp)
13 −3γ1/2 αΛP sin θΛ sin θp sin2 θµ cosϕp
14 3β1/2 αΛP sin θΛ sin θp sin
2 θµ sinϕp
15 −3γ2/4 αΛP sin θΛ sin θp sin2 θµ cos (2ϕµ + ϕp)
16 3β2/4 αΛP sin θΛ sin θp sin
2 θµ sin (2ϕµ + ϕp)
17 −3γ3/(2
√
2) αΛP sin θΛ cos θp sin θµ cos θµ cosϕµ
18 3β3/(2
√
2) αΛP sin θΛ cos θp sin θµ cos θµ sinϕµ
19 −3γ4/(2
√
2) αΛP sin θΛ sin θp sin θµ cos θµ cos (ϕµ + ϕp)
20 3β4/(2
√
2) αΛP sin θΛ sin θp sin θµ cos θµ sin (ϕµ + ϕp)
Table 1.1: Functions describing the full angular distribution of the decay Λb →
J/ψ(µ+µ−)Λ(ppi−) in five dimensions (θΛ, θp, θµ, ϕp, ϕµ). Based on [45].
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Decay parameters
To obtain the angular distribution for the case of Λb decay, it is necessary to under-
stand the transformation of Eq. 1.23 under parity (P ) and charge (C) conjugation.
Let us define P -even and P -odd combinations of the helicity amplitudes:
T±
λλ′ = Tλλ′ ± T−λ−λ′ . (1.26)
In case of no final state interactions, the helicity amplitudes for the antiparticles
and particles are related as
T
±
λλ′ = ± (T±−λ−λ′ )∗. (1.27)
This leads to the following relations between the decay parameters in Λb and Λb
decays, respectively:
αi = −αi
βi = βi
γi = γi
δi = −δi
(1.28)
If final state interactions are present, then the relation between the helicity ampli-
tudes is the following:
T
±
λλ′ = ± T±−λ−λ′ , (1.29)
which brings in the following decay parameters:
αi = −αi
βi = −βi
γi = γi
δi = δi
(1.30)
Details about the decay parameters in CP -conjugated states can be found in
Ref. [45, 47].
1.7 Strategy for Λb polarization measurement
The full angular distribution in Eq. 1.23 contains nine unknown parameters – one
is the polarization P of Λb, the other eight parameters describe the four complex
helicity amplitudes Tλ1λ2 in the decay Λb → J/ψΛ. The normalization condition
on the helicity amplitudes (Eq. 1.24) and the arbitrariness of the global phase
reduce the number of independent unknown parameters to seven. They can be
determined simultaneously by a 5-dimensional fit to the five angular distributions
(θΛ, θp, θµ, ϕp, ϕµ) which fully characterize the decay Λb → J/ψ(µ+µ−)Λ(ppi−).
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1.7. Strategy for Λb polarization measurement
Under the assumption of a uniform detector acceptance over the azimuthal angles
ϕp and ϕµ, the expression for the angular distribution can be significantly simplified
by integrating over ϕp and ϕµ,
d3Γ
dΩ3
(θΛ, θp, θµ) =
∫ pi
−pi
∫ pi
−pi
d5Γ
dΩ5
(θΛ, θp, θµ, ϕp, ϕµ) dϕp dϕµ
∼
8∑
i=1
ηi(T++, T+0, T−0, T−−) ci(P, αΛ) fi(θΛ, θp, θµ)
(1.31)
The resulting expression contains just the first 8 terms from the list in Table 1.1 and
employs only three out of five angular distributions, namely cos θΛ, cos θp and cos θµ.
The number of unknown parameters involved is reduced to four: the polarization P
of Λb, and the decay parameters α1, α2 and γ0 defined through the magnitudes of
the helicity amplitudes in Eq. 1.25. Simulations of the three angular distributions
as defined in Eq. 1.31 are shown in Figure 1.7 for different polarizations of Λb – fully
polarized (P = −1 or +1) and unpolarized (P = 0). In the shown examples, the
decay parameters are fixed to α1 = −0.3, α2 = −0.8 and γ0 = −0.6, respectively.
As can be clearly seen from the plots, the polarization of Λb manifests as a slope in
the distributions of cos θΛ. The other two angular distributions, cos θp and cos θµ,
are not influenced by the polarization but are modeled by the decay parameters.
If the expression in Eq. 1.31 is further integrated over θp and θµ, one obtains the
following simple relation involving only the distribution of cos θΛ which is explicitly
sensitive to the polarization:
dΓ
d cos θΛ
∼ 1− α1P cos θΛ (1.32)
The slope of the distribution is determined by the factor α1P where α1 is the parity
violation asymmetry parameter of the Λb decay and P is the polarization of Λb.
Since both parameters are not known, they can not be disentangled by employing
only the distribution of cos θΛ. Therefore, the simultaneous observation of at least
three angular distributions is required (cos θΛ, cos θp, cos θµ) in order to measure the
polarization P and the asymmetry parameter α1 by employing Eq. 1.31. The
angular distribution also involves the well-measured asymmetry parameter αΛ =
0.641± 0.013 [16] for the decay Λ→ ppi−.
The charge conjugated decay Λb → J/ψ(µ+µ−) Λ(ppi+) is characterized by the
corresponding decay parameters as defined in Eq. 1.30. The asymmetry parameter
αΛ for the decay Λ → ppi+ is assumed to have the same magnitude as αΛ, so that
αΛ = −αΛ. The assumption is based on expectations for negligible CP -violation
effects in the Λ decays within the Standard Model [48] and the fact that the current
measurement precision of the parameter αΛ is significantly better than for αΛ.
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Figure 1.7: Simulations of the angular distributions in the Λb decay according to
Eq. 1.31 for three different polarizations of Λb: P = 0 (black circles), P = 1 (blue
triangles) and P = −1 (red triangles). The Λb polarization manifests itself in the
slope of the distribution of cos θΛ and does not influence the distributions of cos θp
and cos θµ.
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LHC and the CMS experiment
2.1 The Large Hadron Collider
The Large Hadron Collider (LHC) is the flagship project of the European Organiza-
tion for Nuclear Research (CERN). It is a circular particle accelerator and collider
with a circumference of 27 km, located at the Swiss-French border in a tunnel at
a depth ranging from 50 m to 175 m below the surface. The underground facility
was initially constructed for the Large Electron-Positron collider (LEP) which was
in operation from 1989 until 2000 [49]. LHC [50] is the most powerful collider to
date, designed to provide proton-proton and heavy ions (208Pb82+) collisions at the
center-of-mass energies
√
s = 14 TeV and 1148 TeV respectively. Protons are first
accelerated to the energy of 450 GeV by a complex of smaller accelerators – LINAC2,
PSB, PS and SPS (Figure 2.1). They are then injected in the LHC in two particle
beams, circulating in opposite direction in separate vacuum pipes, and are further
accelerated by 400 MHz radio frequency systems. The beam particles are split in
packets called bunches. The trajectories of the accelerated particles are bent by a
strong magnetic field produced by superconducting dipole magnets operating at a
temperature of 1.9 K. The nominal collision energy of
√
s = 14 TeV corresponds to
a field of 8.3 T requiring a current of 12 kA in the dipole magnets.
The two oppositely circulating beams collide at four interaction points around
the accelerator ring, where the four major experiments of LHC are located (Figure
2.1):
• CMS (Compact Muon Solenoid) [51] and ATLAS (A Toroidal LHC ApparatuS)
[52]: two general purpose experiments with different detector design and main
focus on Higgs boson searches.
• LHCb (Large Hadron Collider beauty experiment) [53]: dedicated to preci-
sion measurements in b-quark physics, focused on CP violation studies and
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Figure 2.1: Schematic view of the LHC accelerator chain and its four major ex-
periments: CMS, ATLAS, LHCb and ALICE. Sketch taken from the LHC website
[55].
searches for New Physics in rare decays.
• ALICE (A Large Ion Collider Experiment) [54]: designed for quark-gluon
plasma searches at extreme energy densities produced in heavy ion collisions
(Pb, Au).
For a certain process, the number of events per second created in the collisions at
LHC is given by the process cross section σevent and is proportional to the machine
instantaneous luminosity L:
Nevent = L σevent (2.1)
The instantaneous luminosity L is entirely determined by the machine parameters:
L =
nbN
2
b f
σxσy
F, (2.2)
where nb is the number of bunches per beam, Nb is the number of particles per
bunch, f is the bunch crossing frequency, σx,y is the transverse beam size assuming
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Figure 2.2: Total integrated luminosity delivered by LHC (blue) and recorded by
CMS (yellow) in 2010 (left) and 2011 (right) [56]. The increase of delivered data in
2011 is more than a factor of 100 compared to 2010.
gaussian beam distribution, and F is a geometric luminosity reduction factor due
to the crossing angle of the beams at the interaction point.
LHC produced its first proton-proton collisions in December 2009 at a center-
of-mass energy
√
s = 0.9 TeV, serving as a storage ring for the protons injected
at the SPS energy of 450 GeV. The energy was raised to
√
s = 7 TeV in 2010
and a total delivered luminosity of L ≈ 50 pb−1 was achieved. Throughout the data
collection period in 2011 the collisions energy of LHC was maintained constant while
improving the parameters of the beams in order to rise the instantaneous luminosity
of the machine. As a result, the delivered integrated luminosity in 2011 increased
impressively by a factor of 100, exceeding 5 fb−1, as shown in Figure 2.2. Table 2.1
summarizes the main design operation parameters expected to be achieved within
the next several years, and the peak values reached in 2011.
2.2 The CMS detector
2.2.1 Detector overview
The Compact Muon Solenoid (Figure 2.3) is a multi-purpose particle detector de-
signed to cover a wide spectrum of physics analysis [58]. The name of the detector
emphasizes on the main characteristics of its design – compact dimensions and highly
efficient detection and measurement of muons facilitated by a solenoid magnet. The
CMS detector is 15 m high and 22 m long, which makes it compact in comparison
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Parameter Design value Peak value in 2011
Beam energy (TeV) 7 3.5
Number of bunches per beam, nb 2802 1380
Number of protons per bunch, Nb 1.15×1011 1.4×1011
Bunch separation (ns) 25 50
Average number of collisions per bunch crossing 20 17
Peak luminosity (cm−2s−1) 1×1034 3.5×1033
Table 2.1: Summary of the main LHC operation parameters: design values ex-
pected to be reached over the next few years [57] and peak values achieved during
data collection in 2011.
with the other multi-purpose detector at LHC, ATLAS, which has a hight of 25 m
and a length of 44 m. Despite its significantly smaller size, CMS has a weight of 12
500 tons which is almost twice the weight of ATLAS (7000 tons).
The CMS detector incorporates several subdetector layers. They are arranged
in two sections – cylindrical barrel part along the beam direction, and endcaps
orthogonal to the beam pipe. The closest to the beam subdetector system is the
silicon pixel detector followed by the silicon tracker. Next is the calorimetry system
comprising electromagnetic and hadron calorimeters. The outermost subdetector
layer is the muon system. A schematic layout of CMS and its subdetectors is shown
in Figure 2.3.
The utilized reference frame of the CMS detector is a cartesian right-handed
coordinate system with the origin at the nominal collision point in the center of
the detector. The x-axis points inward toward the center of the LHC ring, the y-
axis points vertically upward to the surface, and the z-axis is along the beam. The
azimuthal angle ϕ is measured from the x-axis in the x-y plane transverse to the
beam and is defined as
ϕ = arctan
(y
x
)
. (2.3)
The radial coordinate in the x-y plane is denoted by r. The polar angle θ is measured
from the z-axis and is defined as
θ = arccos
(
z√
x2 + y2
)
. (2.4)
An often used quantity describing the direction of a particle with respect to the
beam line is the pseudorapidity η defined as
η = − ln
[
tan
(
θ
2
)]
(2.5)
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Figure 2.3: Layout of the CMS detector and its subdetector systems [51].
The following sections describe the main detector parts of CMS. An emphasis
is put on the tracker and muon systems since the work presented in this thesis is
based on information provided by these subdetectors.
2.2.2 Magnet
The first important decision on the CMS detector design was the choice of the mag-
net system [59]. The magnetic field bends the trajectories of the charged particles
providing measurements of their charge and momenta and thus affects the precision
of the particle mass measurements. Solenoidal field parallel to the beam was chosen
for the following advantages:
• Particle tracks are bent in the transverse to the beam plane x-y. The vertex
position in this plane is known with an accuracy allowing the use of triggers
which are based on tracks pointing back to the vertex.
• Measurements of particle momenta start at r = 0.
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The superconducting solenoid of the CMS experiment is the largest solenoid built to
date, with a length of 13 m and an inner diameter of 6 m. It provides a homogeneous
magnetic field of 3.8 T carrying a current of 20 kA at a temperature of 4.6 K.
2.2.3 Inner tracking system
The objective of the inner tracking system of CMS is to provide highly efficient
and precise measurements of trajectories of charged particles in order to determine
particle momenta and secondary vertices of long-lived particles, such as b-hadrons.
At the design luminosity of L = 1034 cm−2s−1, an average of 1000 particles will
emerge at each LHC bunch crossing, i.e. every 25 ns, which requires high granularity
and fast response of the detector. The tracker has to be radiation-resistant in order
to sustain the hostile radiation environment near the proton beam. In addition, the
amount of material needs to be minimized in order to reduce multiple scattering
processes. To meet these requirements of the CMS experiment, silicon detector
technology is used.
Considering the charged particle flux at different radii from the beam pipe, the
inner tracking detector is divided into two parts:
• Silicon pixel detector, positioned closest to the interaction point (4 cm < r <
11 cm) where a particle flux of ∼107/s is expected at nominal luminosity of
LHC.
• Silicon strip detector, located at r > 20 cm, where the particle flux is suffi-
ciently low to allow the use of larger detector strips instead of pixels.
Details on the silicon detectors of CMS are given in the following sections.
Silicon pixel detector
The silicon pixel detector is the innermost and closest to the beam subdetector of
CMS. It consists of a cylinder-shaped barrel section and forward (endcap) part at
both sides (Figure 2.4a). The barrel [60] comprises three cylindrical layers with a
length of 53.3 cm, positioned at radii r = 4.4 cm, 7.4 cm and 10.2 cm, respectively.
Each of the three layers is made up of two half-cylinders (also called half-shells)
for convenience of construction and mounting around the beam pipe. The layers
comprise modular detector units (called modules) attached on carbon fiber support
structures (called ladders). Each ladder supports 8 modules. Silicon sensors with a
thickness of 285 µm are integrated in the modules and read out by indium bump-
bonded readout chips (ROC), one module including 16 ROCs. At the edges of the
half-cylinders, half-ladders are used to support eight half-modules with 8 ROCs each.
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The pixel cells are designed with a rather square size of 100 × 150 µm2 in order to
achieve similar track resolution in r-φ and z directions and to allow a 3-dimensional
vertex reconstruction. The total number of pixel sensors in the barrel section is 48
million.
The superconducting solenoid of CMS creates a homogeneous magnetic field in
the barrel section of the pixel detector which is perpendicular to the drift direction
of the created charge carriers in the sensor volume. The resulting Lorentz force
leads to a side drift of the charges, spreading the collected signal charge over more
than one neighboring pixels. The use of zero-suppressed readout scheme with analog
pulse-height readout with charge interpolation allows a single-hit spatial resolution
of ∼20 µm.
The pixel detector is completed by four endcap disks, two on each side of the
barrel (Figure 2.4a). They are positioned at z = ± 35.5 cm and z = ± 48.5 cm,
covering radii from 6 cm to 15 cm. The disks are split in two half-disks, each
including 12 trapezoidal blades arranged in a turbine-like geometry to benefit from
charge sharing due to the Lorentz drift. The silicon sensors have a rectangular shape
of five sizes and a thickness of 270 µm, slightly thinner than the barrel cells. The
sensors are bump-bonded to arrays of ROCs, forming the so-called plaquettes. The
four endcap disks include a total of 18 million pixels.
The pixel detector provides three 3-dimensional tracking points in almost the
full pseudorapidity range of -2.5 < η < 2.5 (Figure 2.4b).
The University of Zurich has contributed to the design, construction, test and
commissioning of the CMS barrel pixel detector. Measurements of the Lorentz angle
in the barrel pixel sensors are presented in Chapter 3.
Silicon strip detector
The barrel section of the silicon strip tracker consists of Tracker Inner Barrel (TIB)
and Tracker Outer Barrel (TOB). TIB comprises four concentric cylinders with radii
from the beam axis of 22.5 cm, 33.9 cm, 41.85 cm and 49.8 cm, respectively, and
covers the area from -70 cm to 70 cm in z along the beam. The silicon sensors have
a thickness of 320 µm and a strip pitch varying from 80 µm to 120 µm, yielding a
resolution in r-φ of 23-34 µm. The TOB provides 6 detection layers at radii 60.8
cm, 69.2 cm, 78.0 cm, 86.8 cm, 96.5 cm and 108.0 cm, extending from -110 cm to
110 cm in z. The silicon sensors in the outer barrel are thicker (500 µm) with a
strip pitch from 120 µm to 180 µm in the different layers providing a resolution
of 35-52 µm. The silicon strips alone provide measurements in r-φ coordinates. In
order to provide measurements also in r-z, the first two layers of both TIB and TOB
consist of ”stereo” modules. They are equipped with a second micro-strip detector
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Figure 3.6: Geometrical layout of the pixel detector and hit coverage as a function of
pseudorapidity.
size of 100×150 µm2 emphasis has been put on achieving similar track resolution in both r-φ and
z directions. Through this a 3D vertex reconstruction in space is possible, which will be important
for secondary vertices with low track multiplicity. The pixel system has a zero-suppressed read
out scheme with analog pulse height read-out. This improves the position resolution due to charge
sharing and helps to separate signal and noise hits as well as to identify large hit clusters from
overlapping tracks.
The pixel detector covers a pseudorapidity range −2.5< η <2.5, matching the acceptance
of the central tracker. The pixel detector is essential for the reconstruction of secondary vertices
from b and tau decays, and forming seed tracks for the outer track reconstruction and high level
triggering. It consists of three barrel layers (BPix) with two endcap disks (FPix). The 53-cm-long
BPix layers will be located at mean radii of 4.4, 7.3 and 10.2 cm. The FPix disks extending from
≈6 to 15 cm in radius, will be placed on each side at z=±34.5 and z=±46.5 cm. BPix (FPix)
contain 48 million (18 million) pixels covering a total area of 0.78 (0.28) m2. The arrangement
of the 3 barrel layers and the forward pixel disks on each side gives 3 tracking points over almost
the full η-range. Figure 3.6 shows the geometric arrangement and the hit coverage as a function
of pseudorapidity η . In the high η region the 2 disk points are combined with the lowest possible
radius point from the 4.4 cm barrel layer.
The vicinity to the interaction region also implies a very high track rate and particle fluences
that require a radiation tolerant design. For the sensor this led to an n+ pixel on n-substrate detector
design that allows partial depleted operation even at very high particle fluences. For the barrel
layers the drift of the electrons to the collecting pixel implant is perpendicular to the 4 T magnetic
field of CMS. The resulting Lorentz drift leads to charge spreading of the collected signal charge
over more than one pixel. With the analog pulse height being read out a charge interpolation allows
– 34 –
(b)
Figure 2.4: (a) Layout of the forward and barrel sections of the CMS pixel detector
[61]. (b) Pseudorapidity coverage of the pixel detector [51].
module mounted back-to-back with a stereo angle of 100 mrad which provides the
measurement of the second coordinate. The position resolution in z is 230 µm and
530 µm in TIB and TOB, respectively.
The forward tracker detectors are divided into Tracker End Cap (TEC) and
Tracker Inner Disks (TID). The detector modules of both TEC and TID are arranged
in rings with strips pointing towards the beam line, having therefore a variable strip
pitch. TEC is made up of 9 disks (at each side) positioned at 120 cm < |z| < 280
cm. Rings 1,2 and 5 of each TEC disk are equipped with ”stereo” modules in order
to provide measurements in both z and r. The sensor thickness is 320 µm for rings
1-3 and 500 µm for rings 4-9. The TID comprises 3 disks positioned in the space
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Figure 3.1: Schematic cross section through the CMS tracker. Each line represents a detector
module. Double lines indicate back-to-back modules which deliver stereo hits.
layers 5 and 6. It provides another 6 r-φ measurements with single point resolution of 53µm and
35µm, respectively. The TOB extends in z between ±118cm. Beyond this z range the Tracker
EndCaps (TEC+ and TEC- where the sign indicates the location along the z axis) cover the region
124cm< |z|< 282cm and 22.5cm< |r|< 113.5cm. Each TEC is composed of 9 disks, carrying
up to 7 rings of silicon micro-strip detectors (320µm thick on the inner 4 rings, 500µm thick
on rings 5-7) with radial strips of 97µm to 184µm average pitch. Thus, they provide up to 9 φ
measurements per trajectory.
In addition, the modules in the first two layers and rings, respectively, of TIB, TID, and
TOB as well as rings 1, 2, and 5 of the TECs carry a second micro-strip detector module which is
mounted back-to-back with a stereo angle of 100 mrad in order to provide a measurement of the
second co-ordinate (z in the barrel and r on the disks). The achieved single point resolution of this
measurement is 230µm and 530µm in TIB and TOB, respectively, and varies with pitch in TID
and TEC. This tracker layout ensures at least ≈ 9 hits in the silicon strip tracker in the full range of
|η |< 2.4 with at least≈ 4 of them being two-dimensional measurements (figure 3.2). The ultimate
acceptance of the tracker ends at |η |≈ 2.5. The CMS silicon strip tracker has a total of 9.3 million
strips and 198 m2 of active silicon area.
Figure 3.3 shows the material budget of the CMS tracker in units of radiation length. It
increases from 0.4 X0 at η ≈ 0 to about 1.8 X0 at |η |≈ 1.4, beyond which it falls to about 1 X0 at
|η |≈ 2.5.
3.1.3 Expected performance of the CMS tracker
For single muons of transverse momenta of 1, 10 and 100 GeV figure 3.4 shows the expected reso-
lution of transverse momentum, transverse impact parameter and longitudinal impact parameter, as
a function of pseudorapidity [17]. For high momentum tracks (100GeV) the transverse momentum
resolution is around 1−2% up to |η |≈ 1.6, beyond which it degrades due to the reduced lever arm.
At a transverse momentum of 100GeV multiple scattering in the tracker material accounts for 20 to
– 30 –
Figure 2.5: The CMS tracker: arrangement of the pixel and strip detectors and
their pseudorapidity coverage [51].
between the TIB and the TEC. The sensors of the TID have a thickness of 320 µm
and the two innermost rings provide ”stereo” measurements. A drawing of the CMS
tracker showing the arrangement of the pixel detector and all strip tracker sections
is given in Figure 2.5.
2.2.4 Electromagnetic calorimeter
The electromagnetic calorimeter (ECAL) of CMS measures the energy deposit of
electromagnetically interacting particles. The ECAL [62] is made of lead tungstate
(PbWO4) scintillating crystals. The choice of this material is based on its short
radiation length (X0 = 0.89 cm) and Moliere radius (r = 2.2 cm), quick response
time (less than 25 ns) and radiation resistance. These advantages come at the price
of relatively low light yield (30 photons per 1 MeV) and demand for the use of
photodetectors with large intrinsic gain. The ECAL is divided into a barrel part
positioned 1.3 m from the beam line, and endcaps located at z = ±3.14 m from the
nominal interaction point, providing a total coverage in pseudorapidity up to |η| < 3.
The size of the crystals is 22×22×230 mm3 in the barrel part, and 28.6×28.6×220
mm3 in the endcaps, equivalent to 25.8X0 and 24.7X0, respectively. The emitted
scintillation light is detected by silicon avalanch photodiodes (APDs) in the barrel
section and by vacuum phototriodes (VPTs) in the endcaps.
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2.2.5 Hadron calorimeter
The last and outermost subdetector housed inside the inner coil of the solenoid of
CMS is the hadron calorimeter (HCAL) [63]. Its main task is to measure the energy
of hadrons produced in the pp collisions and to stop their further way through the
detector. The HCAL of CMS is a sampling calorimeter with alternating layers
of brass and plastic scintillator. The barrel and the two endcap sections cover a
pseudorapidity range of |η| < 3.0. An outer barrel calorimeter, located outside the
solenoid coil, samples the energy of late started hadron showers using the material
of the solenoid as an additional absorber. Thus the total effective thickness of the
hadron calorimetry is 10 interaction lengths. The scintillation light is read out by
wavelength-shifting plastic fibers. The pseudorapidity coverage is further extended
to 3 < |η| < 5 by very forward Cherenkov-based calorimeters positioned 11.2 m
from the nominal interaction point.
2.2.6 Muon system
As the name of the experiment indicates, the identification and momentum mea-
surement of muons is a specially dedicated subject in the design and operation of
CMS. Three types of gaseous detectors are used (shown in Figure 2.6) to fulfill the
different requirements in the barrel and endcap environment.
The large area of the barrel is equipped with drift tube chambers (DTs) covering
a pseudorapidity range |η| < 1.2. They are suitable for the low muon rate (less
than 1 Hz/cm2) and low residual magnetic field (less than 1 T) in this part of the
detector. The chambers are arranged in four coaxial cylindrical layers (stations
MB1 to MB4) located within the magnet return yoke at radii 4 m to 7 m from
the beam line. The chambers in the first three layers (MB1 to MB3) comprise 12
planes of aluminum drift tubes in the following order: 4 measuring coordinates in
the r-φ plane, 4 providing measurements in z and the last four again measuring in
r-φ. Thus, each chamber provides 12 measurements per track resulting in a vector
with a precision better than 100 µm in position and 1 mrad in direction. The fourth
layer (station MB4) does not include any z-measuring planes. The total number of
measured points for a single track crossing all layers is 44 (12 + 12 + 12 + 8) from
which a muon track candidate is formed.
In the forward region, where the muon rate and the residual magnetic fields are
significantly higher with respect to the barrel, cathode strip chambers (CSCs) are in-
stalled with a coverage in pseudorapidity of 0.9 < |η| < 2.4. The CSCs are arranged
in 4 disks (stations) in each endcap with cathode strips running radially outward to
provide measurements in the r-φ plane. The anode wires, running approximately
perpendicular to the strips, are read out to measure the pseudorapidity of the muon.
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high, cathode strip chambers (CSC) are deployed and cover the region up to |η| < 2.4. In
addition to this, resistive plate chambers (RPC) are used in both the barrel and the endcap
regions. These RPCs are operated in avalanche mode to ensure good operation at high rates
(up to 10 kHz/cm2) and have double gaps with a gas gap of 2 mm. A change from the
Muon TDR [4] has been the coating of the inner bakelite surfaces of the RPC with linseed
oil for good noise performance. RPCs provide a fast response with good time resolution
but with a coarser position resolution than the DTs or CSCs. RPCs can therefore identify
unambiguously the correct bunch crossing.
The DTs or CSCs and the RPCs operate within the first level trigger system, providing 2
independent and complementary sources of information. The complete system results in a
robust, precise and flexible trigger device. In the initial stages of the experiment, the RPC
system will cover the region |η| < 1.6. The coverage will be extended to |η| < 2.1 later.
The layout of one quarter of the CMS muon system for initial low luminosity running is
shown in Figure 1.6. In the Muon Barrel (MB) region, 4 stations of detectors are arranged in
cylinders interleaved with the iron yoke. The segmentation along the beam direction follows
the 5 wheels of the yoke (labeled YB−2 for the farthest wheel in−z, and YB+2 for the farthest
is +z). In each of the endcaps, the CSCs and RPCs are arranged in 4 disks perpendicular to
the beam, and in concentric rings, 3 rings in the innermost station, and 2 in the others. In
total, the muon system contains of order 25 000 m2 of active detection planes, and nearly
1 million electronic channels.
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Figure 1.6: Layout of one quarter of the CMSmuon system for initial low luminosity running.
The RPC system is limited to |η| < 1.6 in the endcap, and for the CSC system only the inner
ring of the ME4 chambers have been deployed.Figure 2.6: Schematic layout of the CMS muon system [61]. The three utilized
types of gaseous detectors are shown (DTs, CSCs, RPCs). Dashed lines mark dif-
ferent pseudorapidities |η|.
The precision provided by each chamber is better than 200 µm for the position and
of the order of 10 mrad for the ϕ angle.
The muon system is complemented by fast resistive plate chambers (RPCs), both
in the barrel and in the endcaps. The RPCs have a good time resolution but poor
position resolution with respect the DTs and CSCs. Their fast response is used for
triggering on the muons and to determine the corresponding bunch crossing.
2.2.7 Trigger system and data acquisition
At nominal operation of LHC, bunch crossings will take place every 25 ns correspond-
ing to a rate of 40 MHz. The size of one zero-suppressed event after digitization
is ∼1 MB, leading to a data production rate of ∼40 TB/s. The present maximum
achievable output rate is limited by the computing facilities available for prompt
reconstruction and is ∼300 Hz, i.e. ∼300 bunch crossings/second. This is the band-
width that has to be shared among all analysis from the rich physics program of
CMS. Thus a rejection factor of ∼105 has to be accomplished by the CMS trigger
system.
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The large event rate reduction is done in two steps, namely the Level-1 (L1) trig-
ger and the High-Level trigger (HLT). Even though LHC has not reached its nominal
operation parameters yet, the current bunch separation of 50 ns and instantaneous
luminosity of 1033 cm−2s−1 have already made the operation of the trigger system
extremely demanding.
Level-1 trigger
The Level-1 system [64] is a hardware trigger reducing the event rate from 40
MHz down to 100 kHz. The accept/reject decision is based on proto-objects of
photons, electrons, muons and jets using coarse, low granularity information for
the event from the calorimetry and muon systems and employs transverse momen-
tum/energy thresholds. Signals from the inner tracker would require intricate and
time-consuming processing and are thus not used at this stage. The L1 system must
be able to issue a decision and to accept a next event every 25 ns. The decision-
making time allocated for one bunch crossing is approximately 3.2 µs during which
time the full high resolution event data is kept in pipelined memories in the front-
end electronics. If an ”accept” is issued, the full event information is sent for further
processing by the High-Level trigger.
High-Level trigger
The High-Level trigger [65] has the task to further reduce the incoming from Level-
1 trigger rate of 100 kHz down to ∼300 Hz. Given an ”accept” decision from L1,
the Data Acquisition system (DAQ) reads out and passes the full event data to be
processed by the HLT. The High Level trigger system comprises fast software algo-
rithms implemented in the CMS reconstruction software framework and executed on
a custom computer farm. Physics objects (e.g. muons and jets) are reconstructed
with more precision and details compared to Level-1. At this stage information
from the inner tracking system is used for the first time in order to obtain better
momentum resolution for charged particles. With the available reconstructed ob-
jects, the accept/reject decision of the High-Level trigger is based on a trigger table
which contains a list of conditions on the reconstructed physics objects. Both the
algorithms and the trigger table are flexible and configurable in order to meet differ-
ent CMS analysis priorities and changing running conditions from LHC. At present,
∼300 trigger algorithms are implemented and each one takes on average 50 ms per
event. Upon an ”accept” decision from HLT, the DAQ system transfers the event
data to the storage element for full oﬄine reconstruction.
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2.3 The analysis framework of CMS
2.3.1 CMS analysis software
The information from a single triggered bunch crossing is stored in an event. The
complete chain of event reconstruction, from data acquisition to physics analysis,
is implemented in one overall software framework referred to as CMSSW (CMS
Software). CMSSW is used for selection and reconstruction of events at both online
(High Level Trigger) and oﬄine stage. Event information is stored in terms of
objects in C++ in data files within the ROOT analysis framework [66]. Events are
processed one by one by a sequence of software modules defined and/or configured
by the user. Producer modules add data products in the event in the format of C++
classes. Filter modules analyze events and keep only those fulfilling certain criteria
acting as ”oﬄine triggers”. Filtering is very useful in reducing a large dataset in
order to keep only events suitable for a particular user’s analysis. Analysis modules
allow development and application of sophisticated user-defined algorithms for a
certain physics analysis of interest in order to obtain more detailed and complex
information, for example invariant mass, lifetime and angular distributions for a
given particle. The event content is configurable and may include observed and
derived products from the triggered bunch crossing (such as raw detector output),
reconstruction and/or simulation products and physics analysis objects.
2.3.2 Reconstruction of tracks of charged particles
The trajectory of a charged particle traveling through the magnetic field of the
CMS detector follows a helix with an axis along the magnetic field. The trajectory
is described by five parameters: the curvature (ρ), the azimuthal angle (ϕ) and the
polar angle (θ) of the track, the distance of closest approach of the track to the
beam spot (i.e. the region of the proton-proton collisions) in the transverse plane
(d0) and in the longitudinal direction (z0).
The reconstruction of tracks of charged particles is realized in four steps in the
CMS reconstruction software [67]:
1. Track seeding: The search of tracks starts with generating seeds, each seed
comprising either three hits or two hits compatible with the beam spot. A
seed determines the initial estimation of the trajectory parameters and their
errors.
2. Track finding: This step is based on a combinatorial Kalman filter technique
[68]. It is first determined which tracker layers are compatible with the initial
trajectory provided by the seed. The trajectory is then extrapolated from the
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seed to the proper layers according to the equations of motion of a charged
particle in a magnetic field. Multiple scattering effects and energy loss in the
material are taken into account. At each next tracker layer the algorithm
searches a hit, compatible with the predicted trajectory. If several matches
are found on a layer, a separate trajectory candidate for each of them is built
and the multiple trajectory candidates are grown in parallel. An additional
trajectory candidate is formed to account for detector inefficiencies in case the
track did not leave any hit on the particular layer. The trajectory parameters
are updated on each layer taking into account the new information from a
compatible or missing hit. With this iterative procedure, the trajectory candi-
dates are propagated until the last tracker layer is reached or a (configurable
) ”stop condition” is fulfilled (e.g. a certain large value for the χ2 of the tra-
jectory or a given maximum number of detector layers with no compatible hit
found). If the total number of hits associated with a track is above a (config-
urable) minimum value, an inward search for hits is started, excluding the hits
belonging to the seed. The aim of the inward filter propagation is to search
for additional compatible hits at the seeding detector layers and at the layers
closer to the beam line than the seeding layers.
3. Track cleaning: Due to the combinatorial approach to trajectory finding,
multiple trajectory candidates can be found starting from the same seed and
sharing a number of same hits. At the trajectory cleaning step, the fraction
of shared hits between two track candidates is calculated. If this fraction is
larger than a (configurable) set value, the track with the fewer number of hits
is discarded; if the two tracks have the same number of hits, the ambiguity is
resolved in favor of the candidate with a lower χ2 value.
4. Track fitting and smoothing: The trajectory building stage results in a
collection of hits for each trajectory. The full information is only available
at the last hit and might be biased by constraints applied at the seeding
stage. To avoid such biases, the trajectories are re-fitted with a combination
of two fits. A Kalman filter is started at the innermost hit location proceeding
outward, using the trajectory estimate obtained at the seeding step. A second
fit (”smoother”) is initialized at the last hit location, using the full information
and proceeding inwards toward the beam line. The track parameters at a given
detector surface associated with a hit can then be computed from the average
of the track parameters obtained from the two filters at the same detector
surface.
For each event, the track reconstruction sequence described above is run multiple
times in a process called iterative tracking [69]. After each iteration of the sequence,
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the hits associated with tracks are removed thus reducing the combinatorial com-
plexity for the next iteration. The principal concept of the iterative tracking is
that the early iterations are targeted at tracks that are easiest to find (e.g. tracks
with relatively large transverse momentum), while the later iterations search for
tracks which are harder to reconstruct (e.g. tracks with low transverse momentum
or originating relatively away from the primary interaction point).
2.3.3 Muon reconstruction
At proton-proton collisions at CMS, tracks are first reconstructed using only the in-
ner tracker (tracker tracks) and employing only the muon system (standalone-muon
tracks). Based on these two independent classes of objects, muon reconstruction is
performed in two manners:
• Global muons: Reconstruction proceeds outside-in matching each standalone-
muon track to a tracker track. Hits from the two segments are combined and
fit with the Kalman filter method to form a global-muon track. Typically
segments in at least two muon stations are required. Because of the small tra-
jectory curvature for muons with large transverse momentum (pT & 200 GeV),
a global fit improves the momentum resolution with respect to a tracker-only
fit.
• Tracker muons: Tracker tracks are extrapolated to the muon system in a
search for at least one matching muon segment (hits from a drift tube or a
cathode strip chamber). Magnetic field, energy loss and multiple scattering
are taken into account. Tracker muon reconstruction is more efficient at low
momenta (p . 5 GeV) compared to the global reconstruction due to its looser
requirements regarding matched muon segments.
About 99% of the produced in the collisions muons that fall within the geometri-
cal acceptance of the detector and have a momentum p & 3 GeV are successfully
reconstructed as Global muons, Tracker muons or both. A further muon selection
provides a balance between reconstruction efficiency and rate of mis-identified muons
that is to be decided depending on the specifics of the particular physics analysis.
However, there is a common selection adopted in b-physics analyses at CMS which
are typically using low momenta muons (soft muons) [70] with respect to e.g. Z, W
and Higgs analysis. The efficiency to reconstruct and identify a soft muon with a
transverse momentum larger than a few GeV/c is above 95% over the entire pseu-
dorapidity range |η| < 2.4 of CMS (Figure 2.7). The relative transverse momentum
resolution for muons with a transverse momentum up to 100 GeV/c is in the range
from 1% to 6% depending on pseudorapidity.
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Figure 2.7: Reconstruction and identification efficiency for muons in data and
simulation in the barrel (left) and endcaps (right) of the detector. The applied
selection of the muons (soft muons) is optimized for b-physics analysis at CMS [70].
2.3.4 Primary vertex reconstruction
The primary vertex reconstruction has to provide a precise determination of the
proton-proton interaction point. Except for the early data collected in 2010, multiple
proton-proton collisions in the same bunch crossing take place, called pile-up events.
Therefore, for each bunch crossing multiple collision points have to be determined
and tracks assigned to each of them. The primary vertex reconstruction at CMS is
realized in three separate steps described below.
1. Selection of tracks
At this first step, tracks originating from the primary interaction region are se-
lected. Requirements are imposed on the significance of the transverse impact
parameter of the tracks with respect to the beam spot, where the significance
is defined as the ratio of a given parameter value and its error. In addition,
to assure the use of well reconstructed tracks, requirements on the normalized
χ2 of the tracks and the number of hits in the pixel and strip detector are
applied.
2. Primary vertex finding
The default primary vertex finding algorithm used at CMS during the data tak-
ing period in 2011 is the deterministic annealing (DA) clustering [71, 72]. The
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algorithm groups tracks along the beam (z) axis based on their z-coordinates
at the point of closest approach to the beam line. The method is analogous
to thermodynamic annealing. The temperature parameter is equivalent to a
scale factor of the track errors. The algorithm starts at high temperature at
which all tracks have an equal weight, i.e. no underlying structure (vertex)
is yet visible. Clustering proceeds with a gradual decrease of the tempera-
ture, assigning each track a different weight between 0 and 1 at each iteration.
When a critical temperature value is reached, the group of tracks is split in
two. The algorithm proceeds further down to a configurable minimal value
of the temperature parameter. Schematic representation of the deterministic
annealing clustering is shown in Figure 2.8. The clustering step results in a
collection of vertex candidates with tracks assigned to each of them.
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4.5.5 Det r inistic nnealing
Figure 4.9: The deterministic annealing process (picture taken from [47])
The deterministic annealing algorithm [82, 83] is another method that exploits a physics
analogy for the problem of finding natural clusters in data sets. This method starts with
one “prototype” situated e.g. in the center of mass of the data points. In an annealing
procedure the energy of the data points interpreted as a thermodynamic system is lowered.
Every phase transition that the system goes through, a prototype splits up in two, along
the principal component of the data associated with the prototype, see Fig. 4.9. A vertex
reconstructor for CMS based on this concept has been developed in Lyon [48]. It is also
based on the apex points. “Geometric” comparisons between this reconstructor and the
PVR have been made [47]; performance comparisons in the context of b-tagging are still
missing.
4.5.6 Super-paramagnetic clusterer
An inhomogeneous ferromagnet exhibits an intermediate state between the ferromagnetic
and the paramagnetic phase. This state is commonly referred to as the super-paramagnetic
phase. The super-paramagnetic clusterer(SPC) [28] exploits this analogy for clustering
tasks. A spin equivalent is assigned to each apex point. The spin will interact and ar-
range themselves depending on a virtual temperature parameter, which is lowered over
time. At a certain temperature the spins will align in typical ferromagnetic grains – the
“Weiß regions”. These strongly correlated regions are then identified as a cluster. An
implementation of the algorithm in ORCA exists. No results have yet been obtained.
Figure 2.8: Schematic represe ta ion of the deterministic annealing clustering used
for primary vertex finding: by lowering the temperature parameter, the maximum
shifts from a symmetric one and the curve is split into two; the process continues
until a certain minimal temperatu e is reached. The plot is borrowe from [73].
3. Primary vertex fitting
The track list associated with each vertex candidate is further used for a 3-
dimensional vertex fit. The default primary vertex fitting algorithm in CMS
is the Adaptive Vertex Fitter (AVF) [74, 75]. It is an iterative re-weighted
least-squares fit. The algorithm down-weights tracks according to their stan-
dardized (χ2) distance to the vertex which makes it robust against outlying
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tracks coming from other vertices. The assigned weights are fractional (so-
called soft assignment) and vary at each next iteration until the fit converges.
The fit produces two collections of reconstructed primary vertices created with
and without a beam spot constraint.
2.3.5 Vertex reconstruction in particle decays
Reconstruction of vertices originating from particle decays in some aspects differs
from the reconstruction of primary vertices. Contrary to the primary vertex case,
the number of tracks to be fit is exactly known and it is in general a small number
(most often two to five tracks). The step of vertex finding is therefore not realized
through a track clustering algorithm but the tracks to be fit are directly fed to a
vertex fitting algorithm. The Adaptive Vertex Fitter described in Section 2.3.4 is
optimized for down-weighting outliers and is thus particularly well suited for fitting
vertices with a large number of tracks, such as primary vertices. For the presented in
this thesis analysis, two vertex fitting algorithms are utilized for the reconstruction
of exclusive particle decays – Kalman vertex fit and kinematic vertex fit.
Kalman vertex fit
The Kalman vertex fitter (KVF) uses the Kalman filter algorithm [76, 68]. KVF
is a linear (least-squares) fit in which all tracks enter with an equal (unit) weight
and is mathematically equivalent to a global least-squares minimization. It is the
optimal algorithm for linear models with Gaussian distributed errors. The fit can
also provide an improved measurement of the track parameters constrained by the
vertex and the covariance matrices of the tracks [77].
Kinematic vertex fit
The kinematic vertex fit [78] is a least-squares minimization algorithm with con-
straints derived from physics laws (e.g. conservation of mass, energy and momen-
tum). The constraints are mathematically included in the minimization by Lagrange
multipliers [79]. The purpose of the kinematic fit is to improve the resolution (i.e.
the precision) of the measured parameters by involving physics laws into the mini-
mization problem.
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Measurements of the Lorentz
angle in the CMS silicon pixel
sensors
3.1 Introduction
Charged particles traversing the volume of a silicon detector produce electron-hole
pairs by ionization. The applied bias voltage causes the charges to drift towards
the surface of the sensors where they are read out. The silicon pixel detector of
CMS operates in an environment with a magnetic field of 3.8 T. For the barrel
section, the uniform magnetic field is perpendicular to the electric field applied in
the pixel sensors. The produced charge carriers therefore experience the Lorentz
force. As shown schematically in Figure 3.1, instead of moving towards the surface
of the sensor along the direction of the electric field, the charges are deviated by
the Lorentz force at an angle θL called Lorentz angle. As a consequence, the charge
deposit is spread and collected by several neighboring pixels. Due to the analog
charge readout, the spatial resolution of the pixel detector can benefit from charge
sharing by estimating the hit position from the center of gravity of the collected
charge. The reconstructed hit position, however, has to be corrected for the shift
caused by the Lorentz drift of the charge carriers.
It has been shown [81] that the Lorentz angle is significantly influenced by the
operating conditions of the pixel detector, such as bias voltage and temperature.
Studies with test beams have shown that at a magnetic field of 4 T the Lorentz
angle is around 26◦ at a bias voltage of 100 V and decreases to 8◦ at a bias voltage
of 600 V, as can be seen in Figure 3.2. Furthermore, a decrease of the temperature
leads to an increase of the Lorentz angle. Throughout the operation of LHC, the
accumulated radiation will affect the silicon pixel detector by increasing the number
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Figure 1: A sketch of a track passing through the pixel sensor. The plane of the charge carriers drift is shaded. The Lorentz
angle is labelled to as θL
1 Introduction
The CMS pixel detector [1] is located inside a 4 T superconducting solenoid. The barrel pixel detector consists
of three layers, with radii of 4.3 cm, 7.2 cm, and 11 cm. The layers are composed of modular detector units
consisting of thin, segmented silicon sensors with highly integrated readout chips. The sensors are mounted on a
ladder like support structure along the beam-pipe direction which is then installed on two half cylinders. Electron-
hole pairs produced by charged particles traversing the pixel sensors will thus experience the Lorentz force and
drift under the combined magnetic and electric fields (see Fig. 1). This enhances charge sharing between pixels
and improves the spatial resolution through charge interpolation. This is possible due to an analog readout and a
noise level which is very low relative to the signal.
During LHC operation, radiation damage will change the properties of the silicon sensors. The increasing number
of defects caused by incident particles interacting with silicon lattice atoms impacts the Lorentz angle in several
ways [1]. Trapping of charge carriers leads to a reduction of the collected charge which has to be compensated
by a higher bias voltage, leading to a reduced Lorentz deflection [2]. The spatial resolution depends, among other
factors, on the knowledge of the Lorentz deflection. Test beam studies have shown that the Lorentz angle at 4 T
varies from 23◦ for an unirradiated sensor to 8◦ for a highly irradiated sensor due to the necessary increase in bias
voltage from 150 V to 600 V (see Fig. 2(a), [2]). Furthermore, the initially uniform electric field across the sensor
bulk will change and the linear correlation between drift length and depth in the sensor bulk will no longer be valid
(see Fig. 2(b), [3]).
In this note a strategy to extract the drift length as a function of the depth in the silicon bulk is presented. From
this the Lorentz angle can be extracted. The study was performed with the CMS simulation and reconstruction
software (CMSSW [4], version 1.6.0). Unless otherwise stated, this study was performed using simulated single
muon events with a Lorentz angle set to 23◦, corresponding to non irradiated sensors at 150 V. Muon events were
produced with a transverse momentum of 10 GeV/c and were randomly distributed in the pseudorapidity range
|η| < 2.5. The primary vertex was smeared along the beamline with a Gaussian distribution with σ = 5.3 cm.
As shown in Fig. 3, each layer is segmented into eight rings along the beam direction. The irradiation of each
readout unit depends on the distance to the interaction point, but should be independent of the azimuth angle. In
this note the Lorentz angle will thus be measured for each of the eight rings in the 3 barrel layers.
The note is structured as follows: in Section 2 we describe the measurement technique and present the results; in
Section 3 different systematic studies are described. Conclusions are given in Section 4.
2
Figure 3.1: Schematic illustration of a particle track t ave sing the b rrel pixel
sensors of CMS [80]. The local coordinates (x, y, z) utilized for the pixel detector are
shown. The Lorentz angle and the Lorentz drift are labeled as θL and d, respectively.
of defects in the silicon crystals. Trapping of charge carriers during the charge
drift deteriorates the detector performance due to a decrease of the collected charge
at th sensor contact surf ce. In order to recover t e amount of collected charge,
the electric field applied to the sensors has to be increased and the reconstructed
hit position has to be corrected accordingly. Therefore, one of the factors which
influence the position resolution of the pixel detector is the understanding of the
Lorentz ngle.
Under the influence of electric and magnetic fields, the transport of electrons
within the silico crystals of the detector is described by the classical equation of
motion including a drag force proportional to t e velocity of the electrons [82],
m · d
2~r
dt2
= −q · µH
µ
· d~r
dt
× ~B − q · ~E − q
µ
· d~r
dt
, (3.1)
where m is the ff ctive electron mass, ~r is th location vector of e elect on, q is
the magnitude of the electron charge (q = | − e|), µ and µH are the drift and Hall
mobilities of the electron, ~B and ~E are the magnetic and electric fields, respectively.
The general solution for the electron velocity, employing the vector components in
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tanΘL =
tanβ
tanα
. (4)
The average cluster profile is reconstructed using
the track entry point predicted by the beam tele-
scope. The cluster is sliced along the x axis and the
center of the each slice is measured along the y axis.
The angle β is obtained by fitting the y position of
each slice as function of x with a straight line [15].
A measurement without magnetic field is used to
correct for detector misalignment with respect to
the beam. Fig. 16 shows the Lorentz angle as func-
tion of bias voltage, extrapolated to 4 T magnetic
field. The Lorentz angle decreases for increasing
values of the bias voltage due to the dependence
of the charge carrier mobility on the electric field.
We expect the values measured at −20◦ C to be
about 2◦ lower due to the increase of the electron
mobility at lower temperature.
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Fig. 16. Lorentz angle for a 4 T magnetic field as function
of bias voltage.
A straight line fit to the charge cloud implies a
constant Lorentz deflection throughout the whole
sensor thickness. A deeper analysis of our data
sample shows that this assumption is valid only for
unirradiated devices [32]. The Lorentz angle de-
pends on the charge carrier mobility, which is a
function of the electric field across the sensor and
is given by
tanΘL = rHBxµ(E), (5)
where rH is the Hall factor, Bx is the projection of
the magnetic field along the x axis and µ(E) is the
carrier mobility. In an unirradiated sensor the elec-
tric field has a maximum at the backplane, where
the reverse bias is applied, and decreases linearly
with increasing depth. However, after irradiation,
the doubly peaked electric field produces a Lorentz
angle distribution with minima at the sensor edges
and a maximum at medium depths. The Lorentz
angle as function of depth in the sensor bulk is
shown in Fig. 17 for irradiated and unirradiated
sensors, where a zero depth corresponds to the n+
side of the device. The Lorentz angle is obtained
from Eq. 5 and the measurement of the carrier mo-
bility as a function of depth [32].
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of sensor depth.
7.6. Spatial resolution
The reconstruction of the primary interaction
and secondary vertices from heavy particle decays
requires a good spatial resolution. The resolution
of the pixel sensors is mainly determined by the
readout pitch and charge sharing between neigh-
bouring cells. Pixels have a weak capacitive cou-
pling and charge sharing is mainly due to diffu-
sion and drift of charge carriers under the com-
bined effect of the magnetic and electric fields. Af-
ter irradiation, free carriers trapping produces an
inhomogeneous charge collection across the bulk
and charge sharing between neighbouring pixels
becomes strongly nonlinear on the impact position.
In addition, the beneficial effect of the Lorentz de-
flection is reduced when a higher bias voltage is
16
Figure 3.2: Lorentz angle as a function of bias voltage at a magnetic field of 4 T
[81].
the x, y and z directions, isvxvy
vz
 =− µ
1 + µ2HB
2
×
 1 + µ2HB2x µ2HBxBy − µHBz µ2HBxBz + µHByµ2HBxBy + µHBz 1 + µ2HB2y µ2HBzBy − µHBx
µ2HBxBz − µHBy µ2HBzBy + µHBx 1 + µ2HB2z

×
ExEy
Ez

(3.2)
From the sketch in Figure 3.1, it follows that the Lorentz angle in the barrel pixel
detector of CMS is obtained from the relation
tan θL =
vx
vz
. (3.3)
Accounting for the fact that in the barrel pixel detector the electric field is parallel
to the local z direction and the magnetic field is antiparallel to the local y direction,
the Lorentz angle is then given by the simple relation
tan θL = −µHB = −rHµB. (3.4)
The Hall factor rH = µH/µ accounts for the effect of the magnetic field on the
scattering relaxation time. The value of rH is of the order of unity and has an un-
certainty ∼10%. The electron mobility µ has a complex dependence on the electric
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field, temperature and irradiation, which is to date not well understood [83]. As
a consequence, at present calculations of the Lorentz effect are not reliable. It is
therefore required to measure the Lorentz angle in situ.
This Chapter presents measurements of the Lorentz angle in the barrel pixel
detector of CMS with cosmic ray muons (Section 3.2) and collision data (Section
3.3), followed by a discussion of the systematic uncertainties in Section 3.4.
3.2 Measurements of the Lorentz angle with cos-
mic ray data
Before the start of the LHC proton-proton program in the end of 2009, the CMS
experiment collected cosmic ray data for tests and commissioning of the detector
systems. Cosmic data was as well used to determine the Lorentz angle in the pixel
barrel detector. The technique used to extract the Lorentz angle from cosmic ray
data is the so called minimal cluster size method [84]. The method is derived
from geometrical considerations and can be explained with the help of Figure 3.3.
The ionization charges created by a charged particle move towards the detector
surface. In the absence of a magnetic field, they would drift along the electric field
which coincides with the local z-axis orientation. In the presence of orthogonal
electric and magnetic fields, the charge carriers direction is deviated at an angle θL
w.r.t. the electric field. Due to the Lorentz drift, which is along the x direction
only, part of the charges can be read out by a neighboring pixel, thus extending the
cluster size along the x direction. The cluster width along the y-axis is not affected
by the Lorentz force. The cluster size in the x direction depends on the incident
track angle α and is minimal when the track points along the drift direction of the
charge carriers, i.e. α = pi/2 + θL. This leads to the following relation:
cotαmin = − tan θL (3.5)
where αmin is the incident track angle α at which the cluster width along the x-axis
is minimal. The angle α is determined from the momentum components px and pz
of the track in the local coordinate system of the pixel detector,
α = arctan(pz/px), (3.6)
and is defined in the range 0 ≤ α ≤ pi. The Lorentz angle can be extracted by
finding the minimum in the distribution of the mean cluster size in the x direction
as a function of the impact track angle α.
Tracks from cosmic muons are reconstructed with a dedicated cosmic track find-
ing algorithm [85]. The steps are similar to the standard track reconstruction in
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3.2. Measurement of the Lorentz angle from cosmic ray data
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Figure 3.3: Sketch showing how charge carriers drift in a barrel silicon pixel sensor. Due to
the Lorentz effect they do not drift parallel to the electric field, but are subject to
a force which shifts the detection coordinate along the x direction.
The Lorentz angle is measured from comic data using theminimal-cluster-sizemethod:
Due to the combined electric and magnetic field in the pixel sensor, the electrons drift
according to Eq. 3.3. This means, the cluster size in the x direction is changed
with respect to the case without magnetic field, where the electrons would only drift
along the z direction parallel to the electric field. The cluster width in the x direction
is minimal when the track points in or opposite to the drift direction of the charge
carriers (i.e. the track is parallel or antiparallel to the green arrows in Fig. 3.3), thus
the Lorentz angle can be measured via the following relation:
tanθL = cotαmin =
vx
vz
, (3.8)
with αmin being the angle for which the cluster size in the x-direction reaches its min-
imum. α is one of the impact angles of the track (Fig. 3.4) defined as the projections
of the track,
α = arctan∗
￿
pz/px
￿
,
β = arctan∗
￿
pz/py
￿
,
γ = arctan∗
￿
px/py
￿
, (3.9)
where px , py , and pz are the momentum components in the local coordinate system
of the pixel module and the arctan∗(a/b) function determines the arc tangent of a/b,
using the signs of the arguments to determine the quadrant of the return value. The
possible values are in the range from −180◦ to 180◦:
0◦ < arctan∗(a/b) ≤ 90◦ for a, b ≥ 0 ,
90◦ < arctan∗(a/b) ≤ 180◦ for a ≥ 0, b < 0 ,
−90◦ < arctan∗(a/b) ≤ 0◦ for a < 0 , b ≥ 0
−180◦ < arctan∗(a/b) ≤ −90◦ for a, b < 0 .
(3.10)
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Figure 3.3: Illustration of the charge carriers drift in the silicon sensors of the
barrel pixel detector. Due to the Lorentz force, the charges are deflected at an angle
θL along the x direction, thus extending the cluster size in this line. The cluster size
in the x direction depends on the incident track angle α and is minimal when the
track points along the drift direction of the charge carriers. Sketch taken from [84].
collision data but are modified to match the specifics of cosmic muons. The seeding
step is performed with hits from the TIB and TOB sections of the tracker. The pat-
tern recognition proceeds inwards toward the beam line, followed by a final fitting
step performed with the Kalman filter.
The information necessary to measure the Lorentz angle with the cluster size
method includes the impact angles of the tracks and the properties of the hits which
they create in the barrel pixel detector. A number of requirements are imposed, as
described below.
• In order to select reconstructed tracks with well-determined parameters, it is
required that their reduced χ2 per degree of freedom is χ2/ndof < 2 (see Figure
3.4).
• It has been observed [86] that in cosmic ray events the hit detection efficiency
for single-pixel hits is lower w.r.t. larger clusters. In order to select well-
defined clusters, single-pixel hits are excluded. However, a requirement on
the total number of pixels forming the cluster would introduce a bias in the
measured cluster width in the x direction, which must be avoided. Therefore,
the requirement is applied only along the y direction, imposing a cluster size
in y of at least 2 pixels.
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Figure 3.4: Reduced χ2 per degree of freedom for cosmic muon tracks. Only tracks
with χ2/ndof < 2 are used for the Lorentz angle measurement. (a) Data collected
at nominal magnetic field of 3.8 T. (b) Data collected without magnetic field.
• The boundaries of the readout chips are equipped with pixels having twice the
normal size in order to avoid dead regions between the ROCs. Hits containing
such edge pixels are not used for the Lorentz angle measurement.
The selection results in approximately 80 thousand hits collected at the nominal
magnetic field of 3.8 T, and 16 thousand hits collected at 0 T. For the case of
nominal magnetic field, the distribution of the cluster size in the x direction as a
function of cotα of the incident tracks is shown in Figure 3.5a. The color scheme
corresponds to the number of clusters in a certain bin. The cluster size of just one
pixel along x corresponds to tracks traversing (anti)parallel to the drift direction of
the charge carriers. The averaged cluster size in each bin of cotα is shown in Figure
3.5b for data collected at a nominal magnetic field and without a magnetic field.
The minimum of the distribution is obtained from a χ2 fit of the function
f(cotα) =
{
A+
√
B2 + C2 · (cotα− cotαmin)2 for cotα < cotαmin
A+
√
B2 +D2 · (cotα− cotαmin)2 for cotα ≥ cotαmin (3.7)
with the following free parameters:
– A is the minimum of the cluster size in the x direction (in terms of pixels),
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– B accounts for the smearing of the minimum due to detector resolution,
– C and D represent the slopes on the left and right side of the minimum, re-
spectively,
– cotαmin is the value of cotα corresponding to the minimum in the mean clus-
ter size distribution.
The results of the measurements are summarized in Table 3.1. The obtained value
for cotαmin for the case of a nominal magnetic field of 3.8 T is −0.405 ± 0.003
corresponding to a Lorentz angle θL = 22.05
◦±0.15◦. The result from data collected
in the absence of a magnetic field is compatible with a Lorentz angle of 0◦, as should
be expected since the Lorentz force is not present in this case. The quoted errors
are statistical only. The reason for the different slopes on the left and right side of
the distribution minimum when a magnetic field is present is discussed in Ref. [84].
Due to the charge readout threshold (given in number of electrons), pixels at the
boundary of a cluster might be discarded if they are below the threshold. Since the
Lorentz force deflects the charges in a certain direction, this effect is not symmetric
and is not present in the absence of a magnetic field.
Parameter 3.8 T 0 T
cotαmin -0.405 ± 0.003 0.008 ± 0.007
A 1.068 ± 0.015 0.989 ± 0.036
B 0.160 ± 0.023 0.235 ± 0.050
C 2.254 ± 0.023 2.186 ± 0.052
D 2.008 ± 0.023 2.212 ± 0.053
χ2/ndof 34.47/35 39.74/35
Table 3.1: Results for the Lorentz angle in the barrel pixel detector measured with
cosmic ray data: summary of the fit parameters obtained from data taken with and
without a magnetic field. The uncertainties are statistical only.
The results in Table 3.1 are obtained at the assumption of idealized pixel sensors
with linearly drifting charges. A crosscheck is done with a detailed simulation of the
pixel sensors with the PIXELAV software [87, 88] which takes into account effects
such as realistic electric field map, charge mobility and Hall effect. The bias voltage
and sensor temperature in the simulation are set to Vbias = 150 V and T = 10
◦C
corresponding to the operating conditions in the barrel pixel detector. The Lorentz
angle is extracted by applying the same cluster size method on the simulated with
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Figure 3.5: (a) Distribution of the cluster size in the x-direction as a function
of cotα of the traversing tracks at a magnetic field of 3.8 T. The color scheme
corresponds to the number of clusters in a histogram bin. (b) Average cluster size
in the x-direction as a function of cotα of the traversing tracks at a magnetic field
of 3.8 T (red circles) and 0 T (blue triangles). Solid lines denote the fit (Eq. 3.7)
applied to the data points.
PIXELAV sample. The results from data and simulation, summarized in Table
3.2, are in a very good agreement. However, the PIXELAV simulation is known to
introduce a systematic error of up to 10% in the result due to an uncertainty on the
Hall factor.
The results are compared with earlier measurements [86, 84] performed with
cosmic data taken at different operation conditions of the pixel detector (see Table
3.2). An increase of the bias voltage from 100 V to 150 V combined with a decrease
of the sensor temperature from 20 ◦C to 10 ◦C leads to an overall reduction of
tan θL from 0.462 to 0.405. This is equivalent to a decrease of the Lorentz angle
θL from ∼24.80◦ to ∼22.04◦. The effect is mainly due to the change of the bias
voltage because, as can be seen from Figure 3.2, the temperature change has a less
pronounced influence on the Lorentz angle.
It has been shown [84] that the measurement of the Lorentz angle with the
minimal cluster size method has a bias and results in up to 10% larger angle than
the true value. The bias is due to the assumption for linear drift of the charge
carriers in the bulk of the silicon sensors. In reality, the lines of the electric field at
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Figure 3.6: Schematic illustration of the three impact angles (α, β, γ) of an incident
track traversing the barrel pixel sensors. The local coordinate system utilized for
the pixel sensors is shown. Sketch borrowed from [84].
the readout contacts are distorted and the charges are focused towards the central
area of the pixel cell.
tan θL at B = 3.8 T tan θL at B = 0.0 T
year Vbias T data PIXELAV data PIXELAV
2009 150 V 10 ◦C 0.405 ± 0.003 0.397 ± 0.003 -0.008 ± 0.007 -0.012 ± 0.006
2008 100 V 20 ◦C 0.462 ± 0.003 0.452 ± 0.002 -0.003 ± 0.009 0.008 ± 0.005
Table 3.2: Summary of results for the Lorentz angle obtained from cosmic data
and simulation with the minimal cluster size method. The results are compared with
earlier measurements (2008) [86, 84] performed at different operation conditions of
the detector. A decrease of almost 3◦ degrees is observed due to the increase of the
bias voltage. The uncertainties are statistical only.
3.3 Measurements of the Lorentz angle with col-
lision data
The minimal cluster size method discussed in the previous section requires a broad
spectrum for the track impact angle α in order to provide a sufficient fit range to
extract the Lorentz angle. This technique is in general not suitable for the case
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of proton-proton collision data, where the impact angle α of tracks coming from
the nominal collision point is in a rather narrow range around α ≈ 90◦. For this
reason, a dedicated technique is used to measure the Lorentz angle from collision
data, known as the grazing angle method [89]. The method is based on purely
geometrical considerations. It can be explained with the help of Figure 3.1 and
Figure 3.6, where the three impact angles (α, β, γ) defining a track passing through
the pixel detector are shown. Charged particles produce ionization charges which are
read out by a series of pixels. Each pixel in the group collects charge from a certain
part of the traversing particle’s path and thus from a certain depth in the bulk of
the detector. In the absence of a magnetic field, the charges move along the electric
field direction and are read out by the pixels under which they are produced. When
a magnetic field is present, due to the Lorentz force the charges reach the surface
with a displacement which is proportional to their drift length. The displacement
of the charge carriers is a function of the depth at which they are produced. The
production depth of the charges (along the z-axis) and their displacement (along
the x-axis) are calculated from the parameters of the traversing track. In order to
attain multiple measurement points for the production depth, the clusters have to
be long along the y-axis leading to shallow (”grazing”) β impact angles of the tracks
(see Figure 3.6). The tangent of the Lorentz angle is obtained from the slope of the
average shift as a function of the production depth of the charge carriers.
The notations as in Ref. [80] are used. The impact point (x0, y0) of the track on
the surface of the pixel detector is estimated by extrapolating the trajectory to each
detector layer. The charge collected by each pixel from the cluster is measured as a
function of the distance between the given pixel and the impact point of the track.
The following quantities are defined:
∆x = x− x0,
∆y = y − y0, (3.8)
where (x, y) is the center of the pixel for which the charge is measured. The impact
angles of the track are obtained from the following relations:
tanα =
pz
px
, (3.9)
tan β =
pz
py
, (3.10)
tan γ =
px
py
, (3.11)
where px, py, pz are the track momentum components in the local coordinate sys-
tem of the pixel detector. The displacement d of the ionization charges and their
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production depth z are then calculated as follows:
d = ∆x−∆y · tan γ,
z = ∆y · tan β. (3.12)
Finally, the Lorentz angle is given by the ratio of the charges displacement and their
production depth:
tan θL =
d
z
. (3.13)
The Lorentz angle in the barrel pixel detector was measured for the first time
with proton-proton collision events with the very first data delivered by LHC in De-
cember 2009. During the commissioning of LHC and the CMS detector, data was
collected in sets of increasingly higher center-of-mass energies and several values for
the magnetic field in CMS. This allowed measurements of the Lorentz angle to be
performed with collisions at a center-of-mass energy of 0.9 TeV, 2.36 TeV and 7 TeV,
and a magnetic field of 2 T and 3.8 T. In theory, the Lorentz effect does not depend
on the beam energy, while a linear dependance is expected on the strength of the
magnetic field. Measurements performed at different beam energies and magnetic
fields are of particular interest in order to verify the expected behavior of the Lorentz
angle and thus to test the stability of the measurement method. The measurements
serve as well as an indirect test of the tracking performance of CMS in a period
when the tracking algorithms are applied for the first time on real collision data.
The following selection criteria are applied to tracks and clusters used for the
measurements of the Lorentz angle with the grazing angle method:
• Tracks from any kind of charged particles can be used for the measurement.
In order to avoid the lowest momentum tracks which curl up in the pixel
detector volume, tracks with a transverse momentum pT larger than 0.1 GeV/c
are selected from the data samples collected at
√
s = 0.9 TeV and 2.36 TeV
(see Figure 3.7a). A tighter requirement on the track momentum significantly
reduces the dataset size. For the large data sample collected at
√
s = 7 TeV, a
tight criterion of pT > 3 GeV/c is applied to select tracks with well measured
parameters. This is the only difference in the selection of tracks from the
different data samples.
• To assure several measurement points in production depth, the cluster size in
the y direction is required to be at least four pixels.
• Secondary electrons can lead to double clusters positioned very close to each
other or even merged. In order to reject such hits, the total charge collected
in a cluster is required to be less than 120 000 electrons (see Figure 3.7b).
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• Clusters covering double-sized pixels from the edges of the ROCs are excluded.
• In order to select good quality tracks with well measured parameters, the
reduced χ2 per degree of freedom from the track fit is required to be χ2/ndof
< 2 (see Figure 3.7c).
• The difference between the extrapolated track position on the pixel detector
surface and the actual position of the hit is required to be less than 50 µm
(see Figure 3.7d).
For the case of data collected at a center-of-mass energy of 900 GeV and a
magnetic field of 3.8 T, the distributions of the variables used for the selection,
before imposing any requirements, are given in Figure 3.7. The distribution of the
production depth of the charges as a function of their displacement along the x
direction is shown in Figure 3.8a. The averaged displacement in each production
depth bin is shown in Figure 3.8b. The tangent of the Lorentz angle tan θL is given
by the slope of the average displacement distribution and is obtained by a linear fit
to the data. The range of the fit is over the thickness of the pixel sensor, omitting
the first and the last 50 µm in order to avoid nonlinear charge drift at the edges of
the sensor.
A summary of the measurements performed with the grazing angle method is
given in Table 3.3. The results from different data samples collected at center-of-
mass energies of 0.9 TeV, 2.36 TeV and 7 TeV and at the nominal magnetic field
of 3.8 T, are in perfect agreement – no sign of dependence on the beam energy is
observed. The averaged result is tan θL = 0.3984 corresponding to a Lorentz angle
θL = 21.7
◦. The measurements performed with the same method but using data
collected at a magnetic field of 2 T clearly show the dependence of the Lorentz effect
on the magnetic field, resulting in ∼50% decrease of the Lorentz angle. The grazing
angle method is as well used to extract the Lorentz angle from simulated samples
provided by PIXELAV. Good agreement is observed between the results from data
and from simulation.
The minimal cluster size technique described in Section 3.2 is not optimal for
the measurement of the Lorentz angle with collision data. The reason is the rather
limited range of values for the track impact angle α for tracks coming from the
nominal interaction point. However, the large population of low transverse momen-
tum tracks in minimum bias events, recorded during the initial period of LHC beam
commissioning, provides highly curved tracks with a large acceptance in cotα. This
allows the application of the minimal cluster size method on collision data as a com-
plementary test utilizing a second measurement technique on the same sample of
events. The same selection criteria are applied as for cosmic ray data (see Section
3.2). An additional requirement for a track pT > 0.1 GeV/c is imposed to reject
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Figure 3.7: Distributions of the quantities serving for selection of tracks and clus-
ters to be used with the grazing angle method. The distributions are obtained from
minimum bias events in collision data collected at
√
s = 0.9 TeV and B = 3.8 T.
(a) Transverse momentum of tracks. A minimum of 0.1 GeV/c is required. (b) De-
posited electric charge in clusters. A maximum charge of 120 ke is required. (c) χ2
per degree of freedom for fitted tracks. Tracks with χ2/ndof<2 are selected. (d) Hit
residuals defined as the difference between the extrapolated and the reconstructed
hit position. Hits with residuals of maximum of 50 µm are selected.
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Figure 3.8: The grazing angle method applied to selected collision data at
√
s =
0.9 TeV and B = 3.8 T. (a) Production depth z for the electrons in the silicon sensor
bulk vs. their displacement d. (b) Average displacement of the electrons vs. their
production depth. The tangent of the Lorentz angle tan θL is given by the slope of
the distribution. Solid line shows the fit applied to the data.
looping particles in the tracker. Measurements are performed with data samples
collected at center-of-mass energies of 0.9 TeV and 2.36 TeV, and at magnetic fields
of 3.8 T and 2 T. In addition, the technique is applied to simulated samples. The
minimal cluster size method applied to the selected collision events results in the
specific for this technique V-shaped distributions of cluster size vs. impact track
angle (Figure 3.9). The results from all measurements using the cluster size method
are summarized in Table 3.4. Excellent agreement is observed between data and
simulation. However, a comparison between the results obtained with the cluster
size technique and the grazing angle method (Table 3.3 and Table 3.4) indicates ∼5%
systematically larger values for tan θL when the cluster size method is used. This is
explained with the known bias introduced by the minimal cluster size technique, as
discussed in Section 3.2.
3.4 Systematic uncertainties
The method adapted to measure the Lorentz angle throughout the LHC operation
is the grazing angle technique. Previous studies based on Monte Carlo simulated
events have shown [84] that misalignment of the tracker and wrong Lorentz an-
gle assumption in the hit reconstruction algorithm do not introduce a bias in the
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Figure 3.9: Average cluster size in the local x direction vs. track impact angle α.
Tracks are selected from minimum bias collision events at
√
s = 0.9 TeV. Circles
correspond to data, solid line shows fit (see Eq. 3.7) to the data. (a) B = 2 T. (b)
B = 3.8 T.
Collision data, grazing angle method
events type 0.9 TeV, 3.8 T 2.36 TeV, 3.8 T 7 TeV, 3.8 T 0.9 TeV, 2 T 7 TeV, 2 T
data 0.3985 ± 0.0005 0.3980 ± 0.0008 0.3987 ± 0.0003 0.2020 ± 0.0006 0.2011 ± 0.0007
simulation 0.4006 ± 0.0005 0.4007 ± 0.0008 – 0.2110 ± 0.0007 –
Table 3.3: Summary of results for tan θL measured from collision data with the
grazing angle method. Where available, the measurements from data are compared
with results from the PIXELAV simulation. Quoted uncertainties are statistical
only.
Collision data, minimal cluster size method
0.9 TeV, 3.8T 2.36 TeV, 3.8T 0.9 GeV, 2T
data 0.4094 ± 0.0016 0.4211 ± 0.0064 0.2161 ± 0.0033
simulation 0.4113 ± 0.0048 0.4238 ± 0.0072 0.2098 ± 0.0025
Table 3.4: Summary of results for tan θL measured from collision data with the
minimal cluster size method. Where available, the measurements from data are
compared with results from PIXELAV simulation. Quoted errors are statistical
only.
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measured Lorentz angle.
A further study on systematic uncertainties is performed with minimum bias
events collected at a center-of-mass energy of 900 GeV and a magnetic field of 3.8
T. The impact of the track and cluster selection and the fit procedure are inves-
tigated. In order to estimate the uncertainties introduced by the selection criteria
imposed on tracks and clusters, the magnitude of the requirements is sequentially
varied for each selection quantity (transverse momentum and reduced χ2 of tracks,
cluster charge and cluster size in the y direction, hit residuals). A systematic uncer-
tainty introduced by the fit is assessed by shifting the range within which the fit is
performed. The following variations of the Lorentz angle measurement are applied
(default values are given in brackets):
• Track transverse momentum larger than 0.5 GeV is required (0.1 GeV).
• The reduced χ2 of the tracks fit is loosened to χ2/ndof < 4 (χ2/ndof < 2).
• The required maximum of the cluster charge is varied from 90 ke to 150 ke
(120 ke).
• The cluster size in the y direction is required to be larger than 5 (4).
• The maximum of the hit residuals is varied from 40 µm to 60 µm (50 µm).
• The range of the fit over the sensor thickness is shifted with ±25 µm and the
fit is thus performed within the ranges 25 µm – 210 µm and 75 µm – 260 µm
(50 µm – 235 µm).
The systematic uncertainties are summarized in Table 3.5. The contribution from
any of the selection quantities does not exceed 1%. The largest contribution of 4.4%
results from shifting the range of the fit over the sensor thickness, which is explained
by the fact that at the edge areas of the pixel sensors non-linear effects start to
manifest. The contributions are assumed uncorrelated and the total systematic
uncertainty is calculated as the square root of the quadratic sum of all uncertainties.
The estimated total systematic uncertainty of the Lorentz angle measurement with
the grazing angle method adds up to 4.7%.
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source of uncertainty |∆ tan θL| relative error
track pT 0.0017 0.4%
χ2/ndof 0.0004 0.1%
cluster charge 0.0046 1.2%
cluster size in y direction 0.0044 1.1%
hit residuals negligible –
fit range 0.0174 4.4%
total 0.0186 4.7%
Table 3.5: Summary of systematic uncertainties of the Lorentz angle measurement
with the grazing angle technique. The individual contributions are assumed uncor-
related and the total systematic uncertainty is calculated as the square root of the
quadratic sum of all uncertainties.
3.5 Conclusions
Due to the presence of combined electric and magnetic fields, the charge carriers in
the silicon pixel sensors of CMS experience the Lorentz force and their drift direction
is deviated at the so-called Lorentz angle θL. The charge deflection leads to charge
sharing over neighboring pixels which has an impact on the detector resolution. The
Lorentz effect strongly depends on the operational conditions of the detector (such
as temperature and bias voltage) and at present cannot be calculated with sufficient
precision. This requires in situ measurements and monitoring of the Lorentz angle
throughout the CMS operation.
The Lorentz angle in the barrel pixel detector of CMS is measured with cosmic
ray data and LHC collision data. Two different measurement techniques are utilized
– the minimal cluster size method and the grazing angle technique, suited for cosmic
and collision data, respectively.
The magnitude of the Lorentz angle measured with cosmic muons is compared
with earlier measurements with cosmic data collected at different operation condi-
tions of the detector. Results from data and simulation are in very good agreement.
Results obtained from data collected in the absence of a magnetic field are compat-
ible with zero Lorentz drift.
Measurements of the Lorentz angle are performed with proton-proton collisions
at different center-of-mass energies (
√
s = 0.9 TeV, 2.36 TeV, 7 TeV) and magnetic
fields (B = 2 T, 3.8 T). Results obtained at different beam energies are in excellent
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agreement. The results also confirm the strong dependence on the magnetic field.
A reduction of ∼50% of the Lorentz angle is observed at B = 2 T compared to a
magnetic field of 3.8 T. Very good agreement is observed between results from data
and simulation.
The Lorentz angle measured from collision data at the nominal magnetic field
of 3.8 T, a bias voltage of 150 V and a temperature of 10 ◦C, is 21.7◦. Systematic
uncertainties are studied with minimum bias collision events and the total systematic
uncertainty is estimated to be about 5%.
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Chapter 4
Reconstruction and selection of
the decay Λb→ J/ψ(µ+µ−)Λ(ppi−)
The goal of the analysis presented in this dissertation is to measure the polarization
of the Λb baryon. This Chapter describes the reconstruction and selection of the
decay Λb → J/ψ(µ+µ−)Λ(ppi−). The data and simulation samples are discussed in
Section 4.1. The online trigger selection and the oﬄine reconstruction and selection
steps are described in Section 4.2 and Section 4.3, respectively. Reconstructed signal
in data is compared with simulations in Section 4.4. Properties of signal candidates
in data reconstructed at different pp interaction multiplicities are discussed in Section
4.5.
The reconstructed and selected sample of Λb decay candidates is further used to
perform an angular analysis of the decay, presented in Chapter 5.
4.1 Data and simulation samples
4.1.1 Data samples
The analysis presented in this dissertation uses proton-proton collision data at a
center-of-mass energy
√
s = 7 TeV that were collected by the CMS experiment in
2011. The data corresponds to an integrated luminosity L = 5.1 fb−1. The event
sample is collected with the requirement for two reconstructed muons at the HLT
trigger level, imposing specific requirements on the properties of the muons which
are discussed in Section 4.2.
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4.1.2 Simulation samples of signal events
Proton-proton collisions at
√
s = 7 TeV are simulated with the PYTHIA (version
6.4) generator [90]. It incorporates the production of bb¯ pairs through qq¯ annihila-
tion, gluon-gluon fusion, flavor excitation and gluon splitting. The fraction of events
containing a bb¯ pair amounts to ∼1% of the total number of generated inclusive QCD
events, and less than 10% of the generated b-quarks hadronize to Λb. Once a Λb
is produced by PYTHIA, the simulation is further handled by the EvtGen gener-
ator [91] which forces the Λb decay to the final state particles of interest, namely
Λb → J/ψΛ with J/ψ → µ+µ− and Λ→ ppi.
4.1.3 Simulation of polarized Λb
An additional reason to use the EvtGen generator for the decay of Λb is that
PYTHIA does not include polarization information. EvtGen allows proper sim-
ulation of spin correlations through the implementation of spinor algebra and decay
amplitudes. Generation of decays of polarized Λb particles has been implemented
within the EvtGen framework by the ATLAS Collaboration [92] and the same ap-
proach has been adopted in the CMS software framework. The polarization of Λb
is set through the spin density matrix formalism of EvtGen. For particles with spin
1/2, such as Λb, the spin density matrix ρ is defined as
ρ =
1
2
(I + ~P · ~σ), (4.1)
where I is the identity matrix, ~P is the polarization vector and ~σ is the Pauli vector
whose components are the Pauli matrices (σ1, σ2, σ3). The polarization vector of Λb
is defined as
~P = P
(
zˆ × ~plab(Λb)
|zˆ × ~plab(Λb)|
)
, (4.2)
where P is the magnitude of the polarization, ~plab is the momentum of Λb in the
laboratory frame, and zˆ is a unit vector along the z-axis in the laboratory frame of
CMS. To generate the angular distributions of the daughter particles in the decays
Λb → J/ψΛ and Λ → ppi, the HELAMP model of EvtGen is used. By taking as
input the helicity amplitudes of the involved decays, this model simulates generic
two-body decays with given spin configurations. For the simulation of the decay
J/ψ → µ+µ−, the EvtGen VLL model is used which describes the decay of a vector
particle to two leptons. Details about the HELAMP and VLL models implemented
in the EvtGen generator can be found in Ref. [93].
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The generated particles are propagated through a model of the CMS detector
material. Interactions of particles with material as well as detector response are
simulated with the GEANT4 package [94]. The output is raw digitized detector
response which is further fully reconstructed in an identical way as data.
4.2 Trigger selection
The first level of selection of events containing Λb → J/ψ(µ+µ−)Λ(ppi−) decays is
provided by the HLT system of CMS. In order to select the highest number of signal-
like events, triggers requiring the presence of two muons in the event are used. The
implemented dimuon triggers in 2011 can be generally categorized in two groups:
• ”Barrel triggers”: Aimed at muons originating from primary vertices (prompt
muons) and from displaced vertices of long-lived particles. These muon trig-
gers are suited for measurements of particle lifetimes since the whole range of
particle decay lengths, starting from zero, is accessible to observe. This comes
at the price of accepting only muons in the barrel part of the tracker having
pseudorapidity |η| < 1.2.
• ”Displaced vertex triggers”: Muons are accepted within a large geometrical
coverage of |η| < 2.2 but are required to originate from vertices displaced
from the beam spot. These muon triggers are not optimal for particle lifetime
measurements due to a bias introduced in the measured decay length of the
particles.
The presented in this thesis angular analysis of the Λb decay exploits the ”dis-
placed vertex triggers”. The choice is motivated by the following reasonings:
• Λb is a long lived particle and the two muons originate from a secondary vertex
displaced from the beam spot.
• Particle lifetimes are not studied in this analysis and a possible lifetime bias
does not affect the angular distributions of the decay products.
• Most importantly, the larger geometrical coverage provided by the displaced
vertex triggers yields more signal events.
The displaced dimuon triggers impose requirements on the two muons such as
dimuon invariant mass close to the mass of the J/ψ meson, transverse momen-
tum of the muons and displacement of the dimuon vertex w.r.t. the beam spot.
Throughout the LHC operation in 2011 the trigger thresholds were gradually in-
creased and additional requirements were introduced in the trigger definitions in
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order to control the recorded event rate. The peak LHC parameters in 2011 listed
in Table 2.1 result in the following criteria imposed by the dimuon displaced vertex
triggers:
– The invariant mass of the two muons m(µµ) is in the range [2.9, 3.3] GeV/c2.
– The χ2 probability of a Kalman vertex fit to the two muons is at least 15%.
– The transverse momentum pT (µ) of each muon is greater than 4 GeV/c.
– The pseudorapidity η(µ) of each muon is within |η|< 2.2.
– The dimuon vertex is displaced w.r.t. the beam spot with a significance of
Lxy/σ > 3, where Lxy is the distance between the beam spot and the vertex
in the x-y plane, and σ is the error on the distance.
– The pointing angle θ between the reconstructed momentum vector of the
dimuon system and the vector from the beam spot position to the dimuon
vertex fulfills the requirement cos θ > 0.9. This is in fact a requirement on the
hypothetical reconstructed J/ψ meson to point toward the beam spot.
– The distance of closest approach between the two muons is less than 0.5 cm.
4.3 Oﬄine selection
4.3.1 J/ψ selection
Candidates of J/ψ mesons are formed from pairs of oppositely charged muons orig-
inating from a common vertex. The muons are required to be reconstructed as
tracker muons (see Section 2.3.3). Reconstructed global muons are accepted if they
also pass the tracker muons selection. In order to be consistent with the trigger
selection, the same requirements as the ones implemented in the dimuon trigger def-
initions (Section 4.2) are explicitly applied to the muons in the oﬄine selection. The
selection criteria is further optimized to reduce background events without losing
signal J/ψ candidates. This is achieved with a requirement of cos θ > 0.95 (instead
of cos θ > 0.90 implemented by the trigger) and by introducing a requirement on the
transverse momentum of the dimuon system, namely pT (µ
+µ−) > 8 GeV/c. The
invariant mass distribution m(µ+µ−) of two muons following the selection is shown
in Figure 4.1. The signal is modeled by a double Gaussian function with a common
mean defined in the following way:
G(x;µ, σ1, σ2, f) = f ·G1(x;µ, σ1) + (1− f) ·G2(x;µ, σ2), (4.3)
where G1 and G2 are two Gaussian functions of the variable x (in this case x ≡
m(µ+µ−)), sharing the same mean value µ and having a standard deviation σ1
and σ2, respectively. The parameter f ∈ [0, 1] denotes the fraction of G1. The
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Figure 4.1: Invariant mass distribution of two oppositely charged muons in data
following J/ψ selection requirements. Points denote data, the solid line is the fit to
the data. A double Gaussian function is used to describe the peak and a second
order polynomial is used to model the combinatorial background (dashed blue line).
The vertical lines mark the mass range of the selected J/ψ candidates to be used
further in the analysis.
background distribution is modeled by a second order polynomial function. The
fit to the dimuon invariant mass distribution yields a mean value µ = 3093.37 ±
0.04 MeV/c2 where the uncertainty is statistical only. The vertical lines in Figure
4.1 mark the range in which J/ψ candidates are selected, corresponding to masses
of mPDG(J/ψ) ± 150 MeV/c2 around the world average J/ψ mass mPDG(J/ψ) =
3096.916 ± 0.011 MeV/c2 [16].
4.3.2 Λ selection
The next step in the reconstruction of Λb particles is the search for Λ candidates in
the events where successful J/ψ candidates have been selected. The reconstruction
of V0 particle decays Λ→ ppi− (and its charge conjugate) and KS → pi+pi− at CMS
has been extensively studied [95, 96]. Candidates of Λ and KS are created from
pairs of oppositely charged non-muon tracks requiring a successful Kalman vertex
fit applied to the tracks. The CMS detector does not have a particle identification
system to distinguish between pions and protons. This requires mass hypothesis
to be used and tracks are assigned pion or proton masses, respectively. For the
reconstruction of Λ candidates, the lower momentum track is assumed to be the
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pion. Since both the mother particle Λb in the decay and the daughter particle Λ
are long-lived with cτ = 427 µm and 7.89 cm [16], respectively, the decay vertex of
the Λ candidate is required to be displaced w.r.t. the beam spot. The selection of
Λ and K0s particles detailed in Ref. [95] has been adopted as the standard selection
criteria for V0 particles at CMS. It includes requirements on the quality of the two
tracks and their vertex. The requirements from Ref. [95] are further optimized in
this analysis in order to reduce the combinatorial background. Λ candidates are
subject to the following criteria:
• Proton (pion) mass is assigned to the track with the higher (lower) momentum.
• Track requirements:
Tracks are required to have at least 6 hits in the tracker and reduced χ2 per
degree of freedom less than 5. The transverse impact parameter of the tracks
with respect to the beam spot is required to be greater than 2σ, where σ is
the calculated uncertainty accounting for beam spot and track uncertainties.
In addition, there are requirements for a minimum transverse momentum for
the pion (0.3 GeV/c) and proton (1 GeV/c) track and the reconstructed Λ
candidate (1.3 GeV/c).
• Vertex requirements:
The two tracks are fit with a Kalman vertex fitter and the χ2 probability is
required to be greater than 2%. The transverse separation of the vertex from
the beam spot is required to be greater than 15σ where σ accounts for the
beam spot and vertex position uncertainties.
In order to investigate the contamination from the decay KS → pi+pi−, the invariant
mass of the track pairs which pass the listed selection is as well reconstructed with
the assumption of two pion tracks instead of a pion and a proton. Figure 4.2a
shows the invariant mass distribution resulting from a (pi+pi−) hypothesis, and a
clear peak can be seen around the known mass of KS, m(KS) ≈ 0.498 GeV/c2 [16].
The events contained in the peak populate as well the invariant mass distribution
formed under the hypothesis of (ppi). To reject possible contamination from the
decay KS → pi+pi−, track pairs entering the peak in the distribution of m(pi+pi−)
are discarded. The vertical lines in Figure 4.2a mark the rejected peak range. A fit
to the distribution of m(pi+pi−), using a double Gaussian function for the peak and
a polynomial for the background, shows that more than 99% of the KS candidates
peak is contained within the rejected area. The veto on the KS mass leads to a
reduction of ∼20% in the number of (ppi) pairs. The final invariant mass distribution
m(ppi) is shown in Figure 4.2b. A fit is applied to the data with a double Gaussian
function modeling the signal and a second order polynomial function describing
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the background. The obtained by the fit mean value for the signal peak is µ =
1115.88 ± 0.02 MeV/c2 where the uncertainty is statistical only. Candidates of Λ
particles are selected within the mass range mPDG(Λ) ± 9 MeV/c2 (indicated by
the vertical lines in Figure 4.2b) around the world average mass of Λ, mPDG(Λ) =
1115.683 ± 0.006 MeV/c2 [16].
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Figure 4.2: Invariant mass distributions of two charged tracks in data recon-
structed with (a) (pi+pi−) hypothesis, (b) (ppi) hypothesis after rejecting KS con-
tamination. Solid lines indicate fit to the data. Double Gaussian functions are used
to describe the peaks, polynomials are used to model the background (dashed blue
line). The vertical lines in (a) mark the rejected peak range. The vertical lines in
(b) indicate the mass range within which Λ candidates are selected for the further
steps of the analysis.
4.3.3 Kinematic vertex fit and Λb selection
Λb candidates are constructed by combining in pairs the successfully selected J/ψ
and Λ candidates and applying a sequential two-step constrained kinematic fit (see
Section 2.3.5). First, a kinematic fit is applied to the pion and proton tracks con-
straining the invariant mass of the pair to the world average mass of Λ. A second
fit is then performed to the two muon tracks and the neutral Λ candidate created
by the first fit. The muon tracks and the backwards extrapolated trajectory of the
Λ are constrained to have a common vertex and the invariant mass of the muons
is constrained to the world average J/ψ mass. The imposed mass constraints are
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Figure 4.3: (a) Transverse momentum distributions reconstructed from (J/ψΛ)
candidates upon a successful kinematic fit in data (black) and in simulated signal
samples (red). Candidates with a transverse momentum of less than 10 GeV/c are
discarded. (b) χ2 probability returned by the constrained kinematic vertex fit for
data (black) and for simulated signal samples (red). Candidates with a probability
of less than 3% are rejected. Both histograms are normalized to a unit area.
applicable due to the fact that for both J/ψ and Λ the experimental mass resolu-
tion is much higher than the natural width of the resonances. The width of J/ψ
is ΓJ/ψ = 93 keV/c
2 while its reconstructed full width at half maximum is ∼70
MeV/c2. For the long-lived particle Λ with a mean lifetime τΛ ≈ 2.6 × 10−10 s,
the experimental resolution of ∼4 MeV/c2 (FWHM) is far beyond its natural width
ΓΛ = ~/τΛ.
Upon a successful kinematic fit, a final selection of Λb candidates is applied
aiming to reject background events while keeping most of the signal. Figure 4.3a
shows the distribution of the transverse momentum pT for all (J/ψΛ) candidates
successfully passing the kinematic fit in data and in simulated signal samples. The
distribution of the simulated signal peaks at higher momenta w.r.t. data imply-
ing that the low momentum range is more contaminated with background events.
However, it can be seen from the plot that by imposing a tight requirement on the
transverse momentum (e.g. pT (Λb) > 15 GeV/c), a significant fraction of the signal
can be easily cut away. Therefore, a rather loose requirement of pT (Λb) > 10 GeV/c
is applied. Another quantity used to discriminate signal from background is the χ2
vertex probability returned by the kinematic fit. A comparison of the probability
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distributions observed in data and in simulated signal samples is shown in Figure
4.3b. In the data distribution, a large fraction of the particle candidates yield a
fit probability close to zero (note the logarithmic scale) while the distribution of
the simulated signal is more uniform. This suggests that the candidates with a fit
probability close to zero are predominantly background. A requirement on the fit
probability P (χ2) > 3% is applied as a final selection criterium for Λb candidates.
Besides the high track multiplicity in data, reaching ∼O(102) tracks in a pp colli-
sion, at most one Λb candidate per bunch crossing is found to fulfill all selection
requirements.
The invariant mass distribution m(J/ψΛ) reconstructed from J/ψ and Λ candi-
dates following the entire selection procedure described above can be seen in Figure
4.4. The distribution is separately shown for the whole sample including particle
(Λb) and antiparticle (Λb) candidates (Figure 4.4a), particle candidates only (Fig-
ure 4.4b) and antiparticle candidates only (Figure 4.4c). To extract the number of
signal (Nsig) and background (Nbkg) events, an extended unbinned likelihood fit is
applied to the data using the RooFit software framework [97]. The signal is modeled
by a double Gaussian function with a common mean as defined in Eq. 4.3, where
the variable x corresponds to the (J/ψΛ) invariant mass m. The background is
described by a linear function of the form
P (m; p) = 1 + p ·m, (4.4)
where p denotes the slope. A summary of the fit output obtained in the mass
range m(J/ψΛ) ∈ [5.40, 5.84] GeV/c2 is given in Table 4.1. As can be seen in
the distributions in Figure 4.4, these boundaries contain the signal peak region and
large sidebands around the peak. Fit results are provided for the entire sample
of particles and antiparticles (J/ψΛ) ∪ (J/ψΛ), and separately for (J/ψΛ) and
(J/ψΛ). To obtain a better notion of the event composition in the signal peak
region, the fit function with parameters fixed according to the values in Table 4.1,
is integrated in the peak range m(J/ψΛ) ∈ [µ − 0.05, µ + 0.05] GeV/c2. Within
these boundaries, there are 911± 38 Λb candidates and 845± 37 Λb candidates with
a signal to background ratio S/B ≈ 3.2 and 3.7, respectively. A summary of the
event composition in the invariant mass peak is given in Table 4.2.
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Figure 4.4: Invariant mass distributions reconstructed from (J/ψΛ) candidates in
data following all selection requirements. (a) Entire sample, (J/ψΛ) and (J/ψΛ).
(b) (J/ψΛ), 925 ± 39 Λb candidates found. (c) (J/ψΛ), 853 ± 37 Λb candidates
found.
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m(J/ψΛ) ∈ [5.40, 5.84] GeV/c2
full sample particle candidates antiparticle candidates
µ (GeV/c2) 5.6198 ± 0.0004 5.6192 ± 0.0005 5.6202 ± 0.0005
σ1 (GeV/c
2) 0.0070 ± 0.0009 0.0062 ± 0.0009 0.0081 ± 0.0015
σ2 (GeV/c
2) 0.0216 ± 0.0023 0.0224 ± 0.0025 0.0215 ± 0.0043
Nsig 1776 ± 54 925 ± 39 853 ± 37
Nbkg 2282 ± 58 1259 ± 43 1023 ± 39
p -0.1471 ± 0.0047 -0.1466 ± 0.0066 -0.1476 ± 0.0069
f 0.45 ± 0.08 0.41 ± 0.07 0.52 ± 0.02
Table 4.1: Results from an extended likelihood fit to the invariant mass distribution
m(J/ψΛ) in data. The range of the fit is [5.40, 5.84] GeV/c2 corresponding to the
entire displayed range in Figure 4.4.
m(J/ψΛ) ∈ [µ− 0.05, µ+ 0.05] GeV/c2
full sample Λb candidates Λb candidates
Nsig 1756± 53 911± 38 845± 37
Nbkg 512± 31 282± 25 229± 23
Table 4.2: Number of signal and background events in the (J/ψΛ) invariant mass
peak in data. Results are obtained from an extended likelihood fit. The fit function,
with all parameters exceptNsig andNbkg fixed to the values in Table 4.1, is integrated
in the peak mass range [µ−0.05, µ+0.05] GeV/c2. These boundaries contain ∼99%
of the signal.
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4.4 Comparison of data and simulation
Simulated signal events of the decay Λb → J/ψ(µ+µ−)Λ(ppi−) are to be used to
assess efficiency effects introduced by detector geometry and event selection. In
order for the efficiency estimation to be reliable, the simulation should reasonably
well describe the data. This section presents a comparison of the main kinematic
distributions of the involved particles obtained in data and in simulation.
In data, the distributions formed by events contained in the mass peak of Λb are
contaminated with a certain amount of background, as can be seen in Table 4.2.
The background distributions are determined from events populating the mass peak
sidebands. They are scaled to the expected number of background events in the
peak region and are then subtracted from the distributions obtained from the peak.
Assuming that the sideband-subtracted data represent uncontaminated signal, they
are compared with the simulated signal.
The transverse momentum distributions for Λb and Λb are shown in Figure 4.5a
and Figure 4.5c, respectively. The plots indicate a deficit towards the lower pT values
in the simulated samples w.r.t. data. To correct for this, the simulated signal events
are re-weighted to match the transverse momentum distribution of Λb in data. A
comparison of pseudorapidity distributions in data and simulation for Λb and Λb is
given in Figure 4.5b and Figure 4.5d, respectively. A discrepancy of up to 3% per
bin is observed which is present also after the re-weighting of the simulated events.
A comparison between data and simulation for all decay products of Λb (J/ψ, Λ,
µ+, µ−, p, pi) can be found in Appendix A. Good compatibility is observed and the
re-weighted on pT (Λb) simulated samples generally show better agreement. However,
discrepancies in the kinematic distributions of the daughter particles might be an
artifact of a potential polarization of the mother Λb particle in data. Therefore, re-
weighting of the simulated samples so that to match the properties of the daughter
particles in data is not performed.
4.5 Comparison of data with different number of
pile-up events
Throughout the data collection period in 2011, the performance of LHC was steadily
improving with the aim to raise the instantaneous luminosity of the machine. Along
with this, the average number of pp collisions in a bunch crossing was increasing as
well. The selected (J/ψΛ) candidates shown in Figure 4.4a originate from bunch
crossings with a number of reconstructed interactions varying from 1 up to 30. This
can be seen in Figure 4.6 which shows the distribution of the number of recon-
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Figure 4.5: Comparison of sideband-subtracted data (black) and simulated signal.
Dashed blue (Solid red) lines represent distributions in simulated samples before
(after) the simulated events are re-weighted to match the pT (Λb) distribution in
data. All histograms are normalized to a unit area. (a) and (b) show transverse
momentum and pseudorapidity distributions of Λb. (c) and (d) show transverse
momentum and pseudorapidity distributions of Λb.
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Figure 4.6: Number of reconstructed primary vertices per bunch crossing for events
with (J/ψΛ) candidates in the mass range m(J/ψΛ) ∈ [5.40, 5.84] GeV/c2 (see
Figure 4.4a).
structed primary vertices for the events that enter the plot in Figure 4.4a. It is
important to assure that the measured properties of the selected Λb candidates do
not depend on the multiplicity of the pp interactions. Foremostly, the observed
angular distributions of interest for the polarization measurement of the Λb baryon
must be consistent in low and high pile-up environment. The limited data statistics
allows to split the whole sample of selected candidates into two parts having nearly
the same number of events with up to 7 and more than 7 reconstructed primary
vertices in a bunch crossing. The distributions of the Λb candidates mass and the
three angles of interest for the polarization measurement (cos θΛ, cos θp and cos θµ,
see Figure 1.6) are given in Figure 4.7. The displayed data are contained in the mass
peak of Λb and the background has been subtracted. The distributions obtained in
low and high pile-up environment show good consistency within one statistical stan-
dard deviation. This gives confidence that Λb candidates originating from events
with different pile-up multiplicities can be mixed and used in a single sample. This
observation is essential also due to the fact that the available simulated signal sam-
ples do not include pile-up events.
Comparisons of more kinematic distributions derived from low and high pile-
up environment can be seen in Appendix B. These include transverse momentum
and pseudorapidity distributions for Λb candidates and their decay products. Good
consistency is observed for all of them.
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Figure 4.7: Mass and angular distributions for Λb (+ c.c.) candidates in events
with up to 7 (black circles) and more than 7 (red triangles) reconstructed primary
vertices. The events are contained in the mass peak of Λb and the background is
subtracted. (a) Mass of Λb candidates. (b) cos θΛ for Λ in the rest frame of Λb. (c)
cos θp for the proton in the rest frame of Λ. (d) cos θµ for the muon in the rest frame
of J/ψ. All histograms are normalized to a unit area.
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4.6 Conclusions
The decay Λb → J/ψΛ with J/ψ → µ+µ− and Λ→ ppi is reconstructed in proton-
proton collision data collected in 2011 at a center of mass energy
√
s = 7 TeV and
corresponding to an integrated luminosity L = 5.1 fb−1. The number of selected
Λb (Λb) candidates is 911 ± 38 (845 ± 37) with a signal to background ratio of 3.2
(3.7) and a mean mass of 5619.8 ± 0.4 MeV/c2. Consistency between signal in data
and simulation is observed, which can be improved by re-weighting the simulation
to match the data. The reconstructed quantities of greatest importance for the
polarization measurement of Λb, the three angular distributions cos θΛ, cos θp and
cos θµ (see their definitions in Figure 1.6), are observed to be independent on the
multiplicity of the reconstructed proton-proton interactions in the events.
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The sample of Λb candidates reconstructed and selected in the decay
Λb → J/ψ(µ+µ−)Λ(ppi−), as described in Chapter 4, is used to measure the polar-
ization of the Λb baryon. The analysis exploits the angular correlations between
the daughter particles in the decay and the polarization is extracted by a multi-
dimensional likelihood fit to the relevant angular distributions.
Correlation factors and resolution of the angles describing the decay are discussed
in Section 5.1 and Section 5.2. The likelihood function used to extract the Λb
polarization is described in Section 5.3 and its signal and background components
are presented in Sections 5.4–5.6. Performed validation tests of the fit are discussed
in Section 5.7. The application of the fit to data and the results of the analysis are
presented in Section 5.8 and Section 5.9, followed by a discussion of the systematic
uncertainties in Section 5.10.
5.1 Correlation factors
As was shown in Chapter 1, the full angular distribution describing the decay
Λb → J/ψ(µ+µ−)Λ(ppi−) involves three polar angles (θΛ, θp, θµ) and two azimuthal
angles (ϕp, ϕµ) (see Eq. 1.23). To extract the polarization of Λb from the angu-
lar correlations of the daughter particles, at least the three polar angles have to
be observed (Eq. 1.31). Considering the high complexity of the full 5-dimensional
angular distribution involving 7 unknown parameters, and the limited number of
available signal events (see Table 4.2), the presented analysis makes use of the sim-
plified 3-dimensional form of the distribution. This approach, however, assumes a
uniform detector acceptance over ϕp and ϕµ and does not take into account possible
correlations involving the azimuthal angles. Such correlations could arise due to
71
Chapter 5. Measurement of the Λb polarization
the geometrical acceptance and efficiency of the detector and might require explicit
correlation coefficients to be included in Eq. 1.31.
The level of correlation between two variables x and y is estimated by the cor-
relation factor ρxy defined as
ρxy =
Cov(x, y)
σx σy
, (5.1)
where Cov(x, y) is the covariance of x and y, and σx and σy is the standard deviation
of x and y, respectively. Thus defined, ρxy lies in the range [−1, 1] [98]. The corre-
lation factors between all five angular distributions as observed in data are listed in
Table 5.1. No correlations of more than 4% involving the azimuthal angles are ob-
served neither for Λb nor for Λb candidates. Based on these observations, correlation
coefficients are not introduced in Eq. 1.31. However, effects from discarding the
azimuthal angles ϕp and ϕµ are taken into account in the systematic uncertainties
discussed in Section 5.10.
Λb candidates Λb candidates
variables correlation factors correlation factors
cos θΛ − cos θp 0.062 -0.051
cos θΛ − cos θµ 0.080 0.053
cos θp − cos θµ 0.025 -0.006
ϕp − cos θΛ -0.039 -0.013
ϕp − cos θp 0.008 -0.009
ϕp − cos θµ 0.012 0.017
ϕµ − cos θΛ 0.020 -0.024
ϕµ − cos θp -0.018 -0.002
ϕµ − cos θµ 0.000 -0.014
ϕµ − ϕp -0.013 0.015
Table 5.1: Correlation factors between the angular distributions describing the
decay Λb → J/ψ(µ+µ−)Λ(ppi−), as observed in data. The distributions are obtained
from events populating the Λb (Λb) mass peak.
5.2 Angular resolution
The resolutions of the three angular variables of interest for this analysis (cos θΛ,
cos θp, cos θµ) are determined from simulated signal events which pass through an
identical chain of reconstruction and selection as data. The distributions of the
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difference between the simulated and the reconstructed angles (called residuals)
are shown in Figure 5.1. The mean values of the histograms, being practically at
0, indicate that no bias is introduced in the reconstruction of the angles. As an
estimate of the resolution, the standard deviation of the histograms is considered,
which equals 0.005, 0.03 and 0.01 for cos θΛ, cos θp and cos θµ, respectively.
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Figure 5.1: Residual distributions for the angular variables cos θΛ, cos θp and cos θµ.
The resolution is given by the standard deviation of the histogram and is measured
to be 0.005, 0.03 and 0.01 for cos θΛ, cos θp and cos θµ, respectively.
5.3 The full extended likelihood function
The measurement of the physics parameters of interest is accomplished by an un-
binned extended maximum likelihood fit to the data. The framework of RooFit [97]
is used for the implementation of the fit. The extended likelihood function has the
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following general form:
L = exp
(
−
∑
i
Ni
)∏
j
[∑
i
Ni · PDFi
]
(5.2)
where the index i denotes the different components (e.g. signal and background)
and j indicates the event. Ni and PDFi mark the number of events and the prob-
ability density function corresponding to the i -th component. For this analysis in
particular, considering one signal and one background components, the extended
likelihood function transforms to
L = exp(−Nsig − Nbkg)
N∏
j=1
[
Nsig · PDFsig + Nbkg · PDFbkg
]
(5.3)
where Nsig (Nbkg) is the number of observed signal (background) events and N is
the total number of events in the sample. The observables involved in the likelihood
function are the three angular variables Θ = (cos θΛ, cos θp, cos θµ). In addition, to
better discriminate between signal and background, the invariant mass of the Λb
candidates is also included. The number of signal (Nsig) and background (Nbkg)
events is obtained in advance from an extended likelihood fit to the invariant mass
distribution of the Λb candidates (see Table 4.1 and Table 4.2). The so-defined
likelihood function L is to be maximized with respect to the set of unknown physics
parameters α = (P, α1, α2, γ0), defined in Chapter 1.
The probability density functions PDFsig and PDFbkg of the signal and back-
ground components are discussed in detail in Section 5.4 and Section 5.5, respec-
tively.
Remark that the likelihood functions related to Λb and Λb are separately defined.
In the following sections, the upper index ”+” is related to Λb, while the upper index
”−” refers to Λb.
5.4 Probability density function of the signal
Hypothetically, ideal experimental conditions involve a perfect detector and event
selection which do not introduce any distortion to the signal distributions. In such
an idealized case, the probability density function Fsig for the angular distributions
of the signal in reconstructed and selected data is the same as the signal at particle
level described by Eq. 1.31, i.e.
Fsig(Θ, α) ≡ d
3Γ
dΘ
=
8∑
i=1
ci(α) · ηi(α) · fi(Θ). (5.4)
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However, in reality the imperfect geometrical acceptance and resolution of the de-
tector and the event selection criteria alter the angular and mass distributions.
Distortions of the angular distributions are taken into account by an efficiency term
(Θ) determined from simulated signal statistics, which is discussed in detail in Sec-
tion 5.6. The invariant mass distribution m(J/ψΛ) of the signal is modeled by a
sum of two Gaussians with a common mean, G(m;µ, σ1, σ2, f), as defined in Eq. 4.3.
Thus, the signal component in the likelihood function in Eq. 5.3 has the following
form:
PDF
+(−)
sig = F
+(−)
sig (Θ, α) · (Θ)+(−) ·G+(−)(m;µ, σ1, σ2, f). (5.5)
The four parameters of the double Gaussian are set to the values listed in Table 4.1,
which are obtained in advance by a fit to the (J/ψΛ) invariant mass distribution.
5.5 Probability density function of the background
The probability density function of the background component in the likelihood
function (Eq. 5.3) is obtained by analyzing events populating the sidebands of the
Λb candidates mass peak in data. The selected range of the sidebands is m(J/ψΛ) ∈
[5.40, 5.54] ∪ [5.70, 5.84] GeV/c2. According to the likelihood fit to the invariant
mass distribution (Section 4.3.3), this range is sufficiently off the peak and does not
contain signal Λb candidates. The shapes of the background angular distributions
are parametrized. The simplest functions found to describe the data are sequences
of Chebyshev polynomials of the 1st kind (for cos θΛ and cos θp) and error functions
(for cos θµ) [79]. The parametrizing functions are combined as follows:
F
+(−)
bkg (Θ) =
( 5∑
i=0
A
+(−)
i · Ti(cos θΛ)
)
·
( 3∑
j=0
B
+(−)
j · Tj(cos θp)
)
·E+(−)(cos θµ) (5.6)
In the above expression, Ti(j) denote Chebyshev polynomials of the 1st kind of degree
i(j), A
+(−)
i and B
+(−)
j are free coefficients and E
+(−) is defined as
E+(−)(x) =
[
k
+(−)
0
(
1 + erf
(
(x− k+(−)1 )/k+(−)2
))
+ k
+(−)
3
]
×
[
k
+(−)
0
(
1 + erf
(
(−x− k+(−)4 )/k+(−)5
))
+ k
+(−)
6
]
(5.7)
with free parameters k
+(−)
0 to k
+(−)
6 .
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The invariant mass distribution of the background is assumed to be linear and
is modeled by a first order polynomial function P+(−), as defined in Eq. 4.4, with
coefficients listed in Table 4.1.
Finally, the full probability density function of the background is given by the
product of the angular and mass PDFs, resulting in
PDF
+(−)
bkg = F
+(−)
bkg (Θ) · P+(−)(m). (5.8)
PDF
+(−)
bkg is used for an unbinned likelihood fit to the angular and mass distributions
from the data sidebands in order to determine the free coefficients which parametrize
the shapes of the background angular distributions. To account for possible corre-
lations, the fit is performed simultaneously to the four distributions. The angular
distributions and the fit are shown separately for particles and antiparticles in Fig-
ure 5.2 and Figure 5.3, respectively. The chosen parametrization functions describe
well the shapes of the angular distributions. The corresponding to the plots χ2 per
degree of freedom are listed in Table 5.2.
χ2/ndf, particles χ2/ndf, antiparticles
cos θΛ 1.18 1.11
cos θp 0.90 1.88
cos θµ 1.49 0.52
Table 5.2: χ2 per degree of freedom of fits to the angular distributions from data
sidebands, shown in Figure 5.2 and Figure 5.3.
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Figure 5.2: Angular distributions from sidebands of the Λb candidates mass peak
in data. (a) cos θΛ (b) cos θp (c) cos θµ. The solid line shows fit to the data.
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Figure 5.3: Angular distributions from sidebands of the Λb candidates mass peak
in data. (a) cos θΛ (b) cos θp (c) cos θµ. The solid line shows fit to the data.
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5.6 Angular efficiency shapes
The genuine shapes of the angular distributions are distorted due to effects deriving
from the geometry of the detector and the event reconstruction and selection pro-
cedure. For the needs of this analysis the absolute efficiency, in terms of fraction of
successfully reconstructed and selected events out of the initial generated sample,
is not of interest. The property of relevance are the shapes of the distortions intro-
duced by detector, reconstruction and selection effects. In the likelihood function
Eq. 5.3 this is accounted for by introducing an efficiency shape term (Θ) which dis-
turbs the original signal Fsig(Θ, α) (see Eq. 5.5). The angular efficiency shapes are
determined from simulation in which the angular distributions in the corresponding
rest frames are generated flat, as shown in Figure 5.4. The effect of the entire event
detection, reconstruction and selection chain can be seen in the angular distributions
shown in Figure 5.5 and Figure 5.6 for samples of Λb and Λb, respectively. Clearly,
the originally flat distributions at particle level are observed drastically deformed
at detector level. The shapes of the distributions in Figure 5.5 and Figure 5.6 are
parametrized. The simplest functions found to match the distributions are series of
Chebyshev polynomials of the 1st kind [79]. The distributions are similar, although
not identical for the samples of Λb and Λb, which requires the efficiency shapes for
particles and antiparticles to be separately parametrized. The efficiency shape term
(Θ) is then defined as the following product:
+(−)(cos θΛ, cos θp, cos θµ) =
( 6∑
i=0
A
+(−),eff
i · Ti(cos θΛ)
)
·
( 3∑
j=0
B
+(−),eff
j · Tj(cos θp)
)
·
( 6∑
k=0
C
+(−),eff
k · Tk(cos θµ)
)
, (5.9)
where A
+(−),eff
i , B
+(−),eff
j and C
+(−),eff
k are free coefficients in front of the Cheby-
shev polynomials T (x) of i-th, j−th and k-th order, respectively. (Θ) is used for an
unbinned likelihood fit which aims to evaluate the coefficients A
+(−),eff
i , B
+(−),eff
j
and C
+(−),eff
k . It is performed simultaneously on the three angular distributions
cos θΛ, cos θp and cos θµ in order to take into account possible correlations between
the angles. The fit to the simulated angular distributions is shown with solid line
in Figure 5.5 and Figure 5.6. As can be seen from the plots, the chosen for the
parametrization polynomial functions describe very well the shapes of the distribu-
tions. Information on the goodness-of-fit in terms of χ2 per degree of freedom is
provided in Table 5.3.
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Figure 5.4: Flat generated angular distributions at particle level.
χ2/ndf, particles χ2/ndf, antiparticles
cos θΛ 0.49 0.83
cos θp 1.61 0.84
cos θµ 0.59 1.08
Table 5.3: χ2 per degree of freedom of fits to the efficiency shape distributions
shown in Figure 5.5 and Figure 5.6.
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Figure 5.5: Angular distributions (in black) from simulated Λb samples after full
detector reconstruction and selection, starting from flat generated distributions (see
Figure 5.4). The angular efficiency shapes +(Θ) are parametrized with a series
of Chebychev polynomials fitted simultaneously to the three angular distributions
(shown in blue).
81
Chapter 5. Measurement of the Λb polarization
Λθcos
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1
Ev
en
ts
 / 
( 0
.1 
)
0
50
100
150
200
250
300
350
400
450
(a)
pθcos
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1
Ev
en
ts
 / 
( 0
.1 
)
0
50
100
150
200
250
300
350
400
450
(b)
µθcos
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1
Ev
en
ts
 / 
( 0
.1 
)
0
50
100
150
200
250
300
350
400
450
(c)
Figure 5.6: Angular distributions (in black) from simulated Λb samples after full
detector reconstruction and selection, starting from flat generated distributions (see
Figure 5.4). The angular efficiency shapes −(Θ) are parametrized with a series
of Chebychev polynomials fitted simultaneously to the three angular distributions
(shown in blue).
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5.7 Validation of the likelihood fit
The following section describes several tests of the fit stability. Special attention is
given to the effect of the sample size on the fit performance.
5.7.1 Validation of the fit to the signal model
To test the accurate implementation and performance of the fit, it is first validated
with the undisturbed signal polarization model with the use of generated samples
of polarized Λb and Λb particles. The samples are not put through further detec-
tor simulation and reconstruction steps and therefore they are not affected by any
efficiency effects. The function F
+(−)
sig (Θ, α) is fitted to the generated angular dis-
tributions. The fit is applied simultaneously to the samples of Λb and Λb, each
containing approximately 150,000 events. The input values in the simulation and
the results of the fit are summarized in Table 5.4. The output of the fit for all five
physics parameters is perfectly consistent with the input values in the simulation.
Parameter Input value Fit result Stat. error
P+ 0.500 0.500 0.011
P− -0.500 -0.508 0.011
α1 0.461 0.462 0.008
α2 0.687 0.691 0.005
γ0 0.257 0.247 0.008
Table 5.4: Results from a likelihood fit of the undisturbed signal PDF F
+(−)
sig (Θ, α)
applied to generated polarized Monte Carlo events. The samples contain approx-
imately 150,000 Λb and 150,000 Λb events. The output of the fit is in excellent
agreement with the input in the simulation.
The stability of the fit performance is probed with samples of test statistics
(toy Monte Carlo) in which the distributions are generated according to the signal
PDF F
+(−)
sig (Θ, α). The samples serve as inputs for the likelihood fit of the same
PDF, thus probing if the fit is able to obtain back the input values for each sample.
This manner allows for a large number of pseudo-experiments to be conducted,
probing the fit performance for various sets of values for the input parameters α =
(P+, P−, α1, α2, γ0). The results from the pseudo-experiments are used to examine
the pull distributions for every fitted parameter, where the pull of the quantity x in
the i-th pseudo-experiment is defined as
PULL(xi) =
xfiti − xtruei
σfiti
(5.10)
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with xfiti being the fitted value, x
true
i is the true (generated) value and σ
fit
i is the
calculated by the fit error on xfiti . Stable performance of the fit, meaning not
introducing any bias in the results and their errors, suggests normally distributed
pulls with a mean value at 0 and a standard deviation of 1.
The pull distributions resulting from 1,000 test samples, each containing 100,000
Λb and 100,000 Λb events, are shown in Figure 5.7. The mean and widths of the
fitted Gaussian functions are listed in Table 5.5. The results indicate that with this
large number of events (200,000) the performance of the fit is excellent and no bias
is introduced for any of the 5 fitted parameters.
The study is repeated with 1,000 low-statistic samples in which the numbers
of generated Λb and Λb events correspond to the observed numbers in data. The
resulting pull distributions are shown in Figure 5.8 and the output of the fitted
Gaussian functions is given in Table 5.5. The results give an indication for a bias in
the measurement of one of the five fit parameters, namely the parameter α1. This
signals that the performance of the fit can be affected by a small sample size. A
systematic uncertainty associated with the bias of the fit is addressed in Section
5.10.
Parameter
High statistics Low statistics
Pull µ Pull σ Pull µ Pull σ
P+ 0.038 ± 0.032 1.016 ± 0.023 -0.069 ± 0.034 1.064 ± 0.024
P− 0.035 ± 0.030 0.945 ± 0.021 -0.034 ± 0.032 1.019 ± 0.023
α1 -0.035 ± 0.031 0.984 ± 0.022 -0.192 ± 0.042 1.331 ± 0.030
α2 -0.045 ± 0.032 1.012 ± 0.023 -0.010 ± 0.032 0.998 ± 0.022
γ0 0.006 ± 0.033 1.040 ± 0.023 0.028 ± 0.031 0.985 ± 0.022
Table 5.5: Validation of the signal model fit with pseudo-experiments. Mean and
standard deviation values are given for Gaussian fits applied to the pull distribu-
tions from 1,000 pseudo-experiments with high statistics (∼200,000 entries) and low
statistics (∼2,000 entries).
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Figure 5.7: Pull distributions from 1,000 pseudo-experiments simulating the undis-
turbed signal polarization model. Each test sample consists of ∼200,000 events.
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Figure 5.8: Pull distributions from 1,000 pseudo-experiments simulating the undis-
turbed signal polarization model. Each test sample consists of ∼2,000 events.
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5.7.2 Validation of the full likelihood fit
The angular efficiency shapes and the background terms in the likelihood function
can, in principle, be a source of biases in the fit results. This is investigated in
a similar way as the fit to the undisturbed signal model. 1,000 samples of test
statistics are generated from the PDF in the full likelihood function (see Eq. 5.3),
describing the three angular distributions (cos θΛ, cos θp, cos θµ) and the invariant
mass distributionm(J/ψΛ). All parameters related to the background and efficiency
terms are fixed as described in Section 5.5 and Section 5.6, respectively. The number
of signal and background entries for Λb and Λb is set in accordance with the observed
numbers in data (see Table 4.2). The full 4-dimensional likelihood fit is then applied
to each test sample. As can be seen in Figure 5.9, the resulting pull distributions
for the fitted parameters are well described by Gaussian functions except for the
parameter α1, which replicates the observations for this parameter in Section 5.7.1.
The mean values and the standard deviations of the fitted Gaussians are listed
in Table 5.6. The results indicate that the fitting procedure biases the measured
parameter α2 towards lower values. In addition, the uncertainties of the parameters
P+, P− and α1 tend to be underestimated by the fit. Systematic uncertainties
associated with these observations are addressed in Section 5.10.
Parameter
Low statistics
Pull µ Pull σ
P+ -0.008 ± 0.038 1.214 ± 0.027
P− -0.009 ± 0.039 1.163 ± 0.028
α1 -0.039 ± 0.113 1.415 ± 0.113
α2 -0.172 ± 0.032 1.001 ± 0.024
γ0 0.003 ± 0.032 1.020 ± 0.023
Table 5.6: Validation of the full likelihood fit model with pseudo-experiments.
Mean and standard deviation values of Gaussian fits applied to the pull distribu-
tions from 1,000 pseudo-experiments with a number of entries consistent with the
observations in data.
The performance of the full likelihood fit is further tested at an environment
which resembles as much as possible the real data. Samples of Λb and Λb are gen-
erated and put through the full simulation and reconstruction chain of CMS. The
events are subject to identical reconstruction and selection criteria as data. The
simulated signal entries are mixed with background events from the sidebands of
the invariant mass distribution m(J/ψΛ) in data (see Figure 4.4). The number of
signal and background events for the samples of Λb and Λb follows the observations
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Figure 5.9: Pull distributions from 1,000 pseudo-experiments simulating the full fit
model. The test samples are generated from the PDF in the full likelihood function
(see Eq. 5.3), which includes signal, efficiency and background terms. The numbers
of signal and background entries correspond to the observed numbers in data.
in the data which are listed in Table 4.2. The mixture of simulated signal events and
background data events serves as an input for the full likelihood fit performed on the
angular distributions (cos θΛ, cos θp, cos θµ). The invariant mass is not included in
the fit since the background events in the sample populate only the sidebands mass
range. The capability of the fit to obtain the input values in the simulated signal
is tested with samples in which the polarization of Λb and Λb is set to zero. The
angular distributions and the fit are shown in Figure 5.10. As can be seen in the
plots, the full likelihood fit generally describes very well the angular distributions.
The separate contributions of the signal (folded with the angular efficiency) and the
background components of the fit are as well displayed in order to provide a better
understanding of the sample composition. A comparison of the expected parameter
values and the outcome of the fit (Table 5.7) reveals good agreement; the largest
discrepancy observed is approximately two statistical standard deviations.
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Figure 5.10: Validation of the full likelihood fit to simulated samples of Λb (a), (b),
(c), and Λb (d), (e), (f), merged with background events from data. The numbers
of signal and background events correspond to the observed numbers in data. The
projection of the total fit is shown in solid blue line, the signal folded with efficiency
in dashed red, and the background component in dashed blue.
5.8 Full likelihood fit to data
The full likelihood function defined in Eq. 5.3 is used to perform an unbinned
extended maximum likelihood fit to the data. Each term entering the likelihood
function is separately determined for Λb and Λb decays, leading to functions of the
form
L+(−) = exp
(
−N+(−)sig −N+(−)bkg
)N+(−)∏
j=1
[
N
+(−)
sig ·F+(−)sig (Θ, α)·+(−)·G+(−)+N+(−)bkg ·PDF+(−)bkg
]
,
(5.11)
where all terms are as defined in Section 5.3 to Section 5.6. Except for F
+(−)
sig ,
all terms in the likelihood function are fixed. The set of free parameters α =
(P+(−), α1, α2, γ0) is contained only in the term F
+(−)
sig defined in Eq. 5.4. The fit is
performed in three different manners, as described below.
1. The fit is performed simultaneously to the samples of Λb and Λb candidates,
using events from the (J/ψΛ) invariant mass peak in the range m(J/ψΛ) ∈
[5.57, 5.67] GeV/c2. The choice of the mass range is motivated by a preliminary
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Parameter Input value Fit result Deviation
P+ 0.000 -0.138 ± 0.102 -1.35σ
P− 0.000 0.004 ± 0.093 0.04σ
α1 0.461 0.752 ± 0.279 1.04σ
α2 0.687 0.615 ± 0.069 -1.04σ
γ0 0.257 0.537 ± 0.136 2.06σ
Table 5.7: Validation of the full likelihood fit performed to signal events from full
detector simulation mixed with background events from data. The numbers of signal
and background events in the sample correspond to the observed numbers in data.
Quoted errors are statistical errors only.
fit to the invariant mass distribution (see Section 4.3.3), pointing that the
selected range contains more than 99% of the signal events. A decision to
use the likelihood function L+ or L− is made on event by event basis, taking
into account whether the reconstructed candidate is a particle or antiparticle.
The simultaneous fitting strategy requires that two independent parameters
P+ and P− are used for the polarization in the signal probability density
function F+sig and F
−
sig, respectively. Therefore, the set of free parameters
in the likelihood fit is α = (P+, P−, α1, α2, γ0). Given the limited number
of signal events observed in the data, this approach exploits the maximum
available statistics and benefits from smaller statistical errors for the shared
parameters of the fit (α1, α2 and γ0). For the presented angular analysis, this
approach is considered as most favorable.
2. The fit is performed simultaneously to the samples of particles and antipar-
ticles, using events from the invariant mass peak and the sidebands in the
range m(J/ψΛ) ∈ [5.40, 5.84] GeV/c2. This manner serves as a cross-check
of the first approach. The difference consists in introducing more background
events (from the sidebands) while the number of signal events remains the
same. Given that all free parameters in the fit are related only to the signal
PDF while all parameters describing the background are fixed, then adding
more background events does not add information about the free parameters.
Therefore, it is expected that the results and the statistical errors estimated
in this way should be the same as the ones obtained with the first approach,
where only events from the mass peak are exploited.
3. The samples of particles and antiparticles are fit separately using events from
the invariant mass peak in the range m(J/ψΛ) ∈ [5.57, 5.67] GeV/c2. This
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procedure serves as an additional cross-check of the first described approach.
Splitting the whole data sample into particles and antiparticles and fitting the
two sub-samples independently should increase the statistical errors but the
results should stay consistent within the uncertainties.
5.9 Results
The results of the likelihood fit to data, performed in the three different manners
described in Section 5.8, are summarized in Table 5.8. The first approach, which is
considered optimal, results in a polarization of 0.03 ± 0.09 and 0.02 ± 0.08 for Λb
and Λb, respectively. The relevant data distributions along with the fit projections
are shown in Figure 5.11 (Λb) and Figure 5.12 (Λb).
The outcome of the second approach, which includes events populating the side-
bands of the Λb candidates mass peak, is perfectly consistent with the first set of
results. As expected, the magnitude of the statistical errors is not influenced by
including additional background events from the sidebands. The third approach,
fitting the samples of Λb and Λb candidates separately, yields results which are in
agreement within the statistical uncertainties with the outcome of the simultaneous
fit. In this case the results are obtained from approximately half of the statistics
compared to the simultaneous fit to Λb and Λb candidates. This leads to larger
statistical uncertainties, scaled by a factor ∼√2, for the shared fit parameters α1,
α2 and γ0.
The results from the different fit approaches, listed in Table 5.8, are consistent
within ∼1σ where the given errors are the statistical uncertainties as obtained by
the fit. Note that the values obtained for the parameter α2, namely α2 < −1, are
outside the physical range of −1 ≤ α2 ≤ 1. A tendency to obtain values lower than
the true ones for this parameter is observed in tests of the fit stability, performed
with pseudo-experiments (see Table 5.6).
To give a notion of the genuine signal angular distributions, they are simulated
with the signal model given by Eq. 1.31, with the physics parameters obtained from
the fit to data. The outcome is shown in Figure 5.13.
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Figure 5.11: The full likelihood fit to data. Projections of the fit result in (a)
cos θΛ, (b) cos θp, (c) cos θµ, (d) m(J/ψΛ), for Λb candidates. The projection of the
total fit is shown in solid blue line, the signal folded with efficiency in dashed red,
and the background component in dashed blue.
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Figure 5.12: The full likelihood fit to data. Projections of the fit result in (a)
cos θΛ, (b) cos θp, (c) cos θµ, (d) m(J/ψΛ), for Λb candidates. The projection of the
total fit is shown in solid blue line, the signal folded with efficiency in dashed red,
and the background component in dashed blue.
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Fit results
Parameter Λb + Λb Λb + Λb Λb Λb
(peak) (peak+sidebands) (peak) (peak)
P+ 0.03 ± 0.09 0.03 ± 0.09 0.07 ± 0.13 —
P− 0.02 ± 0.08 0.02 ± 0.08 — -0.04 ± 0.06
α1 0.47 ± 0.24 0.48 ± 0.24 0.17 ± 0.35 -0.81 ± 0.31
α2 -1.31 ± 0.07 -1.31 ± 0.07 -1.42 ± 0.11 1.17 ± 0.10
γ0 -0.51 ± 0.14 -0.50 ± 0.14 -0.72 ± 0.20 -0.57 ± 0.20
Table 5.8: Summary of results from the full likelihood fit to data, obtained in three
different manners (see text). The errors quoted are the statistical errors as obtained
by the likelihood fit. Note that the parameters α1 and α2 for Λb have opposite signs
compared to Λb, as a result of the relations between particles and antiparticles (see
Eq. 1.28 and Eq. 1.30) which are taken into account in the likelihood function.
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Figure 5.13: Simulation of the signal angular distributions, corrected for efficiency
and detector effects, with the physics parameters obtained by the fit to data. The
color band represents one statistical standard deviation as obtained by the fit. Pro-
jections in (a) cos θΛ, (b) cos θp, (c) cos θµ.
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5.10 Systematic uncertainties
Various sources of systematic uncertainties which affect the measurement of the
physics parameters α = (P+, P−, α1, α2, γ0) are considered. A list of the contribu-
tions follows.
• Signal mass model
The systematic uncertainty introduced by the model describing the Λb (Λb)
candidates mass distribution is estimated by considering an alternative model.
A sum of three Gaussian functions is used instead of the nominal model with
two Gaussians. The deviation from the nominal result for each fitted pa-
rameter in the full likelihood fit to the data is considered as the associated
systematic effect.
• Background mass model
The background in the (J/ψΛ) invariant mass distribution is alternatively
described by a second order polynomial instead of the nominal linear function.
The difference from the nominal result for each fitted parameter in the full
likelihood fit is accounted as a systematic uncertainty.
• Uncertainty on the asymmetry parameter αΛ
The asymmetry parameter αΛ is varied within its measurement uncertainties
[16]. The largest deviation from the nominal results of the full fit to data is
taken as a systematic uncertainty.
• Angular efficiency shapes
To account for systematic uncertainties introduced by the modeling of the
angular efficiency shapes, the order of the Chebyshev polynomials used for
their parametrization is varied with one degree. The largest deviation from the
nominal results of the full fit to data is considered as the associated systematic
uncertainty.
• Signal to background ratio
In order to estimate the influence of the background fraction, the number of
signal and background events is varied within one statistical standard devia-
tion. The largest difference from the nominal results of the full fit to data is
taken as a systematic uncertainty.
• Angular shapes of the background
The uncertainty introduced by the parametrization of the background angular
distributions is estimated by using the histograms of the background distri-
butions, instead of parametrized curves. The associated systematic error for
each parameter is the deviation from the nominal results.
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• Calibration of the simulated signal samples
Uncertainties due to the calibration of the simulated signal samples are eval-
uated by obtaining the angular efficiency shapes before and after re-weighting
the simulated events. The samples are re-weighted to match the total and the
transverse momentum distribution of Λb and Λb in data. The largest deviation
from the nominal full fit result is accounted as a systematic uncertainty.
• Intrinsic bias of the fit
1,000 pseudo-experiments are performed with the full PDF which is used to
fit the data (see Section 5.7.2). The pull distributions of the fitted parame-
ters serve to estimate the intrinsic biases of the fit. For each parameter, the
pull mean value multiplied by the nominal error of the fit is accounted as a
systematic effect. Additional uncertainty is added, based on the pull standard
deviation, to correct for underestimated statistical errors of the fit.
• Angular resolution
Systematic uncertainties due to finite measurement resolution of the angular
observables Θ = (cos θΛ, cos θp, cos θµ) are estimated by performing pseudo-
experiments in which the samples are generated with smeared angles. The
magnitude of the introduced smearing is twice as large as the resolution ob-
served from full detector simulation. 1,000 samples, each containing 100,000
Λb and 100,000 Λb events, are fitted with the signal PDF which does not take
into account the angular resolution. The resulting pull distributions for the
five fit parameters serve to estimate the associated systematic uncertainty.
• Azimuthal angles ϕp and ϕµ
Systematic uncertainties due to the exclusion of the azimuthal angles from
the likelihood function can be introduced by a possibly non-uniform efficiency
in ϕp and ϕµ. The effect is investigated with simulated signal events. The
full likelihood fit is performed to a number of sub-samples limited in certain
ranges of ϕp and ϕµ. The largest deviation from the result obtained from
the full sample (covering the full range of the azimuthal angles) is taken as a
systematic uncertainty.
The contributions from the different uncertainty sources are summarized in Table
5.9. They are assumed to be independent and the total systematic uncertainty is
calculated as the square root of the quadratic sum of all uncertainties.
The bias of the fit and the effect from non-uniform efficiency for the angles ϕp
and ϕµ have dominating contributions to the systematic uncertainties on the polar-
izations of Λb and Λb. Significant contributions to the Λb polarization uncertainty
have also the model describing the background mass distribution and the signal
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to background ratio. The uncertainty on the decay asymmetry parameter α1 is
dominated by the bias of the fit and the signal to background ratio.
A summary of the fit results from the data and their statistical and systematic
uncertainties is given in Table 5.10.
Uncertainty source P+ P− α1 α2 γ0
Signal mass model 0.002 0.000 0.000 0.002 0.002
Background mass model 0.005 0.018 0.025 0.009 0.015
S/B ratio 0.006 0.033 0.109 0.025 0.039
Background angular model 0.007 0.001 0.037 0.030 0.068
Simulation calibration 0.001 0.009 0.058 0.049 0.123
Angular efficiency shapes 0.001 0.002 0.013 0.004 0.020
αΛ uncertainty 0.004 0.021 0.018 0.027 0.017
Angular resolution 0.003 0.002 0.007 0.002 0.008
Fit bias 0.019 0.013 0.101 0.012 0.003
Azimuthal angles 0.023 0.024 0.042 0.053 0.052
Total 0.03 0.05 0.17 0.09 0.16
Table 5.9: Summary of systematic uncertainties. The contributions are assumed
to be independent and the total systematic uncertainty is therefore calculated as
the square root of the quadratic sum of all uncertainties.
Parameter Result Stat. error Syst. error
P+ 0.03 0.09 0.03
P− 0.02 0.08 0.05
α1 0.47 0.24 0.17
α2 -1.31 0.07 0.09
γ0 -0.51 0.14 0.16
Table 5.10: Summary table for the fit results from data and their statistical and
systematic uncertainties.
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By definition, the range of values for the five parameters in the analysis is [−1, 1].
The result for the parameter α2, namely α2 < −1, is therefore unphysical. To
investigate the effect of this, the fit to data is redone with the parameter α2 fixed
to the lowest physical value, α2 = −1. This shows no influence on the polarization,
resulting in P+ = 0.02± 0.07 (stat.) and P− = 0.03± 0.05 (stat.), and a small effect
on the parameter γ0, resulting in γ0 = −0.41 ± 0.15 (stat.). However, the effect on
the parameter α1 is substantial, although still within the statistical uncertainties,
leading to α1 = 0.81± 0.25 (stat.). This indicates a strong correlation between the
parameters α1 and α2.
5.11 Conclusion and discussion
The decay Λb → J/ψ(µ+µ−)Λ(ppi−) is used to perform a measurement of the po-
larization of the Λb baryon. The analysis uses pp collision data at a center-of-mass
energy of 7 TeV that were collected by the CMS experiment in 2011. The data
sample corresponds to an integrated luminosity of 5.1 fb−1.
The analysis exploits the angular correlations between the daughter particles in
the decay. The set of physics parameters, such as the polarizations of Λb and Λb
baryons and the parity violation asymmetry parameter for the decay, are extracted
by a specially developed and validated multi-dimensional likelihood fit. Distortions
of the angular distributions due to efficiency effects from detector acceptance and
event selection are studied with simulated signal samples, put through an identical
reconstruction and selection procedure as data. Properties of the background are
determined from events populating the sidebands of the Λb mass peak in data. The
angular efficiency and background are separately determined for Λb and Λb and the
fit is performed simultaneously to the relevant angular and mass distributions of
the Λb and Λb candidates. Various tests are carried out to probe the fit’s ability
to extract the physics parameters of interest, especially with low-statistics samples
corresponding to the available data. Studies of the fit performance are done with
pseudo-experiments (toy Monte Carlo), simulations, and a mixture of full detector
simulation and data events.
The number of reconstructed and selected Λb (Λb) candidates in data is 911± 38
(845± 37) with a signal to background ratio of 3.2 (3.7) and a mean mass of 5619.8
± 0.4 MeV/c2. Based on this sample, a production polarization of
P+ = 0.03± 0.09 (stat.)± 0.03 (syst.) for Λb
and
P− = 0.02± 0.08 (stat.)± 0.05 (syst.) for Λb
99
Chapter 5. Measurement of the Λb polarization
is measured. The parity violation asymmetry parameter characterizing the decay
Λb → J/ψΛ is measured to be 0.47± 0.24 (stat.)± 0.17 (syst.).
It has to be noted that at the time when these results were obtained, there was
no previous polarization measurement of Λb baryons produced at hadron colliders.
The results can now be compared with a recently published measurement by the
LHCb Collaboration [99]. Based on ∼7200 Λb → J/ψ(µ+µ−)Λ(ppi−) decays, LHCb
measures a Λb polarization of 0.06 ± 0.07 (stat.) ± 0.02 (syst.) and a decay
asymmetry parameter1 of -0.05 ± 0.17 (stat.) ± 0.07 (syst.). Note that in the work
of the LHCb Collaboration, the polarizations of Λb and Λb baryons are assumed
to be equal. The Λb (Λb) baryon polarizations measured by the CMS and LHCb
experiments are fully consistent. The results for the decay asymmetry parameter
agree within the measurement uncertainties, which are very large.
The presented in this work result for the Λb polarization is consistent with pre-
dictions from perturbative QCD calculations for a polarization of ∼10% [26]. The
result for the decay asymmetry parameter indicates a different from zero asymmetry
and it is compatible, within the large measurement uncertainties, with predictions
in the range 0.14 to 0.21 reported in Ref. [38, 37]. The result, however, disagrees at
the level of 6 standard deviations with a prediction from HQET for an asymmetry
parameter of -0.777 reported in Ref. [36]2.
The presented analysis can significantly benefit from larger data samples. The
carried out tests show that the performance of the utilized likelihood fit deteriorates
when applied to small statistical samples (comparable to the used data sample),
and this is a dominating source of systematic uncertainty. More data will allow to
improve the measurement of the decay asymmetry parameter, resolving the corre-
lation problems with this parameter in the fit. It will also allow to probe a possible
difference between the polarizations of Λb and Λb. More data will as well facilitate
the measurement of the helicity amplitudes of the decay, which requires the employ-
ment of additional free parameters and angular observables in the fit. Larger signal
samples will also allow to measure the polarization in different kinematic regions in
order to investigate for dependences on the kinematics, since such dependences have
been observed for the Λ hyperon polarization.
In 2012, the impressive performance of LHC and the CMS detector provided
22 fb−1 of pp collision data at a center-of-mass energy of 8 TeV. These data will
undoubtedly refine the measurement of the Λb polarization and the decay asymmetry
parameter at the CMS experiment.
1The convention used for the definition of the asymmetry parameter in the work of the LHCb
Collaboration requires a sign flip in order to match the definition of the parameter used in this
thesis.
2The convention used for the definition of the asymmetry parameter in the quoted references
requires a sign flip in order to match the definition of the parameter used in this thesis.
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Figure A.1: Λb candidates: Comparison of sideband-subtracted data (black) and
simulated signal. Dashed blue (Solid red) lines represent distributions in simulated
samples before (after) the simulated events are re-weighted to match the pT (Λb)
distribution in data. All histograms are normalized to a unit area. Transverse
momentum distributions for (a) J/ψ, (b) Λ, (c) µ+, (d) µ−, (e) p, (f) pi−.
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Figure A.2: Λb candidates: Comparison of sideband-subtracted data (black) and
simulated signal. Dashed blue (Solid red) lines represent distributions in simulated
samples before (after) the simulated events are re-weighted to match the pT (Λb)
distribution in data. All histograms are normalized to a unit area. Pseudorapidity
distributions for (a) J/ψ, (b) Λ, (c) µ+, (d) µ−, (e) p, (f) pi−.
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Figure A.3: Λb candidates: Comparison of sideband-subtracted data (black) and
simulated signal. Dashed blue (Solid red) lines represent distributions in simulated
samples before (after) the simulated events are re-weighted to match the pT (Λb)
distribution in data. All histograms are normalized to a unit area. Transverse
momentum distributions for (a) J/ψ, (b) Λ, (c) µ+, (d) µ−, (e) p, (f) pi+.
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Figure A.4: Λb candidates: Comparison of sideband-subtracted data (black) and
simulated signal. Dashed blue (Solid red) lines represent distributions in simulated
samples before (after) the simulated events are re-weighted to match the pT (Λb)
distribution in data. All histograms are normalized to a unit area. Pseudorapidity
distributions for (a) J/ψ, (b) Λ, (c) µ+, (d) µ−, (e) p, (f) pi+.
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Figure B.1: Distributions for Λb (+ c.c.) candidates reconstructed in events
with up to 7 (black circles) and more than 7 (red triangles) primary vertices. The
events are contained in the mass peak of Λb and the background is subtracted. (a)
Transverse momentum. (b) Pseudorapidity. The histograms are normalized to a
unit area.
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Figure B.2: Transverse momentum distributions of the daughter particles in the
Λb (+ c.c.) decays, reconstructed in events with up to 7 (black circles) and more
than 7 (red triangles) primary vertices. The events are contained in the mass peak
of Λb and the background is subtracted. Distributions for (a) J/ψ, (b) Λ, (c) µ
+,
(d) µ−, (e) p, (f) pi. The histograms are normalized to a unit area.
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Figure B.3: Pseudorapidity distributions of the daughter particles in the Λb (+
c.c.) decays, reconstructed in events with up to 7 (black circles) and more than 7
(red triangles) primary vertices. The events are contained in the mass peak of Λb
and the background is subtracted. Distributions for (a) J/ψ, (b) Λ, (c) µ+, (d) µ−,
(e) p, (f) pi. The histograms are normalized to a unit area.
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