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Abstract
We investigate the local integrability and linearizability of three di-
mensional Lotka-Volterra equations at the origin. Necessary and suffi-
cient conditions for both integrability and linearizability are obtained
for (1,−1, 1), (2,−1, 1) and (1,−2, 1)-resonance. To prove sufficiency,
we mainly use the method of Darboux with extensions for inverse Ja-
cobi multipliers, and the linearizability of a node in two variables with
power-series arguments in the third variable.
1 Introduction
In this paper we investigate the local integrability and linearizability of the
origin for the three dimensional Lotka-Volterra systems,
x˙ = P = x(λ+ ax+ by + cz),
y˙ = Q = y(µ+ dx+ ey + fz),
z˙ = R = z(ν + gx+ hy + kz),
(1)
where λ, µ, ν 6= 0. Lotka-Volterra systems are widely used with a diverse
range of applications: population biology, chemical kinetics, laser physics,
plasma physics, neural networks etc. [4, 5, 6]
We say that the system is integrable at the origin if there exists a change
of coordinates
X = x(1 +O(x, y, z)), Y = y(1 +O(x, y, z)), Z = z(1 +O(x, y, z)),
bringing (1) to a system orbitally equivalent to its linear system:
X˙ = λXm, Y˙ = µY m, Z˙ = νZm, (2)
where m = m(X,Y,Z) = 1 + O(X,Y,Z). If the change of coordinates can
be chosen so that m ≡ 1 then we say the system is linearizable.
We are interested in the case where the eigenvalues λ, µ and ν are in
the Siegel domain and have two independent resonances. Without loss of
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generality, this means that we can assume (after a possible scaling of time)
that λ, µ, ν ∈ Z with gcd(λ, µ, ν) = 1, and that λ, ν > 0 and µ < 0. We say
that the origin has (λ : µ : ν)-resonance.
Clearly, (2) has analytic first integrals
φ = X−µY λ, and ψ = Y νZ−µ, (3)
which pull back to first integrals
φ1 = x
−µyλ(1 +O(x, y, z)), and φ2 = y
νz−µ(1 +O(x, y, z)), (4)
of (1). Conversely, given two such first integrals, it is easy to construct a
change of coordinates such that φ and ψ expressed in these new coordinates
satisfy (3), and hence the transformed system is of the form (2) for some m.
Restricting (1) to z = 0 we can see the problem above as a generalization
of the problem of classifying the integrability conditions for the system
x˙ = x(λ+ ax+ by), y˙ = y(µ+ dx+ ey), λ, µ ∈ Z, λµ < 0.
This problem was considered by several authors (Gravel and Thibault
[18], Christopher and Rousseau [10], Li et al. [19] and, for more general
quadratic systems, by Z˙o la¸dek [23], Fronville et al. [12] and Christopher et al.
[9]) and gives a simple generalization of the Poincare´ center-focus problem.
That is, to find conditions for which a local analytic first integral exists in a
planar system. In this case where λ+ µ = 0 we have a complexified version
of the classical center-focus problem. More recent work on integrability and
linearizability of Lotka Volterra type systems with (p,−q)-resonance can be
found in [15, 16, 14, 22]
Recall that in the classical center-focus problem, there are currently only
two known mechanisms for integrability: the existence of an algebraic sym-
metry or the existence of a Darboux integrating factor. In the general case
of p : −q resonance, however, other mechanisms appear to come into play: in
particular, blow-down to a node and reduction to a Riccati equation [9, 12].
For the Lotka-Volterra system, many of these conditions were subsumed in
[10] under a simple monodromy condition, applied to the neighborhoods of
the invariant lines x = 0 and y = 0, and the line at infinity. These conditions
reduced essentially to finite checks on the nature of the singularities (finite
and infinite) of the system.
Our aim here is to see if a generalization of the Poincare´ center-focus
problem to higher dimension gives a similarly simple list of integrability
mechanisms. We give a complete classification of the integrability conditions
for Lotka-Volterra equations with (1 : −1 : 1), (2 : −1 : 1) and (1 : −2 :
1) resonant critical points at the origin. It was a surprise to us that the
problems of integrability was much harder in this case, giving rise to new
forms of argument which rely less on geometric properties than the form
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of the power series concerned. This might be due to the fact that such
resonant singularities mix the saddle and node-like properties of their two-
dimensional counterparts. It would be interesting to know whether there
were more geometric ways of obtaining the sufficiency of these conditions.
Other work on 3D Lotka-Volterra equations has been done by Bobienski
and Z˙o la¸dek [3], who consider the finite singularity away from the axes
planes, and give a number of mechanisms for the existence of a center in the
(i : −i : λ) case; Cairo and Llibre [4, 5], who obtain a number of conditions
for the existence of Darboux first integrals in terms of the parameters; and
Basov and Romanovski [1], who take one of eigenvalues equal to zero. There
has also been several works devoted to systems which are homogeneous
(λ = µ = ν = 0) and hence reducible to a two-dimensional Lotka Volterra
equation ([13, 17, 21, 6]).
We hope to extend this work to consider more general integrability phe-
nomena in future work. In particular, the case where the system has a res-
onant integrable critical point with non-integer ratio of eigenvalues should
also be approachable using the methods here. In these cases, the first in-
tegrals would no longer be analytic, but a product of powers of analytic
functions: xαyβzγ(1 +O(x, y, z)).
The paper is organized as follows: In section 2, the Darboux method of
integrability and inverse Jacobi multiplier together are explained as well as
the relation between integrability and linearizability. In Section 3, we give
the complete classification of integrability and linearizability conditions of
system (1) with (1 : −1 : 1), (2 : −1 : 1) and (1 : −2 : 1)resonance at the
origin.
2 Mechanisms for Integrability and Linearizability
In this section we summarize the results we will need for understanding the
integrability mechanisms which appear in our calculations. These methods
can, in most cases, be extended to more general situations, but we focus
here on the specific context of system (1).
2.1 Reduction to the Poincare´ domain
A singular point whose eigenvalues lie in the Poincare´ domain (that is, the
convex hull of the eigenvalues does not contain the origin) can be brought
to normal form via an analytic change of coordinates. In particular, a node
with two analytic separatrices can have no resonant terms in its normal form
and so must be analytically linearizable.
We use this principle in two ways. Firstly, in many cases we can choose a
coordinate system so that two of the variables decouple to give a linearizable
node at the origin. If this is so, it just remains to find a linearizing transfor-
mation for the third variable via some simple power series arguments. Sec-
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ondly, and more rarely, we can perform a blow down to a three-dimensional
system in the Poincare´ domain. Since this new system is linearizable, we
can find two first integrals which we can pull back to first integrals of the
original system.
2.2 Darboux Integrability and Inverse Jacobi Multipliers
Our second main mechanism for proving integrability is the existence of
a Darboux first integral. The method is well know for two-dimensional
systems [8, 7, 16, 18], but has been used also for higher dimensional systems
[4, 5, 20, 6].
Let
X = P
∂
∂x
+Q
∂
∂y
+R
∂
∂z
,
be the associated vector field to the system (1). Given a polynomial F ∈
C[x, y, z], a surface F = 0 is called an invariant algebraic surface of the
system (1), if the polynomial F satisfies the equation
F˙ = XF = P
∂F
∂x
+Q
∂F
∂y
+R
∂F
∂z
= CFF (5)
for some polynomial CF ∈ C. Such a polynomial is called the cofactor of
the invariant algebraic curve F = 0. One can note that from equation (1)
that any cofactor has at most degree one since the polynomial vector field
has degree two.
To complete the study of integrals of parametric families, we will also
need the notion of exponential factor which plays the same role of as an
invariant algebraic surface in the case when two such surfaces coalesce. Let
E(x, y, z) = exp(f(x, y, z)/g(x, y, z)) where f, g ∈ C[x, y, z], then E in an
exponential factor if
XE = CEE, (6)
for some polynomial CE of degree at most one. The polynomial CE is called
the cofactor of E.
A Darboux function is a function of the form,
D =
∏
F λii E
λ0f/g,
where the Fi are invariant algebraic surfaces of the system, andE = exp(f/g)
is an exponential factor. Given a Darboux function, D, we can compute
X(D) = D
(∑
λiCFi + λ0CE
)
.
Clearly, the function D is a non-trivial first integral of the system if and
only if the cofactors CFi and CE are linearly dependent.
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For Darboux integrability in two dimensions, we seek a Darboux function
which is either a first integral or integrating factor for the system. From the
latter, it is possible to find a first integral by quadratures.
In higher dimensions, the role of the integrating factor is taken by the
Jacobi Multiplier. In the context of Darboux integrability, we usually con-
sider the corresponding reciprocals: inverse integrating factors, and inverse
Jacobi multipliers [2]. A function M is an inverse Jacobi multiplier for the
vector field X if it satisfies the equation
X(M) =Mdiv(X) ⇐⇒ div(X/M) = 0.
A Darboux inverse Jacobi multiplier, D, must satisfy λiCFi + λ0CE =
div(X).
In three dimensions, the existence of two independent first integrals im-
plies the existence of an inverse Jacobi multiplier. Conversely, given just
one first integral, φ, and an inverse Jacobi multiplier, M , one can construct
another first integral in the following manner.
Suppose that the level surfaces φ = c are locally parameterized by some
function z = fc(x, y). Using the x and y coordinates to parameterize φ = c,
we obtain a vector field
P (x, y, fc(x, y))
∂
∂x
+Q(x, y, fc(x, y))
∂
∂y
.
It can be shown [2] that
M(x, y, fc(x, y))
∂φ
∂z
(x, y, fc(x, y))
is an inverse integrating factor for this vector field. Hence, by quadratures
along φ = c, we can construct a second first integral ψc(x, y) for each value
of c. The function ψφ(x,y,z)(x, y) gives a second first integral of the system.
However, in our case, we would like more control on the form of this
second first integral. The following theorem allows us to give an explicit
expression for the integral in certain cases. We use the usual multi-index
notation XI = xiyjzk to simplify the notation.
Theorem 1. Suppose the analytic vector field
x(λ+
∑
|I|>0
AxIX
I)
∂
∂x
+ y(µ+
∑
|I|>0
AyIX
I)
∂
∂y
+ z(ν +
∑
|I|>0
AzIX
I)
∂
∂z
,
has a first integral φ = xαyβzγ(1 + O(x, y, z)) with at least one of α, β,
γ 6= 0 and a Jacobi multiplier M = xryszt(1 + O(x, y, z)) and suppose that
the cross product of (r−i−1, s−j−1, t−k−1) and (α, β, γ) is bounded away
from zero for any integers i, j, k ≥ 0, then the system has a second analytic
first integral of the form ψ = x1−ry1−sz1−t(1 + O(x, y, z)), and hence the
system (1) is integrable.
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Proof. Without loss of generality, we assume that α > 0. After an ana-
lytic change of coordinates of the form (x, y, z) 7→ (x(1 + O(x, y, z)), y(1 +
O(x, y, z)), z(1 + O(x, y, z))), which will not alter the form of the vector
field or the inverse Jacobi multiplier, we can assume that φ = Xδ where
δ = (α, β, γ). Furthermore, by absorbing the factor (1 + O(x, y, z)) of M
into the vector field itself, we can take the inverse Jacobi multiplier M
to be Xθ, where θ = (r, s, t). We take AI = (AxI , AyI , AzI) and write
A(0,0,0) = (λ, µ, ν).
From the hypothesis, we can take K > 0 such that for all I,
|(θ − I − 1) × δ| > K. (7)
Furthermore, since φ is a first integral, then Xφ = 0 gives for all I
δ ·AI = 0. (8)
Since M is a Jacobi multiplier, we have X(M) = div(X)M , and writing
div(X ) =
∂P
∂x
+
∂Q
∂y
+
∂R
∂z
= 1 · ℓ+
∑
I
(I + 1)AxIX
I ,
where 1 = (1, 1, 1), we see that, for all I,
(θ − I − 1) · AI = 0. (9)
By hypothesis, (θ − I − 1) and δ are linearly independent, and so (8)
and (9) imply that there exists some constants kI such that
AI = kI (θ − I − 1) × δ. (10)
For ease of calculation we work with the associated 2-form Ω = P dy ∧
dz + Qdz ∧ dx + Rdx ∧ dy rather than X. In this case, a function φ is a
first integral if and only if dφ ∧ Ω = 0. Now
Ω
M
=
P dy ∧ dz +Qdz ∧ dx+Rdx ∧ dy
Xθ
=
∑
I
(
kI (θ − I − 1) × δ
) · (dydz
yz
,
dzdx
zx
,
dxdy
xy
)XI−θ+1
=
∑
I
kI
(
(θ − I − 1) · (dx
x
,
dy
y
,
dz
z
)
) ∧ (δ · (dx
x
,
dy
y
,
dz
z
)
)
XI−θ+1
=
∑
I
kI
(
(θ − I − 1) · (dx
x
,
dy
y
,
dz
z
)XI−θ+1
) ∧ dφ
φ
= d
(∑
I
kI X
I−θ+1
) ∧ dφ
φ
(11)
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Thus, we have a formal first integral of the form
ψ =
∑
I
kI X
I−θ+1.
From (7) and (10), we must have that |kI | < K|AI | for all I, and so ψ is in
fact analytic.
2.3 Integrability and Linearizability
In some cases it is easy to deduce linearizability of a singularity from inte-
grability.
Theorem 2. If the system (1) is integrable and there exists a function
ξ = xαyβzγ(1 + O(x, y, z)) such that X(ξ) = kξ for some constant k =
αλ+ βµ+ γν, then the system is linearizable.
Proof. To see this, note that (2) implies that ξ0 = ξX
−αY −βZ−γ = 1 +
O(x, y, z) satisfiesX(ξ
1/k
0 ) = ξ
1/k
0 (1−m). Hence (x˜, y˜, z˜) = (Xξ
λ
k
0 , Y ξ
µ
k
0 , Zξ
ν
k
0 )
is a linearizing change of coordinates.
The Lotka-Volterra equations have another property which was first
noted in [10] for two dimensional systems. However, we do not use this
condition explicitly in what follows.
Theorem 3. Consider three dimensional Lotka-Volterra system (1) for which
the three separatrices at the origin x = 0, y = 0 and z = 0 have cofactors Lx,
Ly and Lz respectively. If Lx, Ly, Lz and the divergence div(X) are linearly
independent then the origin is integrable if and only if it is linearizable.
Proof. Suppose that the origin is integrable. Then there exists two inde-
pendent first integrals ϕ = x−µyλϕ1(x, y, z) and ψ = y
νz−µψ1(x, y, z) where
ϕ1(x, y, z) = 1+O(x, y, z) and ψ1(x, y, z) = 1+O(x, y, z) are analytic. The
functions ϕ1(x, y, z) and ψ1(x, y, z) obey the equations
Xϕ1 = ϕ1Lϕ1 , Xψ1 = ψ1Lψ1 ,
where
Lϕ1 = µLx − λLy, Lψ1 = −νLy + µLz.
Since ϕ and ψ are first integrals, then dϕ ∧ Ω = 0, dψ ∧ Ω = 0 and
dϕ∧ dψ =M Ω where Ω = P dy ∧ dz+Qdz ∧ dx+Rdx∧ dy as before, and
M is a Jacobi multiplier. One can easily show that
M = x−(µ+1)yλ+ν−1z−(µ+1)φ(x, y, z)
where φ(x, y, z) satisfies φ(0, 0, 0) = −µ 6= 0 and φ has a cofactor given by
the divergence plus a linear combination of Lx, Ly and Lz. Hence the co-
factors Lx, Ly, Lz and φ are linearly independent. Note that the cofactors
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Lϕ1 , Lψ1 and Lφ1 have no constant term. The condition on linear indepen-
dence implies that we can find a change of coordinates X = xϕα11 ψ
α2
1 φ
α3 ,
Y = y ϕβ11 ψ
β2
1 φ
β3 and Z = z ϕγ11 ψ
γ2
1 φ
γ3 which linearizes the system.
3 Integrability and Linearizability Conditions
In this section, we will give a complete classification of the integrability and
linearizability conditions for the origin of (1) with (1 : −1 : 1), (2 : −1 : 1)
and (1 : −2 : 1)-resonance. We note that x = 0, y = 0 and z = 0 are always
invariant algebraic surfaces with cofactors λ+ax+ by+ cz, µ+dx+ ey+ fz
and ν + gx+ hy + kz respectively. The necessary conditions were found by
computing the conditions for the existence of two independent first integrals
up to a given degree in the form (4) using Maple. The degrees used 6, 10 and
12 respectively. A factorized Gro¨bner basis was then found using Reduce
and finally the minAssGTZ algorithm in Singular [11] was used to check
that the conditions found were irreducible. To prove sufficiency, we exhibit
first integrals in the form (4).
For linearizability, we proceeded similarly: computing the conditions for
the existence of a linearizing change of coordinates up to some finite order to
find necessary conditions, and exhibiting a linearizing change of coordinates
for sufficiency. In this case, the first integrals can be obtained easily by
pulling back the first integrals of the linearized system (4).
3.1 (1 : −1 : 1)-resonance
Theorem 4. Consider three dimensional Lotka-Volterra system (1) with
(λ, µ, ν) = (1,−1, 1). The origin is integrable if and only if one of the
following conditions are satisfied:
1) ab− de = ac− 2ak + gk = ae+ ah− de− eg = af + ak − dk − gk =
bd+ bg − de− dh = bf − ch− fh+ hk = bk − ce+ ek − hk =
cd+ cg − 2dk + fg − gk = ef − hk = 0
2) b = d = f = h = 0
3) f = g = h = b− e = d− a = 0
3∗) b = c = d = f − k = e− h = 0
4) b = c = d = f = k = 0
4∗) a = d = g = h = f = 0
5) b = e = h = 0
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Moreover, the system is linearizable if and only if either one of the conditions
(2)-(5) or one of the following holds:
1.1) a = c = d = f = g = k = 0
1.2) a = bk − ch = d = e− h = f − k = g = 0
1.2∗) a− d = b− e = c = dh− eg = f = k = 0
1.3) a− g = b− h = c− k = d− g = e− h = f − k = 0
Proof. Cases 3*, 4* and 1.2* are dual to Cases 3, 4 and 1.2 under the trans-
formation (x, y, z) 7→ (z, y, x), and do not need to be considered separately.
The other cases are considered below.
Case 1: If e 6= 0, the system has an invariant algebraic plane ℓ = 1 + ax−
ey + kz = 0 with cofactor Lℓ = ax+ ey + kz, and we have two independent
first integrals
φ1 = xyℓ
−1− b
e , φ2 = yzℓ
−1−h
e .
When e = 0 we have several cases.
i) b = h = 0: This is a subcase of Case 5.
ii) h = 0,b 6= 0: In this case, we have a = f = k = g + d = 0 and we get
an exponential factor ℓ = exp(dx− by + cz) with cofactor dx+ by + cz, and
first integrals φ1 = xyℓ
−1 and φ2 = yz.
iii) b = 0,h 6= 0: In this case, we have a = d = k = 0 and c = f(b/h − 1).
We get an exponential factor ℓ = exp(gx−hy+fz) with cofactor gx+hy+fz.
This gives first integrals φ1 = xy and φ2 = yzℓ
−1.
iv) b,h 6= 0: In this case, we have a = k = 0, c = f(b/h−1) and g = d(h/b−
1). We get an exponential factor ℓ = exp(dhx − bhy + bfz) with cofactor
dhx+ bhy + bfz. This gives first integrals φ1 = xyℓ
− 1
h and φ2 = yzℓ
− 1
b .
Case 1.1: If e 6= 0, we have an invariant plane 1− ey = 0, and the change
of coordinates (X,Y,Z) = (x(1− ey)− be , y(1− ey)−1, z(1− ey)−he ) linearizes
the systems. When e = 0, we replace (1 − ey)− be and (1 − ey)−he above by
exp(by) and exp(hy) respectively.
Case 1.2: When e 6= 0 The linearizing change of variables is given by
(X,Y,Z) = (x(1 − ey + fz)− be , y(1 − ey + fz)−1, z(1 − ey + fz)−1). When
e = 0, then either b = 0 and f 6= 0, and we have a linearizing change of
coordinates (X,Y,Z) = (x(1 + fz)c/f , y(1 + fz)−1, z(1 + fz)−1), or f = 0
and we linearize by (X,Y,Z) = (x exp(by − cz), y, z).
Case 1.3: In this case we have an invariant plane ℓ = 1 + ax − by + fz
with cofactor Lℓ = ax + by + fz and the linearizing change is (X,Y,Z) =
(x ℓ−1, y ℓ−1, z ℓ−1).
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Case 2: In this case we have an invariant algebraic plane ℓ = 1−ey = 0 with
cofactor Lℓ = ey. Writing Y = y/(1−ey), we obtain Y˙ = −Y . Furthermore,
the equations
x˙ = x(1 + ax+ cz), z˙ = z(1 + gx+ kz), (12)
gives a linearizable node. Thus, there exists X = x(1 + O(x, z)) and Z =
z(1 +O(x, z)) such that X˙ = X and Z˙ = Z.
Case 3: The transformation X = x/(1 + ax − by), Y = y/(1 + ax − by)
gives
X˙ = X(1 + cz − acXz), Y˙ = Y (−1− acXz), z˙ = z(1 + kz).
The first and third equations give a linearizable node, and so we can find
a change of coordinates X˜ = X(1 + O(X, z)) and Z = z(1 + O(X, z))
such that ˙˜X = X˜ and Z˙ = Z (in fact Z = z/(1 + kz)). Since Y˙ =
Y (−1 − acX(X˜, Z) z(Z)), it is sufficient to find a function ℓ(X,Y ) such
that ℓ˙(X,Z) = X(X˜, Z)z(Z), then the substitution Y˜ = Y eacℓ will give
˙˜Y = −Y˜ , and the system is linearized.
Writing X(X˜, Z)z(Z) =
∑
i+j>0 aijX
iZj, it is easy to see that ℓ(X,Z) =∑
i+j>0
1
i+jaijX
iZj gives a convergent expression for ℓ.
Case 4: This system has two invariant algebraic planes 1 + ax = 0 and
1 − ey = 0 with cofactors ax and ey respectively, and a linearizing change
of coordinates
(X,Y,Z) = (x(1 + ax)−1, y(1− ey)−1, z(1 + ax)− ga (1− ey)−he ).
When a = 0, we have an exponential factor exp(x), and we replace
(1 + ax)g/a by exp(gx). Similarly, when e = 0, we have an exponential
factor exp(y) and replace (1− ey)h/e by exp(−hy).
Case 5: The equations in x and z are independent of y, and give a lineariz-
able node
x˙ = x(1 + ax+ cz), z˙ = z(1 + gx+ kz).
Hence there exists a change of coordinates X = x(1 + O(x, z)) and Z =
z(1 + O(x, z)) such that X˙ = X and Z˙ = Z. The remaining equation is
given by
y˙ = y(−1 + dx(X,Z) + fz(X,Z)).
Suppose there exists a function ℓ(X,Z) such that ℓ˙(X,Z) = (dx(X,Z) +
fz(X,Z)), then the transformation Y = ye−ℓ will gives Y˙ = −Y .
Writing dx(X,Z)+fz(X,Z) =
∑
i+j>0 aijX
iZj, we have ℓ =
∑
i+j>0
aij
i+jX
iZj,
which is clearly convergent.
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3.2 (2 : −1 : 1)-resonance
Theorem 5. We Consider three dimensional Lotka-Volterra system (1) with
(λ, µ, ν) = (2,−1, 1). Under the following (1)-(11) conditions, the origin is
integrable:
1) ef − hk = ab− ah− de+ eg = ac− 3ak + 2gk = ae+ ah− de− eg =
af + ak − dk − gk = bd+ bg − de− 2dh+ eg = bf − ch− 2fh+ 2hk =
bk − ce+ 2ek − 2hk = cd+ cg − 3dk + 2fg − gk = 0
2) b+ e = c = d = f = k = 0
3) b+ h = c+ k = d = e− h = f − k = 0
4) a− d = b− e = f = g = h = 0
5) b+ e = d = f = h = 0
6) a = d = f = g = h = 0
7) b = c = e− h = f − k = 0
8) b = e = h = 0
9) b = f = h = 0
10) b = c = f = k = 0
11) b = c− 4k = e+ h = f + k = 0
Moreover, the origin is linearizable if and only if the system satisfied either
one of the conditions (2)-(10) or one of the following conditions:
1.1) a = c = d = f = g = k = 0
1.2) a− d = b− e = c = dh− eg = f = k = 0
1.3) a = bk − ch = d = e− h = f − k = g = 0
1.4) a− g = b− h = c− k = d− g = e− h = f − k = 0
Proof. We treat the cases individually.
Case 1: If e 6= 0, then we have an invariant surface ℓ = 1+ a2x−ey+kz = 0
with cofactor Lℓ = ax+ey+kz. From this we can construct two independent
first integrals
φ1 = x y
2 ℓ−2−
b
e and φ2 = y z ℓ
−1−h
e .
When e = 0 and h 6= 0 then we have an exponential factor ℓ = exp((d+
g)x/2− hy + fz) with cofactor (d+ g)x+ hy + fz with corresponding first
integrals
φ1 = x y
2 ℓ−
b
h and φ2 = y z ℓ
−1.
If e = 0 and h = 0 then we can assume b 6= 0 since otherwise we are in
Case 8. The conditions then give an exponential factor ℓ = exp(gx+by−cz)
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with cofactor 2gx− by− cz and corresponding first integrals φ1 = x y2 ℓ and
φ2 = y z.
Case 1.1: If e 6= 0, the linearizing change of coordinates is given by
(X,Y,Z) = (x(1− ey)− be , y(1− ey)−1, z(1 − ey)−he ).
When e = 0, we have an exponential factor exp(y), then replace (1− ey)− be
and (1− ey)−he by exp(by) and exp(hy) respectively.
Case 1.2: For b 6= 0, a linearizing change of variables is given by
(X,Y,Z) = (x(1 +
a
2
x− by)−1, y(1 + a
2
x− by)−1, z(1 + a
2
x− by)−hb ).
When b = 0, either h = 0 and a 6= 0, and we can linearize by
(X,Y,Z) = (x(1 +
a
2
z)−1, y(1 +
a
2
z)−1, z(1 +
a
2
z)−g/a),
or a = 0 and we linearize by (X,Y,Z) = (x, y, z exp(by − gx)).
Case 1.3: This case is exactly similar to case 1.2.
Case 1.4: In this case we have an invariant surface ℓ = 1+ a2x−by+fz with
cofactor Lℓ = ax+ by+ fz and the linearizing change is give by (X,Y,Z) =
(x ℓ−1, y ℓ−1, z ℓ−1).
Case 2: In this case we have invariant planes ℓ1 = 1 +
a
2x + by = 0,
ℓ2 = 1 +
a
2x− ab2 xy = 0 and ℓ3 = 1 + by = 0 with cofactors Lℓ1 = ax− by,
Lℓ2 = ax and Lℓ3 = −by respectively.
The change of coordinates (X,Y,Z) = (x ℓ−11 ℓ
2
3, yℓ
−1
3 , z ℓ
− g
a
2 ℓ
h
b
3 ) linearizes
the system. When b = 0 we can replace ℓ
h/b
3 by exp(hy) and, when a = 0,
we replace ℓ
−g/a
2 with exp(−x(1− by)g/2).
Case 3: After the change of coordinates (X,Y,Z) = (x, xy, xz), the system
becomes
X˙ = 2X+aX2− eY − fZ, Y˙ = Y (1+aX), Z˙ = Z(3+(a+ g)X). (13)
The critical point at the origin of (13) is in the Poincare´ domain and hence
is linearizable via an analytic change of coordinates which can be chosen to
be of the form (X˜, Y˜ , Z˜) = (X−eY +fZ+O(2), Y (1+O(1)), Z(1+O(1))).
The two first integrals φ˜ = X˜−1 Y˜ 2 and ψ˜ = X˜−2 Y˜ Z˜ of the linear
system pull back to first integrals of the form
φ1 = x y
2(1 +O(1)), and φ2 = yz(1 +O(1)).
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The expression ξ = xaya+gz−g satisfies ξ˙ = (a − 2g)ξ and so the system is
linearizable from Theorem 2
Case 4: The transformation X = x/(1 + ax/2 − by), decouples the terms
in X and z to give
X˙ = X
(
2 + (1− aX/2)cz), z˙ = z(1 + kz), (14)
with a linearizable node at the origin. Thus, there is a linearizing change
of coordinates X˜ = X˜(X, z) = x(1 + O(1)), Z˜ = Z˜(z) = z(1 +O(1)) which
brings (14) to the form ˙˜X = 2X˜ and ˙˜Z = Z˜.
Taking Y = y/(1 + ax/2 − by), we get Y˙ = Y (−1− acXz/2). It is suf-
ficient, therefore, to find ℓ(X˜, Z˜) such that ℓ˙(X˜, Z˜) = X(X˜, Z˜)z(Z˜). Then
the substitution Y˜ = Y eacℓ/2 will linearize the system.
If x(X,Z)z(Z) =
∑
i+j>0 aijX
iZj, then ℓ(X,Z) =
∑
i+j>0
aij
2i+jX
iZj
gives a convergent expression for ℓ.
Case 5: A change of coordinates (X,Y,Z) = ( x1+by , y,
z
1+by ), brings the
system to the form
X˙ = X(2+aX+cZ)(1+bY ), Y˙ = −Y (1+bY ), Z˙ = Z(1+gX+kZ)(1+bY ).
(15)
After rescaling the system by (1 + bY ), we have Y˙ = −Y and the first and
third equation give a linearizable node. This implies the original system is
integrable. However, since Y˙ = −Y the system must also be linearizable by
Theorem 2.
Case 6: A linearizing change of coordinates is given by
(X,Y,Z) = (x(1− ey)− be (1 + kz)− ck , y(1− ey)−1, z(1 + kz)−1).
When k = 0, we have an exponential factor exp(z), and we replace (1+kz)−
c
k
by exp(−cz). Similarly, when e = 0, we have an exponential factor exp(y)
and replace (1− ey)− be by exp(by).
Case 7: The system has an invariant algebraic plane ℓ = 1+ax/2 = 0 with
cofactor Lℓ = ax yielding a first integral φ = x
−1 y−1 z ℓ
d−g+a
a . We also have
an inverse Jacobi multiplier IJM = x
5
2 y3ℓ−
1
2
− 2d
a
+ g
a .
When a = 0, an exponential factor exp(x) will appear and replace ℓ
d−g+a
a
and ℓ−
1
2
− 2d
a
+ g
a by exp(d−g2 x) and exp((
g
2 − d)x) respectively. Theorem 1
therefore guarantees the existence of a second first integral of the form
ψ = x−3/2y−2z(1 + O(1)). From these two integrals it is easy to con-
struct integrals of the form required as φ1 = φ
2ψ−2 = xy2(1 + . . .) and
φ2 = φ
3ψ−2 = yz(1 + . . .). Since ξ = xℓ−1 satisfies ξ˙ = 2ξ, the system is
linear by Theorem 2.
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Case 8: In this case, our system is
x˙ = x(2 + ax+ cz), y˙ = y(−1 + dx+ fz), z˙ = z(1 + gx+ kz).
The first and third equations gives a linearizable node, so it suffices to find
ℓ(X,Y ) such that
ℓ˙(X,Z) = dx(X,Z) + fz(X,Z) (16)
The transformation Y = ye−ℓ then linearizes the second equation.
Writing dx(X,Z) + fz(X,Z) =
∑
i+j>0 aijX
iZj, we obtain ℓ(X,Z) =∑
i+j>0
aij
2i+jX
iZj, which is clearly convergent.
Case 9: The system (1) can be written as
x˙ = x(2+ ax+ cz), y˙ = y(−1+ dx+ ey), z˙ = z(1+ gx+ kz). (17)
The first and third equations in (17) give a linearizable node. To linearize
the second equation, we seek an invariant surface of the form ℓ + χy = 0
with cofactor dx + ey where ℓ = ℓ(X,Z), χ = χ(X,Z), and ℓ(0) = 1. The
change of variable Y = yℓ+χy will then linearize the second equation.
To find ℓ and χ we therefore need to solve
χ˙− χ = e ℓ, ℓ˙ = dx ℓ. (18)
To find ℓ, we write ℓ = eψ and solve ψ˙ = dx. Let ψ =
∑
i+j>0 cijX
iZj,
then ∑
i+j>0
(2i+ j)cijX
iZj = dx(X,Z) = dX +
∑
i+j>1
dijX
iZj,
for some dij . Clearly, c10 =
d
2 , c01 = 0, cij =
dij
2i+j for i + j > 1. The
convergence of
∑
i+j>1 dijX
iZj, guarantees the convergence of ψ and hence
ℓ. Furthermore, it is clear that ℓ will contain no term in Z.
Now, writing ℓ =
∑
bijX
iZj, and noting that a01 = 0, we find that
χ =
∑ e
2i+j−1aijX
iZj gives a convergent expression for χ.
Case 10: In this case the system (1) reduces to
x˙ = x(2 + ax), y˙ = y(−1 + dx+ ey), z˙ = z(1 + gx+ hy). (19)
The transformation
X =
x
1 + ax/2
, Y =
y
ℓ+ χy
(20)
would linearize the first and the second equations in (19) if ℓ+ χy = 0 were
the defining equation of an invariant algebraic surface with cofactor dx+ ey
where ℓ = ℓ(X), χ = χ(X) and ℓ(0) = 1. This condition is equivalent to
χ˙− χ = e ℓ, ℓ˙ = dx ℓ. (21)
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The second of these equations is clearly satisfied if we take ℓ = (1+ax/2)2/a =
(1 − aX/2)−2/a (when a = 0 let ℓ = ex = eX). Writing χ = ∑ aiXi and
ℓ =
∑
biX
i, equation (21) is satisfied if we set ai = bi/(2i−1). The resulting
function χ is clearly convergent.
To linearize the third equation, it is suffices to find γ(X,Y ) such that
γ˙ = g x(X) + h y(X,Y ), and take Z = z exp(−γ).
Writing,
γ =
∑
i+j>0
cijX
iY j , x(X) =
∑
i>0
diX
i, y(X,Y ) =
∑
i+j>0
eijX
iY j,
we see that we require
∑
(2i − j)cijXiY j =
∑
g diX
i +
∑
h eijX
iY j =
∑
fijX
iY j.
If y(X,Y ) contains no terms of the form XkY 2k, then we can set cij =
(gdi + heij)/(2i − j) for 2i 6= j, and cij = 0 otherwise, to find a convergent
expression for γ.
Therefore, it just remains to show that the inverse transformation y =
y(X,Y ) from (20) contains no term like (XY 2)n. From (20),
y =
ℓ Y
1− χY =
∑
ℓ χn Y n+1
suppose n+1 = 2m for some m. It is suffices to show that ℓ χn contains no
term Xm or in another word ℓ χ2m−1 has no term Xm. Since
χ˙ =
dχ
dt
= 2X
dχ
dX
,
then, from equation (21), we obtain
(
2X
2m
dχ2m
dX
− χ2m) = e ℓ χ2m−1 (22)
However, the term in Xm in χ2m clearly vanishes on the left hand side of
(22), so that either e = 0, in which case χ ≡ 0, or the coefficient of Xm in
χ2m−1 vanishes. Thus y in (20) contains no (XY 2)n and we have established
the existence of a linearizing change of coordinates.
Case 11: The transformation w = yz brings the system to the form
x˙ = x(2 + ax− 4fz), w˙ = wxd˜, z˙ = z(1 + gx− fz)− ew, (23)
where d˜ = d+ g. In this case we seek and expression ψ =
∑
wiψi(x, z) such
that ψ˙ = x. If such a ψ exists, then φ = we−d˜ψ is a first integral.
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We write the vector field as X = X0 + X1 + Xω, where
X0 = x(2+ax−4fz) ∂
∂x
+z(1+gx−fz) ∂
∂z
, X1 = −ew ∂
∂z
, Xω = wxd˜
∂
∂w
.
From Xψ = x, we get:
X0ψ0 = x, X0ψk + k x d˜ ψk = −X1ψk−1 (k > 0). (24)
We now solve the equation (24). To do this, we first show that for
every B =
∑
i+j>0 bijx
izj , there exists an A =
∑
i+j>0 aijx
izj , such that
(X0 + kd˜x)A = B. Since
(X0+kd˜x)A =
∑
i+j>0
(2i+j)aijx
izj+
∑
i+j>0
(ia+jg+kd˜)aijx
i+1zj−
∑
i+j>0
(4i+j)faijx
izj+1,
we find that the aij must satisfy
(2i+ j)ai,j + ((i− 1)a+ jg + kd˜)ai−1,j − (4i + j − 1)fai,j−1 = bi,j.
Now in (24) we can solve the equations term by term provided that
the right hand side of the equations have no constant term. However, this
follows from the stronger observation that we can choose ψi in (24) to be
divisible by x. To show this, we can suppose by induction that x divides
the right hand side of (24) (for k = 0 this is immediate). This implies that
z(1+gx−fz)∂ψk∂z is divisible by x and this in turn shows that ∂ψk∂z is divisible
by x. Writing ψk(x, z) = g(z) + xh(x, z), we see that g
′(z) = 0, so that g is
a constant. Clearly ψk − g also satisfies (24) and we proceed by induction.
There is therefore no obstruction to solving these equations (24) recur-
sively, and standard majorization techniques imply that the resulting series
will be convergent.
Thus, we find a first integral φ1 = yze
−d˜ψ of the original system. The
system also has an inverse Jacobi multiplier
x
3
2 y1+
g+a/2
d˜ z
g+a/2
d˜ .
Theorem 1 therefore guarantees a second first integral
ψ = x−
1
2 y−
g+a/2
d˜ z1−
g+a/2
d˜
(
1 +O(1)
)
,
from which we deduce the following first integral
φ2 = φ
2d−a
d˜
1 ψ
−2 = xy2(1 +O(1)).
When d˜ = 0 then x3/2y is an IJM and we proceed as before.
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3.3 (1 : −2 : 1)-resonance
Theorem 6. The origin of the three dimensional Lotka-Volterra system (1)
with (λ, µ, ν) = (1,−2, 1) is integrable if and only if on of the following
conditions holds:
1) ab+ ah− de− eg = ac− 2ak + gk =
ae+ 2ah− de− 2eg = af + 2ak − dk − 2gk =
bd+ 2bg − de− dh− eg = bf + ce− 2ch − ek − fh+ 2hk =
bk − ce+ ek − hk = cd+ 2cg − 2dk + fg − 2gk =
ef + ek − 2hk = 0
2) a = d = f + k = g = h = 0
3) a− 2g = b+ e = c− 3k = d = f + k = h = 0
4) c = d = f = g = 0
5) a = d = f = g = 0
5∗) c = d = f = k = 0
6) b− h = d = f = 0
7) a− g = c− k = d = f = 0
8) b+ h = c+ k = d = e− h = f − k = g = 0
9) b+ 3h = c− 3k = d = e+ 2h = f + 2k = g = 0
10) b = c = d = e− h = f − k = 0
10∗) a− d = b− e = f = g = h = 0
11) b = e = h = 0
12) a+ d = b = cd− 2dk − gk = f + k = h = 0
13) a− d = b− e = f + k = g = h = 0
13∗) a+ d = b = c = e− h = f − k = 0
14) c− 2k = d = f + k = g = h = 0
14∗) 2a− g = b = c = 2d+ g = f = 0
15) a+ g = b+ 3h = c− 3k = d = e+ 2h = f + 2k = 0
16) 3a− g = b = 2c− k = 3d+ g = e+ h = f = 0
17) a+ g = b+ h = c = d+ g = e+ h = f = 0
18) 3a− g = 3b+ h = c = 3d+ 2g = 3e− 2h = f = 0
19) 3a− g = 3b+ h = c+ k = 3d+ 2g = 3e− 2h = f = 0
20) b = d = f + k = g = h = 0
20∗) a+ d = b = c = f = h = 0
21) a+ d = b = c = f = k = 0
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Moreover, the system is linearizable if and only if either one of the conditions
(2)-(8), (10)-(14), (16)-(17), (20)-(21) or one of the following holds:
1.1) a = bk − ch = d = e− h = f − k = g = 0
1.1∗) a− d = b− e = c = dh− eg = f = k = 0
1.2) a− g = b− h = c− k = d− g = e− h = f − k = 0
Proof. Cases 1*, 5*, 10*, 13*, 14* and 20.1* are dual to Cases 1, 5, 10, 13,
14 and 20.1 under the transformation (x, z) 7→ (z, x), and we do not consider
them further. The other cases are considered below.
Case 1: If e 6= 0, the system has an invariant algebraic plane ℓ = 1 + ax−
e
2y+ kz = 0 with cofactor Lℓ = ax+ ey+ kz and produces two independent
first integrals φ1 = x
2 y ℓ−1−
2b
e and φ1 = y z
2 ℓ−1−
2h
e .
If e = 0, we have several sub cases:
i) k 6= 0: We have b = h = 0 and the system has first integrals φ1 =
x2 y ℓ−(
f+2c
k
) and φ2 = y z
2 ℓ−2−
f
k .
ii) h 6= 0: We have a = k = 0 and we have an exponential factor ℓ =
exp(−(d+2g)x+ hy− fz) with cofactor Lℓ = −(d+2g)x− 2hy− fz which
yields first integrals φ1 = x
2 y ℓ
b
h and φ2 = y z
2 ℓ.
iii) h = k = 0: If b = 0 we are in Case 11, so we assume that b 6= 0 which
implies that a = d + 2g = f = 0. Then there exists an exponential factor
ℓ = exp(2gx + by − 2cz) with cofactor Lℓ = 2gx − 2by − 2cz which yields
two first integrals φ1 = x
2y ℓ and φ2 = yz
2.
Case 1.1: If e 6= 0, the change of coordinates (X,Y,Z) = (x(1 − e2y +
fz)−
b
e , y(1 − e2y + fz)−1, z(1 − e2y + fz)−1) linearizes the system. When
e = 0, then either k = 0 or b = 0. In the first case, we can linearize via
(X,Y.Z) = (x exp(12by − cz), y, z), and in the second, taking k 6= 0, we can
linearize via (X,Y,Z) = (x(1 + kz)−
c
k , y(1 + kz)−1, z(1 + kz)−1).
Case 1.2: In this case we have an invariant plane ℓ = 1 + ax − b2y + cz
with cofactor Lℓ = ax + by + cz and the linearizing change is (X,Y,Z) =
(x ℓ−1, y ℓ−1, z ℓ−1).
Case 2: The system has an invariant algebraic plane ℓ = 1 − e2y − fz = 0
with cofactor Lℓ = ey − fz. The substitution
Y = y ℓ−1 (1− fz)2, Z = z
1− fz . (25)
gives Y˙ = −2Y and Z˙ = Z, and the changes of coordinates X = xe−φ will
give X˙ = X if and only if
φ˙(Y,Z) = −2Y ∂φ
∂Y
+ Z
∂φ
∂Z
= b y(Y,Z) + c z(Z). (26)
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An obstruction to the existence of φ is possible only if y = y(Y,Z) in
(26) contains a term of the form (Y Z2)n. According to (25), one can find
y =
Y (1 + fZ)
1 + e2Y (1 + fZ)
2
=
∑
n≥1
(−e
2
)n−1Y n(1 + fZ)2n−1,
and hence y contains no term of the form (Y Z2)n.
Case 3: If g = 0 then we obtain a sub-case of Case 2 and if f = 0 we
obtain a subcase of Case 5*. Hence, we shall assume that f and g are both
non-zero. The system has two first integrals:
φ =
xy(gexy − 2gx+ 2fz − 2f2z2)
(1− 2gexy + 2gx − 2fz + f2z2)2
and
ψ =
x2y2z2
(1− 2gexy + 2gx− 2fz + f2z2)3 .
From these, we obtain two first integrals of the desirable form
φ1 = − φ
2g
+
f
g
√
ψ = x2 y(1 + . . .)
and
φ2 =
ψ
φ1
= y z2(1 + . . .).
The expression ξ = xyz−2 satisfies ξ˙ = −3ξ and so the system is lin-
earizable by Theorem 2.
Case 4: The system (1) reduces to
x˙ = x(1 + ax+ by), y˙ = y(−2 + ey), z˙ = z(1 + hy + kz). (27)
The change of coordinates Y = y/(1 − ey/2) gives Y˙ = −2Y . To linearize
the first equation, we seek an invariant algebraic surface A(Y )+B(Y )x = 0
with cofactor ax+ by, where A and B are analytic with A(0) = 1. Thus we
seek A and B to satisfy the equation
− 2Y A′(Y ) = b y A(Y ), −2Y B′(Y ) +B(Y ) = aA(Y ). (28)
The first equation gives A = (1− ey/2)b/e (or exp(by/2) when e = 0).
Writing A =
∑
i≥0 aiY
i, we have B =
∑
i≥0 a
ai
1−2iY
i, which is clearly
convergent.
The substitution X = x/(A + Bx) linearizes the first equation of (27).
In the same way, we can find an invariant surface C(Y ) +D(Y )z = 0 with
cofactor hy+ kz to so that Z = z/(C +Dz) linearizes the third equation of
(27).
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Case 5: In this case the system (1) becomes
x˙ = x(1 + by + cz), y˙ = y(−2 + ey), z˙ = z(1 + hy + kz),
The substitution Y = y/(1 − ey/2) linearizes the second equation. As in
the previous case, we can find an invariant surface C(Y ) + D(Y )z = 0
with cofactor hy + kz where C and D are analytic with C(0) = 1. Then
Z = z/(C+Dz) linearizes the third equation. Such a C and D must satisfy
− 2Y C ′(Y ) = h y C(Y ), −2Y D′(Y ) +D(Y ) = k C(Y ). (29)
We seek a transformation X = xe−φ which linearizes the first equation.
Such a φ satisfies
φ˙(Y,Z) = by(Y ) + cz(Y,Z). (30)
Taking φ =
∑
aijY
iZj, we find that φ˙ =
∑
(2i− j)aij . It is clear that (30)
can be solved analytically for φ as long as z(Y,Z) contains no term of the
form (Y Z2)n. Since
z(Y,Z) =
ZC(Y )
1− ZD(Y ) =
∑
i≥0
CDi−1Zi,
it is sufficient to show that CD2n−1 contains no term in Y n.
However, from the defining equation (29), we have
CD2n−1 =
1
k
(
− 2Y ∂D
∂Y
+D
)
D2n−1 =
1
k
(
− Y
n
∂D2n
∂Y
+D2n
)
,
which clearly does not contain any term of degree Y n. When k = 0, we have
D = 0 from (29) and the corresponding result is trivial.
Case 6: In this case, the change of variables X = xm(y) and Z = zm(y)
for some analytic function m(y) with m(0) = 1, brings the system to the
form
X˙ = X(1 + ax+ cz + by +
m′
m
y(−2 + ey)),
y˙ = y(−2 + ey),
Z˙ = Z(1 + gx+ kz + by +
m′
m
y(−2 + ey)).
(31)
We choose m so that
1 + by +
m′
m
y(−2 + ey) = 1
m
.
This equation has an explicit solution,
m = −1
2
√
y(1− ey/2)−( be+ 12 )
∫
y−
3
2 (1− ey/2) be− 12 ,
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which can be seen to be analytic in y with m(0) = 1, taking the definite
integral as a Laurent series in odd powers of
√
y. After scaling by m(y), the
system becomes,
X˙ = X(1 + aX + cZ), y˙ = y(−2 + ey)m(y), Z˙ = Z(1 + gX + kZ).
Clearly the first and third equations gives a linearizable node. The second
equation can be linearized by a substitution Y = ℓ(y), such that
y(2− ey)m(y)dℓ(y)
dy
= 2ℓ(y), ℓ(0) = 0, ℓ′(0) = 1.
This is clearly solvable analytically once we have determined m(y) as above.
Case 7: In this case the system has an invariant algebraic plane ℓ = 1 −
ey/2 = 0 with cofactor Lℓ = ey producing a first integral
φ = x z−1 ℓ
h−b
e
It is easy to see that we have an inverse Jacobi multiplier
IJM = y
3
2 z3(1− ey/2) be− 2he + 12 (32)
When e = 0, we take φ = x z−1 exp( b−h2 y) and IJM = y
3
2 z3 exp(2h−b2 y)
above. By Theorem 1, we can obtain a second first integral ψ = xy−
1
2 z−2
(
1+
O(1)
)
. Now we can construct two independent first integrals of the desired
form as
φ1 = φ
4ψ−2 = x2y(1+m(x, y, z)) and φ2 = φ
2ψ−2 = yz2(1+ mˆ(x, y, z)).
In this case the linearizing change is given by
(X,Y,Z) = (x (1 +m)
1
2 (−2 + ey) 12 , y (−2 + ey)−1, z (1 + mˆ) 12 (−2 + ey) 12 ).
Case 8: This case has invariant algebraic surfaces ℓ1 = 1+
b
2y− cz = 0 and
ℓ2 = 1+ax+abxy− ac2 xz = 0, with cofactors Lℓ1 = −by− cz and Lℓ2 = ax,
which allow us to find two independent first integrals:
φ1 = x
2 y ℓ1ℓ
−2
2 and φ2 = y z
2 ℓ−31 ,
and linearizing change of coordinates (X,Y,Z) = (x ℓ1ℓ
−1
2 , y ℓ
−1
1 , z ℓ
−1
1 ).
Case 9: In this case ℓ = ax(1 + k2z) − ahxy + (1 + hy + kz)2 = 0 is an
invariant algebraic surface with cofactor Lℓ = ax− 4hy+2kz, giving rise to
the first integrals
φ1 = x
2 y ℓ−2 and φ2 = y z
2.
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Case 10: The change of variables (Y,Z) = ( y1+fz−ey/2 ,
z
1+fz−ey/2) gives a
new system
x˙ = x(1 + ax), Y˙ = −2Y (1 + fgxZ), Z˙ = Z(1 + gx− fgxZ),
The first and the third equations obviously gives a node and therefore there
is a linearizing change of coordinates Xˆ = Xˆ(x), Zˆ = Zˆ(x,Z). To linearize
the second equation, it is suffices to find ψ(Xˆ, Zˆ) such that ψ˙ = fgxZ
and use the transformation Yˆ = Y e2ψ. Setting ψ(Xˆ, Zˆ) =
∑
i+j>0 aijXˆ
iZˆj
and x(Xˆ, Zˆ)Z(Xˆ, Zˆ) =
∑
bijXˆ
iZˆj, we find that aij = dij/(i + j), giving a
convergent expression for ψ.
Case 11: Then the system reduces to
x˙ = x(1 + ax+ cz), y˙ = y(−2 + dx+ fz), z˙ = z(1 + gx+ kz),
The first and third equations gives a linearizable node. We denote the
linearizing coordinates by X and Z.
The transformation Y = ye−φ will linearize the second equation if φ
can be chosen so that φ˙(X,Z) = dx(X,Z) + fz(X,Z). Let φ(X,Z) =∑
i+j>0 aijX
iZj and dx(X,Z) + fz(X,Z) =
∑
i+j>0 bijX
iZj, then we re-
quire aij = bij/(i + j), which gives a convergent expression for φ.
Case 12: The system (1) reduces to
x˙ = x(1− dx+ cz), y˙ = y(−2 + dx+ ey − kz), z˙ = z(1 + gx+ kz).
The system has invariant algebraic surfaces ℓ1 = 1− dx− e2y + kz = 0 and
ℓ2 = 1 − e2y − ed2 xy + ke2 yz = 0 with cofactors Lℓ1 = −dx + ey + kz and
Lℓ2 = ey. The substitution Y = y ℓ1 ℓ
−2
2 linearizes the second equation, and
the first and third equations define a linearizable node.
Case 13: In this case system (1) becomes
x˙ = x(1 + ax+ by + cz), y˙ = y(−2 + ax+ by − kz), z˙ = z(1 + kz),
The system has an invariant algebraic plane ℓ = 1 + kz = 0 with cofactor
Lℓ = kz. By mean of a change of variables
(X,Y,Z) = (x(1 + kz)−
c
k , y(1 + kz), z(1 + kz)−1)
we arrive to the system
X˙ =X(1 + aX(1 − kZ)− ck + bY (1− kZ)),
Y˙ =Y (−2 + aX(1 − kZ)− ck + bY (1− kZ)),
Z˙ =Z,
(33)
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with first integral φ = X−1Y Z3 and inverse Jacobi multiplier IJM = X2Y .
We cannot apply Theorem 1, as there are non-negative integer values of
i, j and k for which the cross product of (1 − i,−j,−1 − k) and (−1, 1, 3)
is zero. However, this is only true when, (1 − i,−j,−1 − k) = α (−1, 1, 3)
for some α. Clearly, the only possibility is when α = −1, i = 0, j = 1 and
k = 2.
However, in this case, the proof of Theorem 1 will still work as long
as A(0,1,2) = 0 because, in this case, (10) will still hold. But it is clear
that in (33) that there are no terms in Y Z2 in the cofactors of X, Y or
Z, so indeed A(0,1,2) = 0 and we have a second first integral of the form
ψ = X−1Z(1 + O(X,Y,Z)). We get first integrals in the required form by
pulling back the first integrals φ1 = φ/ψ
3 = X2Y (1+O(X,Y,Z)) and φ2 =
φ/ψ = Y Z2(1 + O(X,Y,Z)) to the original coordinates. The substitution
(Xˆ, Yˆ , Zˆ) = (Z/ψ, φ2/Z
2, Z) linearizes the system.
When k = 0, we replace (1 + kz)−
c
k by exp(−cz) and proceed similarly.
Case 14: In this case we have two invariant algebraic planes ℓ1 = 1− e2y−
fz = 0 and ℓ2 = 1 − fz = 0 with cofactors Lℓ1 = ey − fz and Lℓ2 = −fz.
This allow us to construct a first integral φ = y z2ℓ−11 and inverse Jacobi
multiplier IJM = x2 z−2 ℓ
2− b
e
1 ℓ
b
e
−1
2 . Now, Theorem 1 guarantees a second
first integral ψ = x−1yz3(1 +O(x, y, z)). We write the first integrals in the
desired form as
φ1 = φ
3ψ−2 = x2 y
(
1+m(x, y, z)
)
and φ2 = φ = y z
2(1+mˆ
(
x, y, z)
)
.
The following change of coordinates linearizes the system
(X,Y,Z) = (x (1+m)
1
2 (1−fz)−1(1+mˆ)− 12 , y (1−fz)2(1+mˆ), z (1−fz)−1).
Case 15: In this case ℓ1 = (1 + hy + kz)
2 − kgxz = 0 and ℓ2 = gx(−2 +
gx + 2hy − 2kz) + (1 + hy + kz)2 = 0 are invariant algebraic surfaces with
cofactors Lℓ1 = −4hy + 2kz and Lℓ2 = −2gx − 4hy + 2kz. The two first
integrals are given by
φ1 = x
2 y ℓ−11 ℓ
−1
2 and φ2 = y z
2 ℓ−11 ℓ2.
Case 16: The system has invariant algebraic surfaces ℓ1 = 1+ 2ax+2cz +
a2x2−2ceyz = 0 and ℓ2 = 2a2x2+2cz−ceyz+2ax = 0 with cofactors Lℓ1 =
2ax+2cz and Lℓ2 = 1+ 2ax+ 2cz. This gives a first integrals φ = x y zℓ
− 3
2
1
and ψ = x−1ℓ2ℓ
−1/2
1 , though the latter integral is not of the required form.
However, when z = 0, we have ψ = 2a. Hence, ξ = (ψ − 2a)x/(2cz) = 1 +
O(1) is analytic and satisfies ξ˙ = ξ(−3ax+ey−cz). From this we construct a
linearizing change of coordinates (X,Y,Z) = (x ℓ
−1/2
1 , y ℓ
−1/2
1 ξ
−1, z ℓ
−1/2
1 ξ).
23
When c = 0 we have invariant surfaces ℓ3 = 1+ax and ℓ4 = 1+ax−ey/2
with cofactors ax and ax + ey, giving a linearizing change of coordinates
(X,Y,Z) = (x ℓ−13 , y ℓ
2
3ℓ
−1
4 , z ℓ
−4
3 ℓ4).
Case 17: This case has invariant algebraic surfaces ℓ1 = 1+ax− b2y = 0 and
ℓ2 = 1 + kz +
ak
2 xz − bkyz = 0, with cofactors Lℓ1 = ax+ by and Lℓ2 = kz.
From these we obtain first integrals φ1 = x
2 y ℓ−31 and φ2 = y z
2 ℓ−12 , and a
linearizing change of coordinates (X,Y,Z) = (x ℓ−11 , y ℓ
−1
1 , z ℓ1ℓ
−1
2 ).
Case 18: In this case the system has an invariant algebraic plane ℓ =
(1+ax+ by)2+ kz(1+ a2x− by) = 0 with cofactor Lℓ = 2ax− 4by+ kz. It is
easy to obtain two independent first integrals φ1 = x
2 y and φ2 = y z
2 ℓ−2.
Case 19: In this case we find two invariant algebraic surfaces ℓ1 = (1 +
ax+ by)2 − acxz = 0 and ℓ2 = (1 + ax+ by)2 − 2cz(1 + ax− by − c2z) = 0
with cofactors Lℓ1 = 2ax− 4by and Lℓ2 = 2ax − 4by − 2cz. These give the
first integrals φ1 = x
2 y ℓ−11 ℓ2 and φ2 = y z
2 ℓ−11 ℓ
−1
2 .
Case 20: The system (1) reduces to
x˙ = x(1 + ax+ cz), y˙ = y(−2 + ey + fz), z˙ = z(1− fz),
The first and third equations gives a linearizable node and the change of
coordinates Y = y(1−fz)
2
1− e
2
y−fz linearizes the second equation.
Case 21: The system in this case has three invariant algebraic surfaces
ℓ1 = 1 + ax − e2y = 0, ℓ2 = 1 + ax = 0 and ℓ3 = 1 − e2y + ae2 xy = 0 with
cofactors Lℓ1 = ax + ey, Lℓ2 = ax and Lℓ3 = ey. It is easy to find two
independent first integrals φ1 = x
2 y ℓ−11 and φ2 = y z
2 ℓ
a−2g
a
2 ℓ
− 2h+e
e
3 , and a
linearizing change of coordinates (X,Y,Z) = (x ℓ−12 , y ℓ2ℓ
−1
3 , z ℓ
− g
a
2 ℓ
−h
e
3 ).
When a = 0, we replace ℓ
1/a
2 with the exponential factor exp(x), while,
when e = 0, we replace ℓ
1/e
3 by the exponential factor exp(−y(1− ax)/2).
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