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1. Motivació 
L’objectiu d’aquest projecte final de carrera és valorar les possibilitats que ofereixen 
Android i Java EE a l’hora de programar, respectivament, terminals mòbils i servidors 
web. Per aconseguir-ho, s’ha decidit dissenyar una aplicació que requereixi utilitzar 
ambdós components, i que no és altra que la d’un sistema de gestió d’incidències. 
El propòsit del sistema serà, per tant, solucionar totes les incidències que s’aniran 
generant. Per fer-ho, el servidor distribuirà les incidències entre un equip d’operaris, 
que aniran informant sobre la seva resolució mitjançant el client Android. 
Pretenem, també, dotar al servidor de certa intel·ligència en la presa de decisions. En 
el cas plantejat això incumbeix, bàsicament, a l’assignació d’incidències, ja que no es 
busca solucionar les incidències simplement, sinó també resoldre-les, en conjunt, el 
més ràpidament possible. 
Això farà necessari plantejar un algorisme d’assignació mínimament elaborat. Haurà de 
tenir en compte, per tant, diversos factors, com són els temps límit d’arribada a cada 
una de les incidències, les distàncies a recórrer pels operaris, la jornada laboral 
d’aquests, etc. També farà falta disposar d’informació estadística relativa als temps de 
dedicació dels operaris per incidència. 
Per conèixer amb precisió com evoluciona el rendiment del sistema al llarg del temps 
s’aniran recollint estadístiques. Es disposarà d’informació com la tassa de generació 
d’incidències dels clients, els temps de desplaçament i dedicació dels operaris (així com 
el seu nivell d’ocupació), el temps que transcorre fins que una incidència és resolta, 
amb quina freqüència no es compleixen els límits d’arribada, etc. 
Una altra font d’informació important serà la de l’estat del sistema. Aportarà 
informació semblant a les estadístiques, però en aquest cas farà referència a com 
estant anant les coses actualment: si les incidències estan essent ateses amb 
normalitat (no s’està arribant tard), si el sistema es troba excessivament ocupat, etc. 
Finalment es dissenyarà un simulador per poder conèixer amb anterioritat quin serà, 
aproximadament, el rendiment de l’algorisme d’assignació en l’escenari plantejat.
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2. Arquitectura del sistema i tecnologies 
En aquest capítol s’exposa l’arquitectura del sistema a dissenyar i s’introdueixen les 
tecnologies escollides per programar els diferents components que la conformen. El 
primer apartat diferencia entre aquests components, tot explicant la funció de cada un 
d’ells i com es relacionen entre sí. També identifica les tecnologies que es faran servir 
per implementar-los respectivament, així com les que s’utilitzaran per fer-los 
interactuar. En els apartats posteriors analitzem aquestes tecnologies. 
2.1 Arquitectura 
El sistema proposat s’estructura segons el model client-servidor. Això implica que 
disposa d’un o més programes clients que van realitzant tota una sèrie de peticions a 
un programa servidor. Aquest últim esdevé, per tant, l’element central de l’aplicació, ja 
que incorpora gran part de la seva lògica i té una visió global sobre ella. Els clients, 
mentrestant, s’ocupen de realitzar tasques puntuals. 
Com que el servidor gestionarà un volum relativament elevat d’informació el sistema 
incorpora també una base de dades. D’aquesta forma la informació podrà ser 
emmagatzemada de forma ordenada (podrem accedir-hi fàcilment després) i no es 
perdrà si el servidor cau. 
Tal com comentàvem en el primer capítol, el programa servidor serà web, fet que 
provoca que hagi de ser gestionat mitjançant peticions HTTP d’un client. En aquest cas 
el client serà un navegador web, que podrà anar formulant les peticions a partir de la 
pàgina web allotjada en el servidor. A banda del navegador, tindrem també el client 
programat per Android, que els operaris faran servir per informar sobre les incidències 
que van solucionant. 
Un cop comentada la funció que durà a terme cada un dels components del sistema i 
quines relacions d’interacció existeixen entre ells resumim breument les tecnologies 
que s’utilitzaran: 
 Servidor web: serà programat en Java, a partir de la plataforma Java EE. 
 Base de dades: utilitzarem el gestor MySQL, i el servidor hi dialogarà mitjançant 
la Java Persistence API  que ofereix Java EE. 
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 Navegador: utilitzarà la pàgina web del servidor per gestionar-lo. Les pàgines 
que descarregui contindran HTML i Javascript. 
 Aplicació mòbil: serà programada en Android i interactuarà amb el servidor via 
HTTP. 
Presentem finalment una representació esquemàtica de tot el que hem explicat: 
 
 
2.2 Java EE 
El primer que cal destacar sobre Java EE és que, a diferència de Java SE, no es tracta de 
cap implementació, sinó d’una especificació. Defineix, concretament, quina 
funcionalitat han d’oferir els servidors d’aplicacions per poder albergar aplicacions Java 
EE. Són aquests, per tant, els que acaben constituint les implementacions. 
En el primer apartat d’aquesta secció expliquem la finalitat i el funcionament bàsic de 
les aplicacions Java EE, i comentem també com es despleguen en els servidors 
d’aplicacions. En el segon apartat indiquem quines tecnologies Java EE farem servir per 
dissenyar el servidor del sistema de gestió d’incidències, especificant què ens permetrà 
fer cada una d’elles i com s’han d’utilitzar. 
2.2.1 Funcionament general 
Java EE té per objectiu facilitar al màxim la programació d’aplicacions empresarials. 
Aquest tipus d’aplicacions acostumen a tenir requeriments similars, pel que és possible 
agilitzar el seu desenvolupament si es parteix d’un cert model base, ja implementat. 
Java EE ofereix precisament aquest punt de partida comú, que permet haver de 
JPA 
HTTP 
HTTP 
Navegador 
(HTML) 
(JavaScript) 
Servidor web 
(Java EE) 
Aplicació mòbil 
(Android) 
Base de dades 
(MySQL) 
Figura 2.1: Arquitectura del sistema i tecnologies a emprar 
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programar només aquells aspectes pròpiament inherents a l’aplicació, com la lògica de 
negoci. 
El model d’aplicació que Java EE estableix contempla una aplicació distribuïda, 
programada a diferents nivells i construïda en base a components. La figura 2.2 mostra 
els diferents actors que intervenen en l’aplicació, quins nivells implementen cada un 
d’ells i quins tipus de component trobem en cada nivell: 
 
Figura 2.2: Model d’aplicació Java EE 
Podem observar com l’aplicació està plantejada per ser executada en tres 
localitzacions diferents. Per una banda disposem d’una màquina client, on correran les 
aplicacions que s’encarregaran de realitzar peticions al nivell web. Aquesta aplicació 
pot consistir en un navegador que executi pàgines HTML, generades dinàmicament, o 
una aplicació client dissenyada específicament. 
A continuació trobem el servidor Java EE, que s’encarrega d’executar els components 
que formen part dels nivells web i de negoci. En el nivell web trobem components que, 
al ser cridats per les aplicacions client, permeten a aquestes fer arribar les seves 
peticions al nivell de negoci. En el nivell de negoci romanen aquells components que 
gestionen la lògica de negoci, tot responent a les peticions dels clients. En cada petició 
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es processa la informació que el client envia, es contacta amb la base de dades per 
actualitzar-la segons s’estimi oportú i es retorna una resposta al client. 
La informació de l’aplicació és gestionada en el quart nivell, per part del servidor de la 
base de dades, a instàncies del que li demanin els components del nivell de negoci 
(aquests indiquen al servidor la informació a guardar en la base de dades, així com la 
informació que volen consultar). 
Un dels aspectes fonamentals de l’arquitectura que acabem de presentar es que està 
formada, literalment, a partir de components. Aquets components actuen com petits 
programes autònoms, de manera que cada un d’ells permet realitzar una operació 
concreta. L’aplicació funciona tot reutilitzant aquests components (cada cop que s’ha 
de dur a terme certa tasca es crida el component que pertoqui), fet que permet 
dissenyar-la més fàcilment. 
Addicionalment, no cal programar la majoria de serveis que necessiten els 
components, ja que aquests els hi són subministrats pel servidor a partir del 
contenidor on se’ls ubica. Els contenidors ofereixen, concretament, serveis com 
seguretat (els recursos del sistema només poden ser accedits per usuaris autoritzats), 
connectivitat remota (els clients poden cridar els mètodes del nivell de negoci tal com 
si els executessin ells en la seva pròpia màquina virtual), connectivitat amb base de 
dades, etc. 
La figura 2.3 ens mostra en quins contenidors s’instal·len els diferents components que 
poden formar una aplicació Java EE. Podem observar com el servidor disposa de dos 
contenidors, tal que el primer gestiona l’execució de servlets i pàgines JSP i el segon 
l’execució de les enterprise beans. El client també disposa d’un contenidor, on són 
executats els components de l’aplicació client, si és que aquesta ha estat dissenyada 
mitjançant Java EE. En el nostre cas farem servir un navegador i una aplicació Android, 
pel que aquest contenidor no serà utilitzat. Aquest fet provocarà que haguem 
d’interactuar amb el servidor a través del contenidor web, i no directament a partir del 
contenidor EJB, on resideix la lògica de negoci. 
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Figura 2.3: Contenidors Java EE i components que alberguen 
Discutim finalment com s’han d’assemblar les aplicacions Java EE per poder ser 
desplegades en un servidor. Es requereix, bàsicament, empaquetar els components de 
l’aplicació en una unitat de desplegament. Aquesta unitat acostuma a ser un arxiu EAR, 
que s’estructura de la següent forma: 
 
Figura 2.4: Estructura d’un arxiu EAR 
L’arxiu conté mòduls Java EE i descriptors de desplegament. Aquests últims estan 
escrits en XML i transmeten al servidor certes consideracions que s’han de tenir en 
compte a l’hora de desplegar un determinat component, mòdul o l’aplicació en 
general. Ens podem trobar amb descriptors Java EE o descriptors de temps d’execució. 
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Els primers permeten configurar paràmetres de desplegament comuns a totes les 
implementacions Java EE (cas d’application.xml en la figura 2.4), mentre que els segons  
serveixen per configurar paràmetres específics d’una determinada implementació (cas 
de sun-application.xml i el servidor d’aplicacions GlassFish). 
Cada un dels mòduls incorpora els components de l’aplicació que van destinats al 
mateix tipus de contenidor, així com un descriptor de desplegament relatiu a aquests 
components. És per aquesta raó que disposem dels següents mòduls: 
 Un mòdul EJB, per guardar les classes que representen les enterprise beans. 
 Un mòdul web, per guardar les classes que representen els servlets, les pàgines 
JSP i les imatges de la web. També hi podem emmagatzemar classes de suport, 
per indicar a servlets i pàgines JSP quina resposta han de retornar. 
 Un mòdul d’aplicació client, per guardar les classes que composen el client. 
 Mòdul d’adaptació de recursos, per guardar les interfícies, classes i llibreries 
natives Java que implementen l’arquitectura de connexió amb un servidor EIS 
concret. Aquests mòduls els aporta típicament el propi servidor d’aplicacions. 
Un cop descrit el funcionament general de la plataforma Java EE procedim, en el 
proper apartat, a determinar quines de les seves tecnologies necessitarem utilitzar per 
dissenyar el servidor del sistema de gestió d’incidències. Si es desitja aprofundir en el 
funcionament general de Java EE consultar la introducció del Java EE 5 Tutorial [1], 
d’on s’ha extret el resum presentat. 
2.2.2 Identificació tecnologies 
Si repassem el model d’aplicació de Java EE comprovem que s’ajusta perfectament a 
les necessitats del nostre sistema de gestió d’incidències, ja que aquest requereix d’un 
model client-servidor, tal que el servidor pugui emmagatzemar la informació del 
sistema en una base de dades i sigui capaç d’atendre les peticions d’un navegador web 
i una aplicació Android. 
Identifiquem a continuació quins elements de Java EE requerim per dissenyar el 
sistema, tenint en compte que l’aplicació mòbil corre a càrrec d’Android. Cal 
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solucionar, bàsicament, com interactuar amb el navegador, amb el client Android i 
amb la base de dades. 
El navegador ha de poder descarregar pàgines HTML que li permetin a l’usuari 
gestionar el sistema. Necessitem, per tant, d’un determinat component en el nivell 
web que traslladi al nivell de negoci les peticions del navegador i permeti que aquest 
rebi com a resposta una pàgina HTML. El component a utilitzar són les pàgines JSP, ja 
que han estat dissenyades amb aquest propòsit precisament. 
El client Android, per la seva banda, necessita realitzar també certes peticions al 
servidor via HTTP, per obtenir la ruta a cobrir per l’operari en qüestió i poder enviar 
informes. En aquest cas, però, la resposta a retornar no és codi HTML, sinó informació 
puntual, ubicada en objectes Java. Això provoca que haguem de prescindir de les 
pàgines JSP i utilitzar un altre tipus de component web: els servlets.  
El servidor ha de ser capaç, finalment, d’accedir a la base de dades i modificar-ne el 
contingut. Java EE ofereix la possibilitat de realitzar aquestes accions mitjançant la Java 
Persistence API. Aquesta interfície permet, a més, tractar la informació ubicada en la 
base de dades tal com si estigués guardada en el propi servidor, mitjançant objectes 
Java, fet que facilita consultar-la i modificar-la. 
Exposem a continuació, de forma orientativa, com es dissenyen les pàgines JSP i els 
servlets, i com s’ha d’utilitzar la Java Persistence API per comunicar-se amb la base de 
dades. Es pot trobar informació complementària sobre aquestes tres tecnologies en el 
Java EE 5 Tutorial [2][3][4]. 
Pàgines JSP 
Comentàvem que necessitem les pàgines JSP per rebre les peticions del navegador i 
tornar-li com a resposta pàgines HTML. Cal destacar que les pàgines a retornar han de 
ser dinàmiques (és a dir, part del seu contingut ha de ser generat en el moment en què 
són enviades), ja que han de mostrar informació del sistema, i aquesta varia. 
Les pàgines JSP poden incloure codi Java i cridar els mètodes de les diferents classes 
que es troben en el seu propi mòdul. És mitjançant l’execució d’aquests mètodes a 
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instàncies de les pàgines JSP que aconseguim atendre les peticions del navegador i 
retornar-li com a resposta una pàgina HTML amb la informació que pertoqui. 
Tot això provoca que les pàgines JSP s’acostumin a estructurar en dos blocs. En el 
primer trobem el codi HTML estàtic (és a dir, aquell que ha d’aparèixer sempre en la 
pàgina retornada), mentre que en el segon trobem el codi Java que genera el contingut 
dinàmic. 
Mostrem a continuació una hipotètica pàgina JSP del sistema de gestió d’incidències, 
per exemplificar com s’hauria de dissenyar. La pàgina s’encarrega de retornar al 
navegador informació sobre la incidència que aquest li hagi especificat. 
 
La pàgina es divideix, bàsicament, en els dos blocs que havíem anunciat. El bloc HTML 
és el bloc per defecte, de forma que tot el que s’escrigui sense indicar el contrari serà 
considerat codi HTML. Els blocs Java poden ser incorporats delimitant el seu codi amb 
les etiquetes <% i %>. 
Seguint aquestes directrius ens ocupem, primer, de realitzar l’import de la classe 
Incidencia, ja que aquesta ens permetrà afegir al codi HTML la informació sobre la 
<%@ page import="pfc.servidor.Incidencia" %> 
 
<html> 
<body> 
<% 
int id = Integer.parseInt(request.getParameter("id")); 
Incidencia inc = Incidencia.retrieve(id); 
out.println(“Título: “ + inc.getTitulo() + “<br />”); 
out.println(“Cliente: “ + inc.getCliente().getNombre() + “<br />”); 
out.println(“Asunto: “ + inc.getAsunto() + “<br />”); 
out.println(“Operario: “ + inc.getOperario().getNombre() + “<br />”); 
%> 
</body> 
</html> 
Figura 2.6: Pàgina JSP que mostra informació relativa a la incidència especificada 
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incidència. Com que tal informació ha de quedar ubicada en el cos de la pàgina HTML, 
obrim el segon bloc Java entre les etiquetes <body>. 
Comencem determinant, en aquest segon bloc, quina és la incidència de la qual vol 
obtenir informació el navegador. Ho fem tot recuperant el paràmetre “id” que aquest 
ens envia, i que identifica inequívocament la incidència. Un cop recuperat, passem el 
paràmetre al mètode estàtic retrieve(), que ens retorna la incidència en qüestió. A 
partir d’aquí simplement ens queda anar afegint a la pàgina les línies HTML que 
inclouran el títol de la incidència, el client que l’ha generat, l’assumpte a resoldre i 
l’operari assignat per dur a terme la resolució.  
Servlets 
Els servlets funcionen de forma pràcticament idèntica a les pàgines JSP (aquestes, de 
fet, són transformades a servlets quan s’han d’executar), però permeten, també, 
enviar com a resposta al client objectes Java. Són definits, habitualment, mitjançant 
subclasses de HttpServlet, com la que mostrem a continuació: 
 
package pfc.servidor.conexion; 
 
import pfc.servidor.Incidencia; 
import pfc.servidor.Operario; 
 
public class getRuta extends HttpServlet { 
 
protected void doGet(HttpServletRequest request, HttpServletResponse response) { 
 int id = Integer.parseInt(request.getHeader("id")); 
 Operario ope = Operario.retrieve(id); 
 List<Incidencia> ruta = ope.getRuta(); 
 ObjectOutputStream out = new ObjectOutputStream( 
  response.getOutputStream()); 
 out.writeObject(ruta); 
 out.flush(); 
 out.close(); 
} 
 
} 
Figura 2.7: Servlet que permet descarregar la ruta d’un operari 
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Aquest servlet permetria, per exemple, retornar als clients Android el conjunt 
d’incidències a resoldre per part de l’operari que haguessin especificat. Podem 
observar com la classe implementa el mètode doGet() per poder atendre les peticions 
HTTP de tipus GET. 
Cada cop que es rep una d’aquestes peticions es comença obtenint la seva capçalera 
“id”, que el client envia per indicar quin és l’operari del qual es vol conèixer la ruta. Un 
cop es disposa de l’identificador, es recupera l’operari en qüestió i es crida el mètode 
getRuta() per accedir a la seva ruta, que ve representada per una llista d’objectes 
Incidencia, i que ha de ser enviada al client. Per aconseguir-ho, s’obté un objecte 
ObjectOutputStream de response i s’envia la llista tot cridant out.writeObject(ruta). 
Apuntar finalment que els objectes HttpServletRequest i HttPServletResponse són 
subministrats pel contenidor que alberga el servlet. 
JPA 
Ens interessa poder gestionar la informació del sistema tal com si estigués 
emmagatzemada en objectes Java, dins el servidor, i no en taules de la base de dades. 
La Java Persistence API permet assolir aquest comportament tot copiant la informació 
de la base de dades en objectes Java, de forma que el servidor pugui treballar amb 
aquests sense preocupar-se d’on s’acaba guardant realment la informació. 
Suposem, per exemple, que necessitem guardar la informació dels operaris en la base 
de dades, però que desitgem també poder gestionar-la a partir d’objectes Operario. La 
base de dades guardaria la informació en una taula, on cada una de les entrades 
contindria les dades d’un dels operaris. S’hauria d’especificar a la JPA com generar 
l’objecte Operario associat a un operari a partir de l’entrada respectiva de la taula. 
Això es faria en la pròpia classe Operario: 
 
package pfc.servidor.entity; 
 
@Entity 
@Table(name = "operario") 
public class Operario implements Serializable { 
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La classe compta amb els camps i mètodes que definiríem típicament en una classe 
que permet guardar informació sobre operaris. Els camps serien el número 
    private static final long serialVersionUID = 1L; 
    @Id 
    @Basic(optional = false) 
    @Column(name = "id") 
    private Integer id; 
    @Column(name = "nombre") 
    private String nombre; 
    …. 
 
    public Integer getId() { 
        return id; 
    } 
    public void setId(Integer id) { 
        this.id = id; 
    } 
    public String getNombre() { 
        return nombre; 
    } 
    public void setNombre(String nombre) { 
        this.nombre = nombre; 
    } 
    .... 
    public create(String nombre, ...) { 
        int id = 0; 
        while(Global.em.find(Operario.class, id) != null) id++; 
        Operario ope = new Operario(); 
        ope.setId(id); 
        ope.setNombre(nombre); 
        .... 
        utx.begin(); 
        Global.em.persist(ope); 
        utx.commit(); 
    } 
    public Operario retrieve(int id) { 
        return Global.em.find(Operario.class, id); 
    } 
} 
Figura 2.8: Codi d’una possible classe Operario 
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d’identificació de l’operari, el seu nom, el seu horari laboral, etc., mentre que els 
mètodes serien els setters i getters associats. 
Tot i això, la classe conté també informació addicional, com les anotacions. Aquestes 
ens permeten indicar quina taula conté la informació dels operaris i de quines de les 
seves columnes s’extreu la informació que va a parar a cada un dels camps de 
l’objecte. 
Hem afegit dos mètodes més a la classe, que permeten, respectivament, crear un nou 
operari en la base de dades i recuperar l’objecte amb el contingut de l’entrada 
respectiva. Cal notar que per incorporar l’operari a la base de dades actuem tal com si 
l’incorporéssim al propi servidor, tot creant un objecte Operario i inicialitzant-lo. La 
diferència resideix en que al final s’ha de cridar el mètode persist() de l’EntityManager 
de l’aplicació per indicar-li que s’ha de plasmar la informació de l’objecte en la base de 
dades. 
La instància EntityManager pot ser obtinguda del contenidor web mitjançant una 
classe que implementi la interfície ServletContextListener i incorpori una determinada 
anotació. Aquesta instància gestiona tots els objectes que deriven de la base de dades, 
i permet interactuar amb aquesta a partir d’aquests mateixos objectes. Així, per 
exemple, podem demanar a l’EntityManager que ens recuperi l’objecte d’una 
determinada entrada de la taula d’operaris, tot cridant el mètode find(). 
Comentar finalment que es pot utilitzar el Java Persistence Query Language per 
realitzar peticions més elaborades, com podria ser reclamar la llista d’operaris que es 
troben solucionant una incidència actualment. 
2.3 Android 
Android és, bàsicament, un sistema operatiu per a terminals mòbils. És de codi obert, i 
va ser dissenyat inicialment per la Open Handset Alliance, liderada per Google. Avui en 
dia, però, moltes empreses participen en la seva millora i desenvolupament. 
Android, constitueix, a més, una plataforma oberta per al disseny de software, gràcies 
a l’Android Software Development Kit, que ofereix tota una sèrie d’eines i APIs per al 
desenvolupament d’aplicacions fent servir el llenguatge de programació Java. 
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A la vista d’aquestes dos facetes que ofereix Android, hem decidit dividir la seva 
descripció en dos apartats. En el primer exposarem breument quina és l’estructura 
general del sistema operatiu i quines possibilitats ofereix. En el segon estudiarem el 
funcionament bàsic de les aplicacions Android, per fer-nos una idea aproximada sobre 
com s’han de programar. 
2.3.1 El sistema operatiu 
Comencem l’explicació general sobre Android apuntant les principals característiques i 
serveis que ofereix. D’aquesta forma podrem parlar posteriorment sobre la seva 
estructura coneixent, de forma orientativa, per a què ha estat dissenyada. La 
informació que exposem constitueix un resum del que s’explica en la guia de 
desenvolupadors d’Android *5+. 
Android inclou, bàsicament: 
 Un marc de treball per a les aplicacions (l’Application Framework), que els 
permet accedir a bona part de la funcionalitat del sistema i reutilitzar 
components definits en altes aplicacions. 
 Una màquina virtual Dalvik, que és l’encarregada d’executar les aplicacions, 
compilades prèviament en arxius .dex. Aquest format permet que les 
aplicacions que s’estan fent servir ocupin el mínim espai en memòria possible. 
 Un navegador web, basat en el motor de codi obert WebKit (també l’utilitzen 
Safari o el propi Chrome, de Google). 
 Gràfics 2D i 3D, produïts gràcies a la llibreria 2D del sistema, dissenyada 
especialment per Android, i a la llibreria 3D, basada en l’especificació OpenGL 
Es 1.0. 
 El gestor de base de dades SQLite, contingut en una llibreria de C només, i que 
permet guardar informació en el mòbil de forma permanent i organitzada. 
 Suport per reproduir i gravar en diferents formats d’àudio, vídeo i imatges 
estàtiques, com MPEG4, MP3 o JPEG. 
 Connexió GSM, Bluetooth, EDGE, 3G i WiFi si el mòbil ho permet. 
 Càmera, GPS i acceleròmetre si el mòbil els incorpora. 
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Estudiem a continuació com Android implementa tota la funcionalitat descrita. La 
figura 2.9 ens resumeix la seva arquitectura: 
 
Figura 2.9: Arquitectura d’Android 
Com podem observar, el sistema es divideix en cinc grans blocs: les aplicacions, el seu 
marc de funcionament, les llibreries, el bloc d’execució i el nucli. Comentem a 
continuació la finalitat de cada un d’ells. 
Aplicacions 
Android compta amb un conjunt d’aplicacions que ja venen incorporades per 
defecte amb el sistema operatiu, i que permeten a l’usuari realitzar les principals 
tasques per les que el mòbil ha estat dissenyat. Entre aquestes aplicacions 
trobem el client d’email, el programa de SMS, el navegador, etc. 
Les aplicacions addicionals, com serà el client del nostre sistema de gestió 
d’incidències, també es troben en aquest nivell, i són programades de forma 
exactament igual a les aplicacions bàsiques (és a dir amb Java, a partir de l’API 
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que Android té habilitada a tel efecte). Tant és així que qualsevol aplicació pot 
utilitzar components d’una altra aplicació si aquesta ho permet. 
Application Framework 
Aquest nivell constitueix el marc de treball de les aplicacions, ja que és qui els hi 
ofereix totes les eines que necessiten per interactuar amb el sistema. Està 
dissenyat de forma que l’accés als diferents serveis que Android ofereix sigui el 
més senzill possible.  
També procura que els desenvolupadors hagin de controlar els mínims aspectes 
possibles de les seves aplicacions i permet, tal com ja s’ha comentat, que les 
aplicacions puguin fer ús de les capacitats d’altres, mitjançant la reutilització 
dels seus components. 
El nivell està dissenyat en Java i les aplicacions poden utilitzar la seva API per 
realitzar tasques tan diverses com treballar amb el GPS, executar serveis que 
treballin en background, programar alarmes, penjar notificacions en la barra 
d’estat del sistema, etc. 
Un dels aspectes de les aplicacions que els desenvolupadors no han de controlar 
pràcticament és l’apartat gràfic, ja que el marc de treball ofereix un conjunt 
d’elements gràfics molt variat per poder interactuar amb l’usuari fàcilment. 
Tampoc s’han de preocupar, els desenvolupadors, de gestionar els temps de 
vida dels components de les aplicacions. 
Llibreries 
Les llibreries d’Android estan programades en C i C++, i són utilitzades per les 
aplicacions a través de l’application framework. Gran part de les llibreries més 
importants ja han estat comentades abans, pel que apuntem només que Surface 
Manager s’encarrega de combinar en pantalla les diferents finestres que l’usuari 
tingui obertes actualment i que FreeType és un motor de fonts (permet 
transformar els vectors que defineixen cert caràcter d’una font a un mapa de 
bits). 
20 
 
Android Runtime 
Ja hem comentat que tant les aplicacions com l’application framework estan 
programats en Java, fet que provoca que Android hagi de disposar de les 
principals llibreries de classes sobre les que aquest es fonamenta. 
També hem parlat prèviament de la màquina virtual Dalvik, tot destacant que 
les aplicacions que executa ocupen poc espai en memòria, gràcies al format dels 
fitxers executables .dex. Afegir simplement que aquests fitxers s’obtenen 
transformant al format en qüestió les classes de l’aplicació prèviament 
compilades per un compilador Java. 
Linux Kernel 
Android utilitza la versió 2.6 del nucli de Linux per oferir serveis clau com la 
seguretat, la gestió de la memòria i els processos, el software de xarxa o els 
controladors dels dispositius. El nucli també actua com una abstracció entre el 
hardware i la resta de la pila de software d’Android. 
2.3.2 Les aplicacions 
En aquest apartat analitzem els aspectes fonamentals de l’application framework, per 
conèixer de forma orientativa com s’han de construir les aplicacions en Android. 
Parlarem, concretament, del components de les aplicacions, de les activitats i les 
tasques, dels processsos i els threads i dels cicles de vida dels components. Pot 
consultar-se la guia de desenvolupadors d’Android [6] per a més informació. 
Components de les aplicacions 
Ja hem destacat en l’apartat 2.1 que una de les principals característiques de les 
aplicacions Android és que poden compartir, si això ho desitgen, part dels seus 
elements. Per fer-ho les aplicacions executen simplement la part de l’altra aplicació 
que necessiten. Aquest fet provoca que les aplicacions Android tinguin molts punts 
d’entrada (no hi ha la típica funció main() per exemple), que es corresponen 
bàsicament amb els diferents components de l’aplicació, que poden ser instanciats i 
executats per separat. 
Comprovem a continuació els quatre tipus de components que existeixen: 
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Activitats 
Ofereixen a l’usuari una interfície visual per a que pugui realitzar certes accions. 
Així, per exemple, un programa de missatgeria podria tenir una activity que mostrés 
una llista amb els contactes, una altra que permetés enviar els missatges, etc. 
Com tots els components, i tot i que des del punt de vista de l’usuari actuin 
conjuntament, les activitats d’una mateixa aplicació treballen de forma 
independent, per aconseguir que puguin ser reutilitzades per altres aplicacions. 
L’usuari aconsegueix moure’s per les activitats de l’aplicació gràcies a que aquestes 
es van cridant entre sí. 
El contingut gràfic que les activitats mostren a l’usuari s’organitza en vistes, tal que 
cada una d’elles controla el rectangle de pantalla que li ha estat assignat. Controlar 
implica que dibuixarà en el rectangle el que pertoqui i reaccionarà a les accions que 
l’usuari realitzi en aquest espai. Android proporciona vistes per defecte, com 
botons, camps de text, barres de desplaçament, etc. 
Serveis 
Els serveis no tenen interfície d’usuari, ja que són executats en background, per 
realitzar una tasca durant un període indefinit de temps. Una possible tasca seria 
reproduir la música que l’operari ha escollit en les activitats d’un reproductor de 
música. D’aquesta forma, tot i que l’usuari abandoni l’aplicació, podrà seguir 
escoltant la música que hagi seleccionat. 
Habitualment els serveis han de realitzar tasques que requereixen de certa càrrega 
computacional, com seria el cas de reproduir música. Per evitar que en aquestes 
ocasions el servei pugui bloquejar altres components de l’aplicació com les 
activitats, el primer té l’opció de crear un nou thread per executar el codi que 
consideri oportú. 
Broadcast Receivers 
S’utilitzen per rebre i reaccionar davant anuncis que realitzin el sistema o altres 
aplicacions. El sistema anuncia esdeveniments com que la franja horària ha canviat, 
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que el nivell de càrrega de la bateria és baix, que l’usuari ha canviat l’idioma de 
preferència, etc. 
Les aplicacions poden disposar de tants broadcast receivers com jutgin necessaris, 
per escoltar diferents anuncis. Si interessa informar a l’usuari d’algun dels anuncis 
rebuts es pot programar el broadcast receiver de forma que iniciï una activity i/o 
pengi una notificació en la barra d’estat del sistema. 
Content Providers 
Permeten a una aplicació oferir a les altres part de les seves dades de programa. Les 
dades poden estar emmagatzemades en el sistema d’arxius, en una base de dades 
SQLlite o en qualsevol altra forma que sigui procedent. 
El content provider implementa tot un conjunt de mètodes que hereta de la classe 
ContentProvider i permeten a les altres aplicacions accedir i modificar la informació 
que s’ofereix. Les aplicacions, però, no criden directament aquests mètodes, sino 
que utilitzen un ContentResolver per a que ho fagi. 
Apuntar finalment que, exceptuant els content providers, que s’activen quan reben 
una petició d’un ContentResolver, la resta de components són activats mitjançant 
missatges asíncrons anomenats intents. Aquests missatges són objectes Intent, que 
indiquen l’acció que el component activat a de dur a terme, la informació que ha de 
ser processada, etc. 
Activitats i tasques 
El sistema organitza les activitats en tasques, de forma que, tot i que aquestes 
pertanyin a aplicacions diferents (recordar que els components de les aplicacions són 
reutilitzables), ofereixin a l’usuari la sensació de formar part del mateix programa. 
Les tasques equivalen per tant al que l’usuari entén per programa, i agrupen a aquelles 
activitats que estiguin actuant amb un propòsit comú. Les activitats es troben 
ordenades en una pila, de tal forma que l’activitat que es troba a baix de tot és la que 
ha iniciat la tasca, mentre que la que es troba a dalt de tot és la que està interactuant 
actualment amb l’usuari. 
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Quan una activitat n’arranca una altra aquesta última és situada dalt de la pila, 
quedant la primera sota seu. Quan l’usuari prem el botó BACK, l’activitat desapareix de 
la pila i l’usuari torna a veure l’activitat anterior. 
Les tasques poden ser desplaçades per l’usuari cap al background, tot pitjant el botó 
HOME, de forma que l’estat de l’aplicació es conservi quan l’operari torni a arrancar-la. 
Així, si l’aplicació havia estat abandonada amb tres activitats en la pila, quan l’operari 
torni a seleccionar-la apareixerà l’última activitat que havia consultat, i si tira enrere 
trobarà les dos anteriors. 
El comportament de les activitats i les tasques descrit és el que funciona per defecte, 
però cal tenir en compte que pot ser variat si així s’especifica en els intents que 
arranquen les activitats o en els atributs que defineixen aquestes últimes (es situen en 
l’arxiu AndroidManifest.xml de l’aplicació a la qual pertanyen). 
En aquest sentit, si es desitja que una activitat sigui el punt d’entrada d’una tasca, cal 
indicar en els seus atributs que respondrà a aquells intents que portin com a acció la 
constant android.intent.action.MAIN i com a categoria la constant 
android.intent.category.LAUNCHER. Això farà que aparegui una icona en el menú 
d’aplicacions per a que l’usuari pugui engegar l’aplicació i tornar-hi quan vulgui. 
Processos i threads 
Quan arranquem una aplicació en Android el sistema crea un nou procés per poder-la 
executar. Aquest procés compta, per defecte, amb un únic thread, on corren tots els 
components de l’aplicació. 
Tot i això, existeix la possibilitat de variar aquest comportament, ja que es pot indicar 
als components que corrin en altres processos, mitjançant l’atribut process, o crear 
nous threads en el mateix procés. Caldrà efectuar algun d’aquests passos si l’aplicació 
consta d’algun component que necessita realitzar operacions llargues, per evitar 
bloquejar els components restants. 
Habitualment s’opta per salvar aquestes situacions creant threads addicionals al 
principal, i que s’encarreguen d’executar les operacions problemàtiques. El mecanisme 
de creació és el que s’estableix en Java, mitjançant objectes Thread. Android disposa, a 
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més, de les classes Looper i Handler, que faciliten la interacció entre els diferents 
threads (podem aconseguir, per exemple, que un thread addicional torni al principal 
els resultats de l’operació que ha realitzat).  
En relació als processos, cal tenir en compte que aquests poden ser tancats pel sistema 
si falta memòria per mantenir-los tots oberts. En concret, el sistema optarà per tancar 
aquells processos que siguin menys importants per l’usuari. Així, per exemple, Android 
tancaria abans un procés que inclogui activitats que l’usuari no està observant 
actualment que un procés que disposi d’activitats que sí estan sent visualitzades. 
Cicles de vida dels components 
Tant les activitats, com els serveis i els broadcast receivers tenen cert temps de vida, 
que va des del moment en què són instanciats per respondre a un intent al moment en 
què són destruïts. Entremig, però, el seu estat pot anar variant també, ja que es poden 
trobar actius o no o, en el cas de les activitats, ser visibles o no a l’usuari. 
En cada transició d’estat diferents mètodes dels components són executats, de forma 
que el desenvolupador pugui dur a terme les accions que consideri convenients. Cal 
tenir en compte, en aquest sentit, que l’estat en què es troben els components d’un 
procés determina quina importància té aquest, així que influeix directament en la 
possibilitat que el sistema el mati en cas de necessitat. 
Estudiem, a tall d’exemple, quin és el cicle de vida de les activitats i com s’ha de 
respondre a cada transició del seu estat. 
Una activitat es pot trobar en tres possibles estats: 
 Es troba activa si es tracta de l’activitat que l’usuari està visualitzant 
actualment, per davant de qualsevol altra. 
 Es troba pausada si l’usuari la pot veure però no en primera plana (l’activitat 
activa no ocupa tota la pantalla o és transparent). 
 Es troba parada si l’usuari no la pot veure en absolut. 
Tant si l’activitat es troba pausada com parada conserva tota la seva informació 
d’estat, però té més possibilitats de ser destruïda pel sistema si falta espai en la 
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memòria (bé sigui cridant el seu mètode finish() o matant el procés on corre 
directament). 
Els mètodes cridats en les diferents transicions d’estat són: onCreate(Bundle 
savedInstanceState), onStart(), on Restart(), onResume(), onPause(), onStop() i 
onDestroy(). El desenvolupador pot reimplementar-los si considera que en la transició 
corresponent cal realitzar alguna operació addicional. 
L’associació entre els diferents mètodes i les transicions d’estat és tal que el temps de 
vida sencer es troba entre onCreate() i onDestroy(), el temps de vida essent visible 
entre onStart() i onStop() i el temps de vida en primera línia entre onResume() i 
onPause(). El diagrama següent detalla totes les associacions: 
 
Figura 2.10: Mètodes cridats en les diferents transicions d’estat d’una activitat 
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Destacar que un cop onPause() ha estat executat el sistema pot matar el procés en el 
que corre l’activitat sense necessitat de cridar a cap altre mètode dels presentats, com 
podrien ser onStop() o onDestroy(). Això implica que cal fer servir onPause() per 
guardar qualsevol tipus d’informació que hagi de ser persistent, per garantir que no es 
perdrà. 
Pel contrari, si el que es vol és conservar la informació d’estat de l’activitat, de forma 
que quan l’operari torni a visualitzar l’activitat aquesta es trobi tal com l’havia deixat 
tot i que hagi estat destruïda pel sistema prèviament, cal utilitzar() el mètode 
onSaveInstanceState(). Aquest es diferencia de onPause() pel fet que només és cridat 
quan l’activitat passa a córrer el risc de ser destruïda pel sistema. La idea darrera d’això 
és que si és l’usuari qui destrueix l’activitat, tot prement el botó BACK, no cal guardar 
el seu estat, ja que l’usuari no espera tornar-hi. 
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3. Requeriments de l’aplicació 
Tal com ja hem comentat vàries vegades, tenim per objectiu dissenyar un sistema de 
gestió d’incidències. Es disposarà, concretament, d’un conjunt determinat de clients, 
que aniran generant incidències des dels seus establiments. L’objectiu de l’aplicació 
serà atendre dins del termini pactat amb cada un d’ells el major nombre d’incidències 
possible. Per aconseguir-ho, haurà d’utilitzar racionalment l’equip d’operaris 
contractat per resoldre-les. Això equival a dir que haurà de distribuir les incidències 
entre aquests de tal forma que s’aconsegueixin minimitzar els retards. 
Tot i que la funcionalitat bàsica de l’aplicació sigui la comentada, es pretén també que 
aquesta ofereixi un servei pràcticament integral. Això implica que tota la informació 
associada a l’activitat de resolució d’incidències haurà de poder ser gestionada des del 
propi sistema. El mateix principi aplica a les comunicacions: qualsevol transmissió 
d’informació necessària per mantenir l’activitat haurà de ser duta a terme a través del 
d’aquest. En aquest últim cas, però, tindrem una excepció, i és que les incidències no 
podran ser registrades pels propis clients, sinó que ho hauran de fer els administradors 
del servidor. 
Al controlar l’aplicació tota la informació relacionada amb l’activitat de resolució 
d’incidències i tenint en compte que aquesta pot arribar a ser molt valuosa es fa 
necessari també assegurar-ne la integritat. Així, per exemple, no pot ser que aquesta 
quedi destruïda per una caiguda del servidor.  
Precisem ara, en base als criteris generals que s’acaben d’explicar, els requisits finals 
que el sistema haurà de complir: 
 Gestionar informació relativa als clients i operaris de què es disposi. 
 Emmagatzemar informació relativa a tots els clients i operaris que han passat 
pel sistema. 
 Gestionar informació relativa a les incidències pendents de resolució. 
 Emmagatzemar informació relativa a incidències ja resoltes i permetre’n un 
fàcil accés (establir selectivitat). 
 Establir rutes de resolució d’incidències entre els operaris. 
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 Dissenyar les rutes de forma que es minimitzin els retards d’arribada. 
 Mostrar als operaris la ruta respectiva. 
 Permetre als operaris informar sobre les incidències que van solucionant. 
 Oferir informació sobre l’estat actual del sistema (nivell d’ocupació, incidències 
pendents, etc). 
 Recollir estadístiques (incidències generades per cada client, temps de 
dedicació de cada operari, etc). 
 Poder avaluar com s’adaptaria el sistema a diferents tipus de situacions.  
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4. Desenvolupament 
En aquest capítol ens ocupem d’explicar els passos que s’han seguit per desenvolupar 
el sistema de gestió d’incidències. Comencem identificant els elements que han hagut 
de ser programats, indicant alhora quina funció realitza cada un d’ells. Posteriorment 
els analitzem en més profunditat, tot exposant com estan estructurats i quina solució 
ofereixen per complir amb els requisits exposats en el capítol anterior. 
4.1 Programes involucrats 
Partint dels requisits plantejats en el tercer capítol, arribem a la conclusió que 
l’aplicació requereix de dos programes: un client i un servidor. Per aclarir quines 
funcions duen a terme cada un d’ells indiquem quins requisits satisfan respectivament. 
El client només ha de permetre als operaris conèixer la seva ruta (és a dir, quines 
incidències han d’anar resolent) i informar sobre les resolucions. El servidor, per tant, 
ha de complir amb la resta de requisits. Aquests eren: 
 Gestionar informació relativa als clients i operaris de què es disposi. 
 Emmagatzemar informació relativa a tots els clients i operaris que han passat 
pel sistema. 
 Gestionar informació relativa a les incidències pendents de resolució. 
 Emmagatzemar informació relativa a incidències ja resoltes i permetre’n un 
fàcil accés (establir selectivitat). 
 Establir rutes de resolució d’incidències entre els operaris. 
 Dissenyar les rutes de forma que es minimitzin els retards d’arribada. 
 Oferir informació sobre l’estat actual del sistema (nivell d’ocupació, incidències 
pendents, etc). 
 Recollir estadístiques (incidències generades per cada client, temps de 
dedicació de cada operari, etc). 
 Poder avaluar com s’adaptaria el sistema a diferents tipus de situacions. 
Un cop classificats els programes a dissenyar, passem ja a explicar-los en detall. 
Comencem parlant del servidor, ja que és qui acumula la lògica del sistema i requereix 
més esforç, i continuem després amb el client. El mètode que se segueix per estudiar-
los és el següent: primer plantegem la seva estructura i indiquem quina funció 
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compleix cada un dels blocs que la constitueixen. Després precisem com solucionen els 
requisits que els hi ha estat assignats, detallant les contribucions de cada un dels 
elements que hi intervenen (bàsicament classes, tot i que en el servidor també haurem 
de parlar de les taules presents en la base de dades). 
El Java EE 5 Tutorial d’Oracle *7+ i la pàgina d’Android Developers *8+ han estat les fonts 
d’informació principals per anar desenvolupant, respectivament, el servidor web i el 
client Android. No obstant, hi ha hagut ocasions en les que s’ha hagut de recórrer a 
fonts addicionals. Concretem quines han estat aquestes fonts a mesura que avança el 
capítol. 
4.2 El servidor 
El servidor ha d’atendre a vàries necessitats del sistema, pel que ha de ser dissenyat, 
bàsicament, a dos nivells. El nivell més baix és el que incorpora tota la lògica del 
programa, mentre que el superior s’ocupa de realitzar peticions a l’anterior per a que 
aquest pugui anar reaccionant a tota una sèrie d’esdeveniments. 
És per això que en el nivell superior trobem, bàsicament, la pàgina web que ens 
permet gestionar el servidor. Si bé el seu disseny també ha comportat un esforç 
considerable, el seu estudi no aporta grans al·licients, ja que simplement ofereix a 
l’usuari la possibilitat de cridar a determinats mètodes albergats en el nivell inferior del 
servidor (com el que permet, per exemple, crear una incidència). 
Així, doncs, no parlarem excessivament de la pàgina web, sinó que ens concentrarem 
en entendre com soluciona el servidor els problemes que planteja el disseny d’un 
sistema de gestió d’incidències. Tot i això, és important tenir present que bona part del 
que explicarem a continuació té com a punt final la pàgina web (com és el cas del 
mètode que permet, com dèiem, crear una incidència). 
Després d’aquesta puntualització, passem ja a presentar l’estructura general del 
servidor. 
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4.2.1 Estructura general 
El servidor s’estructura, bàsicament, segons el que indica la figura 4.1. De tots els 
blocs, els principals són, concretament, els que apareixen ombrejats. Passem a 
descriure’ls: 
Lògica diària 
El bloc més significatiu, tot i que només consta d’una classe. S’ocupa de dictar com 
s’ha de reaccionar a tots els esdeveniments que es van produint arran de l’activitat 
diària dels operaris. Tals esdeveniments li arriben del bloc de connexió, que rep 
com a resposta la informació que ha de retornar als operaris. 
Lògica diària, com tots els altres blocs, accedeix a la base de dades a través de 
CRUDs. 
 
CRUDs 
Es l’encarregat d’interactuar amb la base de dades en nom del servidor. Això 
implica que en la majoria d’ocasions en què altres blocs vulguin modificar o accedir 
a informació ubicada en la base de dades ho faran a través d’aquest bloc. 
És per això que CRUDs conté un gran nombre de classes, ja que cada una 
s’encarrega de crear, recuperar, editar i eliminar les entrades que se li demanen 
DB Lògica diària CRUDs 
Simulador 
Rutines 
manteniment 
Presa de 
decisions 
Web 
Connexió 
Opes 
Figura 4.1: Estructura del servidor 
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d’una taula concreta de la base de dades. Apuntar finalment que CRUDs també rep 
peticions directament des de la pàgina web, com seria crear una nova incidència. 
Connexió 
S’ocupa d’interactuar amb els operaris. La major part de classes que integren el 
bloc són servlets, ja que l’estructura del diàleg és la del model client-servidor: el 
client realitza certa petició al servidor (demanar les incidències assignades per 
exemple) i aquest retorna certa resposta. Lògica diària és qui elabora les respostes 
i Connexió simplement qui les retorna. 
Hi haurà ocasions puntuals, però, en les que el servidor haurà d’actuar per 
iniciativa pròpia, pel que fa falta un procediment per poder enviar informació a les 
aplicacions dels operaris. El procediment utilitzat són els missatges SMS, pel que 
Connexió disposa també d’un servidor SMS. 
Presa de decisions 
La seva funció és la de decidir com distribuir les incidències entre els operaris. La 
major part de les classes que integren el bloc són mètodes d’assignació, de forma 
que quan es configuri el servidor es pugui triar quin d’ells utilitzar. Cada cop que 
succeeix un esdeveniment remarcable Lògica diària se’l comunica al mètode 
escollit, per tal que aquest pugui replantejar la configuració de les rutes si ho 
estima necessari. El simulador també pot treballar amb Presa de decisions per 
avaluar els mètodes que consideri. 
Tota la informació que el bloc pugui requerir per decidir les rutes l’obté de CRUDs,  
mentre que les assignacions a realitzar se les indica a Lògica diària. En cas que 
s’estigui efectuant alguna simulació, però, l’ interlocutor serà sempre Simulador. 
Base de dades 
Gestiona tota la informació del sistema, i en facilita l’accés per part del servidor. 
Per tant, hi trobarem informació dels clients, operaris, incidències, estadístiques, 
estat del sistema, configuració del servidor, etc. CRUDs dialoga amb ella per 
indicar-li totes les operacions que es desitgen fer sobre la informació que 
emmagatzema. 
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Un cop descrits els blocs principals, passem a fer un parell de precisions sobre els 
restants: 
Simulador 
Partint de l’escenari que se li proposa, emula el comportament de clients i operaris 
per poder avaluar els algorismes d’assignació abans d’utilitzar-los en la realitat. 
Carrega l’escenari des de CRUDs, ja que aquest es troba en la base de dades. Un 
cop ha efectuat la simulació, indica a CRUDs precisament que guardi els resultats 
de la simulació. 
Rutines de manteniment 
Existeixen dos tipus de tasques de manteniment a realitzar. La primera és verificar 
que no hi ha cap operari actiu tal que la seva jornada ja hauria d’haver acabat (ens 
basem en el seu horari laboral per determinar-ho). Si és el cas Rutines indica a 
Lògica diària que la jornada de l’operari ha acabat. 
El segon tipus de revisions comprova que no hi hagi elements a eliminar. Per 
elements entenem clients, establiments o operaris. En certs casos aquests no 
poden ser eliminats directament, pel que s’espera a que les condicions per fer-ho 
es compleixin per efectuar l’operació.  
Informació 
Aquest bloc no apareix tan sols en la figura 4.1, amb l’objectiu de simplificar-la. Tot 
i això, Informació ha de ser considerat. Es tracta d’una escissió de CRUDs, en certa 
manera, ja que té per funció gestionar part de la informació de la base de dades. La 
informació en qüestió són les estadístiques, l’historial d’incidències i informació 
relativa a l’estat del sistema. El seu tractament resulta relativament complex, i és 
aquesta la raó per la qual s’efectua en un bloc apart.  
Amb els diferents blocs ja explicats, ja podem començar a descriure les solucions que 
s’han aplicat per resoldre els problemes que ha plantejat el disseny del servidor. Cada 
un dels propers apartats tracta una d’aquestes problemàtiques. Tots ells presenten 
primer el problema, avancen després els elements que intervenen en la solució i 
precisen finalment quina contribució efectua cada un d’ells. 
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4.2.2 Gestionar clients i operaris 
Plantejament 
El primer repte que depara el disseny del servidor és gestionar la informació relativa a 
als clients i operaris de què disposa el sistema. També fa falta, però, guardar la 
informació de clients i operaris antics, ja que es pretén que el sistema sigui capaç 
d’emmagatzemar també informació històrica (incidències resoltes, estadístiques, etc.). 
Repassem breument la informació que s’haurà de guardar en el cas dels clients i en el 
dels operaris: 
 Clients: nom, domicili, número de contacte, tassa màxima de generació 
d’incidències, límit d’arribada i establiments. S’hauran de conservar, a més, els 
establiments antics. 
 Operaris: login, nom, número de mòbil, horari laboral i ubicació en qualsevol 
moment de la jornada. 
Esquemes
 
 
ClienteCRUD 
· create(nombre, …) 
· retrieve(id) 
· update(id, nombre, …) 
· delete(id) 
Cliente 
· getId() 
· getNombre() 
· setId(id) 
· setNombre(nombre) 
DB 
CRUDs 
· ClienteCRUD 
· OperarioCRUD 
· EstablecimientoCRUD 
· ClienteHistCRUD 
· OperarioHistCRUD 
· EstablecimientoHistCRUD 
· Cliente 
· Operario 
· Establecimiento 
· ClienteHist 
· OperarioHist 
· EstablecimientoHist 
Figura 4.2: Elements de CRUDs i la base de dades per gestionar clients i operaris 
Figura 4.3: Mètodes de les classes ClienteCRUD i Cliente 
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Desenvolupament 
La solució plantejada requereix crear sis classes per representar, respectivament, els 
clients, els operaris, els establiments, els clients històrics, els operaris històrics i els 
establiments històrics. 
A l’haver de guardar la informació de tots ells en la base de dades, no hi ha objectes 
d’aquestes classes emmagatzemats en el servidor. Per el contrari, podríem dir que les 
instàncies es troben en la base de dades, i és que allà hi tenim una entrada en la taula 
respectiva per cada objecte que tindríem guardat en el servidor. Diem taula respectiva 
perquè per cada una de les classes comentades tenim una taula del mateix nom a la 
base de dades. 
Els objectes, com dèiem, no es troben permanentment en el servidor, sinó que són 
instanciats quan fa falta, a partir de peticions d’informació a la base de dades. És per 
aquesta raó que es necessita crear també sis classes més (les classes CRUD), que 
s’encarregaran d’instanciar els objectes que se’l hi demanin tot extraient la informació 
de la base de dades. Així, per exemple, si volem recuperar l’operari amb id igual a 1, 
hem de cridar retrieve(1) d’OperarioCRUD. 
Ressaltar, finalment, que les classes CRUD també realitzen tres tasques més, que són 
crear en la taula amb què treballen una nova entrada, modificar-ne una de ja existent 
o eliminar-ne una de ja existent. 
Falta explicar, encara, per què s’utilitzen dos classes per representar, respectivament, 
a clients, operaris i establiments. És per una qüestió de rendiment: es busca evitar que 
les taules que el sistema utilitza habitualment siguin massa grans. No seria molt 
còmode, per exemple, que si el sistema treballa normalment amb els operaris actuals, 
s’hagin d’anar separant tota l’estona aquests dels operaris antics. 
Així, doncs, tenim les taules actuals (per anomenar-les d’alguna forma) i les 
històriques. Les actuals inclouen només els elements actuals, mentre que les 
històriques els inclouen tots. Els inclouen tots, i no només els antics, perquè tota la 
informació antiga del sistema (com poden ser les incidències ja resoltes) inclou 
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referències a aquests elements (com per exemple el client que va generar la 
incidència), pel que es necessita conèixer amb certesa a quines taules es troben.  
4.2.3 Gestionar incidències 
Plantejament 
Un cop ja som capaços de gestionar els clients i els operaris queda fer el mateix amb 
les incidències. De la mateixa manera que amb els primers, és necessari conservar 
també les incidències antigues (és a dir, les que ja han estat resoltes). 
La informació fonamental que s’haurà de guardar és: títol de la incidència, client que 
l’ha generat, establiment on s’ha produït, operari que l’ha resolt, límit d’arribada i 
dates de creació i resolució. Posteriorment, i per necessitats de la gestió, afegirem més 
dades. 
Esquemes 
 
 
IncidenciaCRUD 
· create(titulo, …) 
· retrieve(id) 
· update(id, titulo, …) 
· delete(id) 
Incidencia 
· getEstado() 
· getCliente() 
· getTipologia() 
· getIntentos( 
 
DB 
CRUDs 
· IncidenciaCRUD 
· TipologiaCRUD 
· IntentoCRUD 
· IncidenciaHistCRUD 
· TipologiaHistCRUD 
· IntentoHistCRUD 
· Incidencia 
· Tipologia 
· Intento 
· IncidenciaHist 
· TipologiaHist 
· IntentoHist 
Figura 4.4: Elements de CRUDs i la base de dades per gestionar les incidències 
Figura 4.5: Mètodes de la clases IncidenciaCRUD i Incidencia 
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Desenvolupament 
Comencem definint la classe Incidencia i creant la taula del mateix nom. Ambdues ens 
permetran guardar i gestionar la informació de les incidències que es trobin en el 
sistema actualment. El seu funcionament és equivalent al que s’ha explicat per Cliente, 
Operario i companyia, com així el de IncidenciaCRUD amb les altres classes CRUD. 
No obstant, Incidencia presenta també certes novetats. La primera d’elles és que no 
conté tan sols informació pròpia, com podria ser quan ha estat creada, sinó que també 
en fa referència a d’altra. Les referències indiquen, concretament, la id d’entrades 
d’altres taules. D’aquesta manera podem conèixer, per exemple, quin és el client que 
ha generat la incidència, tot cridant retrieve(id) de ClienteCRUD, on id s’obté de 
getCliente() d’Incidencia. 
A part de la informació que s’indica en el plantejament s’han de guardar més dades 
sobre les incidències per poder gestionar-les correctament. Aquestes són: 
 La tipologia de la incidència 
 L’operari assignat per resoldre la incidència 
 Els intents previs de resolució 
 L’estat en què es troba la resolució actual 
La tipologia d’una incidència indica la seva naturalesa, l’assumpte que s’ha de 
solucionar. Dividim les incidències per tipologies perquè els operaris coneguin 
prèviament què s’ha de resoldre aproximadament, però sobretot perquè serà una 
informació molt valuosa a l’hora d’aconseguir dissenyar un algorisme d’assignació més 
potent. És per aquesta raó que creem Tipologia i TipologiaCRUD. 
Intento i IntentoCRUD permeten guardar informació relativa a intents previs de 
resolució. Les incidències poden quedar a mig resoldre si l’horari excedeix 
excessivament del final de jornada de l’operari, pel que a aquest ja li toca marxar a 
casa. Els intents indiquen l’operari que el va realitzar, el moment en què aquest va 
començar a resoldre la incidència i el moment en què la va abandonar. 
Finalment, comentar que la resolució de la incidència es pot trobar en quatre fases: 
pot estar pendent de resolució (getEstado() retorna un 0), pot ser que l’operari 
38 
 
assignat ja s’hi estigui desplaçant (l’estat val 1), que ja estigui sent solucionada (2) o 
que ja hagi estat resolta (3). 
En relació a IncidenciaHist, precisar que les incidències actuals no hi són presents. No 
és necessari que acompanyin a les antigues perquè el sistema no necessita guardar 
referències a incidències (com sí ha de fer, per exemple, amb els operaris, per conèixer 
qui va resoldre cada incidència). 
4.2.4 Gestionar rutes dels operaris 
Plantejament 
Si bé ja s’ha explicat com es gestiona bona part de la informació de les incidències, 
falta encara resoldre com s’emmagatzemen les rutes de resolució que els operaris han 
de seguir. Això implica que, per cada incidència, hem de saber si està assignada a algun 
operari i si és el cas quina oposició ocupa en la seva ruta. Per altra banda, les 
incidències han de poder ser desplaçades cap a altres rutes o posició de forma ràpida i 
fàcil. 
Esquemes 
 
 
LogicaReparaciones 
· asignarIncidencia(inc, ope, pos) 
· getRuta(ope) 
· incluirIncidencia(inc, ope, pos) 
· excluirIncidencia(inc) 
 
Tramo 
· getId() 
· getOperario() 
· getOrigin() 
· getEnding() 
 
Lògica diària 
· LogicaReparaciones 
 
DB 
CRUDs 
· TramoCRUD · Tramo 
 
Figura 4.6: Elements de Lògica diària, CRUDs i la base de dades per gestionar les rutes 
Figura 4.7: Mètodes de les classes LogicaReparaciones i Tramo 
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Desenvolupament 
El sistema estructura les rutes dels operaris per trams. És per aquesta raó que s’han 
dissenyat la classe i la taula Tramo, que ens indiquen, per cada un dels trams, la ruta a 
què pertanyen i les incidències que uneixen. Com sempre, s’ha creat també la classe 
CRUD per gestionar la taula en qüestió.  
El fet de treballar amb trams i no guardant la posició de la incidència en la ruta ens 
permet no haver de realitzar modificacions excessives en la base de dades cada cop 
que es produeixen assignacions. Això provoca, també, però, que el procés de 
recuperació de les rutes sigui lleugerament més complicat. A més existeix el fet que, en 
la base de dades, els trams no es guarden pas ordenats. 
Així, doncs, si es vol conèixer la ruta d’un operari cal cridar getRuta(), que efectua el 
següent procediment: 
 Crea una llista per anar guardant les incidències de forma ordenada. 
 Recupera tots els trams que pertanyen a la ruta de l’operari. 
 Recorre, de forma reiterada, els trams recuperats, trobant en cada iteració el 
tram anterior a l’actual. Para quan arriba al tram inicial. 
 A partir del tram inicial torna a repetir el pas anterior, però aquest cop es van 
trobant els trams posteriors. A mesura que es va avançant pels trams es va 
guardant en la llista d’incidències aquelles que aquests ens indiquen. 
Les assignacions, per la seva banda, requereixen modificar la ruta d’origen de la 
incidència (si n’hi ha) i la de destí (si n’hi ha també). En el primer cas cal extreure la 
incidència de la ruta i en el segon incloure-la. 
Repassem, per exemple, com s’efectua l’operació d’extracció: 
 Si la incidència és l’origen d’algun tram (és a dir, no és la última de la ruta) 
aquest és eliminat. 
 Si la incidència és el final d’algun tram (no és la primera de la ruta) es modifica 
el final del tram per tal que aquest apunti a la incidència següent. 
 Si no hi havia incidència següent, perquè la incidència era l’última de la ruta, 
s’elimina el tram. 
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4.2.5 Eliminar i editar clients, operaris i altres 
Plantejament 
El sistema ha de permetre eliminar o modificar clients, operaris, establiments i 
tipologies. S’ha d’aconseguir, també, però, que aquests canvis no interfereixin en el 
desenvolupament de l’activitat diària del sistema. Un cas on això podria succeir seria si 
eliminem un client tal que encara hi ha incidències actuals generades per ell (tindríem 
problemes ja que el client al que apuntarien no existiria!). 
Esquemes 
 
 
Desenvolupament 
L’opció que s’ha seguit per poder eliminar o modificar de forma segura els elements 
anteriorment descrits passa per comprovar si les condicions d’eliminació o modificació 
es compleixen, i en cas negatiu esperar a que sí ho facin per realitzar l’operació. 
Mantenimiento 
· RutinaOrdenes 
· programarRutinas() 
 
ClienteCRUD 
· update(id, nombre, …) 
· delete(id) 
· isReal(id) 
· isActivo(id) 
· getId() 
· getTipo() 
· getObjeto() 
Orden 
Rutines manteniment 
· Mantenimiento 
 
DB 
CRUDs 
· OrdenCRUD 
· ClienteCRUD 
· OperarioCRUD 
· EstablecimientoCRUD 
· TipologiaCRUD 
 
· Orden 
Figura 4.8: Elements de CRUDs i la base de dades per eliminar o modificar clients i altres 
Figura 4.9: Mètodes de la clases Mantenimiento, ClienteCRUD i Orden 
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D’aquesta forma, els mètodes update() i delete() de les classes CRUD realitzen primer 
la comprovació, i si el moment no és adequat per dur a terme l’eliminació o 
modificació generen una ordre per anar essent cridats periòdicament fins aconseguir 
executar-la. L’ordre indica quin tipus d’element es pretén eliminar o modificar i quina 
és la seva id. 
La rutina d’execució d’ordres pendents s’encarrega, cada mitja hora, d’anar recorrent 
les ordres existents, i cridar els mètodes d’eliminació i edició que aquestes demanen. 
Si aquests aconsegueixen dur a terme l’operació que desitjaven, l’ordre és eliminada, 
mentre que en cas contrari aquesta roman en el sistema per tornar a ser executada 
d’aquí a 30 minuts. 
Les eliminacions presenten, però, un problema addicional, i és que es poden produir 
casos en els que les condicions per efectuar l’eliminació no es compleixin mai. En el cas 
dels clients, per exemple, la condició d’eliminació és que no hi hagi incidències actuals 
generades pel client en qüestió. Llavors, si el client genera incidències a un ritme 
raonablement elevat, pot resultar difícil, sinó impossible, trobar el moment adequat 
per eliminar-lo. 
Per superar aquest obstacle s’evita que cap dels elements pendents d’eliminació pugui 
participar de l’activitat diària del sistema. En el cas dels clients això implica, per 
exemple, que ja no poden generar més incidències. 
Fa falta diferenciar, per tant, els elements que seran eliminats properament dels que 
no. Per fer-ho, cada un d’ells especifica en quin dels dos casos es troba, a partir d’una 
variable. 
El pas final consisteix en elaborar les llistes que regeixen el comportament del sistema 
de forma que només incloguin aquells elements que acreditin que no han de ser 
eliminats aviat. D’aquesta forma, quan s’hagin de generar incidències, per exemple, 
només apareixeran com a possibles clients els que no hagin de ser eliminats. 
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4.2.6 Respondre als esdeveniments diaris 
Plantejament 
A aquestes alçades ja s’ha aconseguit gestionar els clients, operaris i incidències de 
forma completa. Falta només, a nivell estructural, establir una lògica diària de 
funcionament. Això implica subministrar les rutes a cobrir als operaris quan aquests 
comencen la seva jornada, guardar els informes que aquests envien, notificar-los si 
estan ociosos que una nova incidència els ha estat assignada, etc. 
Esquemes 
 
 
Desenvolupament 
El sistema està pensat per a que els operaris treballin durant determinats períodes de 
temps, que es corresponen amb la jornada laboral que se’ls ha assignat. D’aquesta 
forma, si un operari té per horari laboral l’espai comprés entre les 09:00h i les 17:00h, 
estarà en disposició, cada dia, d’anar a resoldre incidències durant aquest interval. 
Estado 
· isOperarioActivo(ope) 
· isJornadaFinalizada(ope) 
· isOperarioOcupado(ope) 
LogicaReparaciones 
· login(ope) 
· abrirJornada(ope) 
· cerrarJornada(ope) 
· reportIncidencia(ope) 
· reportLocalizacion(ope) 
· traspasarRuta(ope) 
 
· getOperario() 
· getTipologia() 
· getActivo() 
· getOcupado() 
· getUltimoEvento() 
SituacionOperario 
Informació 
· Estado 
 
DB 
Lògica diària 
· LogicaReparaciones 
 
· SituacionOperario 
Figura 4.10: Elements d’Informació, Lògia diària i la base de dades per establir la lógica diària 
Figura 4.11: Mètodes de la classes Estado, LogicaReparaciones i SituacionOperario 
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Les rutes que s’assignen als operaris estan basades en aquest principi, ja que 
incorporen només incidències que es preveu podran ser resoltes abans que aquest 
acabi la seva jornada. 
Les rutes dels operaris varien contínuament, ja que el sistema replanteja la distribució 
de les incidències cada cop que es produeix un esdeveniment ressenyable. Tot i això, 
no s’informa de tots els canvis als operaris, ja que probablement resultaria costós i 
aquests acabarien marejats! Pel contrari, els operaris només veuen la seva ruta 
actualitzada quan inicien la seva jornada o envien un informe al servidor. 
Quan els operaris finalitzen la jornada (el final es produeix quan no els hi queden més 
incidències per resoldre i falta poc per l’horari de tancament oficial o aquest ja ha estat 
sobrepassat) el sistema agafa les incidències que l’operari ha resolt durant el dia i les 
traspassa a l’historial. 
Fora de jornada, els operaris poden connectar-se igualment al servidor, i en cas que 
existeixi alguna previsió sobre la ruta que hauran de recórrer el proper dia la podran 
visualitzar. No obstant, no podran informar sobre cap de les incidències. 
Amb els principis que regeixen l’activitat diària explicats, passem ara a descriure amb 
més precisió com reacciona el sistema a cada un dels esdeveniments diaris. 
Login 
Cada cop que un operari realitza un login per entrar en el programa client, aquest 
contacta amb el servidor per verificar que el login sigui correcte. A més de 
contestar, el servidor comprova en cas afirmatiu si s’està produint un inici de 
jornada, i si és el cas crida a abrirJornada(ope). 
La forma de determinar quan els operaris comencen la seva jornada passa per 
preguntar-se, aproximadament, si l’operari ja es trobava actiu o no i si es troba dins 
del seu horari laboral. Aquestes preguntes es formulen a la classe Estado, de la que 
parlarem en detall en el proper apartat. 
Inici de jornada 
Quan un operari inicia jornada LogicaReparaciones crida a l’algorisme d’assignació 
per a que determini quina ruta ha de seguir, segons les circumstàncies actuals (ja 
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hem dit que les rutes van variant durant el dia). Un cop s’ha pres una decisió, 
s’indica al programa client que el login de l’operari és correcte i s’adjunta la ruta 
que aquest ha de recórrer. 
Informes 
Els operaris envien tres informes al llarg del procés de resolució d’una incidència: el 
primer quan es preparen per desplaçar-s’hi, el segon quan hi arriben i el tercer 
quan la solucionen. El mètode reportIncidencia() s’encarrega de guardar la 
informació d’aquests informes (per les estadístiques es guarda per exemple quant 
ha trigat l’operari a arribar a la incidència). 
Com ja s’ha comentat, quan es reben informes d’arribada o resolució es tornen a 
elaborar les rutes (es crida a l’algorisme d’assignació). D’igual forma que en l’inici 
de jornada, s’envia la ruta resultant a l’operari com a resposta. 
Final de jornada 
El final de jornada es produeix també a instàncies del programa client. Aquest el 
notifica quan l’operari queda ociós i falten mínim 30 minuts pel final de l’horari 
laboral. El servidor respon a la notificació buidant la ruta de l’operari (envia les 
incidències resoltes a l’historial, mitjançant traspasarRuta()) i confirmant a l’operari 
que la seva jornada ha acabat. 
En situacions excepcionals, en què per la raó que sigui el client no avisi del final de 
jornada, el final de jornada serà induït per la rutina de manteniment 
RutinaTraspasos, un cop detecti l’anomalia (hi ha un operari actiu tal que la seva 
jornada ja ha acabat). 
4.2.7 Oferir informació de l’estat del sistema 
Plantejament 
Es pretén que el servidor ofereixi informació rellevant sobre l’estat del sistema, amb 
l’objectiu de conèixer la situació que travessa. Entre la informació a mostrar hi haurà el 
nivell d’ocupació del sistema, quins operaris estan actius, les seves rutes, una previsió 
d’arribada i resolució per cada una de les incidències i estadístiques relatives a cada 
una de les rutes. Les estadístiques indicaran el temps promig d’espera de les 
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incidències que ja s’han resolt, quant temps porten esperant les que encara estan per 
resoldre i una previsió sobre quant hauran d’esperar. 
Esquemes 
 
 
Desenvolupament 
La major part de la informació que s’ha d’aportar sobre l’estat del sistema fa referència 
a les rutes dels operaris. Per cada una d’elles s’ha d’aconseguir informació a tres 
nivells. Els nivells en qüestió són:  
 Conèixer la ruta en sí (és a dir, les incidències que la composen). 
 Realitzar previsions d’arribada per les incidències no ateses encara. 
 Obtenir estadístiques passades, presents i futures sobre els temps d’espera de 
les incidències de la ruta. 
En l’apartat 4.2.4 ja hem explicat com recuperar les rutes dels operaris. No obstant, ara 
es desitja aconseguir ubicar-les sobre un mapa, pel que necessitem conèixer la 
Estado 
· getEsts(ruta) 
· getTs(ope) 
· getOcupacion() 
· getTramoRecorrido() 
Location 
· getCoordenadas(dir) 
· getDireccion(lat, lng) 
· getDistancia(lat1, 
  lng1, lat2, lng2) 
· getCliente() 
· getDireccion() 
· getLatitude() 
· getLongitude() 
Establecimiento 
Informació 
· Estado 
 
DB 
Utils 
· Location 
 
· Establecimiento 
Figura 4.12: Elements d’Informació, Utils i la base de dades per gestionar informació d’estat del sistema 
Figura 4.13: Mètodes de la classes Estado, Location i Establecimiento 
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localització geogràfica (latitud i longitud) de cada una de les incidències que les 
integren. També ens fa falta poder determinar la distància que separa dos punts 
qualsevol, per poder il·lustrar l’avanç de l’operari. Utilitzem la API Javascript de mapes 
de Google [9] per obtenir el mapa, així com per situar-hi les rutes a partir d’aquesta 
infromació. 
Disposem de la direcció dels establiments que generen les incidències, pel que 
necessitem d’un procés que ens permeti transformar direccions a coordenades 
geogràfiques. Google ofereix aquest servei, conegut com a geocoding, dins la seva API 
de mapes estàtics [10], així que podem resoldre el problema contactant amb els seus 
servidors. 
Això és precisament el que fa el mètode getCoordenadas(dir) de la classe Location. 
Envia, concretament, una petició de geocodificació mitjançant HTTP a la URL 
especificada per Google, indicant quina direcció es vol transformar, i quan rep la 
resposta n’extreu la latitud i longitud (Google retorna altra informació també). 
Location també permet calcular la distància entre dos punts, donades les seves 
coordenades. El càlcul es realitza assumint que la Terra és esfèrica [11][12], una 
aproximació que garanteix un error màxim del 0,5% en el resultat. Donat que només 
necessitem obtenir valors aproximats, podem treballar tranquil·lament amb aquest 
mètode. 
Amb la ruta perfectament determinada, podem passar ja a discutir com es preveu a 
quina hora atendran els operaris les incidències pendents. El procediment és el 
següent, i l’implementa getTs(): 
 Primer cal determinar la posició i instant de partida de l’operari. Si l’operari es 
troba actiu, simplement cal utilitzar la seva localització actual, que arriba 
periòdicament al servidor del programa client, que l’obté via GPS. Si l’operari es 
troba fora de jornada situem el seu punt de partida a l’inici de la nova jornada, 
partint de la central (tots els operaris comencen jornada des de la central). 
 Un cop ja coneixem la situació inicial de l’operari comencem a recórrer les 
incidències que ha de resoldre, estimant quant trigarà a realitzar cada 
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desplaçament i cada resolució. Les estimacions es fan a partir de les 
estadístiques que el sistema recull. 
Ens queda, finalment, parlar del tercer nivell d’informació, que es correspon amb les 
estadístiques de les rutes. Aquestes ens mostren bàsicament si les incidències són 
ateses amb retard o no. 
Per fer-ho, parlen en present, passat i futur, ja que informen sobre el temps que 
porten esperant les incidències no resoltes encara, sobre quant temps es preveu que 
hauran d’esperar i sobre quant temps han esperat les que ja han estat resoltes. 
Conjuntament amb aquests temps d’espera mitjans, s’ofereixen també els retards 
mitjans. Tant les previsions sobre els temps d’espera com les dels retards mitjans 
deriven simplement de les previsions dels temps d’arribada, obtingudes en el segon 
nivell. 
Comentar finalment que la informació d’estat que es mostra a l’usuari va sent 
actualitzada periòdicament, per evitar que quedi desfasada. Per aconseguir renovar la 
informació sense recarregar tota la pàgina HTML que l’envolta s’ha d’anar contactant 
amb el servidor de forma asíncrona, mitjançant Ajax. Un tutorial de IBM [13] ofereix 
una ràpida introducció a aquest conglomerat de tecnologies. 
4.2.8 Recollir Estadístiques 
Plantejament 
Necessitem anar recollint estadístiques sobre l’activitat del sistema. A més aquestes 
estadístiques han d’estar separades en determinats períodes de temps (mesos en el 
nostre cas) per a poder observar la seva evolució. S’ha de procurar obtenir 
estadístiques relatives a l’estat del sistema (tasses d’arribada, temps de servei, nivell 
d’ocupació, retards, temps d’espera, mitjana d’incidències per resoldre etc), demandes 
dels clients (tasses d’arribada i temps de servei particulars de cada client) i rendiment 
dels operaris (el seu temps de servei així com el nivell d’ocupació). Finalment, a més, 
cal que totes aquestes estadístiques estiguin desglossades per tipologies. 
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Esquemes 
 
 
Desenvolupament 
La base de dades disposa de tres taules estadístiques: la primera conté informació 
global, la segona informació sobre els clients i la tercera sobre els operaris. En totes les 
taules cada una de les files guarda la informació estadística relativa a cert mes i certa 
tipologia. La tipologia 0 conserva el cas general, és a dir, aquell que no discerneix entre 
tipologies. 
S’emmagatzemen dos tipus de dades: mitjanes aritmètiques i mitjanes temporals. En 
el primer grup hi trobem, per exemple, el temps d’espera mitjà d’una incidència per 
ser atesa, mentre que en el segon hi trobem el nombre mitjà d’operaris ocupats. 
DB 
Informació 
· Estadisticas 
· Estado 
 
· EstadisticaGlobal 
· EstadisticaCliente 
· EstadisticaOperario 
· SituacionGlobal 
· SituacionCliente 
· SituacionOperario 
 
Figura 4.14: Elements d’Informació i la base de dades per gestionar les incidències 
Estadisticas 
· incidenciaResuelta(inc) 
· updateEstGlobal(mes, 
  tip, …) 
· updateIntGlobal(mes, 
  tip) 
· getEstGlobal(mes, tip) 
· getVelocidadOpe(ope) 
… 
Estado 
· incidenciaResuelta(inc) 
· updateSitGlobal(tip) 
· updateSitCliente(cliente, 
  tip) 
· updateSitOpe(ope, tip) 
... 
· getMes() 
· getTipologia() 
· getTiempoActividad() 
· getTiempoEspera() 
· getIncsAtendidas() 
· getVolumenTrafico() 
… 
 
EstadisticaGlobal 
Figura 4.15: Mètodes de les classes Estadisticas, Estado i EstadisticaGlobal 
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En cap dels dos casos es guarda el resultat directament, ja que seria impossible 
actualitzar-lo. Pel contrari, s’emmagatzema informació parcial, i cada cop que es 
desitja conèixer el resultat aquest és calculat a partir d’aquesta. 
Repassem a continuació les dades a conservar i els càlculs a realitzar tant en les 
mitjanes aritmètiques com en les temporals. 
Mitjanes aritmètiques 
El cas més senzill, es calculen com n
x
N
. Per tant cal emmagatzemar el sumatori 
dels valors presos i el seu nombre. 
Així, per exemple, per conèixer el temps que esperen en promig les incidències a 
ser ateses només cal disposar de la suma dels temps d’espera de totes elles i les 
incidències que han estat ateses. Després, cada cop que es accedir al resultat 
simplement cal dividir aquests dos valors, executant getTiempoEspera() / 
getIncsAtendidas(). 
Mitjanes temporals 
Es calculen com n n
x t
T
, on xn representa el valor n-èssim pres, tn l’interval de 
temps que ha durat i T l’interval global analitzat. Per tant s’han d’emmagatzemar 
el sumatori i la duració de l’interval global. 
Així, cada cop que es produeix un canvi en l’element mesurat, cal anotar el valor 
observat fins el moment i quant temps portava present. La classe Estado 
s’encarrega de subministrar aquesta informació, emmagatzemada en les taules 
Situacion. 
Per altra banda, cada cop que es vol conèixer el resultat només cal dividir el 
sumatori per la duració de l’interval analitzat. En el cas del nombre promig 
d’operaris ocupats això s’aconsegueix executant getVolumenTrafico() / 
getTiempoActividad(). 
La classe Estadisticas s’encarrega d’anar actualitzant tota la informació estadística, així 
com d’oferir-ne els resultats. El mecanisme d’actualització és el següent: cada cop que 
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es produeix un esdeveniment remarcable aquest li és comunicat, tot cridant el 
mètode corresponent, i els canvis pertinents són executats. 
Així, per exemple, si s’acaba de resoldre una incidència, incidenciaResuelta(inc) és 
cridat, i Estadisticas suma el temps de dedicació empleat als ja disponibles, alhora que 
incrementa el nombre d’incidències resoltes. 
Per accedir a les estadístiques simplement cal cridar el mètode associat a l’estadística 
que es vol obtenir. D’aquest forma, si el que es vol és conèixer el temps d’atenció 
general del sistema, es crida getTiempoDedicacion(). 
És important recordar que les estadístiques estan dividides en mesos, pel que és 
possible demanar les estadístiques relatives a cert interval temporal, com podria ser el 
primer trimestre de l’any actual. 
4.2.9 Distribuir les incidències... 
Plantejament 
El servidor ha de permetre disposar del conjunt de mètodes d’assignació que es 
desitgi, de tal forma que en cada moment es pugui escollir quin d’ells utilitza el sistema 
per assignar les incidències. Addicionalment, la incorporació dels mètodes ha de 
resultar simple de realitzar, i no hi ha d’haver necessitat d’adaptar el seu codi per 
poder provar-los en el simulador. 
Esquemes 
 
Entorno 
· getOperarios() 
· getIncidencias() 
· getRuta(ope) 
· getEstadisticas() 
· asignarIncidencia(inc, 
  ope,   pos) 
… 
 
· getNombre() 
· getActual() 
· incidenciaGenerada( 
  inc) 
· inicioJornada(ope) 
· incidenciaResuelta( 
  inc) 
… 
Metodo Metodo 3 
· planificar() 
· aproximar() 
· ordenar() 
· validar() 
· combinar() 
· permutar() 
… 
 
Figura 4.16: Mètodes de les clases Entorno, Metodo i Metodo 3 
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Desenvolupament 
Metodo és una classe abstracta, que implementa els mètodes getNombre() i 
getActual(). També representa una entrada genèrica de la taula del mateix nom. En 
aquesta taula es guarda el nom de cada un dels mètodes d’assignació que el sistema 
pot utilitzar i indica quin d’ells està essent utilitzat actualment. 
Metodo també defineix tota una sèrie de mètodes a implementar per subclasses. Els 
mètodes en qüestió han d’indicar com ha de reaccionar l’algorisme d’assignació a tot 
un seguit d’esdeveniments, com la generació d’una incidència, l’inici de jornada d’un 
operari, etc. 
Cada mètode disposa d’una classe que hereta de Metodo, i que conté la lògica de 
l’algorisme (indica com ha de reaccionar aquest davant diferents esdeveniments 
dèiem). Metodo 3 conté, per exemple, l’algorisme que hem dissenyat, mentre que 
Metodo 1 i Metodo 2 es reserven per altres algorismes que es faran servir durant el 
capítol de proves. 
La interfície Entorno, per la seva banda, té com a finalitat evitar haver d’utilitzar una 
altra classe per cada mètode si es volen provar aquests en el simulador. La raó per la 
qual això seria necessari si no fos per Entorno és que el simulador funciona, en certs 
aspectes, de forma separada al sistema. 
Entorno defineix tota la informació que les seves implementacions han de donar als 
mètodes d’assignació, de la mateixa forma que indica quines ordres poden donar 
aquests. Així, per exemple, els mètodes poden utilitzar getOperarios() per conèixer els 
operaris de què es disposa per resoldre les incidències o cridar asignarIncidencia() per 
realitzar les assignacions que considerin oportunes. 
Després de tota aquesta informació sobre com s’estructuren i emmagatzemen els 
mètodes d’assignació, passem a parlar ja sobre l’algorisme que s’ha dissenyat. 
4.2.10 ...de forma escaient 
Plantejament 
Requerim d’un algorisme d’assignació que distribueixi les incidències entre els operaris 
de forma el més racionalment possible. L’avantatge que això representarà serà 
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bàsicament econòmic, ja que permetrà no haver d’utilitzar tants operaris per complir 
amb l’assiduïtat prevista els contractes d’arribada firmats amb els clients. 
Així, doncs, es pretén trobar un algorisme que intenti minimitzar el retard global, 
entenent per retard global la suma de tots els retards particulars. En el cas que 
s’arribés tard a dos incidències, per exemple, amb retards respectius de 20 i 40 minuts, 
el retard global seria de 60 minuts. 
Per aconseguir aquest objectiu, l’algorisme ha de tenir en compte, com a mínim, 
aquests quatre factors: horari laboral de cada un dels operaris, distància a recórrer 
entre incidències, temps de dedicació de cada operari respecte cada tipologia 
d’incidència i el límit d’arribada a cada una de les incidències. 
Desenvolupament: el problema 
Ens trobem davant d’un problema dinàmic, ja que s’ha d’anar replantejant 
contínuament la solució per adaptar-se als canvis que es van produint en les 
incidències pendents i els operaris disponibles. És per això que l’algorisme ha d’anar 
reaccionant davant diferents esdeveniments que es van produint. 
El problema presenta, a més, una altra dificultat, com és el fet que desconeixem de 
forma exacte alguns dels factors que hi intervenen. Aquests factors són: 
 Quan generen els establiments les seves incidències. 
 Quant trigaran els operaris a realitzar cada un dels seus desplaçaments. 
 Quant temps hauran de dedicar els operaris a la resolució de cada incidència.  
Per aquestes característiques, el problema plantejat pertany a la família de problemes 
d’encaminament de vehicles (Vehicle Routing Problems). Dins d’aquest conjunt, 
pertany concretament al grup de problemes dinàmics i estocàstics. El problema més 
semblant al que nosaltres acabem d’exposar el van plantejar Bertsimas i Van Ryzin en 
els seus articles A Stochastic and Dynamic Vehicle Routing Problem in the Euclidean 
Plane [14] i Stochastic and Dynamic Vehicle Routing in the Euclidean Plane with 
Multiple Capacitated Vehicles [15]. 
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Els problemes VRP han estat àmpliament considerats per la investigació operativa. Si 
bé es coneixen les seves solucions òptimes, aquestes acostumen a no ser aplicables, ja 
que requeririen d’un cost computacional no assumible. És per això que els estudis es 
centren en trobar algorismes que s’aproximin a les solucions òptimes però utilitzin 
menys recursos. 
No és la pretensió d’aquest projecte endinsar-se en un tema tan complex, i començar a 
valorar quina alternativa seria recomanable aplicar en el nostre cas. Hem de tenir en 
compte, a més, que el nostre problema no coincideix plenament amb cap dels 
problemes que s’han consultat, pel que probablement s’hauria de realitzar, a més, un 
esforç per adaptar la solució proposada a les nostres necessitats. 
Per tot això, s’ha decidit no plantejar l’algorisme amb la perspectiva que sigui el més 
competitiu possible, sinó amb la idea que ens permeti visualitzar com la consideració 
de certs factors permet millorar-ne el rendiment. Els factors en qüestió són els ja 
comentats: horari dels operaris, distància entre incidències, temps de dedicació en la 
resolució de les diferents tipologies i límits d’arribada. 
Desenvolupament: la solució 
S’ha escollit que l’algorisme solucioni el problema mitjançant la reoptimització, ja que 
aquesta suposa la forma més pràctica i intuïtiva de trobar una solució raonablement 
ajustada. 
La reoptimització consisteix en deixar de banda consideracions sobre el futur, i assumir 
que simplement s’han de solucionar les incidències actuals. És per això que, cada cop 
que varien el mapa d’incidències pendents i/o els operaris disponibles, es busca trobar 
la solució òptima al problema actual, sense tenir en compte que en vindran de 
posteriors. 
Així, doncs, l’algorisme replanteja novament tot el problema cada cop que aquest 
canvia significativament. Hem considerat que això succeeix quan un operari inicia la 
seva jornada, quan es genera una incidència o quan se’n resol una, pel que en totes 
aquestes ocasions es crida a planificar(). 
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El mètode planificar() s’encarrega de trobar la solució òptima al problema actual. Per 
fer-ho necessita provar totes les distribucions de rutes possibles i comprovar quina 
d’elles ofereix el retard global mínim. Com que això requereix d’un alt cost 
computacional, introduïm un parell de limitacions a l’algorisme, per fer-lo més 
escalable. 
Expliquem a continuació els passos que segueix planificar() per complir amb el seu 
objectiu (exposats en la figura 4.17). Precisem també quines són les limitacions que 
s’imposen. 
 
Metodo 3 
planificar() 
 desassignar incidències pendents 
 obtenir temps de dedicació 
mentre (quedin incidències per assignar) 
 retard = infinit 
 disposar de les n primeres incidències per assignar 
 trobar posició de partida dels operaris 
 estimar nombre d’incidències a resoldre per operari 
 programar comptador combinacions 
 for (nombre de combinacions) 
  if (combinació vàlida) 
   retard = 0 
   llista d’assignacions*nombre d’operaris+ 
   for (operaris) 
    {permutació, retard_ope} = ordenar() 
    guardar permutació a llista d’assignacions*operari+ 
    retard = retard + retard_ope 
   if (retard_c < retard) 
    combinació passa a ser la solució provisional 
    retard = retard_c 
  combinar 
 realitzar assignacions que indica la combinació guanyadora 
 prescindir de les n primeres incidències per assignar 
 
ordenar(operari, incidències) 
retard = infinit 
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Planificar() comença desassignant totes les incidències que encara no han estat ateses 
per disposar d’elles a continuació, quan reclama que se li subministrin totes les 
incidències no assignades. Aquestes li arriben ordenades pel límit d’arribada. 
A continuació s’informa dels temps de dedicació. És a dir, determina quant triga en 
promig cada operari a solucionar cada tipus d’incidència. També demana a quina 
velocitat es desplacen els operaris en promig. 
Arriba, tot seguit, la primera de les limitacions. En comptes de tenir en compte totes 
les incidències a l’hora de provar diferents rutes es passa a treballar només amb les n 
primeres. Un cop aquestes hagin estat assignades, es passarà a assignar les n següents, 
de forma que quedin situades després de les n primeres. El procés es va repetint fins 
que totes les incidències han estat assignades. 
for (nombre de permutacions) 
 posicio_ope = posicio de partida de l’operari 
 final_jornada = final de l’horari laboral 
 retard_p = 0; 
 for (incidencies) 
  trobar temps de desplaçament esperat fins incidència 
  trobar temps de dedicació esperat per resoldre incidència 
  trobar temps de desplaçament esperat fins a central 
  if (anar, resoldre incidència i tornar a central després de final_jornada) 
   posicio_ope = inici de jornada següent a central 
   final_jornada = final de jornada següent 
   recalcular temps de desplaçament a incidència 
  posicio_ope = final de resolució a l’establiment de la incidència 
  if (retard_inc > 0) 
   retard_p = retard + retard_inc 
 if (retard_p < retard) 
  permutació passa a ser la solució provisional 
  retard = retard_p 
retornar la permutació guanyadora i retard 
Figura 4.17: Descripció dels mètodes planificar() i ordenar() de la classe Metodo 3 
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 Aquesta limitació ens permet fitar en gran mesura el nombre de combinacions de 
rutes que han de ser avaluades. Per altra banda, entenem que no distorsiona 
excessivament l’algorisme, ja que aquest simplement es veu obligat a respectar els 
límits d’arribada cada n incidències. 
En cada una de les iteracions es calcula primer on i quan es trobarà cada operari 
disponible per anar a resoldre les n incidències. El càlcul ha de tenir en compte en 
quina situació es troba cada operari, i decidir en conseqüència. Així, per exemple, si un 
operari està fora de jornada podrà començar a resoldre incidències al començar la 
nova jornada, i partirà de la central. 
Posteriorment s’aplica la segona limitació. Aquesta consisteix en estimar quantes 
incidències ha de resoldre cada operari, tenint en compte quant temps els hi queda a 
cada un d’ells per acabar la seva jornada (o començar-la). La idea és comprovar, per 
cada incidència, quin operari la pot resoldre abans, i anar omplint els horaris d’aquests. 
Un cop s’ha realitzat l’estimació ens posem a combinar. S’han de fer tantes 
combinacions com el nombre d’operaris elevat al nombre d’incidències, ja que per 
cada incidència s’ha d’especificar quin operari l’atendrà. 
Només aquelles combinacions que compleixin amb l’estimació de la segona limitació, 
però, seran avaluades. Això vol dir que han de dedicar a cada operari el nombre 
d’incidències que l’estimació indica, o desviar-se com a màxim una incidència en cada 
operari. 
Amb aquesta limitació aconseguim descartar directament aquelles combinacions que 
resultarien, en la seva majoria, estúpides. Un exemple d’elles seria la que opta per 
assignar totes les incidències a un operari que acaba de finalitzar la seva jornada. 
S’entén, per tant, que el rendiment de l’algorisme no es veurà especialment afectat. 
Cada combinació s’encarrega de trobar l’ordre en què els operaris recorreran les 
incidències que els hi pertoquen. Per aconseguir-ho, crida a ordenar(), que permuta les 
incidències i retorna aquella permutació tal que el retard acumulat de l’operari és 
menor. 
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Un cop la combinació determina quin retard global es produirà si aquesta és utilitzada, 
es compara aquest resultat amb el de la millor combinació fins el moment i si el retard 
de la combinació és menor s’accepta aquesta com a solució provisional. 
La iteració acaba assignant les incidències tal com diu la combinació guanyadora, 
situant-les a continuació de les incidències assignades en les iteracions anteriors. 
4.2.11 Avaluar l’algorisme d’assignació: perfils 
Plantejament 
Falta, com a últim pas en l’elaboració del servidor, avaluar l’algorisme d’assignació. Per 
fer-ho, creem un simulador per emular el comportament de clients i operaris. A banda 
del simulador, però, fa falta també poder definir quins escenaris haurà de simular 
aquest. Aquesta és la qüestió que plantegem en aquest apartat. 
Esquemes 
 
 
DB 
CRUDs 
· PerfilCRUD 
· ClienteSimCRUD 
· OperarioSimCRUD 
· EstablecimientoSimCRUD 
· TiempoSimCRUD 
· Perfil 
· ClienteSim 
· OperarioSim 
· EstablecimientoSim 
· TiempoSim 
Figura 4.18: Elements de CRUDs i la base de dades per gestionar els perfils 
PerfilCRUD 
· create(clientes, …) 
· retrieve(id) 
· update(id, clientes, …) 
· delete(id) 
· createClientes(id, 
  clientes, …) 
· deleteClientes(id) 
 
Perfil 
· getNumClientes() 
· getNumOpes() 
· getNumTips() 
· getEstbsMin() 
· getEstbsMax() 
· getLambdaMin() 
· getLambdaMax() 
· getId() 
· getAmbito() 
· getAgente() 
· getTipologia() 
· getTiempoMedio() 
 
TiempoSim 
Figura 4.19: Mètodes de les classes PerfilCRUD, Perfil i TiempoSim 
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Desenvolupament 
Els escenaris venen caracteritzats pels clients i operaris que en formen part, així com 
pel seu comportament. És per això que, per definir correctament un escenari, 
necessitem aportar la següent informació: 
 Nombre de clients i operaris 
 Nombre d’establiments per cada un dels clients, així com la seva ubicació 
 Per cada establiment i tipologia, la distribució aleatòria de generació 
d’incidències 
 Per cada operari i tipologia, la distribució aleatòria de resolució d’incidències 
 La distribució aleatòria que marca la velocitat dels operaris 
 Límit d’arribada per cada un dels clients 
 Horari laboral de cada un dels operaris 
La base de dades disposa de les taules Perfil, ClienteSim, OperarioSim, 
EstablecimientoSim i TiempoSim per guardar, per cada un dels escenaris que es 
defineixin, tots aquests paràmetres. Com ja és habitual, el servidor gestionarà les 
taules mitjançant les classes del mateix nom i les classes CRUD associades. 
Per evitar que els usuaris hagin d’especificar cada una de les dades, el qual pot 
representar un treball molt costós, PerfilCRUD s’encarrega de generar-ne la majoria a 
partir de certs criteris que aquests li especifiquen. Els criteris en qüestió són: 
 Nombre de clients i operaris 
 Nombre mínim i nombre màxim d’establiments per client 
 Nombre de tipologies 
 Tassa de generació mínima i tassa de generació màxima d’incidències de certa 
tipologia per part d’un establiment 
 Límit d’arribada mínim i límit d’arribada màxim associat a un client 
 Velocitat de referència de desplaçament dels operaris, així com la desviació 
típica de la distribució dels temps de desplaçament 
 Temps mitjà mínim i temps mitjà màxim de resolució d’incidències de certa 
tipologia per part d’un operari, així com la desviació típica de la distribució 
59 
 
Els processos que PerfilCRUD executa per obtenir les dades finals són: 
 Utilitza una distribució uniforme per obtenir, per cada client, un nombre 
d’establiments determinat. El mínim i el màxim de la variable aleatòria són els 
establiments mínims i màxims passats per l’usuari. 
 Utilitza una distribució uniforme en l’àrea de Barcelona per determinar la 
ubicació de cada un dels establiments. 
 Utilitza una distribució uniforme, amb les lambdes especificades per l’usuari 
com a mínim i màxim, per trobar la tassa de generació dels establiments d’un 
client i tipologia determinades. El simulador farà servir variables aleatòries 
exponencials amb les lambdes resultants per calcular els instants de generació 
de les incidències. 
 Utilitza una variable aleatòria discreta uniforme, amb els límits d’arribada 
especificats per l’usuari com a mínim i màxim, per trobar el límit d’arribada per 
cada un dels clients. 
 Utilitza una distribució uniforme, amb els temps de resolució especificats per 
l’usuari com a mínim i màxim, per trobar el temps promig que triga cada un 
dels operaris a solucionar cada una de les tipologies d’incidència. El simulador 
farà servir gaussianes amb aquestes mitjanes i la desviació típica indicada per 
l’usuari per calcular el temps de dedicació necessari per solucionar cada una de 
les incidències que es vagin generant. 
Finalment apuntar que el simulador farà servir una gaussiana per determinar, per cada 
desplaçament, quant temps requereix l’operari per realitzar-lo. S’utilitzarà el quocient  
entre la distància i la velocitat de referència indicada per l’usuari com a mitjana. La 
desviació típica es correspondrà, també, amb la que hagi especificat l’usuari. 
4.2.12 Avaluar l’algorisme d’assignació: simulacions 
Plantejament 
Amb la informació de perfil definida, ens queda només dissenyar el simulador. 
Necessitem que aquest sigui capaç d’interpretar les dades que els perfils li 
subministren, així com d’oferir tota la informació necessària als mètodes d’assignació i 
realitzar les assignacions que aquests li demanin. Finalment, requerim que retorni com 
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a resultat de les simulacions un conjunt important d’estadístiques, per tal de poder 
avaluar el rendiment ofert per l’algorisme d’assignació. 
Esquemes 
 
 
Desenvolupament 
El simulador funciona de forma similar a LogicaReparaciones. Recordem que aquesta 
classe era la que incorporava la lògica diària, és a dir, reaccionava davant els diferents 
esdeveniments que es van produint durant l’activitat de clients i operaris. 
La diferència principal respecte a LogicaReparaciones és que ara necessitem, però, 
generar els esdeveniments nosaltres mateixos, ja que clients i operaris no existeixen 
realment. El propi simulador s’ocupa també d’aquesta funció. 
Simulador 
· simular() 
· inicializar() 
· inicializarEstbs() 
· inicializarOpes() 
· asignarIncidencia(inc, 
  ope, pos) 
… 
EstablecimientoSim 
· getCliente() 
· getLatitude() 
· getLongitude() 
· getTiemposMedios() 
· getFechasEventos() 
· getInicio() 
· getFin() 
· getRuta() 
· getTiemposMedios() 
· getOrigenAccion() 
· getFinAccion() 
· getTipoAccion() 
 
OperarioSim 
Simulacions 
· Simulador 
· Estadisticas 
· Estado 
DB 
CRUDs 
· SimulacionCRUD 
 
· Simulacion 
· EstablecimientoSim 
· OperarioSim 
· ResultadoSim 
Figura 4.21: Mètodes de la classes Simulador, EstablecimientoSim i OperarioSim 
Figura 4.20: Elements de Simulacions, CRUDs i la base de dades per realitzar simulacions 
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Al ser pràcticament equivalents, el simulador interactua amb les classes Estadisticas i 
Estado d’igual forma que LogicaReparaciones, si bé aquestes classes són diferents per 
cada un. Això és degut a que el simulador no guarda la informació d’estat i les 
estadístiques en la base de dades, ja que no necessita emmagatzemar-les de forma 
persistent. 
De fet, a l’acabar la simulació, només s’han de conservar els resultats estadístics. 
Aquests són guardats en la taula resultado_sim de la base de dades, on cada entrada 
guarda els resultats relatius a cert actor (client o operari) i certa tipologia. Així podem 
conèixer, per exemple, quant temps ha trigat en promig cert operari a resoldre les 
incidències d’una tipologia determinada. 
Pel que fa als diferents elements que el simulador necessita gestionar durant les 
simulacions, comentar que els clients, establiments i operaris són instanciats des de la 
base de dades, a partir de la informació de perfil, mentre que les incidències són 
creades des del propi simulador. Un cop inicialitzats, però, clients, establiments i 
operaris passen a estar gestionats també pel simulador. 
Esquematitzem, finalment, com el simulador prepara i fa avançar les simulacions: 
 
Simulador 
inicializar() 
inicialitzar generador pseudoaletaori 
fixar inici i final de la simulació 
instanciar mètode d’assignació 
crear llista d’esdeveniments pendents 
instanciar clients 
instanciar establiments 
instanciar operaris 
determinar quan genera cada establiment les primeres incidències 
determinar quina acció està realitzant cada operari 
crear esdeveniments relatius a la generació de les incidències 
crear esdeveniments relatius al final de les accions dels opes 
guardar esdeveniments a la llista 
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4.3 El client 
Comentàvem al principi del capítol que el client té dos funcions bàsiques: mostrar als 
operaris les rutes que han de recórrer i permetre’ls informar sobre les incidències 
resoltes. Per complir amb aquests requisits el programa ha de permetre: 
 Identificar a l’operari 
 Descarregar la ruta a recórrer 
 Llistar les incidències que formen la ruta 
simular() 
 
mentre (primer esdeveniment de la llista sigui anterior al final de simulació) 
 switch (tipus d’esdeveniment) 
  si generació: 
   crear incidència en l’establiment i amb la tipologia indicats 
   informar al mètode d’assignació de la generació 
   calcular quan l’establiment generarà una altra incidència 
   enregistrar aquest esdeveniment 
  si descans: 
   si (operari té incidències assignades) 
    trobar distància que separa central i incidència 
    determinar velocitat de desplaçament 
    calcular quan l’operari arribarà a la incidència 
    enregistrar esdeveniment de final de desplaçament 
   sinó 
    calcular quan l’operari acabaria jornada 
    enregistrar esdeveniment de final d’espera 
  si desplaçament: 
   … 
  si resolució: 
   … 
  si camí a central: 
   … 
  si espera: 
   … 
 eliminar esdveniment 
retornar resultats 
Figura 4.22: Descripció dels mètodes inicializar() i simular() de la classe Simulador 
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 Ubicar les incidències que formen la ruta sobre un mapa 
 Accedir a la informació de cada una de les incidències 
 Informar al servidor quan l’operari arriba o resol una incidència 
 Oferir la ubicació de l’operari periòdicament i informar-ne al servidor 
 Detectar els SMS del servidor que avisen d’una nova incidència assignada 
 Notificar a l’operari l’assignació d’una nova incidència o el final de jornada 
Aprofitem els següents apartats per explicar, primer, com s’estructura el programa 
client i, posteriorment, com aquest resol cada un dels problemes que acabem de 
plantejar. 
4.3.1 Estructura general 
Podem observar l’estructura lògica del client en la figura 4.23: 
 
En descrivim els blocs i com interactuen entre ells a continuació. 
Global 
L’integren les classes Aplicacion i Operario, que contenen tota la informació d’estat 
del client. La primera s’ocupa de guardar informació relativa a l’estat de l’aplicació, 
com per exemple si l’operari l’està utilitzant actualment i, si és el cas, en quina 
Connexió 
Services 
Activities 
Ope Global Server 
Actualització 
Figura 4.23: Estructura lògica del client 
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pantalla es troba. La segona, per la seva banda, emmagatzema informació pròpia 
de l’operari, com la ruta que ha de recórrer, el seu horari laboral, etc. 
Les activitats i el bloc d’Actualització accedeixen a la informació global per mostrar-
la a l’operari i actualitzar-la, respectivament. 
Actualització 
S’encarrega de reaccionar davant els diferents esdeveniments que es van produint, 
com poden ser l’assignació d’una nova incidència, el final de jornada, l’actualització 
de la posició de l’operari, etc. En aquest últim cas, per exemple, ha de verificar si 
l’operari es troba consultant el mapa i si és així actualitzar-lo per a que aquest 
pugui veure on es troba realment. 
Actualització rep esdeveniments per tres vies: les activitats, el serveis i el bloc de 
Connexió. Les primeres permeten respondre a accions de l’operari, els segons a 
fets rellevants que succeeixen en  la pròpia aplicació i els tercers a notificacions del 
servidor.  
Activities 
Les activities del programa estan estructurades de la forma següent: 
 
I realitzen les següents funcions: 
 Login permet identificar a l’operari i que aquest accedeixi a les activities 
posteriors. 
Mapa 
Login 
Edició 
Itinerari 
Figura 4.24: Estructura de pantalles del client 
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 Itinerari llista les incidències que conformen la ruta de l’operari i indica a 
Edició que mostri l’informe de la incidència que es seleccioni. També 
permet accedir a Mapa. 
 Edició mostra la informació de la incidència que s’hagi seleccionat a Itinerari 
i permet a l’operari informar sobre la seva resolució. 
 Mapa mostra la ruta de l’operari sobre un mapa, tot indicant en quin punt 
d’aquesta es troba l’operari actualment. 
Services 
El client compta amb dos services, que es corresponen amb les classes Localizacion 
i Notificacion. El primer demana al GPS que indiqui al programa de forma periòdica 
quina és la ubicació de l’operari, mentre que el segon s’encarrega de penjar les 
notificacions de nova incidència assignada o final de jornada en la barra d’estat del 
sistema operatiu. 
Connexió 
Aquest bloc l’integren la classe Llamadas, que permet contactar amb el servidor 
mitjançant peticions HTTP, i la classe Recepcion, que permet al servidor contactar 
amb el client al detectar els SMS que el primer envia. 
Actualització demana a Llamadas que contacti amb el servidor cada cop que es 
requereix identificar l’operari, actualitzar la seva posició, enviar un informe de 
resolució o notificar el final de jornada. En totes aquestes ocasions Llamadas 
retorna a Actualització la resposta que ha rebut per part del servidor. 
Recepcion, per la seva banda, analitza els SMS que el servidor envia i n’extreu la 
informació que aquest volia fer arribar al cient. Tot seguit cedeix la informació a 
Aplicació, per a que aquest prengui les mesures que consideri oportunes. 
Procedim tot seguit a explicar com, a partir de l’estructura descrita, el client 
aconsegueix oferir tota la funcionalitat requerida. Com ja hem fet en el servidor, 
plantegem cada problemàtica en un apartat diferent, conjuntament amb la solució 
adoptada. 
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Destacar finalment que la majoria de problemes que segueixen no són lògicament 
complexos, a diferència dels del servidor, però sí requereixen d’una solució tècnica 
determinada. En aquest sentit, posarem especial èmfasi en explicar quins elements 
d’Android s’han de fer servir per implementar tals solucions. 
4.2.2 Identificar l’operari 
Plantejament 
Necessitem identificar l’operari per poder descarregar la seva ruta i conèixer amb 
certesa que qui edita els informes que s’envien al servidor és l’operari en qüestió. 
Esquema 
 
Desenvolupament 
L’operari ha de realitzar un login per poder consultar la seva ruta i enviar informes. El 
client envia les dades del login al servidor, aquest comprova que siguin vàlides i en cas 
afirmatiu retorna al client com a resposta la id de l’operari i la seva ruta. Implementem 
la connexió HTTP que permet mantenir aquest diàleg tal com indiquen els Java 
Tutorials [17]. Exposem els passos a seguir a continuació. 
Quan l’operari prem el botó connectar Login indica a la classe Actualizaciones que 
l’operari es vol identificar. Actualizaciones crida llavors el mètode login() de Llamadas 
per a que enviï les dades del login al servidor i esperi una resposta per part d’aquest. 
Login(), com totes les crides remotes al servidor, comença instanciant la classe 
HttpURLConnection, tot especificant la URL a la que s’ha de formular la petició HTTP, i 
un cop disposa de l’objecte indica quina informació vol enviar al servidor (nom d’usuari 
Actualizaciones 
 
· login(nom_usuari, 
password) 
Llamadas 
· login(nom_usuari, 
  password) 
 
· EditText: nom usuari 
· EditText: password 
· Button: connectar 
 
login.xml 
Figura 4.25: Mètodes de les classes Actualizaciones i Llamadas i vistes del layout de Login 
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i password especificats per l’operari en aquest cas) i crida el mètode connect() per 
contactar-hi. 
El servidor, un cop rebuda i processada la petició HTTP, retorna la resposta que estima 
convenient, mitjançant tot un seguit d’objectes convinguts amb el client. En el cas d’un 
login el primer objecte retornat és de tipus Integer i ens indica la id de l’operari. Si 
aquesta és major o igual a zero implica que el servidor ha identificat a l’operari i que 
envia a continuació la seva ruta, que és un objecte de tipus List<Incidencia>. 
El client crea un ObjectInputStream a partir d’un InputStream d’HttpUrlConnection i va 
cridant el seu mètode readObject() successivament per anar recuperant els diferents 
objectes que han estat enviats. Login, concretament, recupera d’aquesta forma la id de 
l’operari i, si aquesta és positiva, la ruta de l’operari en qüestió.  
Si el login ha estat positiu Actualitzaciones guarda la id i la ruta de l’operari a Operario i 
demana a Login que deixi passar l’operari a Lista. En cas contrari Login indicarà a 
l’operari que els paràmetres que ha especificat no són vàlids. 
4.2.3 Oferir llista incidències 
Plantejament 
Passat el login, s’ha d’oferir una llista amb les incidències que formen la ruta de 
l’operari. Aquesta llista ha de permetre seleccionar cada una de les incidències i 
accedir al seu informe. 
Esquema 
 
Lista (ListActivity) 
 
· onCreate() 
· mostrarIncidencias() 
· setListAdapter() 
· onListItemClick() 
 
lista.xml 
· ListView: llista 
  incidències 
 
· TextView: títol 
  incidència 
 
fila.xml 
Figura 4.26: Mètodes de la classe Lista i vistes del seu layout 
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Desenvolupament 
Android ofereix un tipus concret d’activity que permet presentar fàcilment una llista a 
l’usuari. Lista hereta d’aquesta activitat, que s’anomena ListActivity. Repassem a 
continuació quins passos s’han de seguir per aconseguir mostrar la llista tal com volem 
i amb la informació que desitgem. 
Per especificar quina aparença ha de tenir la llista hem de realitzar dos passos. Primer 
cal incloure una ListView en el layout de l’activitat, per indicar on s’ha d’ubicar la llista, 
quina amplada ha de tenir, etc. Després s’ha de crear un altre arxiu xml per especificar 
quines vistes han d’integrar cada una de les entrades de la llista. En el nostre cas 
només demanem que aparegui cert text en cada entrada (un TextView), i concretem la 
mida que ha de tenir i els marges que s’han de deixar. 
Cal indicar, finalment, el contingut de la llista. A nosaltres ens interessa mostrar els 
títols de les incidències, pel que mostrarIncidencias() simplement crea un array amb 
aquests títols i crida setListAdapter() per subministrar-los al sistema. Aquest mètode 
també ens permet indicar que els títols s’han de mostrar tal com es demana a fila.xml. 
Amb la llista ja elaborada i presentada a l’usuari, ens queda possibilitar que aquest 
pugui accedir a l’informe de cada incidència prement el seu títol. Per aconseguir-ho 
només hem de reimplementar el mètode onListItemClick() de ListActivity, indicant que 
cada cop que es seleccioni una entrada de la llista s’ha de llançar l’activity Edicion, tot 
passant-li la posició de la incidència en la ruta. 
4.2.4 Ubicar la ruta 
Plantejament 
L’operari ha de poder consultar sobre un mapa on es troben ubicades les incidències 
que ha de cobrir. Ha de poder observar també en quin punt de la ruta es troba 
actualment. Això implica que si s’està desplaçant s’ha d’indicar quin percentatge del 
tram fins la propera incidència ha recorregut ja. 
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Esquema 
 
Desenvolupament 
Per satisfer tots els requeriments que acabem de comentar hem de realitzar tres 
tasques bàsiques: obtenir el mapa i aconseguir que l’usuari pugui desplaçar-se per ell, 
situar sobre el mapa les diferents incidències a cobrir i unir les incidències amb rectes 
per poder indicar, quan l’operari es desplaça, en quin punt del mapa es troba. Totes 
aquestes tasques poden ser realitzades a partir d’una API d’extensió per Android [18], 
que inclou la llibreria externa de mapes de Google.  
Mapa i Ruta són les classes que s’encarreguen de dur a terme aquestes tres tasques. 
Mapa s’ocupa de gestionar el mapa, concretament, mentre que Ruta dibuixa sobre 
aquest les etapes de la ruta i les rectes que les uneixen. 
Per mostrar el mapa només li hem d’indicar a Mapa, quan el mètode onCreate() és 
cridat, que el seu layout és el que indica mapa.xml. Després, per fer aparèixer els 
controls que permeten a l’operari interaccionar amb el mapa, hem de recuperar el 
MapView del layout i executar setBuiltInZoomControls(true). 
Tot seguit, dins el mètode onCreate() també, hem d’ocupar-nos de mostrar la ruta de 
l’operari. Com que requerim de Ruta per realitzar aquesta operació, comentem abans 
com està estructurada aquesta classe. 
Ruta és un subclasse de ItemizedOverlay, fet que ens permet dibuixar fàcilment 
elements que senyalen una posició determinada en el mapa. Per fer-ho, simplement 
cal passar a Ruta cada un d’aquests elements, mitjançant el mètode 
Mapa (MapActivity) 
 
· onCreate() 
· mostrarRuta() 
· mostrarEtapas() 
Ruta (ItemizedOverlay) 
· addItem(Item) 
· draw(canvas, 
  mapview, …) 
· onTap(index) 
 
· MapView: mapa 
mapa.xml 
Figura 4.27: Mètodes de les classes Mapa i Ruta i vistes del layout de Mapa 
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addItem(OverlayItem item). Després, cada cop que es demani renovar el mapa, Ruta ja 
s’ocuparà de mostrar aquests elements, que seran les etapes de la ruta de l’operari. 
Queda, però, que Ruta dibuixi també les rectes entre les etapes. Per acomplir aquest 
objectiu cal reimplementar el mètode onDraw(canvas, ...), de forma que dibuixi, a més 
de les etapes, les rectes. El procediment per dibuixar-les és força intuïtiu, ja que 
simplement cal anar cridant el mètode drawLine() del canvas que ens passen, 
especificant-li de quin punt a quin punt de la pantalla ha d’anar cada recta. Els punts es 
corresponen amb les coordenades de la pantalla (és a dir, píxels) que ocupen les 
diferents etapes de la ruta, dada que ens ofereix el MapView. 
Després d’explicar com funciona Ruta, queda només comentar com interactua Mapa 
amb ella. El procediment consisteix en cridar mostrarRuta() per a que instanciï Ruta i li 
passi, mitjançant mostrarEtapas() i addItem(item), les diferents etapes a mostrar (cada 
item especifica la latitud i longitud d’una etapa i la seva direcció principalment). 
Finalment mostrarRuta() guarda Ruta com a overlay del mapa i demana que aquest 
sigui redibuixat per a que es demani a Ruta que dibuixi l’overlay que representa (és a 
dir, la ruta de l’operari). 
4.2.5 Enviar informes 
Plantejament 
Necessitem que l’operari informi al servidor sempre que arribi a una incidència o la 
resolgui. En el cas de les arribades, a més, necessitem que informi sobre quina 
distància ha hagut de recórrer per arribar a la incidència i quant temps ha trigat a fer 
aquest desplaçament. 
Esquema 
 
IntepreteGPS 
 
· isLlegada() 
· setSalida(location) 
 
Llamadas 
· reportIncidencia(id, 
  estado, t, d) 
 
· EditText: títol 
· EditText: client 
· Spinner: estat 
· Botó: enviar 
edicion.xml 
Figura 4.28: Mètodes de les classes InterpreteGPS i Llamadas i vistes del layout d’Edicion 
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Desenvolupament 
Tant els informes d’arribada com els de resolució s’envien al servidor a partir de la 
crida remota reportIncidencia(). Els primers són enviats de forma automàtica pel 
programa client quan l’operari arriba a la incidència, mentre que els segons els envia el 
propi operari quan ha acabat de resoldre-la. 
El client utilitza les dades que el GPS va subministrant per establir quan es produeix 
una arribada. Concretament, cada cop que el GPS notifica quina és la posició actual de 
l’operari, Actualizaciones crida a isLlegada() de InterpreteGPS per a que comprovi si 
amb aquesta nova dada es pot concloure que l’operari  ha arribat a una nova 
incidència. 
La condició de verificació hauria de ser estudiada més a fons, en base a proves 
pràctiques, però de moment s’ha decidit establir que un operari arriba a una incidència 
si la distància que els separa és menor que 100 metres i no inferior a la distància 
anterior. 
Quan InterpreteGPS determina que l’operari ha arribat a una nova incidència retorna 
com a resposta a isLlegada() la distància que aquest ha hagut de recórrer per arribar-hi 
i quant fa que va iniciar el trajecte. InterpreteGPS és capaç de conèixer on i quan va 
començar el desplaçament perquè cada vegada que un operari es disposa a anar a 
resoldre una incidència es crida el mètode setSalida(location) per guardar on es troba 
aquest actualment. 
Finalment Actualizaciones crida reportIncidencia(), passant com a paràmetres la id de 
la incidència a la qual l’operari ha arribat i els valors retornats per isLlegada(), i aquest 
envia tota aquesta informació al servidor. 
En el cas de les resolucions dèiem que era l’operari qui enviava l’informe. Ho fa a partir 
d’Edicion, que li mostra la informació de la incidència que hagi escollit a Lista i li 
permet modificar-la en part. Cada cop que l’operari resolgui una incidència ha de 
marcar el seu estat com a resolta i prémer el botó “Enviar”. 
D’aquesta forma, i si l’informe és coherent, Edicion cridarà reportIncidencia() per 
enviar-lo al servidor. S’han de complir vàries condicions per a considerar l’informe 
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coherent, com per exemple que l’operari es trobi actiu o que la incidència no estigui 
resolta ja. 
4.2.6 Servei de notificacions 
Plantejament 
Quan s’assigna una incidència a un operari que es troba ociós o es determina que la 
jornada d’un operari ha acabat cal notificar-ho a l’interessat. 
Esquema 
 
Desenvolupament 
Android permet penjar notificacions en la barra d’estat del sistema amb l’objectiu que 
les aplicacions, tot i que no estiguin sent utilitzades per l’usuari, puguin informar a 
aquest sobre determinats esdeveniments. Com que l’aplicació client pot trobar-se en 
aquesta situació utilitza precisament aquestes notificacions per informar a l’operari 
sobre una nova incidència assignada o el final de jornada. 
El servei Notificacion roman encès durant tota la jornada de l’operari i s’encarrega de 
gestionar les notificacions que aquest ha de rebre. El mètode notificar() permet crear o 
actualitzar la notificació que es mostra actualment en la barra d’estat mentre que 
borrar() permet eliminar-la. 
Ambdós mètodes utilitzen un NotificationManager per realitzar les operacions que els 
hi pertoca, i que s’obté a partir del mètode getSystemService() que totes les classes 
Service hereten. Notificar() crea un objecte Notification, configura aquells paràmetres 
que ens interessin (icona de la notificació, text mostrat, etc.) i crida el mètode notify() 
Actualizaciones 
 
· nuevaIncidencia(inc) 
· finJornada() 
 
Notificacion 
· notificar(evento) 
· borrar() 
· getSystemService(service) 
 
Figura 4.29: Mètodes de les classes Actualizaciones i Notificacion 
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del NotificationManager per passar-li la notificació. Borrar(), per la seva banda, 
simplement crida el mètode cancellAll() per esborrar la notificació existent. 
Per tot l’explicat Actualizaciones només necessita cridar notificar(nueva_incidencia) i 
notificar(fin_jornada) quan es produeixen els esdeveniments respectius i borrar() quan 
l’operari s’ha assabentat d’aquests per aconseguir que les notificacions es comportin 
com es desitja. 
4.2.7 Recepció SMS 
Plantejament 
Necessitem que el client pugui rebre els SMS que li envia el servidor sense que aquests 
apareguin també a l’aplicació de missatgeria d’Android. Cal, a més, que el client sigui 
capaç d’interpretar els SMS rebuts i actuar en conseqüència. 
Esquema 
 
Desenvolupament 
Per evitar que els SMS destinats al client arribin també a la bústia del sistema aquests 
són enviats pel servidor cap a un port determinat, de forma que només aquella 
aplicació que hagi especificat que els SMS han d’anar destinats al port en qüestió els 
rebrà. El port escollit és el 4320. 
Recepcion hereta de BroadcastReceiver i és l’encarregada de rebre del sistema els SMS 
que arriben pel port 4320. Cada cop que es produeix aquesta situació el sistema crida, 
concretament, el mètode onReceive(intent) de Recepcion, tot passant el SMS dins de 
l’intent lliurat. Per aconseguir aquest comportament per part del sistema simplement 
cal indicar en el manifest de l’aplicació que Recepcion desitja rebre aquells intents 
generats arran de l’arribada d’un SMS pel port 4320. 
Actualizaciones 
 
· nuevaIncidencia(inc) 
 
Recepcion 
· onReceive(intent) 
 
Figura 4.30: Mètodes de les classes Actualizaciones i Recepcion 
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El primer pas que Recepcion realitza cada cop que rep un SMS és recuperar la 
informació de programa que hi va encapsulada. Per aconseguir-ho extreu de l’intent 
subministrat pel sistema l’array de bytes que conforma el SMS rebut. A continuació 
crida SmsMessage.createFromPdu(bytes[] pdu) i obté un objecte SmsMessage de 
l’array de bytes. Finalment demana a aquest objecte, mitjançant getUserData(), que 
extregui del SMS el tram de bytes que es correspon amb el missatge del servidor. 
Un cop s’ha recuperat el missatge del servidor Recepcion identifica els diferents camps 
que el formen per poder-lo interpretar. El primer camp permet conèixer el tipus de 
missatge, que serà pràcticament sempre el de nova incidència assignada. En aquest cas 
Recepcion crea un objecte Incidencia, l’inicialitza amb tota la informació que ha enviat 
el servidor i el passa a Actualizaciones, mitjançant nuevaIncidencia(), per a que 
incorpori la incidència a la ruta i avisi a l’operari que ja no es troba ociós. 
4.2.8 Servei de localització 
Plantejament 
Requerim que el client vagi essent informat periòdicament sobre la posició de 
l’operari. Cada cop que es produeixi una actualització cal enviar la localització també al 
servidor, així com renovar el mapa del client si l’operari l’està utilitzant actualment. 
Esquema 
 
Desenvolupament 
El servei de Localizacion funciona sempre que l’operari es troba actiu i és qui obté del 
sistema la posició de l’operari de forma periòdica. En cada notificació del sistema 
Actualizaciones 
 
· nuevaPosicion(loc) 
 
Localizacion 
· onStart() 
· getSystemService(ser) 
· reportPosicion(loc) 
 
Llamadas 
Figura 4.31: Mètodes de les classes Actualizaciones, Localizacion i Llamadas 
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Localizacion es limita a passar a Actualizaciones l’objecte Location que ha rebut, 
mitjançant nuevaPosicion(loc). 
Actualizaciones, per la seva banda, guarda l’objecte en la classe Operario, envia les 
coordenades que aquest conté al servidor a partir de reportPosicion(loc) i demana a 
l’activitat Mapa, si aquesta es troba essent utilitzada, que torni a dibuixar el MapView. 
Apuntar, finalment, que Localizacion aconsegueix que el sistema li indiqui cada cert 
temps on es troba l’operari gràcies a una petició realitzada tot just iniciar-se el servei. 
La petició la formula a un LocationManager, obtingut a partir de getSystemService(), i a 
qui indica, mitjançant el mètode requestLocationUpdates(), qui ha de ser el proveïdor 
de la informació (serà el GPS), cada quant s’han de rebre les actualitzacions (cada cinc 
minuts) i quin mètode ha de ser cridat en cada una d’aquestes ocasions 
(nuevaPosicion()).  
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5. Proves 
Per comprovar que el sistema dissenyat funciona correctament s’ha plantejat un 
escenari hipotètic on aquest podria ser utilitzat. L’escenari en qüestió és el d’una 
empresa que fabrica equipament per a oficines d’entitats bancàries. A més de la venda 
del producte, l’empresa també ofereix, mitjançant el sistema proposat, un servei de 
manteniment. 
L’algorisme d’assignació requereix, però, de proves particulars, pel que aquest ha estat 
avaluat mitjançant simulacions, que ens han permès recollir informació estadística 
fiable sobre el seu rendiment. 
5.1 Avaluació sistema 
Tal com comentàvem, s’ha utilitzat l’exemple d’una empresa d’equipament bancari 
amb servei de manteniment per a verificar el correcte funcionament del sistema de 
gestió d’incidències. Amb aquest objectiu, s’han avaluat varis dels elements que 
l’integren. Aquests elements han estat, per ordre d’execució de les proves: 
 Posada en marxa del servidor 
 Configuració del mètode d’assignació i les tipologies 
 Creació dels clients, els seus establiments i operaris 
 Generació d’incidències 
 Inici de jornada i assignació d’incidències 
 Recepció d’informes 
 Informació d’estat del sistema 
 Sistema de notificacions 
 Tancament de jornada 
 Historial 
 Estadístiques 
5.1.1 Posada en marxa del servidor 
Comencem les proves arrencant el servidor des de zero, és a dir, amb la base de dades 
buida. Verifiquem que el sistema detecta aquesta situació i crea, respectivament, una 
entrada a les taules situacion_global i estadistica_global. La primera permetrà guardar 
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informació temporal sobre l’estat global del sistema i la segona estadístiques globals 
sobre el mes actual. 
 
 
Figura 5.1: Entrades en les taules situacion_global i estadistica_global 
5.1.2 Configuració del mètode d’assignació i tipologies 
Un cop el servidor ja ha arrencat, cal començar a configurar el sistema. Necessitem, 
concretament, definir quin dels mètodes d’assignació disponibles serà utilitzat i quines 
tipologies hauran de ser considerades. Escollim per mètode el Método 3, ja que és 
l’última evolució de l’algorisme que hem dissenyat. Per altra banda creem tres 
tipologies, que es corresponen amb avaries de terminals dels treballadors de l’oficina, 
dels dispensadors de bitllets o dels caixers automàtics. L’aparença de la pàgina de 
configuració un cop seguits els passos descrits és la següent: 
 
Figura 5.2: Pàgina de configuració un cop efectuats els canvis 
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Addicionalment, i tal com s’esperava, el sistema respon a la definició de tipologies 
afegint a les taules situacion_global i estadistica_global entrades particulars per a cada 
una d’elles, amb l’objectiu de dividir la informació estadística entre tipologies 
precisament. 
5.1.3 Creació dels clients, els seus establiments i operaris 
Passem ara a inscriure els clients i operaris amb què es treballarà. Situem com a 
clients, per exemple, a la Caixa i al Banc Sabadell, i indiquem un parell d’establiments 
per a cada un d’ells. Procedim posteriorment a afegir els operaris, que seran el David 
Andreu, el Guillem Calduch i el Salvador Mata. Comprovem finalment com, davant la 
creació de clients i operaris, el sistema crea també entrades en les taules 
situacion_cliente, situacion_operario, estadistica_cliente i estadistica_operario per 
poder guardar estadístiques relatives a cada un d’ells. 
 
Figura 5.3: Pàgina de clients un cop efectuats els canvis 
5.1.4 Generació d’incidències 
Generem una incidència en tres dels establiments que hem definit (reservem el quart 
per generar una notificació d’incidència assignada quan l’operari es trobi ociós). Hem 
d’indicar, en cada cas, quin és l’establiment on s’ha produït la incidència i de quina 
tipologia és aquesta. Un cop les incidències han estat creades verifiquem que 
l’algorisme d’assignació no n’ha assignat cap a cap operari. Aquest comportament és el 
previst, ja que mentre l’algorisme no disposa d’informació estadística sobre el 
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rendiment dels operaris només assigna una incidència quan un operari es connecta, i 
ara mateix no en tenim cap d’actiu encara. 
 
Figura 5.4: Pàgina d’incidències un cop efectuats els canvis 
5.1.5 Inici de jornada i assignació d’incidències 
Ens disposem ara a anar a resoldre les incidències que hem generat. Amb aquest 
objectiu fem que l’operari Guillem Calduch es connecti. Davant aquesta situació, 
l’algorisme d’assignació li assigna la incidència de la qual el límit d’arribada és més 
proper (es segueix aquest comportament fins que es disposa d’informació sobre el 
rendiment dels operaris, és a dir fins que es resol la primera incidència). Un cop la 
incidència ha estat determinada s’envia a l’operari la ruta que ha de seguir (en aquest 
cas la incidència en qüestió). 
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Figura 5.5: Pantalles d’itinerari i ruta del client amb la incidència assignada  
5.1.6 Recepció d’informes 
Es poden plantejar tres tipus d’informes al servidor. El primer d’ells és el d’incidència 
actual, i és enviat quan un operari informa que es disposa a anar a solucionar la 
següent incidència que té marcada en la seva ruta. En el nostre cas l’operari, tot just 
rebre la ruta, ja ha informat que es prepara per anar a resoldre la incidència 1. Sabadell 
Dispensador (l’informe és enviat automàticament per l’aplicació, l’operari en sí no ha 
de realitzar cap acció). 
El segon informe s’envia automàticament també, però aquest cop quan l’operari arriba 
a la incidència. En la realitat, l’aplicació client detecta aquesta situació gràcies a les 
dades de localització que li va subministrant el GPS. En el nostre cas, però, per poder 
realitzar les proves fàcilment, no és el GPS sinó la pròpia aplicació la que subministra la 
localització de l’operari. Concretament, quan cliquem en ruta sobre l’etapa a cobrir o 
entrem en itinerari en la incidència en qüestió comencem a desplaçar-nos cap a 
aquesta a una velocitat de 200 metres per segon. Per tant, al cop d’una estona, ja’ns 
trobem a 1. Sabadell Dispensador. 
82 
 
Finalment, i aquest cop l’operari sí que intervé, queda enviar la notificació de 
resolució. Així, un cop la incidència ha estat resolta, l’operari es dirigeix cap a la 
pantalla d’edició d’informes, marca la incidència com a resolta i envia la notificació. 
Realitzem aquesta acció i el sistema reacciona assignant-nos les dues incidències 
restants. 
 
Figura 5.6: Pantalles d’itinerari i ruta un cop resolta la incidència 
5.1.7 Informació d’estat del sistema 
A la pàgina d’inici del servidor trobem informació sobre l’estat actual del sistema. 
Podem conèixer, concretament, les rutes dels diferents operaris, la previsió sobre quan 
serà resolta cada una de les incidències i si s’estan complint (o es preveu complir) les 
obligacions amb els clients. També s’informa del nivell d’ocupació del sistema (o dit 
d’altra manera, el nivell d’exigència a què s’està veient sotmès). 
En el nostre exemple se’ns indica que s’ha resolt una incidència i que s’han trigat 17 
minuts a arribar-hi. Això significa que no hem incorregut en cap retard, ja que amb el 
Banc de Sabadell disposem d’un marge de 150 minuts des de la generació de les 
incidències per començar a atendre-les. 
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A partir d’aquesta experiència, el sistema preveu que serem a temps de resoldre les 
dues incidències restants abans del termini fixat. Per la incidència 3. la Caixa Terminal 
s’espera, en particular, que sigui atesa més de quatre hores abans que aquest arribi. 
Finalment se’ns informa que el sistema està a plena ocupació actualment (tots els 
operaris actius es troben ocupats). 
 
Figura 5.7: Pàgina d’inici durant el desplaçament cap a la segona incidència 
5.1.8 Sistema de notificacions 
Després de resoldre les dues incidències que teníem pendents l’operari queda ociós. Si 
a continuació generem la incidència que teníem pendent, del quart establiment, 
aquesta li serà assignada, i el sistema contactarà amb l’operari via el servidor SMS per 
notificar-li aquesta assignació. Comprovem com, efectivament, l’aplicació client rep 
aquesta notificació i anuncia al servidor que es dirigeix cap a 4. Sabadell Cajero. 
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Figura 5.8: Pantalla en l’instant en què l’operari rep la notificació i itinerari resultant 
5.1.9 Tancament de jornada 
L’operari pot finalitzar la jornada fins a mitja hora abans del final “oficial” si es troba 
ociós. Així doncs, a les 12:30 h, el client contacta amb el servidor per demanar-li 
permís per finalitzar jornada (l’operari acabava a les 13:00). El servidor reacciona a 
aquesta petició traspassant la ruta de la jornada actual a l’historial i actualitzant les 
estadístiques d’activitat del sistema. Un cop ha realitzat aquestes tasques envia la ruta 
de la nova jornada (si es disposa ja d’una previsió) al client, i aquest notifica la 
finalització de jornada a l’operari. El mètode dissenyat no admet que hi hagi operaris 
no actius amb incidències assignades pel que l’operari veurà la seva ruta buida a partir 
d’aquest moment. 
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Figura 5.9: Pantalla en l’instant en què s’informa a l’operari del final de jornada i itinerari resultant 
5.1.10 Historial 
Amb la jornada finalitzada, les incidències que hem resolt es troben ja a l’historial. Com 
és possible que aquest hagi d’arribar a emmagatzemar un nombre bastant important 
d’incidències, es fa necessari poder establir certs criteris de cerca. En aquest cas, per 
exemplificar una mica com funciona la interfície, busquem només la incidència que ha 
generat l’establiment de Banc de Sabadell de Via Laietana. 
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Figura 5.10: Pàgina d’Historial mostrant les incidències generades per Banc Sabadell - Via Laietana 
5.1.11 Estadístiques 
Comprovem finalment que les estadístiques que s’han anat recollint com a resultat de 
l’activitat del sistema són correctes. La pàgina d’estadístiques ens permet englobar-les 
per mesos, però en l’exemple que hem seguit és clar que només necessitem (i podem) 
consultar les estadístiques del mes actual, l’agost. 
En l’àmbit de les estadístiques globals se’ns informa, per exemple, que: 
 La tassa d’arribades és de 131 incidències per dia (en la poca estona que el 
sistema porta encès hem generat 4 incidències així que el resultat és coherent). 
 El cicle de resolució d’incidència no arriba als 3 minuts (resultat coherent 
novament, ja que en les proves l’operari les ha anat resolent a gran velocitat). 
 El nombre promig d’operaris actius ha estat de 0,39 (des que s’ha arrencat el 
servidor un 39% del temps hem tingut l’operari actiu). 
 S’han atès 4 incidències (correcte) 
 S’han trigat uns 18 minuts en promig a arribar a la incidència (si agafem les 
quatre incidències resoltes i fem la mitjana surt, efectivament, aquest resultat). 
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 Hi ha hagut, en promig, 1,5 incidències pendents de ser ateses (si tenim en 
compte que les 3 incidències inicials han anat sent resoltes durant el temps 
analitzat el resultat és raonable).  
 
Figura 5.11: Pàgina d’estadístiques després que l’operari hagi tancat jornada 
5.2 Avaluació algorisme d’assignació 
Després de verificar que el sistema funciona correctament, ens resta només avaluar el 
rendiment de l’algorisme d’assignació i constatar que aquest no presenta errors. Amb 
aquest objectiu s’han dissenyat dos algorismes més, que serviran com a punt de 
referència per contrastar resultats. Provarem tots tres mètodes amb el simulador 
creat, i en diferents escenaris, per comprovar que el comportament és l’escaient. 
També comprovarem els efectes de les limitacions imposades a l’algorisme dissenyat, 
explicades en el capítol anterior. Acabarem finalment amb un apartat de conclusions.  
5.1.1 Exposició dels mètodes i perfils 
En les proves que seguiran, l’algorisme d’assignació dissenyat rep el nom de Mètode 3, 
mentre que els altres dos són denominats Mètode 1 i Mètode 2. Utilitzem aquesta 
nomenclatura ja que cada un d’ells constitueix, a priori, un mètode més efectiu que 
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l’anterior. Tots ells procuren distribuir les incidències entre els operaris de forma que 
el retard en les arribades sigui, en conjunt, el mínim possible. Resumim breument quin 
camí segueixen respectivament per aconseguir-ho: 
 L’algorisme d’assignació, tal com s’explica en el quart capítol, basa el seu 
funcionament en la reoptimització (cada cop que es produeix un esdeveniment 
ressenyable torna a plantejar, tot provant totes les combinacions possibles, 
quina és la millor forma de solucionar la situació actual). 
 El mètode 2 funciona exactament igual que l’algorisme d’assignació, però no 
diferencia entre les diferents tipologies (és a dir, considera que un operari 
soluciona tots els tipus d’incidència amb el mateix temps de dedicació promig). 
 El mètode 1 assigna les incidències exclusivament en base als límits d’arribada 
(els operaris atenen primer aquelles incidències tals que el seu límit d’arribada 
és més proper o fa més que ha estat sobrepassat). 
Els mètodes seran avaluats en escenaris diversos, amb l’objectiu de comprovar si els 
rendiments relatius varien segons esperem. Els escenaris són: 
1. Tràfic elevat, dominen els temps de dedicació, aquests divergeixen 
considerablement i els temps de desplaçament i resolució són deterministes 
2. Tràfic elevat, dominen temps de dedicació, alta divergència i no determinisme 
3. Tràfic elevat, dominen temps de dedicació i baixa divergència i determinisme 
4. Tràfic elevat , dominen distàncies i determinisme 
5. Tràfic reduït i determinisme 
Accedim a la pàgina de perfils i dissenyem els escenaris. Deixem el nombre de clients, 
establiments i operaris fix i anem variant les tasses de generació i resolució per 
aconseguir els nivells d’ocupació desitjats (realitzem algunes simulacions de prova per 
trobar conjunts de valors adequats). El resultat és el que mostra la figura 5.12. 
Procedim, a continuació, a efectuar les simulacions. Els perfils seran utilitzats en l’ordre 
en què han estat presentats. L’ordre ha estat establert d’aquesta forma per avaluar 
l’algorisme d’assignació primer en aquells entorns en els que es preveu que superarà 
més clarament el rendiment de Mètode 1 i Mètode 2. 
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Figura 5.12: Pàgina de perfils amb els escenaris creats 
5.1.2 Comparació inicial 
El recurs principal que l’algorisme d’assignació utilitza per limitar els retards a l’hora 
d’atendre les incidències és el d’augmentar el rendiment dels operaris. És a dir, 
90 
 
procura reduir el temps promig de desplaçament cap a la incidència i el temps promig 
de dedicació per resoldre-la. 
L’objectiu de les simulacions en un escenari determinista, amb alt tràfic, temps de 
dedicació divergents entre operaris i superiors als de desplaçament és comprovar que, 
efectivament, el mètode 3 aconsegueix augmentar el rendiment dels operaris, i que 
això li permet reduir l’ocupació del sistema i els retards respecte els límits d’arribada. 
Passem, doncs, a verificar si la hipòtesi realitzada és certa. Les figures 5.13, 5.14 i 5.15 
mostren els resultats de les tres simulacions efectuades, una per cada mètode. En 
totes elles el temps de simulació ha estat de 5000 dies, per permetre estabilitzar-ne els 
resultats. 
 
Figura 5.13: Resultats de la simulació amb el Mètode 1 
 
Figura 5.14: Resultats de la simulació amb el Mètode 2 
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Figura 5.14: Resultats de la simulació amb el Mètode 3 
La hipòtesi plantejada es confirma. Podem observar com el cicle de resolució 
d’incidència cau dels 120 minuts del mètode 1 als 100 del mètode 3. Aquest fet 
provoca una davallada en l’ocupació del sistema, que passa del 75% al 64%. Tal és així 
que el temps promig d’estada en el sistema d’una incidència i el nombre promig 
d’incidències pendents de resolució cauen també. Tot això provoca, finalment, que els 
retards es redueixin a més de la meitat i que, quan s’arriba tard, el temps excedit 
promig només sigui de 60 minuts, en contrast amb els 145 del mètode 1. 
L’augment del rendiment dels operaris ve protagonitzat bàsicament per la reducció del 
temps promig de dedicació. Aquest fet es deu a que els temps de dedicació són 
considerablement més alts que els de desplaçament, pel que interessa, per sobre de 
retallar la distància entre incidències, fer que els operaris vagin a atendre les 
incidències que els hi resulta més fàcil solucionar. 
És per aquesta raó que el mètode 2, tot i oferir resultats lleugerament millors que el 
mètode 1, es queda lluny del mètode 3, ja que, al no diferenciar entre tipologies, no 
aconsegueix reduir excessivament el temps promig de dedicació. 
5.1.3 Cas no determinista 
Ja hem comprovat que en les condicions idònies l’algorisme d’assignació és capaç 
d’augmentar, tal com volíem, el rendiment dels operaris. L’escenari plantejat, però, no 
era molt realista ja que els operaris es desplaçaven a velocitat constant i dedicaven 
sempre el mateix temps a resoldre les incidències de certa tipologia. 
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En aquest apartat procurem, per tant, mantenir l’escenari de l’apartat anterior, 
excepte pel fet que ara introduirem certa dispersió en les gaussianes que determinen 
quant es triga a arribar a certa incidència i quant a resoldre-la. La desviació típica serà, 
concretament, igual a la meitat de la mitjana que utilitzi la gaussiana en qüestió. Així, si 
cert operari resol certa tipologia d’incidència en 60 minuts, la desviació típica de la 
gaussiana serà de 30 minuts. 
Consultem els resultats obtinguts amb l’objectiu de comprovar si l’algorisme 
d’assignació es veu perjudicat pel fet de no conèixer amb completa precisió com es 
comportarà cada operari en cada ocasió (és a dir, no sap quant trigarà a recórrer cada 
distància i a resoldre cada incidència, només quant triga en promig). 
 
Figura 5.15: Resultats de la simulació no determinista amb el Mètode 3 
El resultats són pràcticament idèntics als de l’escenari anterior. Tot i això, s’observa un 
lleuger increment en el cicle de resolució d’incidència, d’aproximadament un minut. 
Tant el temps promig de desplaçament com el de dedicació contribueixen a aquest 
increment, i ho fan de forma similar. No obstant, a nivell relatiu el temps de 
desplaçament creix més que el de dedicació. 
La caiguda en el rendiment dels operaris provoca, alhora, que els límits d’arribada 
excedits pugin de 6800 a 7100, i que el retard promig en aquestes ocasions passi dels 
58 minuts als 65. 
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Curiosament, tot i els increments exposats, el sistema es troba menys carregat, com 
denoten els fets que l’ocupació baixa lleugerament, com també ho fan el temps 
promig d’estada en el sistema d’una incidència o el nombre promig d’incidències en el 
sistema. 
A la vista d’aquests resultats, podem concloure, per tant, que el rendiment de 
l’algorisme no decreix pràcticament en entorns amb variacions moderades en els 
temps de desplaçament i de dedicació. 
Comentem, finalment, perquè creiem que s’han donat aquests resultats: 
 L’increment del cicle de resolució d’incidència ve donat pel fet que l’algorisme 
d’assignació veu trencats els seus plantejaments amb més freqüència (ara ja no 
solsament per l’arribada de més incidències, sinó també pel fet que les seves 
previsions en els temps d’arribada i resolució no es compleixen). 
 El temps de desplaçament creix més que el de dedicació perquè l’algorisme 
prefereix seguir enviant els operaris a les incidències que resolen més fàcilment 
abans que mantenir les distàncies a recórrer entre incidències. Aquesta elecció 
es deu a que ens trobem en un escenari on dominen els temps de dedicació. 
 Els retards augmenten perquè les previsions dels temps d’arribada i resolució 
de l’algorisme fallen. Això provoca que en certes ocasions s’arribi més tard que 
el que l’algorisme preveia. També s’arriba abans en d’altres, però això no 
reporta cap benefici especial si ja es preveia arribar abans del límit. 
 La caiguda en l’ocupació és causa de la prolongació de la jornada laboral dels 
operaris. Com que les previsions de resolució de les incidències fallen, als 
operaris els hi toca de tant en tant acabar la jornada un pel més tard per 
solucionar la incidència que es preveia resoldrien abans. 
5.1.4 Escenaris restants 
Procedim a continuació a avaluar els mètodes d’assignació en els tres escenaris que 
ens queden pendents. Això ens permetrà verificar que l’algorisme d’assignació també 
es comporta com es preveu en àmbits diferents al de l’escenari inicial. 
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Comentem primer els resultats obtinguts en el perfil 3, que es caracteritzava per una 
baixa divergència en els temps de dedicació: 
 
Mètode 1 Mètode 2 Mètode 3 
Temps desplaçament 20,97 min 18,05 18,13 
Temps dedicació 78 min 77,83 76,73 
Cicle resolució 98,97 min 95,88 94,86 
Límits excedits 14128 6396 4969 
Retard promig 248,38 min 108,52 76,32 
Ocupació 0,75% 0,72% 0,72% 
Taula 5.1: Resultats de les simulacions en el Perfil 3 
El que preteníem veure en aquest escenari era com el rendiment dels mètodes 2 i 3 és 
similar i lleugerament superior al del mètode 1. Podem comprovar com, efectivament, 
ambdues previsions es compleixen, ja que els resultats de mètode 2 coincideixen molt 
més amb els del mètode 3 que no pas amb els del mètode 1, tot i que tampoc es 
diferencien excessivament dels d’aquest. 
Esperàvem la similitud entre els rendiments dels mètodes 2 i 3 perquè la baixa 
divergència en els temps de dedicació provoca que el mètode 3 no pugui treure gaire 
profit de conèixer el temps promig que cada operari necessita per resoldre cada tipus 
d’incidència. Per altra banda, la falta d’una millora substancial respecte el mètode 1 ve 
provocada pel fet que els mètodes 2 i 3 tampoc poden millorar excessivament el seu 
rendiment retallant els temps de desplaçament, ja que aquests no són gaire 
significatius. 
Comprovem ara els resultats dels mètodes en el perfil 4. En aquest cas la característica 
diferencial de l’escenari és que dominen els temps de desplaçament i no pas els de 
dedicació: 
 
Mètode 1 Mètode 2 Mètode 3 
Temps desplaçament 78,11 min 66,83 66,01 
95 
 
Temps dedicació 22,89 min 22,84 22,77 
Cicle resolució 101 min 89,67 88,78 
Límits excedits 30801 7246 6917 
Retard promig 277,32 min 117,37 87,69 
Ocupació 0,73% 0,64% 0,64% 
Taula 5.2: Resultats de les simulacions en el Perfil 4 
En aquest cas el que esperàvem veure era com els rendiments dels mètodes 2 i 3 
tornen a coincidir, tot i que ara es distancien molt més respecte el del mètode 1. Com 
podem observar en la taula 5.2, els resultats acrediten aquesta previsió. 
La causa dels rendiments pràcticament idèntics dels mètodes 2 i 3 és que el mètode 3 
torna a ser incapaç de millorar el rendiment del mètode 2 pel fet de conèixer el nivell 
d’habilitat de cada operari a l’hora de resoldre cada tipus d’incidència. En aquesta 
ocasió això no es deu a que els nivells d’habilitat divergeixin poc, però, sinó a que els 
temps que dominen no són els de dedicació, sinó els de desplaçament. 
Per altra banda, el rendiment del mètode 1 queda força allunyat del que ofereixen els 
mètodes 1 i 2 perquè el temps de desplaçament promig ha passat a ser significatiu 
(aproximadament quatre cops més gran que el del perfil 3). 
Acabem aquest apartat comentant els resultats del perfil 5, que contrasta amb tots els 
anteriors pel fet que el sistema no es carrega excessivament: 
 
Mètode 1 Mètode 2 Mètode 3 
Temps desplaçament 22,23 min 21,63 21,86 
Temps dedicació 103,37 min 100,42 92,17 
Cicle resolució 125,6 min 122,05 114,03 
Límits excedits 209 232 208 
Retard promig 32,57 min 32,96 35,47 
Ocupació 0,20% 0,19% 0,18% 
Taula 5.3: Resultats de les simulacions en el Perfil 5 
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El que volem comprovar amb l’escenari 5 és com, en una situació de tràfic baix, els tres 
mètodes es comporten pràcticament igual. Els resultats que obtenim avalen aquesta 
hipòtesi, tal com demostra el fet que tots tres mètodes provoquen retards 
excepcionalment similars. 
El paràmetres que varien més segons el mètode són el temps de dedicació i l’ocupació. 
El temps de desplaçament varia també, però en una mesura molt menor. 
Per entendre aquests resultats cal imaginar-se quina és la situació habitual en aquest 
escenari. La situació en qüestió és la de tots els operaris ociosos, esperant en la central 
a que arribi una nova incidència. Quan aquesta arriba el mètode 1 envia un operari 
arbitrari a solucionar-la, el mètode 2 envia a l’operari que resolgui les incidències més 
ràpidament i el mètode 3 a l’operari més hàbil en la resolució del tipus d’incidència 
generada. 
El comportament descrit provoca que el temps de desplaçament no variï pràcticament, 
ja que en tots els mètodes la distància a recórrer és la mateixa. El temps de dedicació sí 
decreix, pel contrari, ja que el mètode 2 envia, per regla general, un operari més 
capacitat per resoldre la incidència que el que envia el mètode 1, alhora que el mètode 
3 envia al millor operari possible. 
Com a conseqüència de la davallada en el temps de dedicació l’ocupació del sistema 
baixa també, tot i que de forma lleugera. No obstant, això no fa disminuir els retards 
comesos, ja que amb tots tres mètodes s’arriba al mateix temps a la incidència, i quan 
se’n genera una altra en tots tres casos l’operari ja ha tingut temps, habitualment, de 
tornar a la central. 
5.1.5 Efecte de les limitacions 
Ens interessa finalment comprovar quin efecte tenen les limitacions introduïdes a 
l’algorisme en el seu rendiment i la seva velocitat. L’efecte desitjat és que no 
perjudiquin excessivament el rendiment i permetin alhora guanyar velocitat. 
S’havien aplicat dues limitacions, essent la primera la que només permetia combinar 
les incidències a assignar en grups de n incidències, i la segona la que eliminava 
combinacions que es presumien no favorables. 
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La limitació del nombre d’incidències a combinar no està plantejada amb la idea 
estricte de guanyar velocitat sense perdre rendiment, sinó per permetre adaptar la 
escalabilitat de l’algorisme. És per això que si es va reduint el paràmetre n el 
rendiment acabarà empitjorant. 
L’eliminació de combinacions poc lògiques a l’hora d’intentar reduir els retards que es 
cometen sí ha estat pensada per guanyar velocitat sense renunciar pràcticament al 
rendiment. Hem de comprovar, per tant, que l’objectiu amb què ha estat implantada 
es compleix. 
Per fer-ho recuperem el perfil 1, que permetia a l’algorisme d’assignació aprofitar tot 
el seu potencial, i realitzem una nova simulació amb el mètode 3, tot i que aquest cop 
sense prescindir de cap possible combinació. Comparem els resultats amb els que vam 
obtenir aplicant la limitació: 
 
Amb limitació Sense limitació 
Temps desplaçament 21,75 min 21,73 
Temps dedicació 78,55 min 78,41 
Cicle resolució 100,3 min 100,14 
Límits excedits 6831 6778 
Retard promig 58,73 min 58,85 
Ocupació 0,64% 0,64% 
Duració simulació 15 m 180 m 
Taula 5.4: Resultats de les simulacions amb i sense limitació en el Perfil 1 
Podem observar com el rendiment de l’algorisme no varia en absolut pel fet de no 
avaluar les combinacions considerades poc lògiques. Hem de concloure, per tant, que 
no s’estan deixant de banda combinacions que podrien ser profitoses. Tampoc s’està 
essent poc exigent a l’hora de descartar les que no ho són, ja que la duració de la 
simulació es veu reduïda més de deu cops. 
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Tot això indica, doncs, que hem aconseguit complir amb l’objectiu fixat, al permetre la 
limitació guanyar velocitat sense perdre rendiment. 
5.1.6 Conclusions 
El conjunt de proves que acabem de realitzar ens ha permès comprovar que 
l’algorisme d’assignació dissenyat funciona correctament i compleix amb tots els 
requisits que se li demanaven. Repassem breument les diferents verificacions que 
s’han dut a terme: 
 Hem pogut constatar que l’algorisme d’assignació aconsegueix que els operaris 
augmentin el seu rendiment (baixen temps de desplaçament i de dedicació), fet 
que li permet complir més fàcilment amb els límits d’arribada. 
 S’ha comprovat que si només existeix una incertesa moderada en els temps 
que triguen els operaris a fer cert desplaçament o resoldre certa incidència el 
rendiment de l’algorisme no decreix pràcticament. 
 Ens hem cerciorat que l’algorisme s’adapta a diferents tipus d’escenaris: si 
dominen els temps de dedicació procura assignar als operaris incidències que 
els hi siguin fàcils de solucionar, si dominen els temps de desplaçament intenta 
reduir les distàncies que els operaris han de recórrer, etc. 
 S’ha verificat que el mètode utilitzat per evitar haver d’avaluar combinacions 
clarament desfavorables augmenta considerablement la velocitat de 
l’algorisme sense perjudicar-ne el rendiment. 
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6. Conclusions i línies futures 
6.1 Conclusions 
Aquest projecte ha permès valorar les possibilitats que ofereixen les plataformes Java 
EE i Android per dissenyar, respectivament, aplicacions web i aplicacions mòbils. El 
resultat ha estat clarament positiu, ja que no s’ha trobat cap gran obstacle a l’hora 
d’escriure els programes servidor i client del sistema de gestió d’incidències. 
El programa servidor necessitava principalment poder atendre les peticions dels 
clients, gestionar la informació del sistema des d’una base de dades i oferir una pàgina 
web per poder ser administrat. Java EE ens ha permès complir amb tots aquests 
requisits de forma ràpida i simple, gràcies als servlets, la Java Persistence API i les 
pàgines JSP. 
La documentació oficial de Java EE és molt extensa i conceptualment aclaridora, ja que 
et permet obtenir una visió global sobre aquesta plataforma i introduir-te en les 
diferents tecnologies que la conformen. No obstant, pel fet de ser tan extensa i 
detallada, pot arribar a aclaparar una mica al principi. Per aquest motiu, resulta més 
pràctic consultar Internet per conèixer, a partir d’exemples senzills, els aspectes 
essencials dels diferents elements que faci falta utilitzar.  
El client, per la seva banda, requeria d’una funcionalitat molt diversa, ja que ha de 
contactar amb el servidor, detectar i interpretar els SMS que aquest envia, actualitzar 
periòdicament la posició de l’operari, utilitzar notificacions, ubicar les rutes en un 
mapa, etc. Tot i l’aparent dificultat de realitzar totes aquestes tasques, el client ha 
resultat sorprenentment fàcil de programar. 
Això ha estat possible gràcies a l’API àmplia i potent que Android ofereix, i que permet 
al desenvolupador d’aplicacions realitzar tasques molt diverses sense necessitat 
d’implementar la major part de la funcionalitat. 
La documentació que acompanya l’API és clara i concisa, si bé en certs casos esdevé 
escassa. Tot i això, i a pesar de ser un producte relativament nou, Android compta amb 
una comunitat força activa, pel que els problemes que puguin sorgir per aquesta falta 
d’informació acostumen a ser fàcils de resoldre si es consulta per Internet. 
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6.2 Línies futures 
Hi ha quatre tasques que seria interessant realitzar en un futur per millorar el sistema 
de gestió d’incidències. En el servidor convindria oferir una web als clients, recollir 
estadístiques més completes i millorar l’algorisme d’assignació, mentre que en el client 
aniria bé incorporar un servei de navegació. 
La web pels clients permetria a aquests generar ells mateixos les incidències i conèixer 
quan es preveu que l’operari arribi per atendre la incidència. Serien els establiments, 
concretament, els que generarien les incidències i podrien consultar el temps estimat 
d’arribada per cada una d’elles. També hi hauria disponible una visió global per tots els 
establiments del client. 
El fet de recollir estadístiques més detallades ens ajudaria a conèixer millor el 
comportament de clients i operaris. Per aconseguir-ho, es procuraria no guardar 
solsament els temps promig de generació, desplaçament i dedicació, sinó també les 
seves distribucions. Gràcies a aquesta informació el simulador podria treballar amb 
distribucions similars i realitzar simulacions més ajustades a la realitat. 
L’algorisme d’assignació podria ser millorat. Un dels aspectes que permetria 
augmentar el seu rendiment seria plantejar on s’han de situar els operaris quan estan 
ociosos. Per fer-ho, s’hauria de tenir en compte on estan ubicats els establiments dels 
clients i les seves tasses de generació, així com els nivells d’habilitat dels operaris. 
També s’haurien de situar vàries centrals en l’àrea de servei, per permetre als operaris 
esperar en la zona que s’hagi determinat. 
Una altra possibilitat de millora, tant a nivell de rendiment com de velocitat, seria 
buscar una solució alternativa a l’algorisme dissenyat. En aquest sentit, els articles de 
Bertsimas i Van Ryzin *1+ i *2+ serien un bon punt de partida, ja que en ells s’exposa 
com solucionar de forma adequada un problema certament similar al que planteja 
l’assignació d’incidències. 
Finalment proposàvem incorporar en el client un servei de navegació, amb l’objectiu 
d’indicar a l’operari una possible ruta cap a la següent incidència a resoldre. D’aquesta 
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forma, tot i que l’operari no conegui amb exactitud la zona on s’ha produït la 
incidència s’hi podria dirigir fàcilment.  
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