Grammar-based compression, where one replaces a long string by a small context-free grammar that generates the string, is a simple and powerful paradigm that captures many popular compression schemes. In this paper, we present new representations of grammars that supports efficient finger search style access, random access, and longest common extensions queries. Let S be a string of length N compressed into a context-free grammar S of size n. We present the following.
Introduction
Let S be a string of length N and define the following operations.
access(i): return the character S[i],
finger(f ): set the finger at position f in S, lce(i, j): compute the longest common extension of i and j, i.e., the length of the longest common prefix of the strings S[i, N ] and S[j, N ].
As in classic (uncompressed) data structures and algorithms for finger search (see e.g., the survey by Brodal [12] ) the goal of the finger operation is that subsequent access queries close to the finger should be fast. In this paper, we consider (combinations of) these operations in a compressed setting, where the string S is given in a compressed form S and the goal is to support the operations on the compressed form, i.e., use small space relative to S while supporting fast operations. We focus on grammar compression, which captures capture many popular compression schemes including the Lempel-Ziv family [49, 51, 52] , Sequitur [38] , Run-Length Encoding, Re-Pair [35] , and many more [2] [3] [4] 22, 25, 32, 33, 43, 50] . All of these are or can be transformed into equivalent grammar-based compression schemes with little expansion [14, 41] . In grammar-based compression, a long string is replaced by a small context-free grammar that generates this string (and this string only). In general, the size of the grammar, defined as the total number of symbols in all derivation rules, can be exponentially smaller than the string it generates. Collectively, the above operations are basic key primitives in standard string algorithms and data structures (see e.g. [27, 39] ). Supporting them in a compressed setting enables us to solve such problems efficiently without first decompressing the string.
Throughout the paper, let S be a string of length N compressed into a grammar S of size n. We consider the following problems.
Random Access
In the random access problem the goal is to support only access. Naively, we can store S explicitly using O(N ) space and report any character in constant time. Alternatively, we can compute and store the sizes of the strings derived by each grammar symbol in S and use this to simulate a top-down search on the grammars derivation tree in constant time per node. This leads to an O(n) space representation using O(h) time, where h is the height of the grammar. Improved succinct space representation on this solution are also known [15] . Bille et al. [10] gave an O(n) space and O(log N ) time solution and Belazzougui et al. [5] gave an O(nτ log τ N/n) space and O(log τ N ) time solution. By a recent lower bound of Verbin and Yu [47] , any solution using O(n log O(1) N ) space requires at least O(log 1− N ) time. Hence, if we insist on near linear space in the size of the grammar the current bounds are almost tight. In this paper, we ask the natural open question of what is the best space we can achieve if we want constant time access. We show the following result.
Theorem 1 Let S be a grammar of size n representing a string S of length N . Using O(N n 1− ) space, for any constant > 0, we can support access(i) in constant time.
This is the first non-trivial solution that achieves constant time. The space bound is always no worse than the naive O(N ), is better whenever n = o(N ), and becomes better the smaller the grammar is compared to the string. Also note that by setting τ = N in the solution by Belazzougui et al. [5] , their time complexity becomes O(log log N ) due to a dependence on predecessor queries.
To achieve Thm. 1 we present a surprisingly simple new data structure. The key component is based on a rewriting technique for grammars by Gawrychowski [24] . We prove a new property of this technique and show how to exploit it to obtain a two-level decomposition of the grammar that leads to an O( √ nN ) space and constant time solution. We extend this to a bounded number of levels to tune parameters, leading to the final bound.
Finger Search
In the finger search problem the goal is to support both access and finger operations. The above solutions to random access all generalize to decompression of an arbitrary substring of length D in time O(t access + D), where t access is the time for access and D is length of the substring (for small alphabets Belazzougui et al. [5] obtained a slightly faster bound). It is straightforward to extend this to a simple solution to finger search, by implementing finger(f ) as a random access and implementing access(i) by decompressing the substring from f to i. This leads to a solution to the finger search problem with O(t access ) time for finger and O(D) time for access, where D is the distance between the finger f and the access point i. A weaker version of the problem is the bookmarking problem, where a set of static fingers, called bookmarks, are given at preprocessing time and the goal is to support fast decompression from any bookmark in constant time per decompressed character [17, 23] .
Even though finger search problems are very well studied in uncompressed settings [7, 11, 13, 18, 21, 26, 34, 37, 40, 42, 44] , no efficient solutions are known in grammars. We show the following result.
Theorem 2 Let S be a grammar of size n representing a string S of length N . Using O(n) space we can support finger(f ) in O(log N ) time and access(i) in O(log D) time, where D = |f − i| is the distance between the finger f and i.
Compared to the previous solutions this bound exponentially improves the time for access. Moreover, the logarithmic bound in terms of D may be viewed as a natural grammar version of the classic uncompressed, comparison-based finger search solutions. We note that Thm. 2 is straightforward to generalize to multiple fingers. Each additional finger can be set in O(log N ) time, uses O(log N ) additional space, and given any finger f , access(i) uses O(log |f − i|) time.
The main component in our solution is a new recursive decomposition of grammars of independent interest. The decomposition resembles the classic van Emde Boas data structure [46] , in the sense that we recursively partition the grammar into a hierarchy of subgrammars generating strings of lengths
. .. We then combine this with predecessor data structures on selected paths in the decomposition. To achieve linear space we reduce the predecessor queries on these paths to a weighted ancestor query. This almost achieves the desired query time. To obtain the final result we introduce an additional decomposition and give a new data structure for weighted ancestor queries on trees of small weighted height.
Longest Common Extension
In the longest common extension problem the goal is to support lce queries. On uncompressed strings this is solvable in O(N ) preprocessing time, O(N ) space, and O(1) query time with a nearest common ancestor data structure on the suffix tree for the string [6, 19, 28, 36, 45, 48] . For grammar-compressed strings, a solution using O(n) space and O(log N log ) time was given in [8] , where is the length of the longest common extension. This result uses a random access data structure [10] , combined with Karp-Rabin fingerprints and an exponential search that incurs a O(log ) factor additional overhead. Similarly, the random access result by Belazzougui et al. [5] can also be made to support lce queries with an O(log ) factor overhead. I et al. [29] gave a solution using O(n 2 ) space and O(h log N ) query time, where h is the height of the grammar.
We show how to extend both our random access and finger search result to obtain the following new results.
Theorem 3 Let S be a grammar of size n representing a string S of length N . We can solve the longest common extension problem in
2 ) time and O(n) space where is the length of the longest common extension.
Thm. 3(i) is the first constant time non-trivial solution for the problem. To achieve this bound the key idea to combine Thm. 1 with difference covers and sparse suffix trees. Thm. 3(ii) improves the O(log N log ) solution to O(log N + log 2 ). The new bound is always at least as good and better whenever = o(N ). This bound follows by extending Thm. 2 to compute Karp-Rabin fingerprints and use these to perform the exponential search from [8] .
Preliminaries
Strings and Trees Let S = S[1, |S|] be a string of length |S|. Denote by S[i] the character in S at index i and let S[i, j] be the substring of S of length j − i + 1 from index i ≥ 1 to |S| ≥ j ≥ i, both indices included.
Given a rooted tree T , we denote by T (v) the subtree rooted in a node v and the left and right child of a node v by left(v) and right(v) if the tree is binary. The nearest common ancestor nca(v, u) of two nodes v and u is the deepest node that is an ancestor of both v and u. A weighted tree has weights on its edges. A weighted ancestor query for node v and weight d returns the highest node w such that the sum of weights on the path from the root to w is at least d.
Grammars and Straight Line Programs
Grammar-based compression replaces a long string by a small context-free grammar (CFG). We assume wlog. that the grammars are in fact straight-line programs (SLPs). The lefthand side of a grammar rule in an SLP has exactly one variable, and the righthand side has either exactly two variables or one terminal symbol. In addition, SLPs are unambigous and acyclic. We view SLPs as a directed acyclic graph (DAG) where each rule correspond to a node with outgoing ordered edge to its variables. Let S be an SLP. As with trees, we denote the left and right child of an internal node v by left(v) and right(v). The unique string S(v) of length N v is produced by a depth-first left-to-right traversal of v in S and consist of the characters on the leafs in the order they are visited. The corresponding parse tree for v is denoted T (v). We will use the following results, that provides efficient random access from any node v in S. Lemma 1 ( [10] ) Let S be a string of length N compressed into a SLP S of size n. Given a node v ∈ S, we can support random access in S(v) in O(log(|S(v)|)) time, and at the same time reporting the sequence of heavy paths and their entry-and exit points in the corresponding depth-first traversal of S(v). The number of heavy paths visited is O(log N ).
Karp-Rabin Fingerprints
The key property of is that for a random choice of x, two substrings of S match iff their fingerprints match (whp.), thus allowing us to compare substrings in constant time. We use the following well-known properties of fingerprints.
Lemma 2 1) Given φ(S[i, j]), the fingerprint φ(S[i, j ± a]) for some integer a, can be computed in O(a) time, 2) given fingerprints φ(S [1, i] ) and φ(S [1, j] ), the fingerprint φ(S[i, j]) can be computed in O(1) time, and 3) given fingerprints φ(S 1 ) and φ(S 2 ), the fingerprint φ(
Finger Search
The goal of this section is to show Thm. 2. We first present a data structure that given a node v in S supports fast access queries on the fringe of the substring S(v), i.e., accessing locations close to the start or end of the substring. We then show how to combine this data structure with the random access result from [10] to show the bound.
Fast Search on the Fringe
We show how to support fast access on the fringe as stated in the following lemma.
Lemma 3 Let S be an SLP of size n representing a string of length N . Using O(n) space and preprocessing time, we can support access to position i of any node v, in time O(log(min(i, N v −i))+log log N ).
The key idea in this result is a van Emde Boas style decomposition of S combined with a predecessor data structure on selected paths in the decomposition. To achieve linear space we reduce the predecessor queries on these paths to a weighted ancestor query. We first give a data structure with query time O((log log N ) 2 + log(min(i, N v − i))). We then show how to reduce the query time to O(log(min(i, N v − i))+log log N ) by reducing the query time for small i. To do so we introduce an additional decomposition and a give a new data structure that supports fast weighted ancestor queries trees of small weighted height.
For simplicity and wlog. we assume that the access point i is closest to the start of S(v), i.e., the goal is to obtain O(log(i) + log log N ) time. By symmetry we can obtain the corresponding result for access points close to the end of S(v).
The van Emde Boas Decomposition
We first describe the vEB decomposition on the parse tree T and then extend it to the SLP S.
For a parameter x, the ART decomposition of T decomposes T into a top tree with O(N/x) leaves and a number of bottom trees [1] . Each bottom tree is a subtree rooted in a node of minimal depth such that the subtree contains no more than x leaves. The top tree consists of all nodes not in a bottom tree.
We define the van Emde Boas (vEB) decomposition of T by recursively applying an ART decomposition as follows. We start with v = root(T ) and x = √ N . If N = O(1), we stop. Otherwise, construct an ART decomposition of T (v) with parameter x. For each bottom tree T (u) recursively construct a vEB decomposition with v = u and x = √ x. Hence, the vEB decomposition of T defines a nested hierarchy of subtrees that decrease by at least the square root of the size at each step. Define the level of a node v in T to be the number of ancestors of v that are roots of bottom trees (note that a node might the root of more than one bottom tree), i.e., the number of times that v is part of a bottom tree. All nodes on level 1 have
. . Hence, the maximum level of a node is O(log log N ). Note that except for the nodes on the last level-which are not in any top tree-all nodes belong to exactly one top tree. For any node v ∈ T not in the last level, let T top (v) be the top tree v belongs to. The leftmost top path of v is the path from v to the leftmost leaf of T top (v). See Fig. 1 .
Our definition of the vEB decomposition of trees can be extended to SLPs as follows. Since the vEB decomposition is based only on the length of the string N v generated by each node v, the definition of the vEB decomposition is also well-defined on SLPs. And as in the tree, all nodes belongs to at most one top dag. We can therefore reuse the terminology from the definition for trees on SLPs as well.
An ART decomposition can be done in linear time and we have O(log log N ) levels. Thus the vEB decomposition can be done in O(n log log N ) time.
The basic data structure
Our data structure contains the following information for each node v ∈ S. Let l 1 , l 2 , ..., l k be the nodes hanging to the left of v's leftmost top path (excluding nodes hanging from the bottom node).
• The length N v of S(v).
• The sum of the sizes of nodes hanging to the left of v's leftmost top path
• A pointer b v to the bottom node on v's leftmost top path.
• A predecessor data structure over the sequence 1,
We will later show how to represent this data structure.
In addition we also build the data structure from Lemma 1 that given any node v supports random access to S(v) in O(log N v ) time using O(n) space.
To perform an access query we proceed as follows. Suppose that we have reached some node v and we want to compute S(v) [i] . We consider the following five cases (when multiple cases apply take the first):
. Decompress S(v) and return the i'th character. 
If
5. In all other cases, perform a random access for i using Lemma 1.
To see correctness, first note that case (1) and (5) are correct by definition. Case (2) is correct since when i ≤ s v we know the i'th leaf must be in one of the trees hanging to the left of the leftmost top path, and the predecessor query ensures we recurse into the correct of these bottom trees. In case (3) and (4) we check if the i'th leaf is either in the left or right subtree of b v and if it is, we recurse into the correct one of these.
The Predecessor Data Structure We now describe how to represent the predecessor data structure. Simply storing a predecessor structure in every single node would use O(n 2 ) space. We can reduce the space to O(n) using ideas similar to the construction of the "heavy path suffix forest" in [10] .
Let L denote the leftmost top path forest. The nodes of L are the nodes of S. A node u is the parent of v in L iff u is a child of v in S and u is on v's leftmost top path. Thus, a leftmost top path v 1 , . . . , v k in S is a sequence of ancestors from v 1 in L. The weight of an edge (u, v) in L is 0 if u is a left child of v in S and otherwise |left(v)| (in S). Several leftmost top paths in S can share the same suffix, but the leftmost top path of a node in S is uniquely defined and thus L is a forest. A leftmost path ends in a leaf in the top dag, and therefore L consists of O(n) trees each rooted at a unique leaf of a top dag. A predecessor query on the sequence 1,
i=1 |l i | + 1 now corresponds to a weighted ancestor query in L. We plug in the weighted ancestor data structure from Farach-Colton and Muthukrishnan [20] , which supports weighted ancestor queries in a forest in O(log log(n + U )) time with O(n) preprocessing and space, where U is the maximum weight of a root-to-leaf path and n the number of leaves. We have U = N and hence the time for queries becomes O(log log(n + N )) = O(log log N ).
Space and Preprocessing Time
For each node in S we store a constant number of values which takes O(n) space. Both the predecessor data structure and the data structure for supporting random access from Lemma 1 take O(n) space, so the overall space usage is O(n). The vEB decomposition can be computed in O(n log log N ) time. The leftmost paths and the information saved in each node can be computed in linear time. The predecessor data structure uses linear preprocessing time, and thus the total preprocessing time is O(n log log N ).
Query time Consider each case of the recursion. The time for case (1) , (3) and (4) trivially is O(1). Case (2) is O(log log N ) since we perform exactly one predececssor query in the predecessor data structure.
In case (5) we make a random access query in a node of size N v . From Lemma 1 we have that the query time is O(log N v ). We know level(v) = level(b v ) since they are on the same leftmost top path. From the definition of the level it follows for any pair of nodes u and w with the same level that
< log i ≤ log N v we have log N v = Θ(log i) and thus the running time for case (5) is O(log N v ) = O(log i).
Case (1) and (5) terminate the algorithm and can thus not happen more than once. Case (2), (3) and (4) are repeated at most O(log log N ) times since the level of the node we recurse on increments by at least one in each recursive call, and the level of a node is at most O(log log N ). The overall running time is therefore O((log log N ) 2 + log i).
Improving the Query Time for Small Indices
The above algorithm obtains the running time O(log i) for i ≥ 2
(log log N )
2 . We will now improve the running time to O(log log N + log i) by improving the running time in the case when i < 2
In addition to the data structure from above, we add another copy of the data structure with a few changes. When answering a query, we first check if i ≥ 2
2 we use the original data structure, otherwise we use the new copy.
The new copy of the data structure is implemented as follows. In the first level of the ARTdecomposition let x = 2 (log log N ) 2 instead of √ N . For the rest of the levels use √ x as before. Furthermore, we split the resulting new leftmost top path forest L into two parts: L 1 consisting of all nodes with level 1 and L ≥2 consisting of all nodes with level at least 2. For L 1 we use the weighted ancestor data structure by Farach-Colton and Muthukrishnan [20] as in the previous section using O(log log(n + N )) = O(log log N ) time. However, if we apply this solution for L ≥2 we end up with a query time of O(log log(n + x)), which Figure 2 : Illustration of the data structure for a finger pointing at f and a access query at location i. h 1 , h 2 , h 3 are the heavy paths visited when finding the finger. u corresponds to N CA(v f , v i ) in the parse tree and h s is the heavy path on which u lies which we use to find u. a is a value calculated during the access query.
does not lead to an improved solution. Instead, we present a new data structure that support queries in O(log log x) time.
Lemma 4 Given a tree T with n leaves where the sum of edge weights on any root-to-leaf path is at most x and the height is at most x, we can support weighted ancestor queries in O(log log x) time using O(n) space and preprocessing time.
Proof. Create an ART-decomposition of T with parameter x. For each bottom tree in the decomposition construct the weighted ancestor structure from [20] . For the top tree, construct a predecessor structure over the accumulated edge weights for each root-to-leaf path.
To perform a weighted ancestor query on a node in a bottom tree, we first perform a weighted ancestor query using the data structure for the bottom tree. In case we end up in the root of the bottom tree, we continue with a predecessor search in the top tree from the leaf corresponding to the bottom tree.
The total space for bottom trees is O(n). Since the top tree has O(n/x) leaves and height at most x, the total space for all predecessor data structure on root-to-leaf paths in the top tree is O(n/x·x) = O(n).
Hence, the total space is O(n).
A predecessor query in the top tree takes O(log log x) time. The number of nodes in each bottom tree is at most x 2 and the maximum weight of a root-to-leaf path is x giving weighted ancestor queries in O(log log(x 2 + x)) = O(log log x) time. Hence, the total query time is O(log log x).
We reduce the query time for queries with i < 2 (log log N ) 2 using the new data structure. The level of any node in the new structure is at most O(1 + log log 2 (log log N )
2 ) = O(log log log N ). A weighted ancestor query in L 1 takes time O(log log N ). For weighted ancestor queries in L ≥2 , we know any node v has height at most 2 (log log N ) 2 and on any root-to-leaf path the sum of the weights is at most 2
Hence, by Lemma 4 we support queries in O(log log 2 (log log N )
2 ) = O(log log log N ) time for nodes in
We make at most one weighted ancestor query in L 1 , the remaining ones are made in L ≥2 , and thus the overall running time is O(log log N + (log log log N ) 2 + log i) = O(log log N + log i).
Finger Search
We now show how to use Lemma 3 to prove Thm. 2. Similar to the fringe access problem we assume wlog. that the access point i is to the right of the finger.
Supporting Finger
We implement finger(f ) as follows. First, we apply Lemma 1 to make random access to position f . Let h 1 , h 2 , ..., h j be the reversed sequence of heavy paths visited. Let v(h j ) be the first node on h j . Let p j be the index of f in T (v(h j )). For each heavy path, we compute the value r j = |T (v(h j ))|−p j (i.e., the number of leaves to the right of f in T (v(h j ))). Note that r 1 ≤ r 2 ≤ · · · ≤ r j . Finally, we decompress and save the string
The random access to f is O(log N ). In addition to this we perform a constant number of operations for each heavy path on p, which in total takes O(log N ) time. Decompressing a string of log N characters can be done in O(log N ) time (using [10] ). In total, we use O(log N ) time. For each heavy path we store constant information and hence we use O(log N ) = O(n) space.
Supporting Access Suppose that we have performed a finger(f ) operation. To implement access(i), i > f , there are two cases. If D = i − f ≤ log N we simply return the stored character F T [D] in constant time. Otherwise, we compute the node u = nca(v f , v i ) in the parse tree T as follows. First find the index s of the successor to D in the sequence r 1 , r 2 , . . . , r j using a binary search. Now we know that u is on the heavy path h s . Using the predecessor structure described in [10] for h s we can find the exit-node from h s when searching for i -this node is u. See Fig. 2 . Finally, we compute a as the index of f in T (left(u)) from the right and use the data structure for fringe search from Lemma 3 to compute
For D ≤ log N , the operation takes constant time. For D > log N , the binary search over a sequence of O(log N ) elements takes O(log log N ) time, the predecessor query takes in O(log log N ) time, and the fringe search takes O(log(i − f − a)) = O(log(D)) time. Hence, in total O(log log N + log D) = O(log D) time.
In summary, this completes the proof of Thm. 2.
Finger Search with Fingerprints and Longest Common Extensions
We show how to extend our finger search data structure from Thm. 2 to support computing fingerprints and then apply the result to compute longest common extensions. First, we will show how to return a fingerprint for S(v)[1.
.i] when performing access on the fringe of v.
Fast Fingerprints on the Fringe
To do this, we need to store some additional data for each node v ∈ S. We store the fingerprint φ(S(v)) and the concatenation of the fingerprints of the nodes hanging to the left of the leftmost top path
Suppose we are in a node v and we want to calculate the fingerprint φ(S(v) [1. .i]), We perform an access query as before, but also maintain a fingerprint p, initially p = φ( ), computed thus far. We follow the same 5 cases as before, but add the following to update p: 
i]).
None of these extra operations changes the running time of the algorithm, so we can now find the fingerprint φ(S(v) [1. .i]) in time O(log log N + log(min(i, N v − i))).
Finger Search with Fingerprints
Next we show how to do finger search while computing fingerprints between the finger f and the access point i.
When we perform finger(f ) we use the algorithm from [8] to compute fingerprints during the search of S from the root to f . This allows us to subsequently compute for any heavy path h j on the root to position f the fingerprint p(h j ) of the concatenation of the strings generated by the subtrees hanging to the left of h j . In addition, we explicit compute and store the fingerprints φ(S[1..f + 1]), φ(S[1..f + 2]), . . . , φ(S[1..f + log N + 1]). In total, this takes O(log N ) time.
Suppose that we have now performed a finger(f ) operation. To implement access(i), i > f , there are two cases. If D = i − f ≤ log N we return the appropriate precomputed fingerprint. Otherwise, we compute the node u = nca(v f , v i ) in the parse tree T as before. Let h be the heavy path containing u. Using the data structure from [8] we compute the fingerprint p l of the nodes hanging to the left of h above u in constant time. The fingerprint is now obtained as φ(S[1.
where the latter is found using fringe search with fingerprints in right(u). None of these additions change the asymptotic complexities of Thm. 2. Note that with the fingerprint construction in [8] we can guarantee that all fingerprints are collision-free.
Longest Common Extensions
Using the fingerprints it is now straightforward to implement lce queries as in [8] . Given a lce(i, j) query, first set fingers at positions i and j. This allows us to get fingerprints on the form φ(S[i.. 
Constant Time Random Access and LCE
In this section we describe a data structure that supports constant time random access and LCE queries in an SLP. As shown in the following lemma, any SLP can be modified to have certain useful properties.
Lemma 5 (Gawrychowski [24] ) Let S be a string of length N compressed into an SLP S of size n. The last property mentioned in the lemma is not explicitly shown in [24] but is crucial to our data structure, so for completeness we include a full proof. Before the proof we introduce some terminology. Let p = v 1 , v 2 , . . . , v k be a path in a forest F such that v 1 is an ancestor of v k . The left forest of p is composed of the subtrees F (left(v i )), where 1 ≤ i < k and left(v i ) is not on p. The right forest of p is defined similarly.
Proof. First we show the algorithm for modifying the SLP and then we prove that the properties of the resulting SLP follow from the modification.
Let B be the set of nodes that generate strings of length greater than 1 2 X and whose children generate strings of length less than or equal to 1 2 X. The nodes in B generate strings of length at most X. Let u , v be an occurrence of u, v ∈ B in the parse tree of S such that u is to the left of v and no other node from B occurs in the right forest of the path from v to nca(v , u ) or in the left forest of the path from u to nca(v , u ). For all such pairs u , v , the forest F l contains the path from u to nca(u , v ) and the forest F r contains the path from v to nca(u , v ).
The two forests are labelled as follows. In F l , if there is an edge {left(v), v} then we assign it the primary label p({left(v), v}) = right(v) and secondary label s({left(v), v}) = . Labels for F r are defined The size of F l and F r is O(n). We prove this by arguing that a node only occurs X times in F l (and F r ). Let v be a node in F l . There can be at most two paths ending in v, because v can only be the nearest common ancestor of one specific pair of nodes in B, so v occurs at most twice as a leaf in F l . The node v also occurs at most twice as an internal node in F l . Let w be a node in S(v) that is also in B. Let u ∈ B be any node occuring to the left of w in the parse tree of S without any other node from B occurring between them. If u ∈ S(v) the the path from w to nca(w, u) does not contain v. If u / ∈ S(v), the path from w to v is the same for any u. Hence, v occurs only once in F l for this case. Similarly, v only occurs once in F l for the case where u occurs to the right of w in the parse tree without any other nodes from B between them.
Finding B takes O(n) time. Finding the ancestors of each pair can be done in one pass of the parse tree by marking the highest node visited when going from one node in B to the next. One pass takes O(N ) time. The paths between nodes in B can be found in O(N ) time, so the construction of F l and F r can also be done in O(N ) time.
In the following we show how to use F l and F r to restructure the SLP. The algorithm proceeds in two rounds. First we compute F l and use it to restructure the SLP. Then we compute F r from the new SLP and use it to restructure the SLP once again.
Starting from the roots of F l (or F r in the second round of the algorithm), we partition the trees greedily into edge-disjoint clusters such that the length of the string generated by the concatenation of primary edge labels is at most X on any root to leaf path in a cluster. Consider a cluster rooted in v ∈ F l with leaves v 1 , . . . , v k . For every root-to-leaf path in the cluster we build a tree over the primary and secondary labels on the path 1 . Let v i be the current leaf and t p the root of the tree over primary labels and t s the root of tree over secondary labels. Replace v i by v i = t s vt p in S. In the second round, when we consider clusters in F r , the node is replaced by v i = t p vt s . The nodes of the trees rooted in t p and t s are the new nodes of the SLP. When a node in S is replaced it generates the same string, so the resulting SLP also generates S. Now we will show that m = Θ(N/X) and that any substring of length X can be covered by O(1) blocks. Consider two nodes u, v in B that are next to each other in the parse tree of S. The nodes u and v represent blocks and the algorithm will try to construct new blocks to fill the gap between the strings generated by u and v. To do this the algorithm groups nodes hanging to the right of the path from u to nca(u, v) such that each group generates a string of length Θ(X). There may however be some nodes on the path from u to nca(u, v) that do not become part of a group, and therefore we might form one group with size o(X). This might also happen for the path from v to nca(u, v). In other words, the gap between u and v is filled by some blocks of size Θ(X) and at most two blocks of size o(X). From this it follows that m = Θ(N/X) and any substring of length O(X) can be covered by O(1) blocks.
Random Access
The general idea of our data structure is to explicitly store the strings generated by all basic blocks, and then split S into substrings of size X and store references from these to the blocks covering them. When we want to access a position i we find the substring of length X and the appertaining blocks that contains i. Next, we extend this idea to have multiple layers where only substrings of basic blocks on the deepest layer are stored.
Basic data structure
We apply the construction of Lemma 5 to S and store the string generated by each basic block and its length. For every substring S[jX + 1, jX + X], j = 0 . . . 
The SLP resulting from applying Lemma 5 has O(n) nodes. Storing the substrings generated by basic blocks require O(nX) space. For each of the N/X substrings of S we store a constant number of block roots, i.e., k = O(1) for each substring. Hence, this requires O(N/X) space. In total our data structure uses O(nX + N/X) space which is O( √ nN ) space when balancing the two terms. Computing the appropriate length-X substring is by integer division and takes constant time and then we search k = O(1) blocks until we have found the substring containing S[i]. Thus, a query takes O(1) time.
Extending to more layers
We now show how to extend the basic data structure to multiple layers and hereby obtain the results of Thm 1.
We select k parameters X 1 , X 2 , . . . , X k where each X i > 5. Suppose we are applying the construction for layer i > 1. Let the roots of blocks created for layer i − 1 be temporary leaves of the SLP. Apply the construction of Lemma 5 with parameter X i to the SLP with temporary leaves. The following lemma gives a general bound on the number of blocks required to cover a string with length proportional to the size of a string generated by a block on some layer. Proof. The proof is by induction on i. A big block on layer i is a block of size Θ(X i ) and a small block is a block of size o(X i ). It is seen in the proof of Lemma 5 that there can be at most two small blocks between two big blocks. i = 2: A big block spans at least 3 blocks from layer 1 and at most two of these are small. Therefore a big block v in layer 2 generates a string of size Our data structure consists of the layering of blocks as described above. For the deepest layer we explicitly store the strings generated by basic blocks. For every root v r of a basic block in layer i we store a list of the blocks that covers every substring S(v r )[jX i−1 , jX i−1 + X], j = 0 . . .
Nv r
Xi − 1, as we did for the basic data structure.
To answer an access(i) query we start from the root of the SLP and find the block that contains position i as described in the previous section. This is repeated from the root of the resulting basic block until we reach a block in the deepest layer.
When creating layer i we add a number of nodes linear in the size of the SLP after creating layer i−1, so the size of the SLP resulting from applying Lemma 5 in layers is O(2 k n). The substring generated by a basic block in layer i is split into X i /X i−1 substrings for each of which we store list of O(2 i−1 ) blocks (Lemma 6). There are O(n) basic blocks in a layer, so for layer i this uses O(2 i−1 nX i /X i−1 ) space. For the top layer this uses O(2 k−1 N/X k ) space and we use O(nX 1 ) space to explicitly store strings in the bottom layer. In total, the space usage of our data structure is O(2
. Choose k to be some arbitrarily large constant and balance the terms and the space becomes O(n 1− N ) for any constant > 0. In the query, we spend O(1) time for each of the constant number of layers, hence O(1) time in total. This proves Thm. 1.
Longest Common Extensions
We now extend our data structure to support LCE queries.
We use difference covers (see e.g. [16] ) to sample positions of a string. A difference cover modulo τ is a set of integers D ⊆ {0, 1, . . . , τ − 1} such that for any d ∈ [0, τ − 1], D contains two elements separated by distance d modulo τ . To represent τ differences a difference cover has to have at least √ τ elements. In our data structure we will use the difference cover {0, . . . ,
It has the property that given a distance d, the two elements with distance d modulo τ can be found in constant time.
Moreover, recall that there is an LCE data structure using O(N ) space with query time O(1). By using a sparse suffix tree [9, 30] we may create a restricted version of this data structure that is only capable of answering LCE queries for positions corresponding to suffixes in the sparse suffix tree. We will refer to this as a sparse LCE data structure. Since we are only using the sparse suffix tree for LCE queries we do not have to keep the labels on the edges of the tree, and therefore the size of the sparse LCE data structure is linear in the number of suffixes in the tree.
Basic data structure
Similarly to the previous section, we will first describe a basic version of our data structure and then extend it to have multiple layers.
Assume we have computed a difference cover D for τ = X and denote by D i the set of integers where each element from D is increased by iX. Let D * = D ∪ D 1 ∪ . . . ∪ D N/X be the difference cover obtained by sampling positions from D in each length-X substring of S.
We store the sparse LCE data structure for the positions in D * . We also build the random access data structure described in the previous section. We concatenate the strings generated by basic blocks, separated by O(n) special characters not occurring elsewhere, and store an LCE data structure for this.
To answer an lce(i, j) query we use our data structure as follows. If i, j ∈ D * the answer to the query is found with the sparse LCE data structure. If not, we first compute the smallest i > i and j > j such that i , j ∈ D * and i − i = j − j. Using the random access data structure we find the blocks covering the strings S[i, i ] and S[j, j ]. We then use the LCE data structure for the concatenated basic blocks to find the LCE of i and j in the blocks covering S[i, i ] and S[j, j ]. The boundaries of the blocks may not be aligned, so if the end of one of the two current blocks is reached we continue the query from the beginning of the next block. This is repeated until we have either found that the LCE is less than i − i or greater than or equal to i − i. In the first case, the final answer to the query is now known and we terminate. In the latter case, the query is continued in the sparse LCE data structure for the positions i and j and the final answer is i − i plus this answer.
The random access data structure uses O(N/X + nX) space. The sparse LCE data structure has size O(N/ √ X). For each basic block we use O(X) space for an LCE data structure totalling to O(nX) space. In total, the basic data structure uses O(N/ √ X + nX) space which is O(n 1/3 N 2/3 ) when balancing the two terms.
We now argue that a query takes constant time. Computing i and j clearly takes constant time. Because D, D 1 , . . . , D N/X are difference covers for X we have that i − i = j − j ≤ X. We know that we can find a constant number of blocks covering the substrings S[i, i ] and S[j, j ] and that we can answer LCE queries within blocks in constant time. Thus, we may compute the LCE in constant time for values less than or equal to i − i = j − j ≤ X. If the LCE is greater than this we use the sparse LCE data structure to decide the lce(i , j ) value in constant time. In total, a query takes O(1) time.
Extending to more layers
First we build the random access data structure described in the previous section. Suppose we have computed difference covers for all parameters X 1 , . . . , X k . For every basic block with root v in layer i we store a sparse LCE data structure for positions determined by the difference cover for X i on every size-X i substring of S(v). For all basic blocks in the deepest layer we store an LCE data structure.
A query works as for the basic data structure but proceeds recursively on the layers until the positions are aligned on sampled positions or reaching the deepest level.
The space complexity analysis is similar to that of the random access data structure. We require O(X i / √ X i−1 ) space to store the sparse LCE data structure for a basic block on layer i, hence the total space usage is
Choose k to be some arbitrarily large constant and balance the terms and the space becomes O(n 
