Accounting for historical demographic features is vital for many types of evolutionary inferences, including the estimation of divergence times between closely related populations. In barn swallow, Hirundo rustica, inferring historical population sizes and subspecies divergence times can shed light on the recent co-evolution of this species with humans. Pairwise sequentially Markovian coalescent uncovered population growth beginning on the order of one million years ago-which may reflect the radiation of the broader Hirundo genus-and a more recent population decline.
1989). Such historical changes are sometimes detectable by analysing genetic variation in the present population, if the change was substantial enough and sufficient data are available. Incorporating demographic information may improve the accuracy of population genetic analyses and help address long-standing questions in evolutionary biology (Wolf & Ellegren, 2017) . For example, it is crucial to account for demography when estimating the age of divergence between closely related lineages. Although longterm neutral substitution rates are independent of population size, the effect of random drift is magnified in smaller populations, causing allele frequencies to change at a faster rate (Kimura, 1983; Wright, 1931) . Therefore, when analysing populations with few or no fixed allelic differences, accounting for historical population sizes and other demographic features may reveal divergence times and evolutionary stories that are quite different than when a stable population size is assumed (Nielsen & Wakeley, 2001 ).
One of the most well-studied bird species, the barn swallow (Hirundo rustica), earned its common name from building its nest in barns, under bridges and on other human structures (Baird, Brewer, & Ridgway, 1874) , perhaps because of the availability of water and aerial insect prey (Turner & Rose, 1989) . Except for a few documented cases, barn swallows nest exclusively on human-made structures. The ecological relationship between barn swallows and humans is therefore an excellent example of a commensal symbiosis, and it is presumed that H. rustica populations have grown in response to the increased number of potential nest sites provided by humans (Møller, 1994) . However, previous analyses of barn swallow demographic history are scarce (but see Zink, Pavlova, Rohwer, & Drovetski, 2006) and have not attempted to estimate the timing of population size changes. Although barn swallow ecology is closely intertwined with that of humans, it is uncertain how linked their evolutionary history is with ours.
Within the barn swallow species complex are six subspecies that breed in different regions of the Northern Hemisphere (Figure 1) . Despite marked differences in plumage coloration (Turner & Rose, 1989) and differences in song (Wilkins et al., 2018) , subspecies have relatively shallow genetic divergence (Safran et al., 2016) . Previous studies have analysed the timing of the radiation of this species complex using several mtDNA loci and one nuclear locus (Dor, Safran, Sheldon, Winkler, & Lovette, 2010; Zink et al., 2006) . These studies concluded that an early divergence event occurred between two main western and eastern clades on the order of 100,000 years ago (ya) and subsequent differentiation within each clade, meaning that the H. rustica subspecies began to differentiate long before substantial human architecture and agriculture began about 10,000 ya (Bogucki, 1999; Diamond, 1997) , although within the time frame of some hominid expansions (Armitage et al., 2011) .
The above studies were limited to a small number of genetic markers, which increases the potential for error in divergence time estimates. Evolutionary inferences are often unreliable when too few loci are examined (Funk & Omland, 2003) , because individual gene trees may be incongruent with other aspects of the history of the population (Maddison, 1997) . Incorporating additional loci usually has an averaging effect and conveys information about variation among loci, which can improve the accuracy of phylogenetic and demographic parameter estimates. Reduced representation sequencing approaches (broadly referred to as genotyping by sequencing, GBS) are common in population genetics (Shafer, Gattepaille, Stewart, & Wolf, 2015) , because they provide a relatively affordable option for exploring genomewide variation in many individuals and typically generate tens of thousands of SNPs. Whole-genome sequencing (WGS), which generates even more data, is applied increasingly often in studies of nonmodel organisms. In the current study, we reconstruct the demographic history of the barn swallow using two different high-throughput sequencing strategies, WGS and GBS. Thus, in addition to examining the demography of our study system, we are also able to compare parameter estimates derived from the two different genomic data sets.
Advances in sequencing and computational technology, as well as comparative studies within this species (Romano, Costanzo, Rubolini, Saino, & Møller, 2017; Safran et al., 2016; Scordato et al., 2017) , justify a contemporary analysis of barn swallow evolutionary history.
Here, we first conduct an exploratory analysis of ancient population Table S1 for a list of sample locations. Birds were caught in mist nets, and approximately 80 μl of blood was collected via brachial venipuncture and stored in Queen's lysis buffer (Seutin, White, & Boag, 1991) . We extracted genomic DNA from blood samples using DNeasy Blood and Tissue Kits (Qiagen), following the standard protocol modified to include an overnight digestion. All samples were collected and transported in accordance with permits to RJS from university, state and federal agencies and in accordance with the University of Colorado's Animal Care and Use Policy, IACUC # 1603.01 to RJS. To obtain genetic markers for our analyses, we conducted two different types of sequencing, GBS and WGS. 
| Whole-genome sequencing

| Genotyping by sequencing
Libraries were prepared following the protocol of Parchman et al. (2017) . For brevity, we refer to this sequencing protocol as "GBS." We used the restriction enzymes Msel and EcoRI to digest genomic DNA and ligated a unique 8, 9 or 10-base barcode to the fragment libraries for each individual. We pooled barcoded samples and amplified fragments using standard Illumina primers.
Libraries were size-selected (350-400 base pairs) using a Pip-pinPrep quantitative electrophoresis unit (Sage Science). We 
| Filtering sex chromosomes
This study utilized the barn swallow draft reference genome assembled by Safran et al. (2016) . To avoid sex-linked loci, barn swallow scaffolds were required to align to flycatcher or chicken autosomes.
Specifically, barn swallow scaffolds were aligned to (a) 27 autosomes (LG16 not available) and Z chromosome from flycatcher (Ellegren et al., 2012) 
| Trimming and alignment
TRIMMOMATIC (version 0.36) was used to (a) remove bases with quality below 30 from the start and end of each read; and (b) remove reads with average quality below 30 or length below 50 bp. Trimmed reads were aligned to the barn swallow reference using BWA MEM (version 0.7.12).
| Pairwise sequentially Markovian coalescent
The PSMC program (Li & Durbin, 2011 ) was used to estimate historical effective population sizes using individuals from North America and Egypt. This method is usually applied to individual diploid samples by inferring historical recombination events, estimating the time to most recent common ancestor (TMRCA) between the alleles at each independent locus and then inferring historical effective population sizes from the distribution of TMRCA values using the theory that population size is inversely proportional to the rate of coalescence. The PSMC does not require explicit demographic hypotheses, or phased data, and is therefore a straightforward way to explore past population size history. However, Li and Durbin point out that the power to analyse very recent, <20 kya, or old, >3 Mya, population sizes is limited with PSMC. SAMTOOLS (version 1.5) and the BCFTOOLS (version 1.5) consensus callers using a minimum read depth of five were used to call variants in individual samples, and a diploid consensus for each individual was created with vcfutils.pl. Higher minimum read depths resulted in (a) substantial data loss due to the low-to-moderate mean coverage of the WGS data set; and (b) only slight differences in heterozygous genotype calls in the WGS data set (see Supporting Information).
The PSMC program and associated scripts were run using the -p flag "4 + 25*2 + 4+6″ (Li & Durbin, 2011) , which corresponds to four time intervals spanned by the first population size parameter, two time intervals spanned by the next 25 parameters and the last two parameters spanning four and six intervals. We applied the mutation rate recently estimated for flycatcher using pedigree analysis (Smeds, Qvarnström, & Ellegren, 2016) , 2.3 × 10 −9 , and assumed 1-year generations (Zink et al., 2006) .
| Sequence processing for ABC
For GBS reads, the restriction sequence was required to be fully intact to include each read, and the restriction sequence was subsequently removed to avoid skewing genetic diversity calculations.
Reads from both the WGS and GBS data sets were trimmed and aligned to the barn swallow reference, as above. The SAMtools multiallelic caller was used to call variants in all samples in the WGS data set simultaneously and separately in the GBS samples. All samples were included in variant calling to improve genotyping accuracy, although we focused our analysis only on data from Egypt (H. r. savignii) and Colorado (H. r. erythrogaster).
Ideally, entire chromosomes would be analysed to maximize the information obtained from whole-genome sequencing. However, in addition to computational constraints, we did not have a genetic map for barn swallows and thus could not appropriately model locus-specific recombination. Therefore, we examined short blocks of sequence, hereafter "loci," to minimize the effects of assuming no recombination within loci (Hung, Drovetski, & Zink, 2017; Lohse, Harrison, & Barton, 2011; Robinson, Bunnefeld, Hearn, Stone, & Hickerson, 2014; Veeramah et al., 2015; Wakeley, King, & Wilton, 2016) . Loci were 200-500 bp in the WGS data set, and 50-86 bp in the GBS data set, and were spaced at least 10 kb apart to ensure SMITH ET AL. | 4203 independence. As before, a minimum of five reads were required to count an individual sample as covered, and five samples from each of the two subspecies being analysed, H. r. savignii and H. r. erythrogaster, were required to count a genomic position as sufficiently covered across individuals and populations. Using data from more than five samples theoretically leads to diminishing returns for demographic inference (Robinson et al., 2014) . The basic algorithm we used to incorporate the above criteria was as follows: (a) and (f) we then skipped 10Kb before attempting to start a new locus. Custom scripts used in this study are available on GitHub: https://github.com/c70smith/BarnSwallow2subspeciesAnalysis.
| Demographic models
Unlike PSMC, which is exploratory and does not rely on explicit hypotheses, ABC evaluates user-defined demographic models. The below scenarios were analysed with ABC to test hypotheses about recent timescale population size changes and the timing of subspecies divergence. However, the initial PSMC analysis indicated a substantial, old population expansion (see Section 3). Therefore, we incorporated a comparable expansion into each of our models for ABC, leaving the magnitude and timing of the expansion uncertain.
Specifically, all models included a component of ancient population growth with prior range 100 kya to 2 Mya (all priors are summarized in Table 1 ). This ancient demographic event inferred by PSMC was included to ensure a sufficient model fit (Gelman, Carlin, Stern, & Rubin, 1995) , thereby avoiding erroneous conclusions when evaluating other aspects of demographic history. For example, an ancient expansion that has substantially shaped patterns of genetic variation, if unaccounted for, may lead to a false-positive test for a more recent expansion. Likewise, a model that is unable to simulate data similar to the observed data will most likely produce inaccurate divergence time estimates. More recent population size changes were modelled as described below and summarized in Figure 2 .
We first examined a basic null model, Model 1 ( Figure 2) , with no recent population size changes. Incorporating the expansion inferred by PSMC, the ancestral effective population size prior ranged from 1,000 to 1,000,000 and expanded to achieve a population size between 10,000 and 10,000,000. To address overlapping population size prior ranges, we required expansion or decline events to at least double or halve the population, respectively. Uniform distributions were used for priors spanning less than two orders of magnitude, or conditional event times, and log-uniform priors were used otherwise (Meeker, Hahn, & Escobar, 2017; Ramos & Arregui, 2018; Wegmann, Leuenberger, Neuenschwander, & Excoffier, 2010) . Model 1 also included a divergence event where the ancestral population splits into two contemporary populations representing the two analysed barn swallow subspecies, H. r. savignii and H. r. erythrogaster. The divergence time ranged from 100 ya to 1 Mya. As before, we leveraged the mutation rate estimated in flycatcher and used their confidence intervals (1.7 × 10 −9 to 3.0 × 10 −9 mutations per site per year) as the mutation rate prior range in this study.
Next, we incorporated recent timescale population size changes into the following models ( Figure 2 ). In Model 2, we addressed the hypothesis that H. rustica population sizes have grown with the increased availability of potential nest sites on human-made structures by including a component of recent population growth before the divergence event between the two subspecies. The prior range for the timing of this demographic event was kept wide, 100-1,000,000 ya, to simultaneously explore population changes unassociated with human commensalism. The intermediate population size prior ranged from 1,000 to 10,000,000 individuals. Model 3 tested a similar hypothesis, except that the expansion happened after divergence. In Model 4, we tested for evidence of a founder event, where relatively few individuals from the ancestral population first exploited human structures, by modelling a bottleneck, followed by population divergence and subsequent growth. The prior ranges for Age of old expansion T e U(10 5 , 2 × 10 6 ) All
Age of divergence T d log-U(10 2 , 10 6 ) All
Age of growth T g1 log-U(10 2 , 10 6 ) 2,3,4,5,6
Age of population 2 growth T g2 U(10 2 , 10 6 ) 3,4,6,9
Age of contraction T b1 log-U(10 3 , 10 6 ) 4,5,6,7,8
Age of population 2 contraction T b2 U(10 3 , 10 6 ) 6,8
Mutation rate μ U(1.7 × 10 −9 , 3 × 10 −9 ) All "U" is uniform distribution and "log-U" is log uniform. Column four lists the models (Figure 2 ) that include each parameter. Note that a uniform prior distribution was substituted for event times that were conditionally more recent than the focal parameter, e.g., divergence time in Model 2 used a uniform prior instead of log-uniform.
the bottleneck time and the contracted population size were 1,000-1,000,000 years ago and 1,000-1,000,000 individuals. Models 5 and 6 were similar to Model 4, except with a different order for events (see Figure 2 ). Models 7 and 8 represent a hypothesis of population decline without recovery, where the decline occurs before and after divergence, respectively. Last, Model 9 addressed the hypothesis that H. r. erythrogaster alone underwent a founder event during the colonization of North America.
We used conditional event time priors to ensure that the events within each simulation followed the specified order. However, applying such conditions unavoidably results in skewed prior distributions for at least some event times, which can affect the resulting biological inferences. To ensure that the parameter of interest can be estimated with as much precision and as little bias as possible, we prevented skewing the focal parameter using one-way conditional priors (Rougemont et al., 2016 ; Supporting Information Figure S1 ). 
Specifically, in
| Simulations and summary statistics
Neutrally evolving DNA under each demographic model ( Figure 2 ) was simulated using a modified version (see Supporting Information) of the program msABC (Pavlidis, Laurent, & Stephan, 2010) , a wrapper of Hudson's ms (Hudson, 2002) . We simulated 10 5 data sets for each model and a total of 10 6 data sets under the eventual best-supported model. θ was scaled for each locus to reflect observed locus lengths. Hudson, Boos, & Kaplan, 1992) , the proportion of shared variants and the proportion of fixed differences. The average and variance across loci were calculated for each summary statistic, both within individual populations when appropriate and across all individuals, totalling to 30 statistics (Supporting Information Table S2 ). This set of summary statistics was used for comparing models and estimating demographic parameters. Other statistics calculated by msABC either required out-group DNA or phased data, which we did not have, or were redundant with other statistics (e.g., proportion shared alleles = 1 − proportion private alleles).
| Model selection and parameter estimation using random forests
Random forests implemented in the R package abcrf were used for both model selection and parameter estimation, following the recommendations of Pudlo et al. (2015) and Raynal et al. (2016) . Random forests are a supervised machine learning algorithm suited for highdimension classification or regression problems (Breiman, 2001) . The algorithm is named due to training many individual decision trees, or predictive models, on random subsets of the data to achieve various "perspectives," before averaging the predictions of all trees. This method has recently been implemented for ABC and has multiple advantages over preceding ABC techniques, including the avoidance of the ABC rejection step that requires an arbitrary tolerance value to be specified by the user. However, the random forest method does come with its own parameterization, including the number of trees and the number of data sets used by each tree. The default settings were used in this study. The sensitivity to the number of tree predictors was evaluated for each test by visualizing the change in the prediction error obtained with different numbers of trees (Pudlo et al., 2015; Raynal et al., 2016) . Event time estimates were interpreted assuming a 1-year generation time (Zink et al., 2006) .
| Pseudo-observed data sets
Ten thousand pseudo observed data sets (PODs) were simulated under the best-supported model using the priors specified above, and the parameter of interest was estimated for each POD using random forests, as described above. The median relative absolute error was calculated by subtracting the point estimate (posterior median) from the true parameter value, taking the absolute value and dividing by the true value for each POD, before finding the median of the resulting values. For visualizing estimates for specific parameter values, a separate group of PODs were simulated with the focal parameter fixed at discrete values ranging between 1,000 and 100,000.
| RESULTS
| Sequence processing
Sequences from both data sets had high quality on average, resulting in little data loss from quality trimming (Supporting Information Figure S2 ). Samples in the WGS data set had average raw sequencing coverage of 5.8 (Lander & Waterman, 1988 Table S2 ). However, one important discrepancy was the number of fixed alleles between subspecies, which was zero in the WGS loci and four total in the GBS loci. With more samples and fewer loci, fewer fixed differences were expected in the GBS data set. This indicated an overrepresentation of fixed alleles, evidence that allelic dropout is causing heterozygotes to be missed. Comparing genotypes between data sets showed that 31% of confident heterozygotes (≥10 reads) in the WGS analysis were called homozygous in the GBS analysis using a minimum depth of five (see Supporting Information). In the light of this, we repeated our locus selection procedure in the GBS data set requiring a minimum of ten reads at a locus to consider an individual covered at the locus. The new data set contained a reduced 10,914 loci representing about 33× less sequence than the WGS loci and continued to miss 29% of heterozygotes. Due to the apparent shortcomings of the GBS data sets, and much smaller amount of sequence information, we focused on the WGS analysis for empirical inferences in this study and secondarily present the GBS results for comparison.
| PSMC
The PSMC analysis provided exploratory information about the demographic history of barn swallows (Figure 3a) . Population growth older than 100 kya, perhaps older than 1 Mya, was detected in all analysed samples. Note that sudden or rapid population size changes may present as apparent gradual growth using PSMC (Li & Durbin, 2011; Liu & Hansen, 2017) . Therefore, in our case, what appears in the PSMC plot as gradual growth concluding ≈150 kya could be caused by older, more rapid growth. Nevertheless, the beginning of this growth, ≈1 Mya, may correspond to the timing of the radiation of the genus, if roughly estimated using the mitochondrial divergence rate 2% per million years (Ho, 2007) and the lower end of mtDNA distances within Hirundo, 2% (Dor et al., 2010) . The history of population growth indicated by PSMC was consistent with the observed, negative Tajima's D of −1.1. Tajima's D reflects the shape of the site frequency spectrum, and a strongly negative Tajima's D signifies population growth, assuming neutrally evolving DNA (Tajima, 1989) . The observed Tajima's D value in this study could not be simulated without an old (>200 kya) expansion (Figure 3b ).
Therefore, the ancient expansion indicated by PSMC was supported by this classic population genetics statistic.
Following the expansion, the PSMC plot indicated a population decline. Just as a theoretical sudden expansion may cause apparent gradual growth, a more recent, rapid population decline may cause apparent gradual decline. Last, many samples, but not all, showed signal for a very recent expansion after the decline. However, it should be noted that PSMC lacks power for inferring population sizes approaching 20 kya or more recent (Li & Durbin, 2011) , because relatively few mutations and recombination events have had time to accumulate in the two analysed sequences. Therefore, the recent timescale population size history of this system requires additional analysis.
Because genomes collected from both subspecies had similar TMRCA distributions, it seems that much of the demographic history of the subspecies is shared. In particular, the PSMC curves from each subspecies overlapped until <100 kya, hinting that divergence may have occurred more recently than previously estimated. Sample 1,607 appeared slightly inconsistent with the other samples, but also had the lowest sequencing coverage. Furthermore, artificial F1 hybrid sequences constructed through "haploidization" were compared between subspecies using PSMC (Cahill, Soares, Green, & Shapiro, 2016) , and loci began to coalesce ≈40 kya (Supporting Information Figure S6 ), representing an upper limit for divergence time. Figure S3 ). For each model choice and parameter estimation step using random forests, we found that the default number of trees, 500, was sufficient to stabilize prediction error, with larger numbers of trees giving diminishing returns on statistical precision (Supporting Information Figure S4 ).
| ABC model selection
Because several demographic models were qualitatively very similar, we next examined particular subsets of models. When the models other than Model 4 that include population decline-Models 5, 6, 7 and 8-were excluded, Model 4 was more easily distinguished from the models without a decline (PP = 0.86; PER = 0.28). Population decline was therefore supported by both PSMC and our ABC analysis. To evaluate the evidence of a postbottleneck recovery, we compared only Models 4 and 7, which are identical except that Model 7 does not include a postbottleneck expansion, and Model 4 was supported (PP = 0.67; PER = 0.12). However, the signal for postbottleneck recovery was perhaps not as strong as that of the initial population decline. To evaluate how important the relative order of the divergence and recovery events was, we compared Models 4 and 5, which are similar except that recovery comes before divergence in Model 5, and Model 4 was supported (PP = 0.71; PER = 0.11). In summary, these results show evidence for a population size decline before divergence, with a postbottleneck expansion in each population. Note that the posterior probabilities and error rates associated with these tests indicated uncertainty in model selection, and therefore, the other models could not be completely refuted, although they received less support than Model 4.
The more stringently filtered GBS data set also supported Model 4 (PP = 0.55). Using the less stringently filtered GBS data set, Model 7 was chosen (PP = 0.52; PER = 0.36); however, when Models 4 and 7 were compared alone, Model 4 was supported (PP = 0.84; PER = 0.37), which highlights that (a) statistical power using the GBS data set may be lacking for model selection or (b) that the classification algorithm depends on the number or combination of models included.
| ABC parameter estimation
Parameters were estimated for the best-supported demographic sce- Figure S5) 
WGS: bottleneck time posterior density
Bottleneck time (years in the past) Density F I G U R E 4 Posterior histogram for bottleneck time in Model 4, generated using the abcrf package. The x-axis is log-scaled. The black and grey lines are the posterior and prior densities, respectively on bridges and other human structures (Turner, 2010) . Evidence to support this hypothesis includes (a) anecdotal sightings of barn swallow on cliffs in the western USA during the nineteenth century (Baird et al., 1874) ; (b) anecdotal reports of an extant population nesting in caves on the Channel Islands in California; and (c) genetic analyses that estimated major barn swallow divergence events on the order of 10 5 years ago (Dor et al., 2010; Zink et al., 2006) . However, the latter studies had access to the limited data. Our study leverages whole-genome data to uncover multiple population size changes within H. rustica. We demonstrate evidence for a population bottleneck on the order of 10 4 years ago, rather than 10 5 years ago, and even more recent divergence between subspecies.
We arrived at that conclusion as follows. (Barker, 2009; Bogucki, 1999; Iakovleva & Djindjian, 2005; Mithen, 2004; Potts, 2012) . Agriculture is thought to have originated in the Middle East as early as 12,000-13,000 ya (Hillman & Davies, 1990; Hillman, Hedges, Moore, Colledge, & Pettitt, 2001; Salamini, Özkan, Brandolini, Schäfer-Pregl, & Martin, 2002; Snir et al., 2015; Zeder, 2008 
| Comparison of sequencing strategies
Multiple high-throughput sequencing technologies are now available to researchers for sequencing thousands of genetic markers simultaneously. GBS and other variations of reduced representation sequencing using restriction enzymes are common in population genetics (Narum, Buerkle, Davey, Miller, & Hohenlohe, 2013) . However, WGS is used increasingly often in studies of nonmodel organisms (Ellegren, 2014) . The primary differences between the two strategies are that WGS explores a greater proportion of the genome, while GBS produces data for a larger number of samples per locus. Additionally, WGS gives more even sampling at both alleles at heterozygous loci and is less subject to null alleles and other biases, thus giving more reliable estimates of allele frequencies. For example, 29% of confident heterozygous sites in our WGS data appeared homozygous using GBS with ≥10 read depth.
In our demographic inference application using ABC, similar model selection results were obtained using both data sets, although parameter estimates were different. The degree of similarity in model selection is perhaps surprising, considering that (a) the WGS data set explored much more of the genome; and (b) the proportion of overlapping loci between the two sequencing strategies is small due to our locus selection procedure. However, we did notice a difference in parameter estimation using GBS, which is likely due to allelic dropout. The WGS analysis indicated a bottleneck time near to the start of human agriculture and architecture, while the GBS data sets gave estimates that were much older. We give more weight to the WGS results, here, and infer that the GBS data are disadvantaged, because 15-33× more sequence is covered in the WGS data set and because heterozygotes were genotyped more accurately. Importantly, these results are dependent on the demography of the biological system, the specific models being analysed and the data processing steps used. In particular, if greater depth of sequencing is used with a reduced representation approach, it may SMITH ET AL.
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| Methodological considerations
The results from this study illustrate the utility of the complementary PSMC and ABC analyses applied to whole-genome data for demographic inference. PSMC is a straightforward method for exploring historical effective population sizes, while ABC provides a framework for evaluating explicit demographic hypotheses. The main improvements over previous research on barn swallows were including more sequence data and accounting for recent population size history when attempting to estimate subspecies divergence time. A fundamental problem this study engaged is attempting to infer very recent population size changes, for example <20 kya. Such recent events may be difficult to detect, because too few mutations and recombination events have had time to accumulate to reflect the demographic change.
Studies like ours would potentially benefit from more sophisticated summary statistics. For example, more confident phasing methods or longer sequencing reads would allow the calculation of haplotype diversity and linkage-based summary statistics. Likewise, sequencing DNA from an out-group would allow the calculation of summary statistics that require the identification of ancestral and derived alleles.
In our case, however, estimating the TMRCA between barn swallows and an extant out-group would provide only an upper limit for the timing of the radiation of the barn swallow subspecies. It should also be noted that this study utilized the flycatcher mutation rate which is expected to differ slightly from that of barn swallow, and did not analyse potential population structure within subspecies. Other factors that may improve demographic analyses with WGS data include a genetic map and computationally efficient methods for simulating very long sequences with recombination. A promising alternative technique that requires phased input is the multiple sequential Markovian coalescent method (Schiffels & Durbin, 2014) .
In summary, this study analysed the demographic history of two barn swallow subspecies and found evidence of growth in the ancestral population and a more recent bottleneck. The timing of the bottleneck approached the timing of the earliest human architecture, suggesting that the barn swallow ancestor experienced a founder effect during the transition to human commensalism before subspecies divergence. Furthermore, our analysis compared WGS and GBS sequencing technologies and showed that the two analyses gave similar tendencies for model selection, although perhaps differed in fine-scale parameter estimation.
