Abstract| A simple general formula is derived under a Gaussian model for the asymptotic covariance of directionof-arrival (DOA) estimators based on the covariance of the sensor array data. It is then established that the same formula remains valid for a wide class of statistical models for source signals. Hence, under mild assumptions, the asymptotic performance of most high-resolution covariance-based DOA estimators is independent of the distribution of the source signals.
Introduction
A WEALTH of contributions have recently appeared that aim at establishing the asymptotic performance of direction-of-arrival (DOA) estimators in the context of narrow-band array processing. In most cases, the analysis is performed under Gaussian assumptions, i.e. signals and noise are assumed to be jointly Gaussian. It is of importance, however, to determine if the performance is a ected by deviations from such assumptions, since, in many situations, the signals emitted by the sources are likely to be signi cantly non-Gaussian (this is true in particular of communication signals).
The note is organized as follows. In section I, the general expression for the asymptotic covariance of DOA estimates based on the sample covariance is given. A simple formula is then derived for jointly Gaussian signal and noise. Section II extends this result to more general signal models and discusses the`robustness' property investigated in 1].
I. Asymptotic performance of covariance-based estimators
We address the DOA estimation problem in the narrowband array processing context. The DOAs of the d discrete sources are 1 ; ; d ] T = 2 < d . The mdimensional array output x(t) is x(t) = y(t) + n(t) = A( )s(t) + n(t) t = 1; : : :; T (1)
with the standard notational conventions (see for instance 1], section II). The additive noise n(t) is modeled as a stationary, temporally white, zero mean complex Gaussian random process with covariance N = E(n(t)n(t) random vectors with covariance S = Es(t)s(t) and nite fourth order moments; in addition Es(t)s(t) T = 0. The vector s(t) is independent from n(t 0 ) for t; t 0 = 1; ; T. M2: Deterministic model. s(t) is a deterministic`second order ergodic sequence', with`covariance' de ned as the following deterministic limit S = lim
For both models, the sample covariance matrixR = T ?1 P T t=1 x(t)x(t) is an asymptotically normal sequence of estimators of the true covariance R:
The asymptotic covariance of the entries ofR is
where R j i andR j i denote the (i; j)-th entries of R andR respectively. This notational convention for indexing matrix entries holds throughout. For both models, the asymptotic covariance ofR can be written as ? ik jl = R i l R k j + Q ik jl 1 i; j; k; l m (6) where the expression of Q ik jl depends on the statistical signal model: A covariance-based DOA estimate^ is a function of the sample covariance matrixR, i.e.^ = g(R). In the following, we consider regular estimators able to deal with arbitrary source correlation (but possibly fully correlated sources). More speci cally, we assume A1. The function g = g 1 ; ; g d ] T is di erentiable in a neighborhood of R, i.e. there exists, for each component function g i , a hermitian matrix D i (R) such that:
A2. For any 2 and any positive source correlation matrix S:
Under appropriate hypotheses on the array manifold and on the noise model, these two requirements are met by most of the high resolution DOA estimators such as MUSIC, WSF, the Gaussian Stochastic-ML, the deterministic ML, and many others 1], 3], 4], 5].
By the regularity condition A1, the asymptotic behaviors of^ and ofR are directly related: standard results on regular functions of asymptotically normal statistics (see, for example 6], pp 122) show that^ is an asymptotically normal sequence of estimates of whose asymptotic covariance C ij matrix de ned as
is given by
Combining (6) and (12) gives the asymptotic covariance of the DOA estimates^ : Note that formula (14) is not speci cally related to the DOA problem: it is valid for stochastic Gaussian signals and for any parameter set estimated from the sample covariance. We used the regularity property A1 but not thè subspace property' A2. In the next section, we show that property A2 allows the Gaussian formula (14) to hold regardless of the distribution of the souce signals.
II. Robustness of DOA estimates
In the stochastic model M1, if s(t) is further assumed to be normally distributed, the asymptotic covariance of necessarily depends on R only through the relationship given by eq. (14). In this section, it is established that this expression still holds for non-Gaussian as well as for deterministic source signals. This distributional invariance property is established for multi-dimensional weighted subspace tting techniques in the deterministic model in 1] where it is termed`asymptotic robustness'.
This kind of robustness of DOA estimates is fairly general as we now show. It is related to the existence of the signal subspace: the Q ik jl terms belong to the signal subspace while the derivative matrices D i (R) are orthogonal to it in a sense which is made precise by the following two To establish the lemma in the stochastic signal model M1, we rst use x(t) = y(t) + n(t). The additive noise being Gaussian and independent from the signals, its contribution to cumulants of fourth order is zero, i.e. Q ik jl = c(x j (t); x i (t) ; x l (t); x k (t) ) = c(y j (t); y i (t) ; y l (t); y k (t) ). Next, the i-th coordinate of y(t) = As(t) is y i (t) = P a i ( )s (t) so that the multilinearity of cumulants results in Q ik jl = d X ; ; ; =1 a j ( )a i ( ) a l ( )a k ( ) ( ; ; ; ) where ( ; ; ; ) stands for c(s (t); s (t) ; s (t); s (t) ). The lemma follows by composing the above relation with as in (17) and using A = A and A H = A H .
We can now state our main result. where the rst equality results from lemma 2 and the nal cancellation is by lemma 1.
Hence the asymptotic covariance of DOA estimates obtained by an estimation function satisfying A2 is given by the same expression as in the Gaussian case. We conclude that the performance of most DOA estimators is not a ected by the distribution of the source signals, i.e. they are robust in the sense of 1].
We have established`asymptotic robustness' by combining two properties. The rst property (lemma 1) concerns DOA estimation functions: they are not a ected by perturbations of the covariance when these perturbations are restricted to the signal subspace. The second property (lemma 2) stems from the statistical signal models under consideration which ensure that the additional term Q ik jl is con ned to the signal subspace. It is not di cult to see that this second property stills holds under more general assumptions. For instance, the asymptotic covariance ofR can also be obtained from (21) Again, this expression is valid whether or not s(t) is a Gaussian process.
Conclusion
Most of the DOA estimators based on the sample covariance are consistent for arbitrary source correlation scenarios (but possibly for fully coherent sources). This contribution shows that under mild conditions, these estimators then are asymptotically insensitive to the distribution of the source signals.
