Observational studies have shown that tropospheric zonal mean flow anomalies frequently undergo quasi-periodic poleward propagation. A set of idealized numerical model runs is examined to investigate the physical mechanism behind this poleward propagation.
Introduction
During the past decade, much progress has been made toward improving our understating of zonalmean flow dynamics, a subject of research pioneered by Rossby (1939) and Namias (1950) . However, there is one particularly striking and peculiar feature of zonal mean flow variability that has not been widely recognized by the atmospheric science community. This feature is the poleward propagation of zonal mean zonal wind anomalies from the equator to about 70°latitude in both hemispheres, at a nearly constant speed. Such poleward propagation has been found to exist both in an idealized model (James et al. 1994) , and in observations (Riehl et al. 1950; Feldstein 1998 ; see the examples in Fig. 1 ). This poleward propagation is distinctive from other well-known quasi-periodic phenomena, such as the Madden-Julian oscillation and the quasibiennial oscillation, in that it not only takes place both in the Tropics and in midlatitudes, but that it also retains its structure in the midlatitude troposphere where the flow is much more energetic and chaotic.
The poleward propagation is not only of academic interest, but it also has implications for extended-range weather forecasting. In the first known study on this subject, Riehl et al. (1950) linked one particular phase of this poleward propagation to an increase in tropical cyclone activity. This linkage will be discussed in section 7. Also, as we will find, the predictability of the zonal index 1 is very high in an atmosphere that includes persistent poleward propagation. When the zonal index was first discovered, its apparent periodicity brought great promise for its potential use in extended-range weather forecasting. While subsequent studies in the 1950s found this initial promise to be untenable, in the observed cases shown by Riehl et al. (1950) and Feldstein (1998) , which are reproduced in Fig. 1 , an observer at a fixed latitude will indeed find a nearly periodic alternation of strong and weak westerly states. Again, further comment on this issue will be presented in section 7.
To the best of our knowledge, the first theory for the poleward propagation of the zonal mean flow anomalies was put forward by James and Dodd (1996) . According to their theory, a latitudinally confined zonal mean zonal wind anomaly alters the amplitude and meridional wavenumber of the eddies in a manner that causes the eddy momentum flux convergence and thus the zonal wind anomaly to propagate toward the wave source region. Provided that the wave source region is poleward of the zonal wind anomaly, such a wavemean flow interaction would result in poleward zonal mean flow anomaly propagation. In another study of zonal mean flow dynamics, Robinson (2000) speculates that the poleward propagation may be explained by a systematic feedback between low-level baroclinicity and equatorward propagation of eddy activity. Both of these proposed mechanisms are consistent with the observations of Feldstein (1998) that the transient eddy momentum flux plays an essential role in driving the poleward propagation.
Building upon the above findings, the main focus of this study is to further investigate the physical processes that drive the poleward propagation. Our approach to this problem is to use an idealized nonlinear numerical model, as such a model is better suited than the observations for testing hypothesized mechanisms. In addition, this model can also be used to test the robustness of the poleward propagation in different flow regimes. As will be shown, the results from such a test not only help us to better understand the physical processes, but they also provide insight into the feasibility of extended-range weather forecasting. This paper is organized as follows. Section 2 provides a brief description of the model. Section 3 examines the robustness of the poleward propagation in a parameter space, and section 4 outlines the methodology. The central analyses for this study will be presented in sections 5 and 6. The conclusions follow in section 7 and the discussion and implications in section 8. 1 The zonal index, defined by Rossby (1939) and Namias (1950) , refers to an alternation between two atmospheric states in midlatitudes, where one state is characterized by a strengthening and the other state by a weakening of the midlatitude westerlies. More recent studies find that the zonal index is better understood in terms of a meandering in the latitude of the midlatitude westerly jet (e.g., Robinson 1991; Yu and Hartmann 1993; Feldstein and Lee 1998 . Solid (dashed) contours are positive (negative), and the zero contour is omitted. (After Fig. 1 of Feldstein 1998.) 
Model
This study uses the same primitive equation (PE) model as in Son and Lee (2006, hereafter SL06) , and readers are referred to Son and Lee (2005) for a description of the model. Briefly, it is a global spectral model with 10 equally spaced sigma levels that vary in value from 0.95 to 0.05. Unless stated otherwise, the horizontal resolution is truncated at wavenumber 30. There is no topography and no moisture in the model. All diabatic processes are represented by an idealized radiative equilibrium temperature T e (, ), which varies with latitude ( ) and sigma level (). The field T e (, ) consists of a global-scale base profile, plus a smallerscale tropical heating and high-latitude cooling. Following the notation of SL06, the tropical heating is denoted by H, and the high-latitude cooling by C. The model is driven by relaxing the temperature field toward this radiative equilibrium state. The radiative relaxation time scale is set equal to 30 days. Other standard features, such as surface friction, vertical diffusion, and eighth-order scale-selective horizontal diffusion, are also included in the model. For the surface friction, the model uses a nonlinear surface drag with a time scale of about 1 day. The coefficients for the vertical and horizontal diffusion have values of 0.5 m 2 s Ϫ1 and 8 ϫ 10 37 m 8 s
Ϫ1
, respectively. As in SL06, we analyze the data from a set of model integrations that span a large, but realistic, part of the C /H parameter space. The results of this study are based on the last 4500 days of each 5000-day integration.
Robustness of the poleward propagation
We first examine the variability of the anomalous zonal mean zonal wind, [u]Ј, where u denotes zonal wind, the square brackets a zonal mean, and the prime a deviation from the time mean, within the C /H parameter space. As described in SL06, the [u]Ј variability is characterized by two classes, one being the poleward propagation of [u] Ј and the other being zonal index/jet meander fluctuations of [u] Ј. An example of the former is shown in Fig. 2a , and that of the latter in Fig. 2b . As can be seen, the poleward propagation of [u]Ј tends to be quasi periodic, while the [u]Ј variability associated with the zonal index appears to be stochastic. James et al. (1994) occurs within a particular region in the C /H parameter space. Furthermore, notwithstanding the obvious limitations of the idealized model, as argued by SL06, this region of the C /H parameter space may not be that far from the current state of the general circulation. All of these reasons motivate a detailed study of the poleward propagation in the idealized model.
With this picture in mind, the rest of this study focuses on one particular model run in the poleward propagation regime. This model run is indicated in Fig.  3a (see the figure caption). For reasons to be explained later, a reduced version of this model run is also constructed. This reduced version is a sector model whose zonal wavenumber spectrum is comprised of the fundamental zonal wavenumber 5, plus five higher harmonics. Except for this change, the sector model is identical to the original model. To distinguish the sector model, throughout the rest of the paper, the original model will be referred to as a full (spectrum) model. 
Model output analysis procedure
For the analysis of the model output, we first select time periods when the poleward propagation signal in Fig. 2a is particularly strong. Since the poleward propagation is most clearly visible between the equator and 50°, unless stated otherwise, we choose [u]Ј at 25°, the middle point, as an index for identifying the poleward propagation. As can be inferred from Fig. 2a , this index is quasi periodic in time (not shown) with a zero timemean value. The same figure also tells us that when this index is a minimum, that is, when [u]Ј at 25°takes on an extreme negative value, [u]Ј at 50°N, the latitude of the eddy-driven jet (cf. Fig. 3a ) tends to reach its maximum positive value.
Each episode of poleward propagation is chosen based on the following criteria. We first identify time periods when the individual local minima in the index dips below negative one standard deviation. These times are denoted as n , n ϭ 1, . . . N, where N is the total number of local minima, and are regarded as the middle day of individual episodes. To exclude odd episodes where the period is much shorter than the typical value, we also require that nϩ1 Ϫ n Ն 100 days, where n ϭ 1, N Ϫ 1. If this condition is not satisfied, nϩ1 is disqualified as the middle day. This procedure finds 21 episodes in the "northern" hemisphere, and 22 episodes in the "southern" hemisphere of the model. Since the period of the poleward propagation in this model is about 160 days, 21-22 episodes account for about 3500 days, or about 76% of the total length of the 4500-day time series, indicating that most of the model data qualify as being within episodes of poleward propagation.
The typical structure of various flow fields, associated with the poleward propagation episodes, is obtained through a composite procedure. The reference time for this composite calculation is the middle day, and is referred to as the lag 0 day. For zonally varying fields, in order to prevent destructive interference between waves from different episodes, the composite procedure requires one additional step; that is, phase shifting in the zonal direction. The phase shifting is performed according to the following procedure. For each episode, at the lag 0 day, along the reference latitude (25°N unless stated otherwise), the longitudinal grid point at which [u] Ј is a minimum is identified. This longitude is then taken as a reference longitude for all other lag days and latitudes, within the same episode. The relevant flow fields for this particular episode are then shifted zonally so that the reference longitude coincides with a particular longitude designated for the composite. This new longitudinal reference frame is referred to as the common longitude. For each lag day and latitude, the composite of the horizontal flow field is then calculated by averaging the field relative to the common longitude.
The composite fields to be shown in this study are based only on the Northern Hemisphere episodes. Although not shown, as one would expect, the composites based on the Southern Hemisphere episodes produce essentially the same picture. To identify sources of wave activity and energy, we also examine anomalies of the eddy heat flux, [ * *]Ј, at 850 hPa, a level at which the model eddy heat flux is a maximum. Figure 4b shows that the anomalous 850-hPa eddy heat flux also propagates poleward, but that the propagation signal is apparent only between about 20°and 50°latitude. This latitudinal range is smaller than that for the anomalies of either the zonal wind or the eddy momentum flux convergence. In fact, for the eddy heat flux, the time evolution seems to be dominated by anomalies that extend to high latitudes and fluctuate at the period of the poleward propagation. These characteristics can be more clearly seen in Fig. 4c where the heat flux anomaly field is displayed with shading: values greater (smaller) than the lowest positive (negative) contour, used in Upon superimposing Ϫ‫[ץ‬u * *]Ј/‫ץ‬y (the contours in Fig. 4c ) upon the heat flux anomaly field, one finds that during the period of increased heat flux, a new band of negative anomalous momentum flux convergence emerges in the Tropics, while an existing negative band moves into the latitude of the polar-front jet 2 (between lag Ϫ40 and lag 0 days). The opposite is found during the period of depressed heat flux. Adding onto this complexity, while the momentum flux convergence appears to lead the heat flux in the subtropics, the opposite is the case in midlatitudes (cf. the timing of the three positive extreme in Figs. 4b,c between lag Ϫ40 and lag 0 days). Figure 4c shows that in the Tropics and subtropics, at the beginning of the poleward propagation, the momentum flux convergence anomalies appear much earlier than the heat flux anomalies. On the other hand, for the 10-day time-scale features, the heat flux anomaly leads the momentum flux convergence anomaly by a few days. These relationships among the eddy fluxes will be revisited more fully in the next section.
Results from the full model
While the above evidence further underscores the relevance of midlatitude baroclinic eddies, in the atmosphere, one cannot rule out the possibility that tropical processes initiate the poleward propagation. Specifically, it is possible that an anomalously strong (weak) Hadley circulation, driven by anomalously strong (weak) tropical heating, initiates the positive (negative)
[u]Ј in low latitudes. For example, Feldstein (1999) showed that angular momentum flux convergence propagates poleward when regressed against length-ofday tendency, which in turn is highly correlated with the Madden-Julian oscillation (Madden and Julian 1971, 1972) . In addition, Dickey et al. (1992) showed that poleward propagation of atmospheric angular momentum occurs at the time scale of El Niño-Southern Oscillation. Although the ENSO time scale is much longer than that being considered in this study, their finding also suggests that the poleward propagation may be triggered by anomalous tropical convection. If this is indeed the case, the positive [u]Ј must occur at the poleward end of an anomalously strong, southerly divergent flow. However, as can be seen in Fig. 4d , this is not the case in our model. Rather, the anomalous divergent wind field in this model is consistent with a mean meridional circulation that arises in response to the eddy heat and momentum fluxes (see Fig. 4d ). In addition, since positive (negative) diabatic heating anomalies (Fig. 4e ) occur in the region of upwelling (downwelling) implied by the divergent wind field (Fig. 4d) , it can be further inferred that the diabatic heating anomalies seen in Fig. 4e , too, are ultimately driven by the eddy fluxes. This behavior is to be expected, because the diabatic heating in the model arises entirely from the Newtonian relaxation which depends mostly on eddy fluxes and eddy-driven circulations. Nevertheless, it is useful to be aware that the poleward propagation can be triggered by eddy-driven divergent wind and diabatic heating fields in the Tropics, since these features can be used to serve as a guide for future observational data analysis.
To determine what physical processes give rise to the eddy momentum flux convergence, it is useful to examine the horizontal structure of the potential vorticity (PV) field. 
, and 5 ϫ 10 Ϫ3 K s Ϫ1 in (e). Solid contours are positive, dashed contours negative, and the zero contour is omitted. the contribution to the zonal mean anomalies is largest. Outside of this region, the PV anomalies are much smaller. In spite of the fact that Ertel's PV has greater physical appeal on isentropic surfaces, the 250-hPa surface is used for two reasons. First, the focus of the study is [u]Ј variability seen in conventional pressure coordinates. Second, with the PV fields, we are only looking for kinematic wave features that may help us to better understand the eddy momentum flux structure. Superimposed on this field are contours of the local anomalous zonal wind, u(, ) Ϫ [u](), where is longitude and latitude. As a reference, [u]Ј, the zonal average of u Ϫ [u] , is also shown in the right margin of each panel in Fig. 5 .
From the evolution of the PV field, it can be seen that at any given time, the contribution to [u]Ј typically comes from a zonally localized baroclinic wave disturbance (Fig. 5) . The PV structure and the associated zonal wind anomaly also tell us why the zonal wind anomalies, seen in Figs. 2 and 4 are comprised of tripole or quadrupole structures in the meridional direction. The positive and negative [u]Ј anomalies come from the part of the flow where PV contours are steepened, overturned, or broken. The relationship between wavebreaking structure and the negative [u]Ј anomaly can be more clearly seen in the insets displayed on the left margin of each panel of Fig. 5 . The PV fields in these insets show that the negative [u]Ј anomaly at 25°starts with a steepened wave (Fig. 5a ) that intensifies as the PV contours overturn (Fig. 5b) . The maximum negative anomaly occurs at the peak of this overturning (Fig. 5c) , and decays as mixing ensues (Fig. 5d) . Since PV is al- most conserved at this relatively short time scale, such processes must be accompanied by an increase in the meridional PV gradient at both the northern and southern edges of the wave-breaking region. This leads to the formation of positive [u]Ј anomalies on both sides of the negative [u]Ј anomaly, and results in a positivenegative-positive tripole. In the same token, a lack of such processes will be manifested as a negativepositive-negative tripole. Furthermore, if meridional dispersion takes place, which is evident in Fig. 5a , additional [u]Ј centers will appear. Figure 5 provides the physical picture that the eddy momentum flux divergence in the deep Tropics arises from the steepening, overturning, and breaking of waves that originate in midlatitudes. This suggests that at least in these low latitudes, critical latitude dynamics may play an important role for the poleward propagation. A test of this possibility requires explicit calculations of zonal phase speed and the location of critical latitudes. However, such calculations and their interpretation are not straightforward when there is a full spectrum of zonal waves. Instead, it would be preferable to test these ideas with a sector model, provided that such a reduced model faithfully represents the underpinning dynamical processes of the full-spectrum model. As such, we next examine the dynamics of poleward propagation in the sector model.
The poleward propagation in the sector model a. How similar is the sector model compared to the full model?
A sector version of the full model is constructed where the most energetic zonal wave in the full-model run is chosen as the fundamental wave of the sector model. An examination of the full-spectrum model data indicates that zonal wavenumber 5 is most energetic. Five harmonics are also retained in order to allow for an enstrophy cascade. As for the full model, this model was integrated for 5000 days, and the model output from the last 4500 days is analyzed.
It turns out that the poleward propagation of the control run is well represented by the sector version. Following the same analysis procedure as described in section 4, Figs. 6a-e show the resulting composite fields. The composite fields for the sector model resemble their counterparts in the full-spectrum model, suggesting that the sector model successfully captures the full model's core physical processes for the poleward propagation. While perhaps a coincidence, the sector model even reproduces the three 10-day timescale fluctuations between lag Ϫ40 and lag 0 days, in both the eddy heat flux and eddy momentum flux convergence fields (Figs. 6a-c) . As in the full model, at this short time scale, the former leads the latter by a few days. However, in the Tropics and subtropics, the eddy momentum flux convergence leads the eddy heat flux. This is again consistent with the full model. More importantly, the similarity between Figs. 4 and 6 provides evidence that the zonal localization of the waves and the wave packets, as they appear in Fig. 5 , does not play a fundamental role for the poleward propagation.
In spite of the above similarities, there is a notable difference in the period of the poleward propagation between the two model runs. The period is somewhat shorter in the sector model, being about 125 days. Consistent with this shorter period, the same selection criteria yield 30 episodes. This number of episodes contains 125 ϫ 30 ϭ 3600 days, again constituting about 76% of the total available model data. It is unclear why the period shortens in the sector model. In fact, the period of the poleward propagation both in our model and in the model used by James et al. (1994) is about 120-160 days, which is much longer than the observed period of about 60 days (see Riehl et al. 1950; Feldstein 1998) . This is an important issue that needs to be addressed. We will be return to this topic in section 7.
There is an additional difference between the two models. The poleward propagation in the sector model terminates near 50°, while that in the full model continues into higher latitudes. We suspect that the termination is due to the fact that waves longer than zonal wavenumber 5 are absent in the sector model. Given a fixed zonal scale, as a wave moves into higher latitudes, the zonal wavenumber of the wave must decrease simply because the zonal extent of the domain decreases. By fixing the fundamental zonal wavenumber at 5, the horizontal scale of the wave in the sector model in fact must be decreasing at high latitudes. We suspect that this limitation distorts the wave-mean flow interaction at high latitudes, disabling further poleward propagation at those latitudes.
b. Evolution of the poleward propagation
Having demonstrated the capability of the sector model in simulating the poleward propagation of the full model, we next examine the temporal evolution of the horizontal flow field. Figure 7 displays the composite evolution of Ertel's PV on the 250-hPa surface, for a time period between lag Ϫ60 days and lag ϩ53 days. This period roughly covers one cycle, from the initial formation of a negative [u] We will also examine meridional-vertical cross sections of the anomalous Eliassen-Palm (EP) flux vector F Ј ϭ (F Ј y , F Ј z ) and its divergence combined with the anomalous mean meridional circulation (MMC; Fig. 8) , and the total EP flux vector together with the location of the critical latitudes for the fundamental wave of the sector model (Fig. 9) . The critical latitude is first calculated separately for each of the 30 events, and then averaged. The values displayed in Fig. 9 are based on the wave phase speed at 45°, but the results are essentially the same if the 30°phase speed is used.
At the time when the negative [u]Ј band first starts to form equatorward of 10°(lag Ϫ60 days; Fig. 7 ), the PV field shows a slight hint of wave steepening. The uЈ field superimposed on the PV field shows that the negative [u]Ј anomalies are associated with this wave steepening.
In this section, we focus on negative [u]Ј anomalies, because of their coincidence with wave breaking. However, as discussed in section 5, it is important to note that positive [u] Ј anomalies form at both the poleward and equatorward ends of the wave breaking region. At the 250-mb level, the anomalous EP flux vector (Fig. 8) shows convergence centered at 10°, mostly due to its horizontal component. While these signals are very weak, they are consistent with linear critical latitude dynamics since the critical latitude at this lag is also found to be at 10° (Fig. 9) .
By lag Ϫ32 days, the signature of wave breaking associated with the low-latitude negative [u]Ј band is much clearer (Fig. 7) . The northeast-southwest (NE-SW) tilt of the wave crests implies that the source of these waves is in midlatitudes. This is consistent with the direction of the anomalous EP flux vectors (Fig. 8) at this lag. During the wave overturning; that is, between lag Ϫ32 and lag Ϫ30 days, the center of the negative [u]Ј band moves from 13.5°to 15°, marking a relatively rapid poleward movement. This is followed by potential vorticity mixing, which continues until lag Ϫ22 days (not shown). During this period of mixing, the negative [u]Ј band drifts slowly poleward, centering itself at 16.5°by lag Ϫ22 days. An estimation of the propagation speed with crude finite differencing yields a speed of 1.5°/(8 days), or equivalently, 0.21 m s
Ϫ1
. This value is very close to the ambient speed of the poleward divergent flow shown in the right margin. The anomalous MMC in Fig. 8 shows that this poleward divergent flow is at least in part driven by an anomalous momentum flux divergence; the thermally direct anomalous MMC in low latitudes is clearly associated with convergence of F Ј y .
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The above process repeats itself with another wavebreaking event during the next 15 days or so, from lag Ϫ20 to lag Ϫ6 days. During the first two-day period of the wave breaking, from lag Ϫ20 to lag Ϫ18 days, the center of the negative [u]Ј band rapidly moves from 16.5°to slightly equatorward of 20°. Similar to the previous cycle, this rapid movement is followed by a slow poleward drift, again with a speed very close to that of the ambient divergent meridional wind; between lag Ϫ12 and lag Ϫ6 days, the center of the negative [u]Ј band moves from 21°to 22.5°, implying a propagation speed of 0.28 m s Ϫ1 . As before, this ambient poleward divergent flow is associated with the anomalous MMC, apparently driven by the convergence of F Ј y (Fig. 8) . This proposed relationship with the eddy driving is more apparent during this time period, since there are two positive maxima in the total poleward divergent flow (see the right margin in Fig. 7 for lag Ϫ12 and lag Ϫ6 days). The maximum centered near 20°matches very well with the anomalous thermally direct MMC at the corresponding lag. The equatorward maximum is presumably due to the model's diabatic heating.
Toward the end of the second episode of wave breaking, at lag Ϫ6 days, the wave activity reinvigorates for a third time, as signified by the large values of F Ј z (Fig. 8 ). This is followed by a massive wave breaking at lag 0 days (Fig. 7) . Compared with the PV field at lag Ϫ32 , where c is the zonal phase speed. As such, the shaded regions indicate critical latitudes. The dark shading indicates negative [u] .
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days (first episode) and at lag Ϫ18 days (second episode), the meridional extent of the wave-breaking region is much larger at this lag, implying that this wave breaking is the most nonlinear of the three events examined so far. This third episode of wave activity generation/wave breaking is followed by a quiet period, from lag 0 to ϳlag 50 days (see the eddy heat flux in Figs. 6b,c; note also the downward anomalous F Ј vectors throughout this time period). During this period of subdued wave activity, radiative relaxation is able to rebuild the westerlies in the tropical upper troposphere (Figs. 7 and 9 ). In Fig. 7 , notice that the wavy structure embedded in the tropical [u] Ј band quickly disappears between lag 0 and lag ϩ8 days, and remains so until lag ϩ33 days. The zonal mean circulation in the right margin of Fig. 7 shows that during this time period, the positive [u]Ј maximum is centered near 15°, at the poleward edge of the relatively large positive [ ] region. This is reminiscent of the relationship between the Hadley circulation and the subtropical jet in the classical picture of axisymmetric circulations (Schneider 1977; Held and Hou 1980) . The analysis summarized in Fig. 10 sheds additional light onto the rebuilding of the tropical westerlies. This figure shows the composite evolution of the critical latitude and ‫[ץ‬q]/‫ץ‬y at 250 hPa, superimposed on [u]Ј at the same level. It can be seen during all three wavebreaking episodes that the location of the critical latitude overlaps both with negative [u]Ј values, and with small values of ‫[ץ‬q]/‫ץ‬y. Furthermore, the location of the critical latitude coincides with regions of wave overturning/breaking (cf. Figs. 7 and 10 ). This behavior is consistent with critical latitude theory (Killworth and McIntyre 1985) . Figure 10 also shows that a positive [u]Ј band starts to appear near lag Ϫ20 days on the equatorward side of the small ‫[ץ‬q]/‫ץ‬y region. Since Rossby waves cannot cross regions of small ‫[ץ‬q]/‫ץ‬y, on the equatorward side of this wave "barrier," radiative relaxation can dominate the circulation since it is free from the impact of the midlatitude wave fluxes. The key role played by the radiative relaxation is supported by the fact that during this quiet time period the critical latitude recedes equatorward to about 10°in about 30 days, from lag Ϫ20 to lag ϩ10 days (see Fig. 10 ), the time interval over which tropical westerly anomalies are established. This 30-day value is the same as the time scale for the model's radiative relaxation. At about lag ϩ30 days, when the wave barrier begins to break down, ‫[ץ‬q]/‫ץ‬y in midlatitudes starts to increase, and a negative [u]Ј band begins to form in the Tropics. This sets the stage for the resumption of the cycle of poleward [u]Ј propagation.
The picture that emerges thus far is summarized in the schematic diagram shown in Fig. 11: • Active period (from Ϸlag Ϫ50 to lag 0 days): three episodes of wave generation and wave overturning and breaking. 1) A negative [u]Ј band first forms in the Tropics as a result of meridional overturning/breaking of waves that originate in midlatitudes (see the first column in the second and third rows of Fig. 11 ). 2) Poleward [u]Ј propagation is relatively rapid during the wave breaking. 3) In the Tropics and subtropics, this rapid propagation is followed by a slower poleward drift of [u]Ј, carried by the ambient divergent flow. This occurs during the first two wave-breaking episodes, but not during the third episode. A substantive part of the ambient divergent flow, in turn, is driven by the eddy vorticity flux (or divergence of F Ј y ) associated with the above overturning/breaking. 4) Each of the three episodes is associated with a burst of midlatitude wave activity (see the three eddy heat flux peaks in Figs. 6a,b ; see also the F Ј z evolution in Fig. 8 ). 5) For each of the three events, the latitude of the wave breaking closely follows that of the critical latitude, with the latitude of the wave breaking and that of the critical latitude both shifting systematically poleward with time.
• Quiet period (from ϳlag 0 to lag 50 days)
6) The above active period is followed by a quiet period during which positive [u] Ј is established in low latitudes (Figs. 11c, d) . It is evident that this is through the action of radiative relaxation. This appears to arise from the formation of a region of small ‫[ץ‬q]/‫ץ‬y, which can act as a wave propagation barrier, and in turn reduce the wave activity that reaches low latitudes. 7) Although not discussed, during the same quiet time period, the poleward [u]Ј propagation stalls in mid-and high latitudes, and [u]Ј gradually decays. 8) As the weakened ‫[ץ‬q]/‫ץ‬y recovers, presumably due to the radiative relaxation, waves can once again invade deep into the Tropics (Figs. 11d,a) and the cycle resumes.
c. Sensitivity tests
As summarized in section 6b, the mechanism of the poleward propagation hinges on Rossby wave breaking and apparent absorption of wave activity at critical latitudes. However, it is possible that the wave absorption may be exaggerated in our model, which employs a relatively coarse horizontal resolution and strong subgrid-scale diffusion. With a higher resolution and a lower viscosity, wave reflection becomes a possibility (Stewartson 1978) . According to our picture, this would hinder the poleward propagation. Figures 12a and 12b show the [u]Ј evolution from a full-model calculation with a rhomboidal 60 resolution, and with horizontal diffusion coefficient values of 8 ϫ 10 37 m 8 s Ϫ1 and 8 ϫ 10 38 m 8 s Ϫ1 , respectively. The poleward propagation is still a prominent feature in both runs, indicating that the poleward propagation is reasonably insensitive to different horizontal resolutions and values of the diffusion coefficient. Essentially the same result is found for the sector model (Figs. 12c,d) .
Although not shown, we examined the sensitivity of the poleward propagation speed to the value of both the surface drag coefficient and the radiative relaxation time scale. For the surface drag coefficient, two runs were examined, one with double, and the other with half the value used in the control run. For the radiative relaxation time scale, again two additional runs were examined, one with a 15-day time scale, and the other with a 60-day time scale. In all of these runs, there is essentially no change in the propagation speed. This result indicates that the radiative relaxation time scale does not alter the period of the poleward propagation. We suspect that this is because the relaxation of the zonal mean flow is primarily controlled by the eddy fluxes and the eddy-induced mean meridional circulation, rather than the radiative relaxation.
Conclusions
As summarized in section 6b, the poleward propagation of zonal mean flow anomalies in the sector model is found to be driven by a combination of linear Rossby wave propagation, nonlinear wave breaking, and radiative relaxation. By construction, it is possible that such a wave-breaking mechanism may be favored by the sector model, and thus this mechanism might be less important in the full model. However, we find no compelling evidence that supports this possibility, since the poleward propagation in both the sector model and the full model share many key features. For example, both models exhibit three episodes of wave growth and wave breaking. This is highly suggestive of the same mechanism operating in the full model. In addition, the cat's eye-type wave breaking, typical of wave breaking associated with a critical latitude, can be seen even in the composite field (Fig. 5 ) of the full model.
In the sense that the Rossby wave momentum flux plays the central role, our finding is also consistent with the main idea of James and Dodd (1996) . They recognized that Rossby waves generated in midlatitudes and subsequent wave/zonal mean flow interaction are the key driver of the poleward propagation. However, the mechanism found in this study also differs from that suggested by James and Dodd (1996) in several aspects. First, at least for the sector model, there is strong evidence in this study that critical latitude dynamics is important. Second, in the Tropics and subtropics, poleward advection by the divergent meridional wind is found to be important. Third, in the Tropics and subtropics, the positive zonal wind anomaly arises from radiative relaxation, not from wave momentum flux convergence.
The results of our analysis still cannot rule out the possibility that the James-Dodd mechanism (James and Dodd 1996) also operates in the model. However, since our results show that both the wave breaking and the largest zonal mean zonal wind changes take place in the vicinity of the critical latitude, if the James and Dodd mechanism is to be occurring, it must be also be taking place at the critical latitude. If such is the case, it would be impossible to distinguish the James and Dodd mechanism from the wave-breaking mechanism that we suggest. However, since the James and Dodd mechanism is not limited to critical latitudes, a spatial overlapping of the two mechanisms would seem to be somewhat of a coincidence. Furthermore, the mathematics behind the James and Dodd mechanism is based on weakly nonlinear theory, which does not include wave breaking. This implies that if the James and Dodd mechanism is taking place, its impact must be secondary to that of the wave-breaking mechanism.
In the framework of wave-zonal mean flow interaction, Robinson (2000) suggested an alternative mechanism for the poleward propagation. In that mechanism, a poleward drift of the baroclinic zone is the key driver. He conjectured that this poleward drift is carried out by the thermally indirect MMC, driven by the wave momentum flux convergence-divergence. Although this is a viable mechanism, at least in our model, this particular picture is not apparent. While the center of the positive F Ј z zone shifts poleward by 5°-10°(see Fig. 9 , between lag Ϫ32 and lag Ϫ6 days), the positive F Ј z zone is not found in the center of the thermally indirect MMC, as was hypothesized. Note that the MMC in Fig. 4 of Robinson is a thermally direct circulation that occurs on the equatorward side of the thermally indirect circulation in question. Instead, the positive F Ј z zone occurs at the poleward edge of the thermally indirect anomalous MMC (the solid lines in Fig. 8 ). This poleward movement in the latitude of F Ј z is also usually seen in model studies of multiple baroclinic life cycles. The first life cycle is followed by a second life cycle in which the location of the baroclinic zone and positive F Ј z also shift poleward by about 10° (Feldstein 1994) . Our interpretation is therefore that the anomalous generation of baroclinic wave activity arises from surface perturbations induced by the existing upper-level waves, in a manner similar to type-B cyclogenesis (Petterssen and Smebye 1971) , and that the poleward shift of the eddy heat flux arises from, rather than causes, the poleward propagation. Thus, on the time scale of the poleward propagation, the eddy momentum flux convergence plays the lead role (see Figs. 4c and 6c ). In contrast, on shorter time scales, during the poleward propagation, coherent heat fluxes occur prior to well-organized momentum fluxes. This suggests, for these shorter time scales, that the poleward propagation of the heat flux assists that of the momentum flux convergence.
In all model runs, the propagation speed was found to be much too low compared with the observations. In spite of our claim of a mechanistic picture for the poleward propagation, it remains unclear as to what controls the speed of the poleward propagation. According to our picture, however, it may be that the meridional scale of the breaking wave is too small in the model. Since the meridional scale of the zonal mean modification must be the same as that of the waves, and because the poleward shift of the critical latitude hinges on the zonal mean modification, if the meridional scale of the waves is too small, then the extent of the poleward shift in the critical latitude will also be too small, resulting in a reduced poleward speed of propagation. Another factor that may influence the poleward propagation speed is the amplitude of the eddies. This is because largeramplitude waves can mix more rapidly, and thus more quickly shift the zonal mean anomalies to a higher latitude. In all likelihood, this possibility can be tested in a future study with an idealized model, such as a barotropic model forced by a carefully designed wave maker.
Discussion and implications
While Riehl et al. (1950) did not offer a physical mechanism for the poleward propagation, their study did provide valuable analyses that could be recast under the light of the present study. Our finding, that the zonal wind anomalies are manifested by wave breaking, is consistent with the observations of Riehl et al. (1950) . Their Fig. 18 shows that the latitude of the maximum westerly anomaly, at 0400 UTC 14 October 1945, coincides with the southern edge of a 300-mb trough, which comprises part of a local anticyclonic wave breaking. In addition, they note that when the maximum westerly anomaly crosses the position of the time-mean jet, the amplitude of the midlatitude waves, measured by the absolute value of the anomalous meridional wind, summed between 25°and 65°N at 300 mb, is very small. This is again consistent with our finding that eddy heat flux (and also eddy kinetic energy, although not shown) is a minimum when the maximum westerly anomaly crosses the latitude of the time-mean jet.
To this end, it is also worthwhile to consider a possible link between the poleward propagation and the zonal index cycle considered by Rossby (1939) and Namias (1950) . In Fig. 5 , if we restrict our attention to poleward of 40°, it can be seen that the poleward propagation markedly slows down, a feature also observed in the atmosphere (Feldstein 1998) . Poleward of 40°, the [u]Ј variability may be equally well described by a switching between high and low zonal index states, where high (low) refers to the state in which [u] Ј is positive in high (low) latitudes. In this model, the zonal index is almost periodic, and thus predictable. Therefore, it is possible that the impressive poleward propagation noted by Riehl et al. (1950) and the apparent success of the zonal-index predictability shown by Namias (1950) may be linked, particularly because the data periods used by these two studies overlap. Therefore, one may then speculate that the original zonal index cycle, in the sense of Rossby and Namias, may indeed operate during some time periods.
Taking the issue of predictability a bit further, the poleward propagation conjures up the possibility that there might exist a hierarchy in the predictable features in the atmosphere. In a linear system, a wave solution often takes on a periodic form. When a wave field is periodic, a perfect "weather" forecast is possible. In the presence of nonlinearity, such a periodic wave solution is often lost. However, this added nonlinearity can introduce a new predictable feature, such as coherent wave packets (Whitham 1974 ), a phenomenon observed to be ubiquitous in the atmosphere (Namias and Clapp 1944; Trenberth 1986; Chang 1993) as well as in various numerical models (Lee and Held 1993) , including the one used in this study. Although not shown, such west-to-east-moving wave packets are found to be much less coherent in the part of the C /H parameter space where poleward propagation is prominent. This waning of coherent wave packets and the occurrence of poleward propagation is presumably due to large meridional particle displacements in that region of the parameter space. Thus, as premature an observation it may be, it appears that the increase in nonlinearity brings out a new predictable feature, at the expense of the loss of the old ones: from individual waves (weather) to wave packets (weather activity) to poleward propagating zonal mean flow anomalies. This may be another useful angle for future study of poleward [u]Ј propagation.
