Abstract-The Canonical Polyadic decomposition (CPD) is a convenient and intuitive tool for tensor factorization; however, for higher-order tensors, it often exhibits high computational cost and permutation of tensor entries, these undesirable effects grow exponentially with the tensor order. Prior compression of tensor in-hand can reduce the computational cost of CPD, but this is only applicable when the rank R of the decomposition does not exceed the tensor dimensions. To resolve these issues, we present a novel method for CPD of higher-order tensors, which rests upon a simple tensor network of representative interconnected core tensors of orders not higher than 3. For rigour, we develop an exact conversion scheme from the core tensors to the factor matrices in CPD, and an iterative algorithm with low complexity to estimate these factor matrices for the inexact case. Comprehensive simulations over a variety of scenarios support the approach.
I. Introduction
The widespread use of sensor technology and the ever increasing size and complexity of modern data sets have exposed the limitations of classic linear algebra and the associated flat-view operation of matrix and vector models. This has also highlighted the need for more sophisticated analysis tools capable of coping with the sheer volume associated with Big Data paradigms. Owing to their flexibility and scalability in dealing with multi-way data, higher-order generalizations of matrices, referred to as tensors, have found applications in a wide spectrum of disciplines, ranging from the very theoretical, such as mathematics and physics, to the more practical aspects of signal processing and neuroscience.
The success of tensor algebra has been intimately associated with the efficient way tensor operations deal with the curse of dimensionality. In other words, for tensors in a raw format, the application of standard numerical methods may be intractable, as the required storage memory and a number of operations grow exponentially with the tensor order. To tackle this issue, tensor decompositions aim to represent higher-order tensors through multi-way operations over their latent components. The Canonical Polyadic Decomposition (CPD) is one of such popular methods which factorize a higher-order tensor as the sum of a finite number of rank-one tensors. This tensor decomposition was first studied by Hitchcock in 1927 [1] , and was later known as parallel factor analysis (PARAFAC), a tool for chemometric analysis popularized by Harshman [2] , Carroll and Chang [3] , and Kruskal [4] . Since the 1990's, the CPD has attracted attention from signal processing researchers as e.g., the receiving signals in telecommunication and blind source separation often admit the model [5] - [8] . The recent rapid development in machine learning has opened up new applications of CPD in feature extraction, data reconstruction, image completion [9] - [12] and various tracking scenarios [13] , [14] . Compared to other tensor decompositions, the CPD exhibits a great advantage in dimensionality reduction. For example, the low-rank tensor approximation of the parameters in convolutional and fully connected layers can accelerate the inference process of convolutional neural networks [15] , [16] . The CPD is also useful for determining the complexity of matrix multiplication, i.e., finding the smallest number of the scalar multiplications required for the multiplication of two matrices; indeed this problem corresponds to finding the rank of certain tensors [17] , [18] .
Over its long history, many researchers have deeply studied the CPD and its properties, including uniqueness and stability. Efficient algorithms for calculating CPD have also been developed, and the model has been extended with various additional constraints in order to promote interpretability or to avoid degeneracy. Despite the great successes, there are still many challenging problems in the CP tensor representation/decomposition. The main stumbling block in CPD for big data is that its computation for large volume and high order tensors, e.g., those of order N = 10 or 20, is rather complicated and involves numerous technical issues. First and foremost, most algorithms for CPD rest upon some kind of matricization, that is, the tensor at hand is first flattened to a set of matrices, then the cost function for the tensor decomposition is converted to the objective functions for matrix approximation. While this simplifies the optimization problem and helps to straightforwardly derive update rules for factor matrices, it also gives rise to another issue -that of permutation of tensor entries. In addition, the higher the order of a tensor, the greater the computational cost for the tensor unfoldings [19] , [20] .
The curse of dimensionality associated with higher-order data structures also means that computational costs of most existing algorithms for CPD increase exponentially with the tensor order. For example, the computationally cheapest algorithm for CPD of an order-N tensor which employs the Alternating Least Squares (ALS) updates has a computational cost of O(NR n I n ) or O(NRI N ), assuming that the mode dimensions are equal I 1 = · · · = I N = I and the estimated rank is R [19] , [21] . This explains why most algorithms for CPD are efficient only for tensors of order-3. The CPD for higherorder tensors is therefore routinely performed by reshaping a higher-order tensor into an order-3 tensor followed by a CP decomposition and calculation of the loading components [22] - [24] . Alternatives to a "direct" CPD computation have arXiv:1809.00535v1 [cs.NA] 3 Sep 2018 been proposed, such as a prior compression of the tensor using e.g., the Tucker decomposition which can reduce the computational cost of CPD to O(NR N+1 ). However, this is only applicable when the rank R of the decomposition is smaller than the tensor dimensions. Moreover, the computational cost still remains high for N ≥ 4. This paper presents a novel method for the CP decomposition of higher-order tensors, which is particularly suited to tensors for which tensor rank exceeds tensor dimensions, a prohibitive case for the existing algorithms. The underlying idea behind our approach is to first approximate a tensor by a set of inter-connected core tensors of orders not higher than 3, followed by individual CPDs on such order-3 and low dimension cores. To this end, we employ the matrix product states (MPS) [25] , [26] which is also known as the Tensor Train decomposition [27] . We demonstrate that the factor matrices within the CPD of the original higher-order tensor are reliably estimated from the compressed TT model. This approach also offers enhanced physical interpretability as demonstrated by a bidirectional mapping between tensors in the CPD and TT formats. For an elegant mathematical formulation, and without a loss of generality, we initially consider the noiseless case, and subsequently extend the approach to accommodate for the presence of noise. For the latter scenario, novel iterative algorithms to estimate the factor matrices within CPD as a result of a prior TT decomposition.
In summary, contributions of this work are as follows:
• Compression prior to CPD. This makes our approach possible to perform CPD, even when the rank exceeds tensor dimensions.
• For noiseless tensors, an exact mapping from the core tensors of a TT-representation of a given data tensor to the factor matrices of its CPD is established.
• For the noisy case, novel iterative algorithms are developed for estimation of factor matrices, with a cost of only O(NIR 3 ).
• It is demonstrated that the CPD gradients, which are the most computationally expensive operations within CPD algorithms, are now efficiently computed with a computational cost of O(I n R 3 ).
The proposed approach is quite general and can serve a wide variety of purposes. For its validation, we consider case studies ranging from basic tensor decompositions to blind identification, blind source separation and low-rank approximations of Hilbert tensors. Comprehensive analysis over rigorous performance metrics conclusively demonstrates the effectiveness of the proposed method in not only efficiently and reliably computing CPDs but also estimating tensor ranks.
II. Preliminaries
Throughout this paper, the element-wise division, Kronecker, Khatri-Rao (columnwise Kronecker), Hadamard and outer products are denoted, respectively, by , ⊗, , , • [28] . A column vector of unities of length R is denoted by 1 R .
For convenience, we shall first introduce the definitions of tensor train contraction and tensor train, followed by equivalent representations of a TT-tensor and a Kruskal tensor. Definition 1 (Tensor train contraction [29] ). Consider a tensor A of size I 1 ×I 2 ×· · ·×I N and a tensor B of size J 1 ×J 2 ×· · ·×J K . The tensor train contraction performs a tensor contraction between the last mode of tensor A and the first mode of tensor B, where I N = J 1 , to yield a tensor C = A • B of size I 1 ×· · ·× I N−1 × J 2 ×· · ·× J K , the elements of which are given by
Definition 2 (Kruskal tensor (K-tensor)). A Kruskal tensor or K-tensor of order-N, denoted by X, is composed of factor matrices
R ] ∈ R I n ×R which have R columns, and is defined as
The K-tensor can also be expressed as X = λ;
T > 0 and a (n) r 2 = 1 for all n and all r. When λ = 1 R , the K-tensor X is simply expressed as
Definition 3 (Tensor train or TT-tensor [27] ). The TT representation of an order-N tensor, X, of size I 1 × I 2 × · · · × I N employs N core tensors, G 1 , G 2 , . . . , G N , whereby every G n is of size R n−1 × I n × R n , and R 0 = R N = 1, to assume the following form
where G n (r n−1 , :, r n ) are vertical fibers of G n and (R 1 , R 2 , . . . , R N−1 ) represents the TT-rank of X (see also Fig. 1 ).
Since the first and last core tensors, G 1 and G N , are matrices, they can also be represented as G 1 and G N , respectively. The TT-decomposition can also be expressed
A (2) A ( through contractions between the core tensors, G n , for n = 1, . . . , N, that is Fig. 1 illustrates a representation of an order-N tensor in the TT-format. A tensor train decomposition can be computed efficiently using the sequential projection algorithm [26] , [27] , or the alternating single or multiple core update algorithm, while the ranks of the decomposition can be determined based on an error bound of the approximation [29] .
Definition 4 (Tensor unfolding (flattening, matricization)).
The procedure of converting a tensor to a matrix is called tensor unfolding or equivalently flattening or matricization.
For an order-N tensor X, of size I 1 × I 2 · · · × I N , its unfolding with respect to mode n is denoted by X (n) and yields a matrix of dimension I n × (I 1 I 2 · · · I n−1 I n+1 · · · I N ) whose i n -th row represents vectorization of the sub-tensor X(:, . . . , :, i n , :, . . . , :).
III. Tensor Compression using Tensor Train Decomposition
The key idea which underpins our proposed method is to benefit from the super-compression of the large original data tensor through Tensor Train decomposition. Remark 1. The proposed method is physically justified by the properties of the TT-format, whereby any rank-R tensor has an equivalent TT-representation of rank-(R, . . . , R).
A. TT-representation of a K-tensor
where the core tensors G n are of size R × I n × R, for n = 2, . . . , N − 1 and
. The i-th vertical slices of the core tensors G n are diagonal matrices of the i-th rows A (n) (i, :
Proof. For completeness, we provide a brief derivation, although the proof was first provided in [30] . Consider a K-tensor Fig. 3 . Kruskal representation of a tensor in the TT-format.
represents the dependence matrix. See also Lemma 2. This implies that the horizontal fibers of the core tensors, G n , n = 1, . . . , N are given by g (n) r n ,r n+1 = δ r n ,r n+1 a (n) r n . As a result, we have G n (:, i, :) = diag(A (n) (i, :)).
Graphical illustration of the representain in Lemma 1 is given in Fig. 2 . The conversion in Lemma 1 indicates that if we fit a TT-tensor
. . , R) to a higher-order tensor Y, e.g., using the TT-SVD [26] , [27] , or the Alternating Single/Double/Trible Core Update algorithm [29] , then the approximation error of this TT-tensor will not be worse than that of the best rank-R tensor approximation of Y, given by
F . For the exact case, i.e., when Y is of rank-R, we have
B. Kruskal representation of a TT-tensor
where the factor matrices A (n) are of size I n × R 1 R 2 · · · R N , and are given by
The above expression is directly derived from the definition of the TT-tensor, and is related to the rank-overlap or CPD with linear dependence [31] , where the term 1
represents the dependence matrix. The equivalence between the TT tensor and its K-tensor is illustrated in Fig. 3 .
Remark 2. The Kruskal representation of a TT-tensor comprises of R 1 R 2 · · · R N rank-1 tensors, which usually exceeds the true rank of the tensor Y.
C. Towards the exact model: Fast conversion from a TT-tensor to a K-tensor
When tensor is of exact rank-R, which is smaller than the tensor dimensions, I 1 , I 2 , . . . , I N , then the CPD of such tensor can boil down to Direct Three Linear Decomposition (DTLD) or the Extended DTLD, for which the solution can be found through generalised eigenvalue decomposition [32] . However, this procedure is applicable only when the tensor rank does not exceed tensor dimensions. In this section, we present a novel method to mitigate this issue and thereby find CPD for higher-order noise-free tensors. More specifically, we propose a direct method to deduce factor matrices of CPD from the core tensors of a TT representation of a rank-R tensor Y.
Note that a TT model does not provide a unique representation, since e.g., a post-multiplication of the core tensor, G n , with any invertible matrix, Q of size R × R, and premultiplication of the core tensor, G n+1 , with Q −1 will change the core tensors but preserve the TT-representation of the tensor. In other words,
. Due to this ambiguity, even when the tensor Y is of exact rank-R, fitting a TT model to Y, in general, does not yield a TT-tensor whose core tensors, G n , have diagonal structures, as stated in Lemma 1. In other words, we cannot take the diagonals of G n (:, i, :) as rows of A (n) . We next show that A (n) are factor matrices of CPDs of G n for n = 2, . . . , N − 1.
Lemma 3. Assume that a rank-R tensor Y has a unique CPD given by
, and a TT representation of rank-(R, . . . , R), that is
Then G n can be equivalently expressed by K-tensors of R components, the second factor matrices of which are A (n) , up to scaling and column permutation for n = 2, . . . , N − 1. For example, we have
where Q n and S n are matrices of size R × R which hold
and
Proof. For n = 2, . . . , N − 1, we define the following matrices from the unfolding of the train contractions of G n
and matrices of the Khatri-Rao products
Conversion of a tensor in the TT-format to a K-tensor through CPDs of the 3rd-order core tensors G 2 , . . . , G N−1 . Big nodes designate the core tensors G n and their CPDs, G n = Q n , A (n) , S n . The factor matrix A (n) can be retrieved from the 2nd factor matrix. See also Lemma 3.
Next we reshape the tensor Y in (3) to order-3 tensors
On the right-hand side we have a Tucker-2 decomposition, whereby the core tensor G n is multiplied by the matrices G <n and G T >n along its respective modes-1 and 3, to yield a rank-R tensor whose second factor matrix is A (n) . This implies that G n , n = 2, . . . , N − 1, can also be expressed by a K-tensor of R components, whose mode-2 factor matrix is A (n)
We next show the relation for the factor matrix A (1) , then derive those for the other factor matrices. Consider the tensor reshaping of Y to an order-3 tensor of size
The uniqueness of the CP representation of Y means that A (1) and G 1 Q 2 are identical up to scaling of a factor γ 1
For the reshaping of Y which yields a tensor of size
Since
, S 2 , its mode-3 unfolding is given by
Upon inserting into the CP representation in (12), we obtain
Again, due to the uniqueness of the CPD on the left-hand side, and from (11), the factor matrices in both CPDs are identical up to the scalling of a factor β, that is
The last expression implies that S T 2 Q 3 must be a diagonal matrix, S T 2 Q 3 = diag(γ 2 ). Similarly, we can prove that S T n Q n+1 = diag(γ n ), for n = 3, . . . , N −2, are diagonal matrices. By replacing the K-tensor representation of G n into (3), we arrive at an alternative Kruskal representation of Y, given by
Since the CPD of Y is assumed to be unique, the above Ktensor of Y must be identical to A (1) , A (2) , . . . , A (N) up to the scaling of the factor matrices. In other words, we obtain the representation given in (4)- (6) . This completes the proof.
Remark 3. As a consequence of Lemma 3, we can immediately deduce the factor matrices, A (n) , from only (N − 2) low-scale CPDs of the 3rd-order core tensors,
where λ n are positive scaling vectors of length R, while the columns of the factor matrices are of unit length. Since G n are order-3 tensors, their CPDs can be found in closed-form through DTLD.
Another important issue is the permutation ambiguity, which refers to a possible arbitrary ordering of the columns of the factor matrices A (n) in CPDs of G n , which may not match the ordering of columns of the other factor matrices. This requires us to reorder the columns of
using appropriate permutations. Fortunately, these permutations can be determined through the products S T n Q n+1 for n = 2, . . . , N − 2. In practice, due to the scaling ambiguity of the decompositions, these products are not always diagonal matrices as stated in Lemma 3, but exhibit some form of permutation, that is
By identifying dominant entries in the rows of S T n Q n+1 and their locations, we can determine γ n and the permutation matrices P n . As a result, the loading components of the Ktensor G n+1 = λ n+1 ; Q n+1 , A (n+1) , S n+1 can be permuted and normalised to give
This correction can be achieved sequentially for A (2) , A (3) , . . . , A (N−1) , while the first and the last factor matrices, A
and A (N) , are simply obtained as matrix products
Finally, the scaling vectors λ 2 , λ 2 , . . . , λ N−1 can be absorbed into one of the factor matrices, e.g., A (N) .
Algorithm 2: TT to K-tensor conversion for the exact model
After permuting and re-scaling A (n) , we finally obtain a rank-R CPD of the high order tensor Y through (N − 2) CPDs of order-3 tensors. The entire procedure to construct a K-tensor of rank-R from a TT-tensor for the exact model is summarized in Algorithm 2, with the corresponding tensor graph given in Fig. 4 .
Although Algorithm 2 is derived for the exact (noise-free) model, it can also be applied to the noisy cases, and even used as an efficient initialization method for CPD of higher-order tensors. Example 1 illustrates the efficiency of Algorithm 2 for CPD of noisy tensors.
D. Sequential conversion based on best rank-1 matrix approximation
We next show that the factor matrices, A (n) in Lemma 3, can be found through best rank-1 approximations to the slices of the core tensors G n . Different from the previous section, the rank-R tensor Y = A (1) , A (2) , . . . , A (N) can be represented by a TT-tensor of (N − 2) core tensors of order-3 as follows
where G 1 is of size I 1 × I 2 × R, G n is of size R × I n+1 × R, n = 2, . . . , N − 3 and G N−2 is of size R × I N−1 × I N . Similar to the result in Lemma 3, the core tensors G n have representations in the Kruskal format
where S T n Q n+1 = diag(γ n ), for n = 1, 2, . . . , N − 3. Observing that a multiplication of the core tensor G n with the matrix S n−1 yields a K-tensor whose first loading matrix is an identity matrix, we can writẽ
whereS n = S n diag(γ n−1 ).
Algorithm 3: Sequential construction of a K-tensor from a TT-representation
Remark 4. The above particular decomposition implies that the horizontal slices,G n (r, :, :), ofG n are rank-1 matrices and the columns of the factor matrix A (n+1) are leading singular vectors of these slices, that is
We shall next utilise the above property to propose an alternative method to derive the factor matrices, A (n) , as follows. First, we decompose the core tensor G 1 to find the two factor matrices, A (1) and A (2) , then modify the second core tensor G 2 by the third factor matrix of G 1 , i.e., S 1 , to giveG 2 
The third factor matrix, A (3) , and the matrix S 2 are found through the best rank-1 matrix approximation to the horizontal slices of the tensorG 2 in (13). We continue the process by modifying the next core tensors G 3 , . . . , G N−2 , and computing the best rank-1 matrix approximations. The last factor matrix A (N) is the matrix S N−2 . The whole estimation procedure is outlined in Algorithm 3. Different from Algorithm 2, this algorithm runs only one CPD of the first core tensor G 1 , and need not deal with the permutation of the factor matrices A (n) . It is worth noting that both proposed conversion algorithms are also applicable to complex-valued tensors.
IV. An Iterative Algorithm to Fit a Rank-R tensor to a TT-tensor
We now derive an iterative algorithm which fits a K-tensor to a TT-tensor. This algorithm is used after a TT-compression of the data tensor, as in Stage 3 in Algorithm 1.
Given a TT-tensor
where the core tensors can be either complex-valued or real-valued tensors, the following cost function is minimised to find its best rank-R tensor
An obvious approach would be to replace the TT-tensor (14) by an equivalent Kruskal tensor for which the factor matrices are found acording to Lemma 2 in the form
Then, most existing algorithms for CPD can be applied to the problem of low-rank approximation of the Kruskal tensor
The trick here is to exploit the gradients
For example, the ALS update rule for CPD is expressed as
We note that the Tensor toolbox in [33] implements this computational trick, while algorithms for CPD in this toolbox and the TENSORBOX [34] support the decomposition of Kruskal tensors. However, the existing algorithms do not exploit linear dependence of the structured Kruskal tensor
, while the factor matrices U (n) in principle have a relatively high number of columns R 1 R 2 · · · R N . Such algorithms are therefore not optimized for the decomposition of structured Kruskal tensors. We next derive algorithms for the optimization problem in (14) . A fast computation method which fully exploits the linear dependence structure in (15) is presented in Appendix A,
A. The ALS algorithm
For generality, we consider complex-valued tensors. To derive an ALS algorithm which sequentially updates A (n) while fixing the other factor matrices, we express the inner product between a TT-tensor and a K-tensor as
where the symbols "H" and "*" denote respectively the Hermitian conjugate and complex conjugate, while G <n , G >n , A <n and A >n are defined in (7)- (10), and
The cost function can now be rewritten as
for n = 1, 2, . . . , N. Since the cost function is quadratic in A (n) , its solution is given explicitly by
The above update rules also holds for A (1) and A (N) , for which Ψ <1 = Ψ >N = 1 T R . The factor matrices A (n) are updated one by one sequentially. Each time, we need to compute the two contraction matrices, Ψ >n and Ψ <n , of size R×R, and invert a symmetric matrix, Γ n , of size R × R. We note that the matrix Ψ >n represents contraction between the core tensors G n+1 , . . . , G N , i.e., on the right side of G n , with the factor matrices A (n+1) , . . . , A (N) , which are on the right side of A (n) . Similarly, Ψ <n is contraction of the core tensors G k and the factor matrices A (k) , where k = 1, . . . , n − 1, i.e, on the left side of n. Although the update rule in (22) is relatively simple, the computation of the left and right contraction matrices Ψ <n and Ψ >n when running n from 1 to N is expensive. For example, when the tensor dimensions are identical, i.e., I 1 = · · · = I N = I, the computational cost of G <n is O((I 2 +I 3 +· · ·+I n−1 )R 2 ), whereas A <n computes the Khatri-Rao product of (n − 1) matrices; hence, it has a computational cost of O(I n−1 R). This indicates that Ψ <n requires a computational cost of at least O(I n−1 R 2 ). The right contraction matrices Ψ >n also require a cost of O(I N−n+1 R 2 ). Bearing in mind that the computational cost of each update in the ALS algorithm for CPD is of order O(I N R), this means that there is not much reduction in computational cost of the update rule in (22) compared with the oridinary ALS update.
The next section introduces a method to significantly reduce computational cost of the update rule in (22) .
B. Progressive computation of the contraction matrices Ψ >n and Ψ <n
The most computationally expensive aspect of the update rule in (22) is the computation of the left and right contraction matrices Ψ <n and Ψ >n . Fortunately, these matrices can be efficiently computed through a successive computation with a cost of O(I n R 3 ).
Lemma 4 (Progressive computation Ψ >n and Ψ <n ). The contraction matrices, Ψ >n and Ψ <n , can be computed with a cost of O(I n R 3 ) using the following recursive formula
Proof. From the definition of G >n in (8), we can rewrite this matrix as
Similarly, from (10), A >n can be rewritten as a Khatri-Rao product of A >(n+1) and A (n+1) in the form
By replacing the above expressions for G >n and A >n into Ψ >n = G >n A * >n , we obtain a recursive formula to efficiently compute Ψ >n as
Similarly, Ψ <n can be expressed as
It is now straightforward to see that the computation of Ψ >n from Ψ >(n+1) , or Ψ <n from Ψ <(n−1) comes at a computational cost of O(I n R 3 ).
C. Update strategy and the entire algorithm As above, in order to update A (n) using the update rule in (22), we need to compute the two contraction matrices Ψ >n and Ψ <n . Although these matrices can be computed at a cost of O(I n R 3 ), they are updated from different sides. The right-contraction matrices are updated right-to-left, i.e., Ψ >n is computed from Ψ >(n+1) , whereas the left-contraction matrices are updated left-to-right, i.e., Ψ <n is computed from Ψ <(n−1) . Therefore, when updating A (1) , A (2) , . . . , A (N) from left to right, sequentially, we can update the left-contraction matrices Ψ <n , but may need to fully compute the right contraction matrices Ψ >n . Similarly, when updating the factor matrices from right-to-left sequentially, i.e, A (N) , . . . , A (2) , A (1) , we may need to fully compute Ψ <n , but can update Ψ >n .
In order to fully exploit the progressive computation of Ψ <n and Ψ >n , and thus further reduce the computational cost of the update rule (22), we employ the following two-side update strategy
The estimation procedure which implements the above update order is described in Algorithm 4. A computational trick here is that the right-contraction matrices Ψ > (N−1) , . . . , Ψ >2 , Ψ >1 are precomputed at line 1, before the iterative process starts. For convenience, we denote Ψ <1 = Ψ >N = 1 T R row vectors of ones. The algorithm will first update A (n) from left-to-right with n running from 1 to (N − 1), then sequentially update 2) , and so on. After updating A
(1) , we update the next left-contraction matrix Ψ <2 . For updating A (2) , we need not compute Ψ <2 and Ψ >2 , as these are available from the previous update and precomputation. However, we will update Ψ <3 after obtaining a new estimate A (2) . The left-to-right update procedure is applied similarly to the other factor matrices, and is switched to the right-to-left update after updating A (N−1) . When executing the right-to-left estimation process, n = N, N − 1, . . . , 2, we update only the right-contraction matrices Ψ >n from the previous one, i.e., Ψ >(n+1) , while the leftcontraction matrices Ψ <n are available from the left-to-right update procedure.
Algorithm 4: An iterative algorithm to fit a rank-R tensor to a TT-tensor
until a stopping criterion is met
Remark 5. Together with the progressive computation of Ψ <n and Ψ >n and the two-sides update strategy, updating A (n)
requires to update either Ψ <n or Ψ >n with a cost of O(I n R 3 ).
. Therefore, computational cost of each iteration to update A (n) is of order O(I n R 3 ), and is much lower than that of the ordinary ALS O(R n I n ) for higher-order tensors.
Finally, to complete the algorithm, we introduce an efficient expression for the computation of the cost function in (14) or (21) in the form
for n = 1, 2, . . . , N, and with the complexity of O(I n R 2 ) .
V. Extensions of Other Optimization Algorithms for CPD
In addition to the ALS algorithm, we can derive other iterative algorithms for the optimization problem in (14) , e.g., the Levenberg-Marquardt (LM) algorithm [35] . The results in Lemma 4 are useful for fast computation of the gradients of the objective function with respect to the factor matrices, i.e., the product of the mode-n matricization of the TT-tensor G and the Khatri-Rao product of all-but-one factor matrices A (k) , k n. Following (22) , these terms are given by
For the LM update rule, we can exploit a fast inversion of the Hessian matrix in [35] with a cost of O(R 6 ). Implementation of the LM algorithm for the decomposition in (14) is similar to that of the fLM algorithm for CPD [35] , except for the gradients computed in (25) .
Another advantage of the proposed method is that it quickly provides a good estimate for the constrained CPD, e.g., the error preserving correction method or the CPD with a bounded error [36] in the form
or the CPD with bounded norm of rank-1 tensors
VI. Simulations and Results
Our proposed framework was evaluated over case studies spanning a variety of technical problems to verify its advantages in estimating tensor ranks, R. For rigour, this was achieved even when R exceeds the largest tensor dimension, that is R > max(I n ), n = 1, . . . , N, where N is the order of the tensor. As an illustrative example, the case of a simple decomposition of random tensors is first considered, followed by more practical scenarios including blind source identification in communication systems, and blind source separation. Finally, the advantages of the proposed method in tensor compression are demonstrated through low-rank approximation of a Hilbert tensor. Example 1. Decomposition of random tensors. The effectiveness of Algorithms 2 and 3 was validated through a decomposition of random noisy tensors, to serve as a representative example and provide a physical intuition behind the approach.
We considered order-N noisy tensors
which are of size 5 × 5 × · · · × 5 and rank-R = 5 or R = 10, where N = 5 or 10. Additive Gaussian noise tensor, E, was added to Y to yield the noise levels SNR = 0, 10, 20, 30 or 40 dB. Tensor Y was approximated by TT-tensors, whose the highest TT-rank is R; then rank-R K-tensors were constructed using Algorithm 2. The performance was assessed through the Mean Squared Angular Error (MSAE) 1 in (dB) and for various test cases: the tensor rank R = 5 and 10, the tensor order N = 5 and 10, nearly noise-free case, SNR = 40 dB, and heavy noise case, SNR = 0 dB. The MSAEs were compared with the Cramér-Rao induced bounds (CRIB) [37] in Fig. 5 and indicate that even in the presence of noise, the MSAEs of estimated components by Algorithm 2 were only a few dB lower than theoretical CRIBs. For example, at SNR = 40 dB, the MSAEs were on average 5.6 dB lower than the CRIB for the decomposition of order-5 tensors of rank-5, and 2.7 dB for the decomposition of order-10 tensors of the same rank. With the tensor order of N = 5 and the rank R = 10, i.e., when the rank exceeded tensor dimensions I n = 5, the differences of SAE were slightly higher, 6.3 dB for order-5 tensors, and 4.1 dB for order-10 tensors. The MSAEs in (dB) of the components were found to linearly decrease with the SNRs (increase in noise power). The estimation accuracy of the factor matrices was significantly improved and attained the CRIB when using Algorithm 1. by different users correspond to rank-1 terms in the case of line-of-sight propagation [5] , the use of CPD becomes natural. We considered a linear system which consists of I sensors and receives signals X = HS + N from R stationary sources, S, in the presence of additive noise, N (see Fig. 6 for a general principle). Given only the knowledge of the noisy observations, the task is to estimate the mixing matrix, H ∈ R I×R , under some mild assumptions, i.e., the sources are statistically independent and non-Gaussian, their number is known, and the matrix H has no pairwise collinear columns (see also [6] , [7] ).
We applied the well-known approach proposed in [6] , [7] which creates a higher-order tensor, Y, generated from the observations, X, by means of partial derivatives of the second Generalised Characteristic Functions (GCFs) of the observations, Φ x (u) = log E exp u T x , at multiple processing points, u of length I
where Ψ s (v) are the Nth-order derivatives of Φ s (v) with respect to a vector, v, of the length R, which results in an Nthorder diagonal tensor, because the sources are statistically independent. More detail on the generation of the high order derivative tensors is presented in [38] . The mixing system in this example consisted of two mixtures, I = 2, linearly composed by R signals of length T = 100 × 2 R , the entries of which took the values 1 or -1, i.e., s r,t = 1 or −1. The mixing matrix H of size 2 × R was randomly generated, where R = 3, 4, . . . , 9. The Gaussian noise was added to the mixtures X = H S, to yield the signalto-noise ratio SNR = 20 dB.
We constructed 52 derivative tensors P
x (10u i ) for each derivative order-N = 3, . . . , 8, evaluated at 52 processing points, u i , where i = 1, 2 . . . , 52. The first two processing points u 1 and u 2 were two leading left singular vectors of X, while u 3 , . . . , u 52 were generated such that u i = c i u 1 + 1 − c average accuracy of estimations of H, while the maximum of 50 MSAEs indicated the best estimation performance with a suitably chosen processing point, u i , combined with u 1 and u 2 . Fig. 7 illustrates the performance over 100 runs for R = 3, 4, . . . , 9. With a suitably chosen processing point, u i , the decomposition of the derivative tensors yielded good estimation of the mixing matrix. Moreover, performances with a prior TTdecomposition were more stable and yielded an approximately 2 dB higher MSAE than those using the standard CPD for the derivative tensors of orders 7 and 8 and for a high number of sources. It is well-known that real or complex exponentials have a rank-1 structure. This is a perfect match for the scope of the proposed framework, as any linear combination of sinusoids can hence be decomposed in rank-1 terms. The use of our proposed algorithm is next illustrated for the extraction of complex-valued damped sinusoids from a single mixture which is corrupted by Gaussian noise. Consider a noisy signal, y(t), created as a combination of R = 3 complex valued damped sinusoids, x r (t), to yield
where x r (t) = exp(−i(ω r t + φ r ) − τ r t), and ω r = 20πr, τ r = 2r, φ r = πr 2R+1 , t = 0, 1/300, . . . , (T − 1)/300, and T = 413 samples. The weights, a r , were set such that the component sources were equally contributing to the mixture.
In order to extract the source, x r (t), we adopted the method proposed in [39] which comprises two steps: tensorization and tensor decomposition. More specifically, we first constructed from the signal y(t) an order-4 Toeplitz tensor of size 192 × 16 × 16 × 192 [38] , then reshaped it to an order-18 tensor of size 12×2×2×· · ·×2×12. After such tensorization, each signal x r (t) yields a tensor X r of rank-1, while the observed signal y(t) yields a tensor of rank-R = 3. Hence, the approximation of this tensor by a CPD of rank-3 produced three rank-1 tensors, each being an estimation of the tensor X r .
Algorithms 3 and 4 were used to estimate the three rank-1 tensors. The higher-order complex-valued tensors were first approximated by TT-tensors using the alternating doublecore update (ADCU) algorithm [29] . The sources were then reconstructed from the estimated Toeplitz tensors. Mean and median values of SAEs (in dB) of the estimated signals over 100 independent runs are compared in Fig. 8 . The ordinary direct CPDs of high order tensors using the ALS algorithm could not retrieve the latent signals in most of the tests, although this algorithm succeeded in a few runs. Algorithm 3 for the exact TT-CPD conversion worked well, even for a high noise level. Its median SAEs were comparable with those achieved by CPD using Algorithm 4, although its mean SAEs were approximately 4-6 dB lower. The most stable results were achieved by CPD using Algorithm 4. Fig . 9 confirms the efficiency of Algorithm 1 in another simulation scenario, where the signal y(t) had a shorter length of T = 123. The Toeplitz tensors of order-6 and of size 48 × 8 × 8 × 8 × 8 × 48 were generated from the signal, and were subsequently reshaped to order-20 tensors of size 6 × 2 × 2 × · · · × 2 × 6. Because of the shorter signal, the estimation accuracy was on average 4 dB of SAE worse than the results in the previous case. Nevertheless, we were still able to retrieve successfully the three complex-valued signals.
Example 4. Low-rank approximation of a Hilbert tensor
In this example, we approximated Hilbert tensors [40] of order 4 and 6 and dimension I 1 = · · · = I N = 20 defined as
For this tensor, we ran algorithms over 5000 iterations, but the decomposition could be stopped earlier if the consecutive approximation errors differed by less than 10 −10 . The tensor was well approximated by a tensor of rank-R = 7, with a relatively error of 5 × 10 −5 , as shown in Fig. 10 . The results show that this decomposition was quite challenging for the ALS algorithm. The non-linear least squares (NLS) algorithm [41] worked better than the ALS algorithm. For decomposition with the estimated ranks of R = 6, 7, . . ., the NLS reached the maximum of iterations, and might need more iterations to achieve the best approximation errors. The LevenbergMarquardt (fLM) algorithm [35] worked well in this example. We applied the TT2CP conversion and obtained compatible performances to those using fLM.
Approximation with a predefined error bound. We next present low-rank approximations of the Hilbert tensor with exact error bounds of ε = 10 −2 and 10 −3 , that is
such that rank-1 tensor components of the estimated tensor had a minimum norm [36] . This constrained decomposition is also known as the Error Preserving Correction (EPC) method. We used the SQP algorithm for EPC, and initialized it by the leading singular vectors or tensors estimated using the CP- ALS algorithm. The results were compared with those based on the TT2CPD method. More specifically, the Hilbert tensor was first approximated by a TT-tensor with an exact relative error ε using the Alternating Single Core Update (ASCU) [29] . The obtained TT-tensor had ranks of (4, 5, 5) and was then approximated by Kruskal tensors with rank R = 1, . . . , 10. The relative approximation errors are compared in Fig. 11 . For the relative approximation error bound of 10 −2 , the EPC obtained consistent results which matched the given error bound with a rank of R = 3. However, for the lower relative error bound of 10 −3 , EPC worked well and was stable only with the TT2CPD method. Notice that the tensor approximation should have rank of R = 5 to attain the required error bound.
For decomposition of the Hilber tensor of order-6, EPC obtained the relative error bound of ε = 10 − 3 using diffenent initialization methods. However, for approximations with a lower relative error of 10 −4 , with only TT2CPD, the EPC method achieved the desired goal. The relative errors are compared in Fig. 12 .
VII. Conclusions and Extensions
We have presented a novel application of the Tensor Train (TT) decomposition, a type of tensor networks to the calculation of Canonical Polyadic Decomposition (CPD) of higherorder tensors. The proposed method has been shown to provide a general framework and include an exact conversion from TTdecomposition to CPD and an iterative algorithm to estimate CPD from a TT representation. The proposed method can also be used to provide good initials for the constrained CPD. Finally, a similar conversion can be derived from the tensor chain, a closed tensor network [42] , [43] to the CP shallow network. Simulation studies have verified the abilities of the proposed approach to both accurate estimation of the tensor rank and efficient computation of CPD of higher-order tensors, both long standing critical issues in tensor manipulation.
Appendix A Computation of the Gradients for the Structured Kruskal
Tensors
A (n) be matrices of size R n R n+1 × R. From (15), we have
We next define matrices Φ <n and Φ >n of sizes R 1 R 2 · · · R n × R and R n+1 R n+2 · · · R N × R, respectively, as
It then follows that k<n U (k)T A (k) = 1 R >n ⊗ Φ <n and k>n U (k)T A (k) = Φ >n ⊗ 1 R <n+1 , and the Hadamard product of all-but-one matrices U (k)T A (k) is equivalent to the Khatri-Rao product of the two matrices Φ <n and Φ >n k n
Now, we can rewrite the gradient in (16) by taking into account the linear dependence structure of U (n) in (15) and I R n R n+1 = I R n+1 ⊗ I R n , to give
where the two matrices Ψ <n = (I R n ⊗ 1
T R <n
)Φ <n and Ψ >n = (1 T R >(n+1) ⊗I R n+1 )Φ >n are of size R n ×R and R n+1 ×R, respectively. From (27) , each column ψ where Q (n−1) r is a matrix of size R n−1 × R n and its vectorization is the r-th column of the matrix Q n , i.e., vec Q (n−1) r = q (n−1) r . The last two expressions form a recursive formula which can efficiently compute the matrices Ψ <n , and can be rewritten as
Similarly, we can derive a recursive expression for the columns ψ 
