There are two main topics considered in this paper: (i) Vietnamese words are recognized and sentences are segmented into words by using probabilistic models; (ii) the optimum probabilistic model is constructed by an unsupervised learning iteration. For each probabilistic model, new words are recognized and their syllables are linked together. They are new syllables in a new probabilistic model. The syllable-linking process increases the accuracy of statistical functions resulting in a better recognition of the new words. This ensures the convergence of the probabilistic model to the optimal one.
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Our experimented corpus is generated from about 250.034 online news articles, which consist of about 15 000 000 sentences. The accuracy of the segmented algorithm is over 90%. Our Vietnamese word and phrase dictionary contains more than 100 000 words and word combinations.
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