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PARSEVAL FRAMES OF EXPONENTIALLY LOCALIZED
MAGNETIC WANNIER FUNCTIONS
HORIA D. CORNEAN, DOMENICO MONACO AND MASSIMO MOSCOLARI
Abstract. Motivated by the analysis of Hofstadter-like Hamiltonians for a 2-dimensional crys-
tal in presence of a uniform transverse magnetic field, we study the possibility to construct
spanning sets of exponentially localized (generalized) Wannier functions for the space of occu-
pied states.
When the magnetic flux per unit cell satisfies a certain rationality condition, by going to the
momentum-space description one can model m occupied energy bands by a real-analytic and Z2-
periodic family {P (k)}
k∈R2
of orthogonal projections of rank m. More generally, in dimension
d ≤ 3, a moving orthonormal basis of RanP (k) consisting of real-analytic and Zd-periodic Bloch
vectors can be constructed if and only if the first Chern number(s) of P vanish(es). Here we are
mainly interested in the topologically obstructed case.
First, by dropping the generating condition, we show how to construct a collection of m− 1
orthonormal, real-analytic, and Zd-periodic Bloch vectors. Second, by dropping the orthonor-
mality condition, we can construct a Parseval frame of m + 1 real-analytic and Zd-periodic
Bloch vectors which generate RanP (k). Both constructions are based on a two-step logarithm
method which produces a moving orthonormal basis in the topologically trivial case.
A moving Parseval frame of analytic, Zd-periodic Bloch vectors corresponds to a Parseval
frame of exponentially localized composite Wannier functions. We extend this construction to
the case of Hofstadter-like Hamiltonians with an irrational magnetic flux per unit cell and show
how to produce Parseval frames of exponentially localized generalized Wannier functions also in
this setting.
Keywords. Wannier functions, Parseval frames, constructive algorithms, Hofstadter Hamilton-
ian.
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1. Introduction
A large number of problems coming from the condensed matter physics of crystalline insulators
can be mathematically described by means of a gapped Hamilton operator, where the gap in
the spectrum is a threshold for the occupied states. In this framework it is important to have a
suitable set of vectors in the Hilbert space that represents this energy window and encodes all the
relevant physical information contained in the gapped spectral island. The reasons for that are
Date: July 24, 2018 – arXiv v4.
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multiple: from a theoretical point of view, one needs, for example, to justify the use of effective
Hamiltonians, say of tight-binding nature, that simplify the analysis of the model while retaining
the relevant features of the underlying physical system; from the computational point of view, the
use of a suitable basis allows the efficient computation of physical quantities [18, 37, 34, 36, 26].
If the gapped Hamiltonian is periodic, then it is possible to pass to the k-space representation
through the Bloch–Floquet transform [25], and the space of occupied states is described by a Zd-
periodic family of projections P (k), where d is the dimension of the system. The associated Bloch
bundle [33, 27], the vector bundle over the Brillouin torus Td := Rd/Zd ≃ (−1/2, 1/2)d whose
fiber over k is the space RanP (k) ⊂ L2((0, 1)d) of occupied states at fixed crystal momentum k,
contains all the physical information pertaining the relevant gapped spectral island. A suitable set
of vectors spanning this space consists then of sections {ξa(k)} of the Bloch bundle. The inverse
Bloch–Floquet transform
(1.1) wa(x+ γ) :=
∫
(−1/2,1/2)d
dk ei2πk·γξa(k, x), x ∈ (0, 1)
d, γ ∈ Zd,
defines then (composite) Wannier functions, which together with their translates span the gapped
spectral island of the Hamiltonian. For the theoretical purposes mentioned above, it is impor-
tant that these Wannier functions decay at infinity as fast as possible, e.g. exponentially: by a
Paley–Wiener-type argument, this is equivalent to requiring that the Bloch vectors ξa(k) depend
analytically on k [10, 25].
The first goal of this paper is to show how to construct such a spanning set of localized Wannier
functions, or rather the corresponding Bloch vectors. Notice that in general the existence of an
orthormal basis of (continuous, periodic) Bloch vectors is topologically obstructed by the geometry
of the Bloch bundle (see Section 2.2). However, if one relaxes the orthonormality condition, then
this topological obstruction can be circumvented, and we provide an algorithm for the construc-
tion of a “redundant”, non-orthonormal spanning set of Bloch vectors (a Parseval frame, to be
precise). As we will detail in Section 2.2.2, this datum is sufficient for example to recover spectral
properties and construct effective models associated to the original Hamiltonian, even in lack of
orthonormality.
When periodicity is lost, there is no underlying vector bundle structure for the occupied states,
and so the quest for a suitable set of spanning vectors becomes more complicated. However, the
question is still well-defined in the original position-space representation, and one can ask whether
a spanning set of localized (generalized) Wannier functions exists.
In the second part of this paper we specialize, for the sake of a more explicit presentation,
to Hofstadter-like Hamiltonians, which are discrete analogues of magnetic Schro¨dinger operators
on the 2-dimensional lattice Z2 with uniform magnetic field in the orthogonal direction. Up to
an explicit unitary “scaling” transformation depending on the magnetic field (which corresponds
roughly speaking to considering a supercell for the lattice), these Hamiltonians become Z2-periodic
when the magnetic flux per unit cell satisfies a certain commensurability condition (see Section
6 for more details). Very concretely, in our case this condition requires that the strength of the
magnetic field be a rational multiple of 2π. For a value b0 for which the latter condition is satisfied,
we can apply our result from the first part, which yields a Parseval frame of localized Wannier
functions for every gapped spectral island.
Perturbing around b0, say for b = b0 + ǫ with ǫ ≪ 1, the spectral island remains gapped but
periodicity is lost when ǫ/(2π) is irrational. Nevertheless, if ǫ is small enough, we will show how
one can extend the construction of a Parseval frame of localized generalized Wannier functions for
the spectral island at magnetic field b0 to one at magnetic field b. The result essentially depends
on Combes–Thomas exponential estimates for the resolvent of the Hamiltonian. In principle, all
the results for the type of discrete magnetic Hamiltonians discussed above could be extended to a
continuous setting, see Remark 7.9.
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P. Kuchment for inspiring discussions. Financial support from Grant 4181-00042 of the Dan-
ish Council for Independent Research | Natural Sciences, from the German Science Foundation
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2. Main results
Let us illustrate the setting and our main results more precisely.
2.1. Magnetic Hamiltonians. Our main motivation comes from the study of crystalline sys-
tems in presence of uniform magnetic fields. These are modelled by magnetic Hamiltonians, like
e.g. discrete tight-binding Hamiltonians where hoppings carry Peierls magnetic phases, or continu-
ous Schro¨dinger operators of the form 12 (−i∇−A)
2+V , where A (respectively V ) is the magnetic
(respectively electrostatic) potential.
In this paper we will only treat discrete Hofstadter-like Hamiltonians, constructed as follows.
Consider a set of N points Y ⊂ [0, 1]2 ⊂ R2, and a collection of functions hk : Y × Y → R which
are real-analytic and Z2-periodic in k, meaning that the maps R2 ∋ k 7→ hk(y, y
′) ∈ R with
fixed y, y′ ∈ Y are real-analytic and Z2-periodic. Let us also introduce the skew-symmetric Peierls
magnetic phase φ : R2 × R2 → R, defined by
(2.1) φ(x,x′) := (x′1x2 − x
′
2x1)/2 = {e3 · (x
′ × x)}/2.
We define, for b ∈ R, the bounded operator in ℓ2(Z2 ×Y) ≃ ℓ2(Z2)⊗ ℓ2(Y) (note that ℓ2(Y) ≃
CN ) given by the following matrix elements:
(2.2)
Hb(γ, y; γ
′, y′) := eibφ(γ+y,γ
′+y)T (γ − γ′; y, y′), where T (γ; y, y′) :=
∫
Ω
dk ei2πk·γhk(y, y
′)
with γ, γ′ ∈ Z2, y, y′ ∈ Y, and the integral defining T is performed over Ω := (−1/2, 1/2)2. Then
hk can be recovered via
hk(y, y
′) =
∑
γ∈Z2
e−i2πk·γT (γ; y, y′), y, y′ ∈ Y, k ∈ R2.
The resulting operator Hb will be called an Hofstadter-like Hamiltonian; the original Hofstadter
model [21] would correspond to Y = {(0, 0)} (i.e. N = 1), hk = 2 cos(2πk1)+2 cos(2πk2), while the
Peierls phase would be written in the Landau gauge and equal φL(x,x
′) := (x2 − x
′
2)(x1 + x
′
1)/2.
The magnetic phase eibφ(·,·) in front of the “hopping” T models the presence of a uniform magnetic
field B := b e3 orthogonal to the 2-dimensional crystal. The quantity −2bφ(e1, e2) = B · (e1× e2)
is then the magnetic flux per unit cell, to be measured in units of the magnetic flux quantum
(which equals 1/2π in our units).
When b = 0 the spectrum of H0 is absolutely continuous and it is given by the range of the N
eigenvalues Ej(k) of hk as functions of k, that is,
σ(H0) = {E ∈ R : Ej(k) = E for some j ∈ {1, . . . , N} , k ∈ Ω} .
In Section 6 we will show that if the magnetic field strength b is such that b/(2π) is rational,
then Hb is unitarily equivalent to a periodic operator. More precisely, we will prove the following
result:
Proposition 2.1. Assume that b0 ∈ 2πQ, i.e. there exists q ∈ N such that b0q ∈ 2πZ. Then, for
every ǫ ≥ 0, there exists some Q = Q(q) ∈ N and a family of Q ×Q self-adjoint matrices hk,b0+ǫ
which is real-analytic and Z2-periodic as a function of k, real-analytic as a function of ǫ, and such
that Hb0+ǫ is unitarily equivalent via a unitary operator Ub0+ǫ to an operator in ℓ
2(Z2)⊗CQ given
by the matrix elements
(2.3) H˜ǫ(γ, x; γ
′, x′) := eiǫqφ(γ,γ
′)Tǫ(γ−γ
′;x, x′), where Tǫ(γ;x, x
′) :=
∫
Ω
dk ei2πk·γhk,b0+ǫ(x, x
′),
with γ, γ′ ∈ Z2 and x, x
′ ∈ {1, . . . , Q}.
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Notice that the condition b0 ∈ 2πQ implies that the magnetic flux per unit cell is a rational
multiple of the flux quantum: we will thus call this the “rational flux” condition. We stress
that the phase factor appearing in the matrix elements of the Hamiltonian H˜ǫ only contains the
lattice variables γ, γ′. Moreover, the main achievement of Proposition 2.1 is to reduce the original
Hamiltonian to the product of a phase factor times a fibered operator, that is Tǫ, whose matrix
elements only depend on the difference γ − γ′ and whose fiber hk,b0+ǫ acts in a fiber space whose
dimension Q is independent of ǫ and which only depends on b0 via q. This is crucial in order to
control the perturbation induced by ǫ, because the ǫ-dependent fiber operators act in the same
space even though ǫ is varying.
If ǫ = 0, then H˜0 commutes with the standard translation operators on ℓ
2(Z2) ⊗ CQ and the
usual Bloch–Floquet theory applies [16, 25], see Remark 6.2 for a more detailed discussion on
the subject. Combining the Bloch–Floquet transform with the unitary Ub0 provided by Proposi-
tion 2.1, one obtains a magnetic Bloch–Floquet transform UmBF (compare (6.3)), and the “rational
flux” Hamiltonian then becomes a fibered operator, UmBFHb0U
∗
mBF =
∫ ⊕
T2
dkh(k), where each fiber
operator (Bloch Hamiltonian) h(k) ≡ hk,b0 acts on functions with fixed crystal momentum k, and
so only on the degrees of freedom in the supercell Yq := {(0, 0), . . . , (q − 1, 0)} × Y. If the Hamil-
tonian Hb0 is gapped, then its Fermi projection Πb0 onto the (finite) gapped spectral island is also
unitarily equivalent with a direct integral
∫ ⊕
T2
dkP (k) of (finite-rank) projections, and the same
properties of regularity and periodicity in k claimed in Proposition 2.1 for the fibers h(k) hold for
P (k) as well.
2.2. Periodic setting. Abstracting from the case of magnetic Hamiltonians with a rational flux
condition, we now consider families of rank-m orthogonal projections {P (k)}
k∈Rd , P (k) = P (k)
2 =
P (k)∗, acting on some Hilbert space H, which are subject to the following conditions:
(i) the map P : Rd → B(H), k 7→ P (k), is smooth (at least of class C1);
(ii) the map P : Rd → B(H), k 7→ P (k), is Zd-periodic, that is, P (k) = P (k + n) for all
n ∈ Zd.
The rank m corresponds to the number of occupied energy bands in physical applications.
Definition 2.2. A Bloch vector for the family of projections {P (k)}
k∈Rd is a map ξ : R
d → H such
that
P (k)ξ(k) = ξ(k) for all k ∈ Rd.
A Bloch vector ξ is called
(i) continuous if the map ξ : Rd → H is continuous;
(ii) periodic if the map ξ : Rd → H is Zd-periodic, that is, ξ(k) = ξ(k + n) for all n ∈ Zd;
(iii) normalized if ‖ξ(k)‖ = 1 for all k ∈ R2.
A collection of M Bloch vectors {ξa}
M
a=1 is said to be
(i) independent (respectively orthonormal) if the vectors {ξa(k)}
M
a=1 ⊂ H are linearly inde-
pendent (respectively orthonormal) for all k ∈ Rd;
(ii) a moving Parseval M -frame (orM -frame in short) if M ≥ m and for every ψ ∈ RanP (k)
we have
(2.4) ψ =
M∑
a=1
〈ξa(k), ψ〉 ξa(k) or equivalently ‖ψ‖
2 =
M∑
a=1
|〈ξa(k), ψ〉|
2 .
If M = m, we call {ξa}
m
a=1 a Bloch basis.
In general, all the above conditions on a collection of Bloch vectors compete against each other,
and one has to give up some of them in order to enforce the others. As was recalled in the
Introduction, this is well-known in differential geometry. Indeed, given a smooth, periodic family
of projections, one can construct the associated Bloch bundle E → Td [33], which is an Hermitian
vector bundle over the (Brillouin) d-torus Td = Rd/Zd, and Bloch vectors are nothing but sections
for this vector bundle. The topological obstruction to construct sections of a vector bundle reflects
in the impossibility to construct collections of Bloch vectors with the required properties. For
example:
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• in general, a Bloch vector can be continuous but not periodic, or viceversa periodic but
not continuous: in the latter case, one then speaks of local sections of the associated
Bloch bundle, defined in the patches where they are continuous;
• global (continuous and periodic) sections may exist, but they may vanish in Td, thus
violating the normalization condition for a Bloch vector;
• when d ≤ 3, the topological obstruction to construct a (possibly orthonormal) Bloch
basis consisting of continuous, periodic Bloch vectors is encoded in the Chern numbers
[2, 33, 28]
(2.5) c1(P )ij =
1
2πi
∫
T2ij
dki dkj TrH (P (k) [∂iP (k), ∂jP (k)]) ∈ Z, 1 ≤ i < j ≤ d,
where T2ij ⊂ T
d is the 2-torus where the coordinates different from ki and kj are set equal
to zero. Only when the Chern numbers vanish does a Bloch basis exist, in which case the
Bloch bundle is trivial, i.e. isomorphic to Td × Cm.
In the first part of this paper, we are interested in studying the possibility of relaxing the
condition to be a continuous, periodic, and orthonormal Bloch basis in two possible ways, by
considering instead collections of M Bloch vectors such that
(i) M < m, and the continuous, periodic Bloch vectors are still orthonormal ;
(ii) M > m, and the continuous, periodic Bloch vectors are still generating (hence constitute
an M -frame).
We are also interested in finding the optimal value M in each of the two situations (the maximal
M in the first, and the minimal M in the second). Moreover, we look for a constructive proof,
which explicitly exhibits the optimal number of orthonormal (respectively generating) Bloch vec-
tors, aiming at applications in computational condensed matter physics already mentioned in the
Introduction (see also Section 2.2.2 below).
In this direction, our first main result is the following.
Theorem 2.3. Let d ≤ 3, and let {P (k)}
k∈Rd be a smooth, Z
d-periodic family of orthogonal
projections of rank m.
(i) One can construct at least m − 1 independent Bloch vectors which are continuous and Zd-
periodic.
(ii) One can construct a Parseval (m + 1)-frame of continuous and Zd-periodic Bloch vectors
(see (2.4)).
(iii) Assume furthermore that c1(P )ij = 0 ∈ Z for all 1 ≤ i < j ≤ d, where c1(P )ij is defined in
(2.5). Then, one can construct an orthonormal Bloch basis of continuous and Zd-periodic
Bloch vectors.
Remark 2.4. By standard arguments, which we reproduce in Appendix A.1 for the reader’s conve-
nience, it is possible to improve the regularity of Bloch vectors if the family of projections is more
regular: the only obstruction is to continuity. In other words, if for example the map k 7→ P (k)
is smooth or analytic, then a continuous Bloch vector yields a smooth or real-analytic one by
convolution with a sufficiently regular kernel. Moreover, one can always make sure that all the
other properties (periodicity, orthogonality, . . . ) are preserved by this smoothing procedure.
Results concerning the existence of such collections of Bloch vectors can be found in the liter-
ature on vector bundles, for example:
(i) by [22, Chap. 9, Thm. 1.2], there existm−ℓd continuous and periodic independent sections
of the Bloch bundle, where1 ℓd = ⌈(d− 1)/2⌉;
(ii) by [22, Chap. 8, Thm. 7.2], there exists an (m + rd)-frame for the Bloch bundle, where
rd = ⌈d/2⌉.
The second of the above statements can be rephrased by saying that there exists a trivial vector
bundle F of rank m+ rd that contains E as a subbundle. Indeed, if {ψa}
m+rd
a=1 is a moving basis
1We denote by ⌈x⌉ the smallest integer n such that x ≤ n.
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for F , then setting ξa(k) := P (k)ψa(k), a ∈ {1, . . . ,m+ rd}, defines an (m+ rd)-frame for E (see
also [15]).
This kind of results have a much broader range of applicability and hold for a large class of base
manifolds (of which the base space of the Bloch bundle, namely the d-torus for d ≤ 3, is only a very
specific case). However, their proofs rely on techniques from algebraic topology, specifically on
homotopy and obstruction theory, which are not particularly suited to numerical implementations,
because for example they allow to construct the required objects only up to homotopies which are
often difficult to describe analytically. We stress instead that our proofs are fully constructive, as
all analytical details are worked out explicitly (mostly in the Appendices and in references therein).
Moreover, notice that the above Theorem 2.3 for d = 3 yields an optimal number (M = m + 1)
of vectors in a Parseval frame, which is actually smaller than the number M = m+ rd=3 = m+2
predicted by the general, bundle-theoretic result quoted above [22, Chap. 8, Thm. 7.2].
2.2.1. Applications to Wannier functions. Concerning the specific case of Bloch bundles arising
from condensed matter systems, the construction of (real-analytic) Bloch vectors translates in the
construction of localized (composite) Wannier functions for the occupied states of the magnetic
Hamiltonian describing the crystal, by transforming the Bloch vectors back from the k-space
representation to the position representation via the Bloch–Floquet transform (1.1) [25]. The
second part of Theorem 2.3 can then be rephrased as the possibility to construct Parseval frames
for the spectral island onto m gapped energy bands consisting of m + 1 exponentially localized
Wannier functions, together with their translates. For simplicity and in order to avoid too many
technical conditions, we only formulate the result for Hofstadter-like Hamiltonians:
Theorem 2.5. Let Hb0 be an Hoftstadter-like Hamiltonian on ℓ
2(Z2 ×Y) corresponding to mag-
netic field b0 ∈ 2πQ. Let Π be the spectral projection onto an isolated spectral island of Hb0
consisting of m energy bands, and let UmBFΠU
∗
mBF
=
∫ ⊕
T2
dkP (k). Then:
(i) one can construct an exponentially localizedWannier Parseval frame for the subspace RanΠ ⊂
ℓ2(Z2×Y), i.e. there exist m+1 exponentially localized vectors wa, a ∈ {1, . . . ,m+ 1}, such
that
w =
∑
γ∈Γ
m+1∑
a=1
〈Tγwa, w〉 (Tγwa) for all w ∈ RanΠ;
(ii) if moreover c1(P ) = 0 ∈ Z, where c1(P ) ≡ c1(P )12 is defined in (2.5), then one can construct
m exponentially localized vectors wa, a ∈ {1, . . . ,m}, such that {Tγwa}a∈{1,...,m}, γ∈Γ is an
orthonormal basis of RanΠ ⊂ ℓ2(Z2 × Y).
2.2.2. Why are Parseval frames useful in solid state physics? We propose Parseval frames of local-
ized Wannier functions as a useful tool to derive tight-binding models for magnetic Hamiltonians,
much in the same way as orthonormal bases are used in topologically unobstructed cases, e.g. under
a time-reversal symmetry assumption [33, 27].
Let us start by some general considerations, and recall the definition of a classical Parse-
val Gabor frame [20, 35]. For every pair (λ, γ) ∈ Zd × Zd = Z2d we consider the functions
ψλγ(x) := e
iλ·xg(x − γ) where g is a smooth function, compactly supported in [−1, 1]d and such
that
∑
γ∈Zd |g(x − γ)|
2 = 1 for all x ∈ Rd. It is well-known that the set {ψλγ}λ,γ∈Zd forms an
overcomplete Parseval frame in L2(Rd), in the sense that any f ∈ L2(Rd) can be written as
f =
∑
λ,γ∈Zd
〈ψλγ , f〉ψλγ , with ‖f‖
2
=
∑
λ,γ∈Zd
|〈ψλγ , f〉|
2
.
Although a Parseval frame is not an orthonormal basis, one can represent any reasonable linear
(pseudo-differential) operator A on L2(Rd) as an “infinite double matrix” acting in ℓ2(Z2d), where
the matrix elements are given by A(λ, γ;λ′, γ′) := 〈ψλγ , Aψλ′γ′〉 [19, 12].
In our case we are typically interested in finding a generating set of vectors for the subspace
which is the range of an orthogonal Fermi projection Π onto an isolated group of m bands of an
Hamiltonian H =
∫ ⊕
Td
dkh(k). Our main Theorem 2.5 provides a way to construct the smallest
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finite set of exponentially localized functions {wa}1≤a≤M with m ≤M such that
Π =
∑
γ∈Zd
M∑
a=1
|Tγwa〉 〈Tγwa| .
In particular, the existence of a Parseval frame allows to isometrically identify RanΠ with the
space ℓ2(Zd) ⊗ CM . The number M is either m or m + 1, depending on the vanishing or not of
the Chern number of the Bloch bundle associated to the fibers Π =
∫ ⊕
Td
dkP (k).
The analytic and periodic Bloch frame corresponding to the Parseval frame {Tγwa}1≤a≤M,γ∈Zd ,
see Theorem 2.3, can be also used to construct an effective model to study, for example, the band
structure of the fiber Bloch Hamiltonian h(k) numerically through Fourier interpolation [37, 26].
By a shift in energy, we can assume that h(k) is a positive operator and hence has positive
spectrum. Denote by Ej(k) > 0 the Bloch energy bands, labelled in increasing order, and by
ψj(k) the corresponding Bloch eigenfunctions, h(k)ψj(k) = Ej(k)ψj(k). We have
P (k) =
m∑
j=1
|ψj(k)〉 〈ψj(k)| , h(k)P (k) =
m∑
j=1
Ej(k) |ψj(k)〉 〈ψj(k)| .
The eigenvectors ψj(k) are not necessarily smooth in k even though h(k)P (k) is smooth and
periodic. Using our Parseval frame {ξa(k)}1≤a≤M as in (2.4), we can introduce an M ×M matrix
heff(k) acting on C
M and given by
heff(k)aa′ := 〈ξa(k), h(k)ξa′ (k)〉 , 1 ≤ a, a
′ ≤M.
This matrix is both smooth and periodic, and its non-zero spectrum coincides with the Bloch
eigenvalues. This can be seen from the following identities:
heff(k)aa′ =
m∑
j=1
Ej(k) 〈ξa(k), ψj(k)〉 〈ψj(k), ξa′(k)〉 =⇒ heff(k) =
m∑
j=1
Ej(k) |Ψj(k)〉 〈Ψj(k)| ,
from which we see that heff(k) has m eigenvectors Ψj(k) ∈ C
M with components given by
(Ψj(k))a = 〈ξa(k), ψj(k)〉.
Even though heff(k) has a (redundant) constant zero eigenvalue, no information about the
positive spectrum is lost. In particular, the m non-zero eigenvalues of the M ×M matrix heff(k),
coinciding with the relevant Bloch bands, are periodic functions of k and can be sampled at a few
points k in a mesh for (−1/2, 1/2)d. Interpolating these few points with Fourier multipliers allows
to approximate the energy bands with great accuracy: this is guaranteed by the smoothness of the
constructed Parseval frame {ξa(k)}, which implies a very fast decay of their Fourier coefficients
(namely of the corresponding Wannier functions) and hence a fast convergence of their Fourier
series, see for example [37, 26] and references therein.
2.3. Non-periodic setting: irrational magnetic flux. Once the construction of Parseval
frames is established for generic periodic projections, it is a legitimate questions to ask weather it
is possible to extend this result to systems that are not periodic. Our second results goes in this
direction. As was explained before, one such situation is provided by Hofstadter-like Hamiltoni-
ans on 2-dimensional crystals subjected to a magnetic field which has irrational flux through the
fundamental cell, in units of the magnetic flux quantum. As soon as the rationality condition is
not satisfied anymore, the Bloch bundle construction fails. This is due to the fact that, despite
the Hamiltonian is still commuting with the set of magnetic translations, they are not a unitary
representation of the translation group Z2, but only a projective one. Therefore, since there is no
k-space description, one is forced to built spanning sets of localized vectors for the Fermi projection
onto an isolated spectral island directly in position-space.
We approach the problem of an irrational magnetic flux perturbatively. Up to a unitary con-
sisting of a lattice scaling and a multiplication with a phase factor as in Proposition 2.1 (com-
pare (6.1)), we may assume that b0 = 0 and q = 1. Furthermore, we assume that the periodic
Hamiltonian H˜0 has an isolated spectral island consisting of m bands which are associated to a
Fermi projection P˜0 =
∫ ⊕
T2
dkP0(k). If b = ǫ with 0 ≤ ǫ ≪ 1, then H˜ǫ will also have an isolated
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spectral island associated to a Fermi projection P˜(ǫ), with P˜(ǫ=0) = P˜0; notice that the number
of magnetic mini-bands may change. Then our second main result is the following.
Theorem 2.6. For η ∈ Z2, let τǫ,η be the unitary given by
(2.6) (τǫ,ηf)(γ, x) := e
iǫφ(γ,η)f(γ − η, x), f ∈ ℓ2(Z2)⊗ CQ.
Then there exists ǫ0 > 0 such that for all 0 ≤ ǫ ≤ ǫ0 the following hold:
(i) one can construct m+ 1 exponentially localized vectors
{
w
(ǫ)
a
}
1≤a≤m+1
such that
(2.7) P˜(ǫ) :=
∑
η∈Z2
m+1∑
a=1
∣∣∣τǫ,η w(ǫ)a 〉〈τǫ,η w(ǫ)a ∣∣∣ ;
(ii) if moreover c1(P0) = 0 ∈ Z, where c1(P0) ≡ c1(P0)12 is defined in (2.5), then one can
construct m exponentially localized vectors
{
w
(ǫ)
a
}
1≤a≤m
such that
{
τǫ,η w
(ǫ)
a
}
1≤a≤m, η∈Z2
is
an orthonormal basis of Ran P˜(ǫ).
The proof of Theorem 2.6 crucially relies on Combes–Thomas estimates for discrete magnetic
Hamiltonians, which we prove in Appendix A.5.
The above result can be rephrased in terms of the original Hofstadter-like Hamiltonian Hb =
Hb0+ǫ. In order to do so, we refer to the notion, introduced in [32, 31] (see also [7]), of a gener-
alized Wannier basis or Parseval frame for Hamiltonians which do not commute with a unitary
representation of the group Z2.
Definition 2.7. An exponentially localized generalized Wannier basis (respectively Parseval frame)
for the projection Π acting in ℓ2(Z2)⊗ CQ is a couple (Γ,W), where Γ is a discrete subset of R2,
and W = {ψγ,a}γ∈Γ, 1≤a≤m(γ)<m∗ , with m
∗ > 0 and independent of γ, is an orthonormal basis
(respectively Parseval frame) for the range of Π such that∑
η∈Z2
Q∑
x=1
|ψγ,a(η, x)|
2 eβ‖η−γ‖ ≤M, a ∈ {1, . . . ,m(γ)}
for some positive constants β,M > 0 uniform in γ.
Consider now the projection Πb of the original Hofstadter-like Hamiltonian. As was recalled
above, at b = b0 the Hamiltonian Hb0 is fibered by the magnetic Bloch–Floquet transform,
UmBFHb0U
∗
mBF =
∫ ⊕
T2
dkh(k) (compare (6.4)), and correspondingly UmBFΠb0U
∗
mBF =
∫ ⊕
T2
dkP (k).
Then the following result easily follows from Theorem 2.6 and Proposition 2.1.
Corollary 2.8. There exists ǫ0 > 0 such that for all 0 ≤ ǫ ≤ ǫ0 the following hold:
(i) one can construct an exponentially localized generalized Wannier Parseval frame for the
projection Πb=b0+ǫ that is given by the couple
(
Z2, {U∗b τǫ,η w
(ǫ)
a }η∈Z2, 1≤a≤m+1
)
and satisfies
Πb =
∑
η∈Z2
m+1∑
a=1
∣∣∣U∗b τǫ,η w(ǫ)a 〉〈U∗b τǫ,η w(ǫ)a ∣∣∣ .
(ii) if moreover c1(P ) = 0 ∈ Z, where c1(P ) ≡ c1(P )12 is defined in (2.5), then one can construct
an exponenatially localized generalized Wannier basis for the projection Πb=b0+ǫ, given by(
Z2, {U∗b τǫ,η w
(ǫ)
a }η∈Z2, 1≤a≤m
)
.
Let us stress that the unitary Ub consists just of multiplication by a local phase (compare (6.1)),
hence it does not spoil the localization properties of the function on which it is applied.
The generalized Wannier Parseval frame
{
ψη,a := U
∗
b τǫ,η w
(ǫ)
a
}
η∈Z2,1≤a≤M
provided by the
above Corollary allows to construct effective Hamiltonians hb,eff(η, a; η
′, a′) := 〈ψη,a, Hbψη′,a′〉
on ℓ2(Z2) ⊗ CM , from which spectral properties of the restriction to the isolated spectral island
of the original Hoftstadter-like Hamiltonian Hb can be investigated, compare Section 2.2.2 above.
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2.4. Discussion on the literature. We would like here to compare our results with the existing
literature on the subject.
Concerning the topologically trivial case, when the Chern numbers (2.5) vanish, our Theo-
rem 2.3(iii) (correspondingly Theorem 2.5(ii)) provides a constructive proof for the results of
[33, 27] (compare also [24]), which are instead obtained by abstract bundle-theoretic methods.
There, the condition of vanishing Chern numbers is obtained as a consequence of time-reversal
symmetry. Constructive algorithms for Bloch bases under this symmetry assumption have been
recently investigated in [13, 14, 4, 7, 8, 9].
Moving to the topologically non-trivial setting, to the best of our knowledge the only previous
work which treated the problem of constructing an effective magnetic Hamiltonian starting from a
topologically obstructed Fermi projection is [16]. However, there the authors only allow bounded
magnetic potentials as perturbations, thus excluding magnetic fields which do not vanish at infinity.
Even though the use of non-orthonormal Wannier functions is adopted in several computational
schemes for electronic structure, quantum chemistry and density functional theory [17, 18, 26],
in the mathematical literature the study of tight frames of localized Wannier functions in the
topologically obstructed case was initiated in [24], where an upper bound of the form M ≤ 2dm
was given on the number of Bloch vectors needed to span RanP (k). Improved estimates on M
for Bloch bundles in d ≤ 3 were announced in [25] and proved in [1], yielding M = m + 1 as
in our Theorem 2.3(ii) (correspondingly Theorem 2.5(ii)). The results of [1] prove the existence
of a Parseval (m + 1)-frame of exponentially localized Wannier functions when d ≤ 3, again by
means of general bundle-theoretic arguments. However, using powerful results from the theory of
functions of several complex variables, their proofs allow to show that the corresponding Bloch
vectors are analytic in the same analyticity domain of the family of projections {P (k)}
k∈Rd . Our
techniques allow instead only to exhibit explicitly Bloch vectors which are real-analytic, that is,
analytic in a complex strip around the real axis which could in principle be much smaller than the
analyticity domain of the map k 7→ P (k). The problem of finding an explicit extension of these
Bloch vectors to this domain (again through “algorithmic” methods) is an interesting research
line, which we postpone to future investigation.
In this respect, it is also interesting to notice that exponential localization of generalized Wan-
nier Parseval frames is somewhat optimal. Indeed, it was recently proved in [11] that if one
requires the Wannier functions in a Parseval frame to be compactly supported, then necessarily the
Chern numbers of the Bloch bundle must vanish. Hence such a strong localization condition can
be achieved only in the topologically trivial setting.
Finally, let us remark that our second main result, Theorem 2.6 and its Corollary 2.8, is a
generalization in the discrete setting of the results of [7] which assumes time-reversal symmetry
(hence zero magnetic flux per unit cell), consequently covering only the case of a topologically
trivial Fermi projection Π and perturbations theoreof.
2.5. Structure of the paper. The article has the subsequent organization.
The first part of the paper focuses on the proof of Theorem 2.3, which is spread through
Sections 3 to 5: in Section 3 we prove the third part of Theorem 2.3 regarding the periodic
topologically trivial case, in Section 4 we prove the first part of Theorem 2.3 on the maximal
number of orthonormal vectors and in Section 5 we construct the Parseval frame for projections
with non-vanishing Chern numbers. In the context of periodic gapped magnetic Hamiltonians,
by going back to position-space via Bloch–Floquet transform this will prove also Theorem 2.5, as
explained above.
The second part of the paper is instead concerned with the extension of the construction of
Parseval frames of localized Wannier functions for Fermi projections of magnetic Hamiltonians
from rational to close-but-irrational magnetic flux. In Section 6 we discuss in detail how one can
perturb Hofstadter-like Hamiltonians near rational values of the flux, and prove Proposition 2.1.
In the last Section 7 we construct the required Parseval frame composed by localized generalized
Wannier functions and conclude the proof of Theorem 2.6.
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3. The topologically trivial case
We begin by proving Theorem 2.3(iii) since elements of this proof will be essential for the other
two parts of Theorem 2.3. Thus we assume throughout this Section that {P (k)}
k∈Rd , d ≤ 3, is
a smooth and Zd-periodic family of rank-m projections on the Hilbert space H with vanishing
Chern numbers. We will construct an orthonormal Bloch basis (so, a m-tuple of orthogonal Bloch
vectors) which is continuous and Zd-periodic.
3.1. The 1D case. We start from the case d = 1. Notice that any 1-dimensional family of
projections {P (k)}k∈R is topologically trivial, that is, it has vanishing Chern numbers (as there
are no non-zero differential 2-forms on the circle T).
Let T (k, 0) denote the parallel transport unitary along the segment from the point 0 to the point
k associated to {P (k)}k∈R (see Appendix A.2 for more details). At k = 1, write T (1, 0) = e
iM ,
where M =M∗ ∈ B(H) is self-adjoint.
Pick an orthonormal basis {ξa(0)}
m
a=1 in RanP (0) ≃ C
m ⊂ H, and define for a ∈ {1, . . . ,m}
and k ∈ R
ξa(k) :=W (k) ξa(0), W (k) := T (k, 0)e
−ikM .
Then {ξa}
m
a=1 gives a continuous, Z
2-periodic, and orthonormal Bloch basis for the 1-dimensional
family of projections {P (k)}k∈R (compare [7, 8]). This proves Theorem 2.3 in d = 1 (where the
only non-trivial statement is part (iii)).
3.2. The induction argument in the dimension. Consider a smooth and periodic family of
projections {P (k1,k)}(k1,k)∈Rd , and let D := d − 1. Assume that the D-dimensional restriction
{P (0,k)}
k∈RD admits a continuous and Z
D-periodic orthonormal Bloch basis {ξa(0, ·)}
m
a=1. Con-
sider now the parallel transport unitary Tk(k1, 0) along the straight line from the point (0,k) to
the point (k1,k). At k1 = 1, denote T (k) := Tk(1, 0). Define
(3.1) ψa(k1,k) := Tk(k1, 0) ξa(0,k), a ∈ {1, . . . ,m} , (k1,k) ∈ R
d.
The above defines a collection of m Bloch vectors for {P (k1,k)}(k1,k)∈Rd which are continuous,
orthonormal, and ZD-periodic in the variable k, but in general fail to be Z-periodic in the variable
k1. Indeed, one can check that
(3.2) ψb(k1 + 1,k) =
m∑
a=1
ψa(k1,k)α(k)ab, where α(k)ab := 〈ξa(0,k), T (k) ξb(0,k)〉
(compare [8, Eqn.s (3.4) and (3.5)]). The family {α(k)}
k∈RD defined above is a continuous and
ZD-periodic family of m×m unitary matrices.
The possibility of “rotating” α(k) to the identity entails thus the construction of a Bloch basis
which is also periodic in k1. Formally, we have the following statement (compare also [9, Thm.s 2.4
and 2.6]).
Proposition 3.1. For the continuous and periodic family {α(k)}
k∈RD defined in (3.2), the fol-
lowing are equivalent:
(i) the family is null-homotopic, namely there exists a collection of continuous and ZD-
periodic family of unitary matrices {αt(k)}k∈RD , depending continuously on t ∈ [0, 1],
and such that αt=0(k) ≡ 1 while αt=1(k) = α(k) for all k ∈ R;
(ii) assuming D ≤ 2, we have degj(detα) = 0 for all j ∈ {1, . . . , D}. In the smooth case, this
is the same as:
(3.3) degj(detα) =
1
2πi
∫ 1
0
dkj trCm
(
α(k)∗
∂α
∂kj
(k)
)
= 0 for all j ∈ {1, . . . , D} ;
(iii) the family admits a continuous and ZD-periodic N -step logarithm, namely there exist N
continuous and ZD-periodic families of self-adjoint matrices {hi(k)}k∈RD , i ∈ {1, . . . , N},
such that
(3.4) α(k) = eih1(k) · · · eihN (k), k ∈ RD;
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(iv) there exists a continuous family of unitary matrices {β(k1,k)}(k1,k)∈Rd, d = D+1, which
is ZD-periodic in k, with β(0,k) ≡ 1 for all k ∈ RD, and such that
α(k) = β(k1,k)β(k1 + 1,k)
−1, (k1,k) ∈ R
d;
(v) there exists a continuous and Zd-periodic Bloch basis {ξa}
m
a=1 for {P (k)}k∈Rd .
Proof. (i) ⇐⇒ (ii). The integer degj(detα) defined in (3.3) computes the winding number of
the continuous and periodic function kj 7→ detα(· · · , kj , · · · ) : R → U(1), j ∈ {1, . . . , D}. It is a
well-known fact in topology that π1(U(m)) ≃ π1(U(1)) ≃ Z, with the first isomorphism imple-
mented by the map [α] 7→ [detα] and the second one implemented by the map [ϕ] 7→ deg(ϕ) :=
(2πi)−1
∫ 1
0
ϕ−1 dϕ. It can be then argued that these winding numbers constitute complete homo-
topy invariants for continuous, periodic maps α : RD → U(m) when D ≤ 2 (see e.g [29, App. A]).
(i) ⇐⇒ (iii). Let {αt(k)}k∈RD be an homotopy between 1 and α, as in the statement. Since [0, 1]
is a compact interval and αt is Z
D-periodic, by uniform continuity there exists δ > 0 such that
(3.5) sup
k∈RD
‖αs(k) − αt(k)‖ < 2 whenever |s− t| < δ.
Let N ∈ N be such that 1/N < δ. Then in particular
sup
k∈RD
∥∥α1/N (k)− 1∥∥ < 2
so that the Cayley transform (see Appendix A.3) provides a “good” logarithm for α1/N (k), i.e.
α1/N (k) = e
ihN (k), with hN (k) = hN (k)
∗ continuous and ZD-periodic.
Using again (3.5) we have that
sup
k∈RD
∥∥∥α2/N (k) e−ihN (k) − 1∥∥∥ = sup
k∈RD
∥∥α2/N (k)− α1/N (k)∥∥ < 2
so that by the same argument
α2/N (k) e
−ihN (k) = eihN−1(k), or α2/N (k) = e
ihN−1(k) eihN (k).
Repeating the same line of reasoning N times, we end up exactly with (3.4).
Conversely, if α(k) is as in (3.4), then
αt(k) := e
i th1(k) . . . ei thN (k), t ∈ [0, 1], k ∈ RD,
defines the required homotopy between α0(k) ≡ 1 and α1(k) = α(k).
(i) ⇐⇒ (iv). Let {αt(k)}k∈RD be an homotopy between 1 and α. We set
β(k1,k) := αk1(k)
−1, k1 ∈ [0, 1], k ∈ R
D,
and extend this definition to positive k1 > 0 via
β(k1 + 1,k) := α(k)
−1 β(k1,k)
and to negative k1 < 0 via
β(k1,k) := α(k)β(k1 + 1,k).
We just need to show that this definition yields a continuous function of k1. We have β(0
+,k) = 1
and β(1−,k) = α(k)−1 by definition. Let ǫ > 0. If k1 = −ǫ is negative but close to zero, we have
due to the definition
β(−ǫ,k) = α(k)β(1 − ǫ,k)→ α(k)β(1−,k) = 1 as ǫ→ 0.
Hence β is continuous at k1 = 0. At k1 = 1 we have instead
β(1 + ǫ,k) = α(k)−1 β(ǫ,k)→ α(k)−1 β(0+,k) = α(k)−1 as ǫ→ 0
and β is also continuous there. In a similar way one can prove continuity at every integer, thus
on R.
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Conversely, if {β(k1,k)}(k1,k)∈R2 is as in the statement, then the required homotopy αt between
1 and α is provided by setting
αt(k) := β(−t/2,k)β(t/2,k)
−1, t ∈ [0, 1], k ∈ RD.
(iv) ⇐⇒ (v). It suffices to set
ξa(k1,k) :=
m∑
b=1
ψb(k1,k)β(k1,k)ba, a ∈ {1, . . . ,m} ,
or equivalently
β(k1,k)ba := 〈ψb(k1,k), ξa(k1,k)〉 , a, b ∈ {1, . . . ,m} ,
for {ψb}
m
b=1 as in (3.1) and (k1,k) ∈ R
d. 
To turn the above proof into a constructive argument, we need to construct the “good” loga-
rithms in (3.4).
Proposition 3.2. For D ≤ 2, let {α(k)}
k∈RD be a continuous and Z
D-periodic family of unitary
matrices. Assume that α is null-homotopic. Then it is possible to construct a two-step “good”
logarithm for α, i.e. N = 2 in Proposition 3.1(iii).
Proof. Step 1 : the generic form. We first need to know that one can construct a sequence of
continuous, ZD-periodic families of unitary matrices {αn(k)}k∈RD , n ∈ N, such that
• supk∈RD ‖αn(k)− α(k)‖ → 0 as n→∞, and
• the spectrum of αn(k) is completely non-degenerate for all n ∈ N and k ∈ R
D.
The proof of this fact is rather techical, and is deferred to Appendix A.4. In the following, we
denote α′(k) := αn(k) where n ∈ N is large enough so that
sup
k∈R
‖α′(k)− α(k)‖ < 2.
Step 2 : α′ is homotopic to α. Since
sup
k∈RD
∥∥α′(k)α(k)−1 − 1∥∥ = sup
k∈RD
‖α′(k)− α(k)‖ < 2
we have that −1 always lies in the resolvent set of α′(k)α(k)−1, which then admits a continuous
and ZD-periodic logarithm defined via the Cayley transform:
(3.6) α′(k)α(k)−1 = eih
′′(k), h′′(k)∗ = h′′(k) = h′′(k+ n) for n ∈ ZD.
Therefore
αt(k) := α
′(k) ei th
′′(k), t ∈ [0, 1], k ∈ RD,
gives a continuous homotopy between α0(k) = α
′(k) and α1(k) = α(k). As a consequence, we
have that α′ is null-homotopic, since α is by assumption.
Step 3 : a logarithm for α′. Denote by {λ1(k), . . . , λm(k)} a continuous labelling of the periodic,
non-degenerate eigenvalues of α′(k).
If m = 1, then α′(k) ≡ det(α′(k)) ≡ λ1(k) cannot wind around the circle, due to the hypothesis
that α′ is null-homotopic. This implies that one can choose a continuous and periodic argument
for λ1, namely λ1(k) = e
iφ1(k) with φ1 : R
D → R continuous and ZD-periodic (compare e.g. [7,
Lemma 2.13]).
If m ≥ 2, then the same is true for each of the eigenvalues λj(k), j ∈ {1, . . . ,m}. Indeed, let
φj : R
D → R be a continuous argument of the eigenvalue λj . The function φj will satisfy
φj(k+ el) = φj(k) + 2πn
(l)
j , l ∈ {1, . . . , D} , n
(l)
j ∈ Z,
where el = (0, . . . , 1, . . . , 0) is the l-th vector in the standard basis of R
D and the integer n
(l)
j is
the winding number of the periodic function R→ U(1), kl 7→ λj(· · · , kl, · · · ). Fix l ∈ {1, . . . , D},
and assume that there exist i, j ∈ {1, . . . ,m} for which n
(l)
i 6= n
(l)
j . Define φ(k) := φj(k) − φi(k);
then
φ(k + ej) = φ(k) + 2π
(
n
(l)
j − n
(l)
i
)
.
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Since n
(l)
j − n
(l)
i 6= 0, the periodic function λ(k) := e
iφ(k) winds around the circle U(1) at least
once as a function of the l-th component, and in particular covers the whole circle. So there must
exist k0 ∈ R
D such that λ(k0) = 1, or equivalently λi(k0) = e
iφi(k0) = eiφj(k0) = λj(k0), in
contradiction with the non-degeneracy of the eigenvalues of α′(k).
We deduce then that n
(l)
i = n
(l)
j ≡ n
(l) for all i, j ∈ {1, . . . ,m}. Set now det(α′(k)) = eiΦ(k) for
Φ(k) = φ1(k) + · · ·+ φm(k). Then the equality
Φ(k+ el) = Φ(k) + 2π
m∑
j=1
n
(l)
j = Φ(k) + 2πmn
(l)
shows that necessarily n(l) = 0 for all l ∈ {1, . . . , D}, as otherwise the determinant of α′ would
wind around the circle contrary to the hypothesis of null-homotopy of α′.
Finally, denote by 0 < g ≤ 2 the minimal distance between any two eigenvalues of α′(k), and
define the continuous and periodic function ρ(k) := φ1(k)+g/100. Then e
i ρ(k) lies in the resolvent
set of α′(k) for all k ∈ R. As a consequence, −1 is always in the resolvent set of the continuous
and periodic family of unitary matrices α˜(k) := e−i (ρ(k)+π) α′(k), which then admits a continuous
and periodic logarithm via the Cayley transform: α˜(k) = ei h˜(k). We conclude that
(3.7) α′(k) = eih
′(k) with h′(k) := h˜(k) + (ρ(k) + π)1.
The family of self-adjoint matrices {h′(k)}
k∈RD is still continuous and periodic by definition.
Step 4 : a two-step logarithm for α. In view of (3.6) and (3.7) we have eih
′(k) α(k)−1 = eih
′′(k) for
continuous and periodic families of self-adjoint matrices {h′(k)}
k∈RD and {h
′′(k)}
k∈RD . This can
be rewritten as α(k) = e−ih
′′(k) eih
′(k), which is (3.4) for N = 2. 
3.3. The link between the topology of α and that of P . We now come back to Theo-
rem 2.3(iii). First we consider the case d = 2 (so that D = d − 1 = 1). We have constructed in
(3.2) a continuous and Z-periodic family of unitary matrices {α(k2)}k2∈R, starting from a smooth,
periodic family of projections {P (k1, k2)}(k1,k2)∈R2 and an orthonormal Bloch basis for the restric-
tion {P (0, k2)}k2∈R. The next result links the topology of α with the one of P .
Proposition 3.3. Let {α(k2)}k2∈R and {P (k)}k∈R2 be as above. Then
deg(detα) = c1(P ).
Proof. The equality in the statement follows at once from the following chain of equalities:
trCm (α(k2)
∗∂k2α(k2)) = TrH (P (0, k2) T (k2)
∗∂k2T (k2)) =
∫ 1
0
dk1 TrH (P (k) [∂1P (k), ∂2P (k)]) .
Their proof can be found in Appendix A.2 (compare [8, Sec. 6.3]). 
We are finally able to conclude the proof of Theorem 2.3(iii).
Proof of Theorem 2.3(iii), d = 2. Given our initial hypothesis that c1(P ) = 0, the combination of
Propositions 3.1 and 3.3 gives that α is null-homotopic, and hence admits a two-step logarithm
which can be constructed via Proposition 3.2. This construction then yields the desired continuous
and periodic Bloch basis, again via Proposition 3.1. 
Proof of Theorem 2.3(iii), d = 3. Let {P (k1, k2, k3)}(k1,k2,k3)∈R3 be a smooth and periodic family
of projections. Under the assumption that c1(P )23 = 0, the 2-dimensional result we just proved
provides an orthonormal Bloch basis for the restriction {P (0, k2, k3)}(k2,k3)∈R2 , which can be
parallel-transported to {k1 = 1} and hence defines {α(k2, k3)}(k2,k3)∈R2 , as in (3.2). We now apply
Proposition 3.3, to the 2-dimensional restrictions {P (k1, 0, k3)}(k1,k3)∈R2 and {P (k1, k2, 0)}(k1,k2)∈R2
instead, and obtain that
(3.8)
deg2(detα) = deg(detα(·, 0)) = c1(P )12 = 0, deg3(detα) = deg(detα(0, ·)) = c1(P )13 = 0
14 HORIA D. CORNEAN, DOMENICO MONACO AND MASSIMO MOSCOLARI
(compare Appendix A.2). Again by Proposition 3.1 the family α is then null-homotopic, and
one can construct its two-step logarithm via Proposition 3.2. Proposition 3.1 illustrates how to
produce the required continuous and Z3-periodic Bloch basis. 
4. Maximal number of orthonormal Bloch vectors
We come to the proof of Theorem 2.3(i), concerning the existence of m− 1 orthonormal Bloch
vectors for a smooth and Zd-periodic family of projections {P (k)}
k∈Rd with 2 ≤ d ≤ 3. As usual,
we have denoted by m the rank of P (k).
4.1. Pseudo-periodic families of matrices. Before giving the proof of Theorem 2.3(i), we need
some generalizations of the results in Section 3.2.
Definition 4.1. Let {γ(k3)}k3∈R be a continuous and Z-periodic family of unitary matrices. We say
that a continuous family of matrices {µ(k2, k3)}(k2,k3)∈R2 is γ-periodic if it satisfies the following
conditions:
µ(k2 + 1, k3) = γ(k3)µ(k2, k3) γ(k3)
−1, µ(k2, k3 + 1) = µ(k2, k3), (k2, k3) ∈ R
2.
We say that two continuous and γ-periodic families {µ0(k)}k∈R2 and {µ1(k)}k∈R2 are γ-
homotopic if there exists a collection of continuous and γ-periodic families {µt(k)}k∈R2 , depending
continuously on t ∈ [0, 1], such that µt=0(k) = µ0(k) and µt=1(k) = µ1(k) for all k ∈ R
2.
Notice that a γ-periodic family of matrices is periodic in k3 and only pseudo-periodic in k2: the
family γ encodes the failure of k2-periodicity.
Proposition 4.2. Let {α(k2, k3)}(k2,k3)∈R2 be a continuous and γ-periodic family of unitary ma-
trices, and assume that deg2(detα) = deg3(detα) = 0. Then one can construct a continuous
and γ-periodic two-step logarithm for α, namely there exist continuous and γ-periodic families of
self-adjoint matrices {hi(k)}k∈R2 , i ∈ {1, 2}, such that
α(k2, k3) = e
ih1(k2,k3) eih2(k2,k3), (k2, k3) ∈ R
2.
Proof. The argument goes as in the proof of Proposition 3.2. One just needs to modify Step 1 there,
where the approximants of α with completely non-degenerate spectrum are constructed obeying
γ-periodicity rather than mere periodicity (compare Appendix A.4). It is also worth noting that
both the spectrum and the norm of µ(k2 + 1, k3) coincide with the spectrum and the norm of
µ(k2, k3) for any γ-periodic family of matrices µ, and that the Cayley transform of a γ-periodic
family of unitary matrices {α(k2, k3)}(k2,k3)∈R2 is also γ-periodic. Hence, logarithms constructed
via functional calculus on the Cayley transform are automatically γ-periodic (see Appendix A.3).
Finally, observing that the spectrum of a γ-periodic family of matrices is Z2-periodic, the rest of
the argument for Proposition 3.2 goes through unchanged. 
The next result generalizes Proposition 3.1 considerably.
Proposition 4.3. Assume that D ≤ 2. Let {α0(k)}k∈RD and {α1(k)}k∈RD be continuous and
periodic families of unitary matrices. Then the following are equivalent:
(i) the families are homotopic;
(ii) degj(detα0) = degj(detα1) for all j ∈ {1, . . . , D}, where degj(det ·) is defined in (3.3);
(iii) one can construct a continuous family of unitary matrices {β(k1,k)}(k1,k)∈Rd, d = D+1,
which is periodic in k, with β(0,k) ≡ 1 for all k ∈ RD, and such that
α1(k) = β(k1,k)α0(k)β(k1 + 1,k)
−1, (k1,k) ∈ R
d.
If D = 2, then the above three statements remain equivalent even if one replaces periodicity by
γ-periodicity and homotopy by γ-homotopy.
Proof. Since periodicity is a particular case of γ-periodicity, we give the proof in the γ-periodic
framework. Set
α′(k) := α1(k)
−1 α0(k), k ∈ R
D.
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Then {α′(k)}
k∈RD is a continuous and γ-periodic family of unitary matrices, satifying moreover
degj(detα
′) = degj(detα0)− degj(detα1) = 0 for j ∈ {1, . . . , D}. In view of Proposition 4.2, one
can construct a continuous and γ-periodic two-step logarithm for α′:
α′(k) = eih2(k) eih1(k).
Define
β(k1,k) := e
i k1 h2(k) ei k1 h1(k), k1 ∈ [0, 1], k ∈ R
D,
and extend this definition to positive k1 > 0 by
β(k1 + 1,k) := α1(k)
−1 β(k1,k)α0(k)
and to negative k1 < 0 by
β(k1,k) := α1(k)β(k1 + 1,k)α0(k)
−1.
Notice first that the above defines a family of unitary matrices which is γ-periodic in k. We just
need to show that this definition yields also a continuous function of k1. We have β(0
+,k) = 1
and β(1−, k2) = α1(k)
−1 α0(k) by definition. Let ǫ > 0. If k1 = −ǫ is negative but close to zero,
we have due to the definition
β(−ǫ,k) = α1(k)β(1 − ǫ,k)α0(k)
−1 → α1(k)β(1
−,k)α0(k)
−1 = 1 as ǫ→ 0.
Hence β is continuous at k1 = 0. At k1 = 1 we have instead
β(1 + ǫ,k) = α1(k)
−1 β(ǫ,k)α0(k)→ α1(k)
−1 β(0+,k)α0(k) = α1(k)
−1 α0(k) as ǫ→ 0
and β is also continuous there. A similar argument shows continuity of k1 7→ β(k1,k) at every
other integer value of k1.
Conversely, if we are given {β(k1,k)}(k1,k)∈R3 as in the statement, then
αt(k) := β(−t/2,k)α0(k)β(t/2,k)
−1, t ∈ [0, 1], k ∈ R2,
gives the desired γ-homotopy between α0 and α1. 
4.2. Orthonormal Bloch vectors. We now come back to the proof of Theorem 2.3(i).
Proof of Theorem 2.3(i). Let us start from a 2-dimensional smooth and Z2-periodic family of
rank-m projections {P (k)}
k∈R2 . We replicate the construction at the beginning of Section 3 (see
Equation (3.1)) to obtain an orthonormal collection of m Bloch vectors {ψa}
m
a=1 for {P (k)}k∈R2
which are continuous and Z-periodic in the variable k2. The continuous and periodic family of
unitary matrices {α2D(k2)}k2∈R, defined as in (3.2), measures the failure of {ψa}
m
a=1 to be periodic
in k1.
Define
(4.1) α˜2D(k2) :=

detα2D(k2) 0 · · · 0
0 1 · · · 0
...
...
. . .
...
0 0 · · · 1
 .
Clearly detα2D(k2) = det α˜2D(k2), so that in particular α2D and α˜2D are homotopic. Proposi-
tion 4.3 applies and produces a family of unitary matrices {β2D(k1, k2)}(k1,k2)∈R2 which is periodic
in k2 and such that
α2D(k2) = β2D(k1, k2) α˜2D(k2)β2D(k1 + 1, k2)
−1
holds for all (k1, k2) ∈ R
2.
With {ψa}
m
a=1 as in (3.1) and {β2D(k)}k∈R2 as above, define
ξa(k) :=
m∑
b=1
ψb(k)β2D(k)ba, a ∈ {1, . . . ,m} , k ∈ R
2.
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Then we see that for a ∈ {1, . . . ,m} and (k1, k2) ∈ R
2
(4.2)
ξa(k1 + 1, k2) =
m∑
b=1
ψb(k1 + 1, k2)β2D(k1 + 1, k2)ba =
m∑
b,c=1
ψc(k1, k2)α2D(k2)cb β2D(k1 + 1, k2)ba
=
m∑
c=1
ψc(k1, k2) [α2D(k2)β2D(k1 + 1, k2)]ca =
m∑
c=1
ψc(k1, k2) [β2D(k1, k2) α˜2D(k2)]ca
=
m∑
b=1
m∑
c=1
ψc(k1, k2)β2D(k1, k2)cb α˜2D(k2)ba =
m∑
b=1
ξb(k1, k2) α˜2D(k2)ba.
Since α˜2D(k2) is in the form (4.1), when we set a ∈ {2, . . . ,m} in the above equation this
reads ξa(k1 + 1, k2) = ξa(k1, k2), that is, {ξa}
m
a=2 is an orthonormal collection of (m − 1) Bloch
vectors which are continuous and Z2-periodic. This concludes the proof of Theorem 2.3(i) in the
2-dimensional case.
We now move to the case d = 3. Let {P (k)}
k∈R3 be a family of rank-m projections which
is smooth and Z3-periodic. In view of what we have just proved, the 2-dimensional restriction
{P (0, k2, k3)}(k2,k3)∈R2 admits a collection of m orthonormal Bloch vectors {ξa(0, ·, ·)}
m
a=1 satisfy-
ing
(4.3)
ξ1(0, k2 + 1, k3) = detα2D(k3) ξ1(0, k2, k3),
ξb(0, k2 + 1, k3) = ξb(0, k2, k3) for all b ∈ {2, . . . ,m} ,
ξa(0, k2, k3 + 1) = ξa(0, k2, k3) for all a ∈ {1, . . . ,m} .
Parallel-transport these Bloch vectors along the k1-direction, and define {ψa}
m
a=1 as in (3.1)
and {α(k2, k3)}(k2,k3)∈R2 as in (3.2). The latter matrices are still unitary, depend continuously on
(k2, k3), are periodic in k3, but
α(k2 + 1, k3) = α˜2D(k3)α(k2, k3) α˜2D(k3)
−1,
as can be checked from (4.3). Thus, the family {α(k2, k3)}(k2,k3)∈R2 is α˜2D-periodic, and conse-
quently so is the family defined by
α˜(k2, k3) :=

detα(k2, k3) 0 · · · 0
0 1 · · · 0
...
...
. . .
...
0 0 · · · 1

(actually, since α˜ and α˜2D commute, in this case α˜2D-periodicity reduces to mere periodicity).
Since α and α˜ share the same determinant, Proposition 4.3 again produces a continuous, α˜2D-
periodic family of unitary matrices {β(k1,k)}(k1,k)∈R3 such that for all (k1,k) ∈ R
3
α(k) = β(k1,k) α˜(k)β(k1 + 1,k)
−1.
Arguing as above (compare (4.2)), the collection of Bloch vectors defined by
ξa(k1,k) :=
m∑
b=1
ψb(k1,k)β(k1,k)ba, a ∈ {1, . . . ,m} , (k1,k) ∈ R
3,
satisfies
ξa(k1 + 1,k) =
m∑
b=1
ξb(k1,k) α˜(k)ba, a ∈ {1, . . . ,m} .
Due to the form of α˜, this implies again that {ξa}
m
a=2 are continuous, orthonormal, and Z
3-periodic
Bloch vectors for {P (k)}
k∈R3 , thus concluding the proof. 
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5. Moving Parseval frames of Bloch vectors
In this Section, we finally prove Theorem 2.3(ii), and complete the proof of our first main result.
The central step consists in proving the result for families of rank 1, which we will do first.
5.1. The rank-1 case.
Proof of Theorem 2.3(ii) (rank-1 case). Let d ≤ 3. We consider first a smooth and Zd-periodic
family of projections {P1(k)}k∈Rd of rank m = 1. We want to show that there exists two
Bloch vectors {ξ1, ξ2} which are continuous, Z
d-periodic, and generate the 1-dimensional space
RanP1(k) ⊂ H at each k ∈ R
d.
To do so, fix a complex conjugation C on the Hilbert space H (which is tantamount to the
choice of an orthonormal basis). Define
(5.1) Q(k) := C P1(−k)C
−1.
Using the fact that C is an antiunitary operator such that C2 = 1, one can check that {Q(k)}
k∈Rd
defines a smooth and Zd-periodic family of orthogonal projectors. Moreover, one also has that
c1(Q)ij = −c1(P )ij for all 1 ≤ i < j ≤ d, as can be seen by integrating the identity
TrH (Q(k) [∂iQ(k), ∂jQ(k)]) = −TrH (P1(−k) [∂iP1(−k), ∂jP1(−k)])
over T2ij (compare [33, ?]).
Set now P (k) := P1(k) ⊕ Q(k) for k ∈ R
d. The rank-2 family of projections {P (k)}
k∈Rd on
H⊕H satisfies then
c1(P )ij = c1(P1)ij + c1(Q)ij = 0 for all 1 ≤ i < j ≤ d.
Hence, in view of the results of Section 3, it admits a Bloch basis {ψ1, ψ2}. Let πj : H⊕H → H
be the projection on the j-th factor, j ∈ {1, 2}. Set finally
ξa(k) := π1 ((P1(k)⊕ 0) ψa(k)) , a ∈ {1, 2} , k ∈ R
d.
Let us show that {ξa(k)}
2
a=1 gives a (continuous and Z
d-periodic) Parseval frame in RanP1(k).
Indeed, let ψ ∈ RanP1(k): then automatically ψ ⊕ 0 ∈ RanP (k). Since {ψa(k)}
2
a=1 is an
orthonormal basis for RanP (k), we obtain that
ψ ⊕ 0 =
2∑
a=1
〈ψa(k), ψ ⊕ 0〉H⊕H ψa(k) =
2∑
a=1
〈ξa(k), ψ〉H ψa(k).
Finally, we apply π1 ◦ (P1(k)⊕ 0) on both sides and obtain
ψ =
2∑
a=1
〈ξa(k), ψ〉H ξa(k)
which is the defining condition (2.4) for {ξa(k)}
2
a=1 to be a Parseval frame in RanP1(k). 
5.2. The higher rank case: m > 1.
Proof of Theorem 2.3(ii) (rank-m case, m > 1). Let d ≤ 3, and consider a smooth and Zd-periodic
family of rank-m projections {P (k)}
k∈Rd . In view of Theorem 2.3(i), which we already proved,
it admits m − 1 orthonormal Bloch vectors {ξa}
m−1
a=1 : they are Z
d-periodic, and without loss of
generality (see Appendix A.1) we assume them to be smooth. Denote by
Pm−1(k) :=
m−1∑
a=1
|ξa(k)〉 〈ξa(k)| , k ∈ R
2,
the rank-(m− 1) projection onto the space spanned by {ξa(k)}
m−1
a=1 . Since the latter are smooth
and periodic Bloch vectors for {P (k)}
k∈Rd , the family {Pm−1(k)}k∈Rd is smooth, Z
d-periodic, and
satisfies Pm−1(k)P (k) = P (k)Pm−1(k) = Pm−1(k).
Denote by P1(k) the orthogonal projection onto the orthogonal complement of RanPm−1(k)
inside RanP (k). Then {P1(k)}k∈Rd is a smooth and Z
d-periodic family of rank-1 projections,
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and furthermore P1(k)P (k) = P (k)P1(k) = P1(k). In view of the results of the previous Subsec-
tions, we can construct two continuous and Zd-periodic Bloch vectors {ξm, ξm+1} which generate
RanP1(k) at all k ∈ R
d. Since P1(k) is a sub-projection of P (k), it then follows that
P (k) ξa(k) = P (k)P1(k) ξa(k) = P1(k) ξa(k) = ξa(k) for all a ∈ {m,m+ 1} .
Besides, by construction {ξm(k), ξm+1(k)} generate the orthogonal complement in RanP (k) to
the span of {ξa(k)}
m−1
a=1 , and hence the full collection of m + 1 Bloch vectors {ξa}
m+1
a=1 give an
(m+ 1)-frame for {P (k)}
k∈Rd consisting of continuous and Z
d-periodic vectors, as desired. 
6. Application to Hofstadter-like Hamiltonians
In this Section we start the proof of Theorem 2.6, in the case of a 2-dimensional discrete
magnetic Hamiltonian Hb, introduced in Section 2.1. We will first show that if b = b0 ∈ 2πQ, the
Hamiltonian is unitarily equivalent to a periodic one, for which the construction of the previous
Sections apply. Second, we analyse some important properties of the magnetic Fermi projection
when b = b0 + ǫ, ǫ≪ 1, where ǫ can be irrational.
6.1. Perturbing near a rational flux: proof of Proposition 2.1. Let b = b0+ ǫ, where ǫ > 0
and b0 = 2πp/q with p, q ∈ Z coprime. Using the common technique of enlarging the unit cell in
order to have an integer-flux magnetic field, we introduce the new lattice Γq := (qZ) × Z ≃ Z
2
and denote by Yq its fundamental cell, namely
Yq = Bq × Y ⊂ R
2, where Bq := {(0, 0), . . . , (q − 1, 0)} ⊂ R
2.
Hence, every point in the crystal can be uniquely represented as
η˜ + x+ y, η˜ ∈ Γq, x ∈ Bq, y ∈ Y,
where
η˜ = (qη1, η2), η1, η2 ∈ Z.
The matrix of the operator in (2.2) can be re-expressed in terms of the new coordinates as
follows:
Hb(η˜, x, y; η˜
′, x′, y′) = eibφ(η˜+x+y,η˜
′+x′+y′)T (η˜ − η˜′ + x− x′; y, y′).
We note the identity
φ(η˜ + x+ y, η˜′ + x′ + y′) = φ(η˜, η˜′) + φ(η˜ − η˜′, x+ x′ + y + y′)
+ φ(x + y, x′ + y′) + φ(x + y, η˜)− φ(x′ + y′, η˜′).
Define the unitary operator in ℓ2(Γq)⊗ ℓ
2(Yq) acting on f ∈ ℓ
2(Γq)⊗ ℓ
2(Bq)⊗ ℓ
2(Y) by
[Ubf ](η˜, x, y) := e
ib0η˜1η˜2/2eibφ(η˜,x+y)f(η˜, x, y)(6.1)
= eiπpη1η2eibφ(η˜,x+y)f(η˜, x, y), η˜ ∈ Γq, x ∈ Bq, y ∈ Y.
By rotating Hb with Ub we have
[UbHbU
∗
b ](η˜, x, y; η˜
′, x′, y′) = eiǫφ(η˜,η˜
′)·
· eib0η˜
′
1
(η˜2−η˜
′
2
)eib0(η˜1−η˜
′
1
)(η˜2−η˜
′
2
)/2eibφ(η˜−η˜
′,x+x′+y+y′)eibφ(x+y,x
′+y′)T (η˜ − η˜′ + x− x′; y, y′).
We observe that b0η˜
′
1(η˜2 − η˜
′
2) = 2πpη
′
1(η2 − η
′
2) ∈ 2πZ, thus e
ib0η˜
′
1
(η˜2−η˜
′
2
) = 1 and
[UbHbU
∗
b ](η˜, x, y; η˜
′, x′, y′) = eiǫφ(η˜,η˜
′)(−1)p(η1−η
′
1
)(η2−η
′
2
)
· eibφ(η˜−η˜
′,x+x′+y+y′)eibφ(x+y,x
′+y′)T (η˜ − η˜′ + x− x′; y, y′).
Upon the identification of γ˜ = (qγ1, γ2) ∈ Γq with γ = (γ1, γ2) ∈ Z
2, this operator can be seen as
acting in ℓ2(Z2)⊗ ℓ2(Yq) with matrix elements
(6.2)
H˜ǫ(γ, x, y; γ
′, x′, y′) := eiǫqφ(γ,γ
′)(−1)p(γ1−γ
′
1
)(γ2−γ
′
2
)ei(b0+ǫ)(γ2−γ
′
2
)(x
1
+x′
1
+y
1
+y′
1
)/2
· e−iq(b0+ǫ)(γ1−γ
′
1
)(x
2
+x′
2
+y
2
+y′
2
)/2ei(b0+ǫ)φ(x+y,x
′+y′)
· T ((q(γ1 − γ
′
1), γ2 − γ
′
2) + x− x
′; y, y′).
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Notice that the whole expression on the right-hand side of the above, with the exception of the
phase eiǫqφ(γ,γ
′), depends only on the difference γ − γ′. Identifying ℓ2(Yq) ≃ ℓ
2(Bq) ⊗ ℓ
2(Y) ≃
Cq ⊗ CN ≃ CqN , we can thus determine a new Bloch fiber for H˜ǫ, which will be a matrix of size
qN × qN equal to
hk,b0+ǫ(x, y;x
′, y′) :=
∑
γ∈Z2
e−i2πk·γ(−1)pγ1γ2ei(πp/q+ǫ/2)γ2(x1+x
′
1
+y
1
+y′
1
)
· e−i(πp+qǫ/2)γ1(x2+x
′
2
+y
2
+y′
2
)ei(b0+ǫ)φ(x+y,x
′+y′)
· T ((qγ1, γ2) + x− x
′; y, y′).
Lemma 6.1. The family of matrices hk,b0+ǫ is real-analytic in both k and ǫ.
Proof. This is a direct consequence of the exponential decay of T (γ) as a function of γ, which in
turn is a consequence of the real-analyticity in k of the original hk. 
Formula (6.2) justifies (2.3) with Q = qN , thus proving Proposition 2.1. Therefore, a magnetic
perturbation near any rational flux can be seen as a perturbation of a periodic Hamiltonian.
Remark 6.2. As we have already mentioned in Section 2, at ǫ = 0 the Hamiltonian H˜0 is periodic,
that is, it commutes with the usual translation operators by shifts in Z2. It is then possible to
diagonalize it by using the Bloch–Floquet transform UBF defined, for every f ∈ C
∞
0 (Z
2)⊗ ℓ2(Yq),
as
(UBFf)k(x, y) :=
∑
η∈Z2
e−i2πk·ηf(η, x, y) , k ∈ Ω, x ∈ Bq, y ∈ Y,
and then extended by continuity to a unitary operator UBF : ℓ
2(Z2)⊗ ℓ2(Yq)→ L
2(Ω)⊗ ℓ2(Yq).
Let us introduce the group of (modified) magnetic translations τ̂b0,η defined for every η ∈ Z
2
by
(τ̂b0,ηf)(γ, x, y) := e
ib0η1η2/2eib0φ(η,γ+x+y)f(γ + η, x, y), f ∈ ℓ2(Z2)⊗ ℓ2(Yq) .
We stress that the phase factor eib0η1η2/2 is crucial in order to have a unitary representation of
the group Z2 (that is, τ̂b0,η τ̂b0,γ = τ̂b0,η+γ for γ, η ∈ Z
2) when b0 ∈ 2πQ.
Define the following operator:
(6.3)
(UmBFf)k (x, y) := (UBFUb0f)k (x, y) =
∑
η∈Z2
e−i2πk·η(τ̂b0,ηf)(0, x, y), f ∈ C
∞
0 (Z
2)⊗ ℓ2(Yq) .
The unitary operator UmBF is the (modified) magnetic Bloch–Floquet transform. Then we have
the identity
(6.4) UBFH˜0U
∗
BF = UmBFHb0U
∗
mBF =
∫ ⊕
Ω
dkh(k) ,
where the fiber Hamiltonian h(k) is periodic in k with respect to shifts in the dual lattice{
k ∈ R2 : k · η ∈ 2πZ ∀ η ∈ Z2
}
≃ Z2.
6.2. Fermi-like projections. In the following, we drop the dependence on q for notational con-
venience, effectively setting q = 1 in the magnetic phase eiǫqφ(·,·).
We assume that Hb0 , and hence H˜0 ≡ Ub0Hb0U
∗
b0
, has an isolated spectral island. Then we
know that there exists ǫ∗ such that for every ǫ ≤ ǫ∗ also H˜ǫ has an isolated spectral island [5]. This
allows us to define the family of spectral projections onto the spectral islands of H˜ǫ, that we denote
by {P˜ǫ}0≤ǫ≤ǫ∗ . In the following, we will show that there exists an ǫ0 < ǫ
∗ such that P˜ǫ admits a
Parseval frames in the sense of Theorem 2.6, for every ǫ < ǫ0. Notice that this implies also the
existence of a Parseval frame for the Fermi projection Π(ǫ) of the original Hamiltonian Hb=b0+ǫ
consisting of exponentially localized generalized Wannier functions, since the two projections Π(ǫ)
and P˜ǫ are unitarily conjugated by the explicit unitary multiplication operator Ub=b0+ǫ in (6.1),
see Corollary 2.8.
From (2.3) we see that the ǫ-dependence of (the matrix elements of) the Hamiltonian H˜ǫ is
both in the phase factor and in hk,ǫ. Nevertheless, it is easier to remove the latter dependence;
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we will see that this does not spoil the validity of Theorem 2.6. We thus consider the operator Hǫ
acting on ℓ2(Z2)⊗ CQ defined by the matrix elements
(6.5) Hǫ(γ, x; γ
′, x′) := eiǫφ(γ,γ
′)T0(γ − γ
′;x, x′), where T0(γ;x, x
′) :=
∫
Ω
dk ei2πk·γhk,0(x, x
′)
for γ, γ′ ∈ Z2 and x, x′ ∈ {1, . . . , Q}.
Remark 6.3. Any operator A on ℓ2(Z2)⊗ CQ whose matrix elements are of the form
A(γ, x; γ′, x′) := eiǫφ(γ,γ
′)aǫ(γ − γ
′;x, x′), γ, γ′ ∈ Z2, x, x′ ∈ {1, . . . , Q} ,
commutes with the magnetic translations τǫ,η, η ∈ Z
2, defined in (2.6). Indeed for f ∈ ℓ2(Z2)⊗CQ
(6.6)
[Aτǫ,ηf ](γ, x) =
∑
γ′∈Z2
Q∑
x=1
eiǫφ(γ,γ
′)aǫ(γ − γ
′;x, x′) eiǫφ(γ
′,η)f(γ′ − η, x′)
=
∑
γ′′=γ′−η∈Z2
Q∑
x=1
eiǫφ(γ,γ
′′+η)aǫ(γ − γ
′′ + η;x, x′) eiǫφ(γ
′′+η,η)f(γ′′, x′)
= eiǫφ(γ,η)
∑
γ′′∈Z2
Q∑
x=1
eiǫφ(γ−η,γ
′′)aǫ(γ − η − γ
′′;x, x′) f(γ′′, x′)
= [τǫ,ηAf ](γ, x),
where we repeatedly used the skew-symmetry of the Pierls magnetic phase φ(·, ·).
Contrary to the modified magnetic translations τ̂b0,η introduced in Remark 6.2, the translation
operators τǫ,η do not form a unitary representation of the group Z
2, but rather a projective one.
Indeed
(6.7) τ∗ǫ,η = τǫ,−η and τǫ,ητǫ,η′ = e
iǫφ(η′,η)τǫ,η+η′ , η, η
′ ∈ Z2.
The following Lemma ensures that if H˜ǫ is gapped, also Hǫ is gapped.
Lemma 6.4. There exists ǫ˜0 such that, for every 0 ≤ ǫ ≤ ǫ˜0, the spectral island σb0+ǫ of Hǫ is
ǫ-close in the Hausdorff distance to a spectral island σ˜b0+ǫ of H˜ǫ.
Proof. From (6.2) we see that∣∣∣Hǫ(γ, x; γ′, x′)− H˜ǫ(γ, x; γ′, x′)∣∣∣ ≤ C ǫ (‖γ − γ′‖+ 1) |T (γ − γ′;x, x′)| ,
which implies the estimate
(6.8)
∣∣∣Hǫ(γ, x; γ′, x′)− H˜ǫ(γ, x; γ′, x′)∣∣∣ ≤ C ǫ e−β‖γ−γ′‖
for some positive constants C, β > 0 uniformly in x, x′ ∈ {1, . . . , Q}. From the above we conclude
via a Schur–Holmgren estimate that
∥∥∥Hǫ − H˜ǫ∥∥∥ ≤ C′ ǫ for some constant C′ > 0. An elementary
argument based on Neumann series shows that if dist(z, σ(Hǫ)) > C
′ ǫ then z must also be in the
resolvent set of H˜ǫ. The argument is symmetric in the two operators, hence the spectra are at
Hausdorff distance ǫ. 
In view of the above Lemma, the family of projections {Pǫ}ǫ∈[0,ǫ˜0] onto the spectral island σb0+ǫ
of Hǫ is well defined, for example by the Riesz formula
(6.9) Pǫ =
i
2π
∮
C
dz (Hǫ − z)
−1,
where C is a positively-oriented contour in the complex energy plane which encloses only the spec-
tral island σb0+ǫ. This family of projections satisfies a number of properties (see Proposition 6.6
below), which for later convenience we collect in the following Definition.
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Definition 6.5 (Fermi-like magnetic projections). A family of projections
{
Π(ǫ)
}
ǫ∈[0,ǫ0)
acting on
ℓ2(Z2) ⊗ CQ is called a family of Fermi-like magnetic projections if the following properties are
satisfied:
(i) perturbation of a periodic projection: the projection Π0 ≡ Π
(0) is such that there exists a
family of rank-m orthogonal projection P0(k) acting on C
Q which is smooth and Z2-periodic
as a function of k, and such that
(6.10) Π0(γ, x; γ
′, x′) =
∫
Ω
dk ei2πk·(γ−γ
′)P0(k)(x, x
′) for all γ, γ′ ∈ Z2, x, x′ ∈ {1, . . . , Q} ;
moreover for some positive constants C and α
(6.11)
∣∣∣Π(ǫ)(γ, x; γ′, x′)− eiǫφ(γ,γ′)Π0(γ, x; γ′, x′)∣∣∣ ≤ C ǫ e−α‖γ−γ′‖
for all γ, γ′ ∈ Z2 and x, x′ ∈ {1, . . . , Q};
(ii) exponential localization of the matrix elements: for some positive constant C and λ we have
(6.12)
∣∣∣Π(ǫ)(γ, x; γ′, x′)∣∣∣ ≤ Ce−λ‖γ−γ′‖
for all γ, γ′ ∈ Z2, x, x′ ∈ {1, . . . , Q} and ǫ ∈ [0, ǫ0);
(iii) intertwining with the magnetic translations: for all η ∈ Z2
(6.13)
eiǫφ(γ,η)Π(ǫ)(γ − η, x; γ′ − η, x′)e−iǫφ(γ
′,η) = Π(ǫ)(γ, x; γ′, x′) ∀ γ, γ′ ∈ Z2, x, x′ ∈ {1, . . . , Q} .
Notice that the above relation (6.13) is clearly equivalent to
(6.14) τǫ,ηΠ
(ǫ)τ∗ǫ,η = Π
(ǫ) , ∀ η ∈ Z2
by a computation analogous to (6.6).
Proposition 6.6. The family of projections {Pǫ}ǫ∈[0,ǫ˜0] is a family of magnetic Fermi-like pro-
jections in the sense of Definition 6.5.
Proof. Every Pǫ satisfies (6.13) by construction, sinceHǫ commutes with the magnetic translations
(see Remark 6.3). Moreover, they also satisfy (6.12). This is a direct application of the Combes–
Thomas estimates on the resolvent of Hǫ, because the gap in the spectrum of the Hamiltonian
persists for every ǫ. For completeness we report the proof of the Combes–Thomas estimates in
Appendix A.5, see Proposition A.7.
By hypothesis, H0 = H˜0 has a (possibly) non-trivial spectral island σb0 which must come from
the ranges of m < Q bands of hk,0. In other words, hk,0 has m < Q eigenvalues whose ranges
remain separated from the other Q −m, and these ranges together build up the spectral island
σb0 . Denote by P0(k) the spectral projection of hk,0 corresponding to these m eigenvalues. From
the properties of hk,0 we can deduce that P0(k) is smooth and periodic in k, and the spectral
projection of H0 on σb0 is simply given by
P0(γ, x; γ
′, x′) =
∫
Ω
dk ei2πk·(γ−γ
′)P0(k)(x, x
′), γ, γ′ ∈ Z2, x, x′ ∈ {1, . . . , Q} .
Hence also the property (6.10) is proved.
Now it remains to prove (6.11). This result is essentially known, see [5] and [3]; for completeness,
we present a proof adapted to our setting in Proposition A.8. 
Coming back to the problem of constructing a Parseval frame spanning the range of the Fermi
projection P˜ǫ of H˜ǫ, we show that it is in fact sufficient to construct it for the Fermi-like magnetic
projections Pǫ.
Lemma 6.7. There exists ǫ0 ≤ ǫ˜0 such that, for every 0 ≤ ǫ ≤ ǫ0, the Fermi-like magnetic
projection Pǫ admits a magnetic Parseval frame in the sense of Theorem 2.6 if and only if the
Fermi projection P˜ǫ admits it.
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Proof. The two families {Pǫ} and {P˜ǫ} are projections onto isolated spectral island of Hamiltonians
with exponentially localized matrix elements(see Proposition A.7), and hence have themselves
exponentially localized matrix elements in view of the Riesz formula (6.9) (compare (6.12)). Using
the resolvent identity and (6.8), it follows that
(6.15)
∣∣∣Pǫ(γ, x; γ′, x′)− P˜ǫ(γ, x; γ′, x′)∣∣∣ ≤ C ǫ e−β‖γ−γ′‖.
Because of this, there exists an ǫ0 > 0 such that ‖Pǫ − P˜ǫ‖ ≤ 1/2 for all ǫ ≤ ǫ0. Then via the
associated Kato–Nagy unitary Kǫ [23] we have P˜ǫ = KǫPǫK
−1
ǫ . The formula
(6.16)
Kǫ =
[
1−
(
P˜ǫ − Pǫ
)2]−1/2 (
P˜ǫPǫ +
(
1− P˜ǫ
)
(1− Pǫ)
)
=
[
1+
∞∑
k=1
(2k − 1)!!
k!2k
(
P˜ǫ − Pǫ
)2k](
P˜ǫPǫ +
(
1− P˜ǫ
)
(1− Pǫ)
)
for the Kato–Nagy unitary clearly shows that also Kǫ commutes with the magnetic translation.
Thus we see that if
{
w
(ǫ)
a
}
1≤a≤M
is such that (2.7) holds then the vectors
{
K∗ǫw
(ǫ)
a
}
1≤a≤M
will
span (together with all their magnetic translates) the range of Pǫ, and viceversa. In order to see
that the vectors K∗ǫw
(ǫ)
a = w
(ǫ)
a + (K∗ǫ − 1)w
(ǫ)
a are also exponentially localized, it suffices to show
that Kǫ − 1 has exponentially localized matrix elements in the sense of (6.12), which we will do
below in Lemma 6.8. This will conclude the proof. 
Lemma 6.8. For Kǫ in (6.16), there exist constants C, λ > 0 such that for all γ, γ
′ ∈ Z2 and
x, x′ ∈ {1, . . . , Q} and if ǫ is small enough∣∣Kǫ(γ, x; γ′, x′)− δγ,γ′ δx,x′∣∣ ≤ Ce−λ‖γ−γ′‖.
Proof. Using P˜ǫ = P˜
2
ǫ and Pǫ = P
2
ǫ , let us first rewrite (6.16) as
(6.17)
Kǫ − 1 = 2P˜ǫPǫ − P˜ǫ − Pǫ +
[
∞∑
k=1
(2k − 1)!!
k!2k
(
P˜ǫ − Pǫ
)2k](
P˜ǫPǫ +
(
1− P˜ǫ
)
(1− Pǫ)
)
= P˜ǫ
(
Pǫ − P˜ǫ
)
+
(
Pǫ − P˜ǫ
)
Pǫ +
[
∞∑
k=1
(2k − 1)!!
k!2k
(
P˜ǫ − Pǫ
)2k](
P˜ǫPǫ +
(
1− P˜ǫ
)
(1− Pǫ)
)
.
The right-hand side of the above is a sum of operators which are all expressed in terms of Dǫ :=
P˜ǫ − Pǫ times the bounded operators Pǫ, P˜ǫ and P˜ǫPǫ + (1 − P˜ǫ)(1 − Pǫ). Notice that, in view
of (6.15), we have
(6.18) |Dǫ(γ, x; γ
′, x′)| ≤ C ǫ e−β‖γ−γ
′‖ , γ, γ′ ∈ Z2, x, x′ ∈ {1, . . . , Q} .
Thus, to show that the matrix elements of Kǫ − 1 satisfy the estimate in the statement, it suf-
fices to show that the series in square brackets appearing in (6.17) defines an operator Oǫ with
exponentially localized matrix elements.
Consider the matrix elements of Dnǫ with n ∈ N and n ≥ 2:
Dnǫ (γ, x; γ
′, x′) =
∑
γ1∈Z2
Q∑
x
1
=1
· · ·
∑
γn−1∈Z2
Q∑
xn−1=1
Dǫ(γ, x; γ1, x1) · · ·Dǫ(γn−1, xn−1; γ
′, x′) .
In view of (6.18) we have that, for 0 < β′ < β,
eβ
′‖γ−γ′‖ |Dnǫ (γ, x; γ
′, x′)| ≤ C ǫQn−1
 sup
γ′′∈Z2
sup
x′′,y∈{1,...,Q}
∑
η∈Z2
|Dǫ(γ
′′, x′′; η, y)|eβ
′‖γ′′−η‖
n−1
≤ ǫn(C′)n
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for some C′ > 0. With this estimate, it follows that
|Oǫ(γ, x; γ
′, x′)| ≤ [(1 − (ǫC′))−1/2 − 1] e−β
′‖γ−γ′‖ ≤ C′′ ǫ e−β
′‖γ−γ′‖
for some C′′ > 0 uniform in γ, γ′ ∈ Z2, x, x′ ∈ {1, . . . , Q}, and ǫ sufficiently small. 
7. Parseval frames for Fermi-like magnetic projections
In view of the discussion in the previous Section, we have reduced the statement of Theorem 2.6
to the following equivalent result, formulated in terms of Fermi-like magnetic projections.
Proposition 7.1. Let
{
Π(ǫ)
}
ǫ∈[0,ǫ0)
be a family of Fermi-like magnetic projections as in Defini-
tion 6.5. Then there exists ǫ′0 < ǫ0 such that for all 0 ≤ ǫ ≤ ǫ
′
0 the following hold:
(i) one can construct m−1 orthonormal exponentially localized vectors
{
w
(ǫ)
s
}
1≤s≤m−1
and two
other exponentially localized vectors
{
W
(ǫ)
r
}
1≤r≤2
such that
Π
(ǫ)
1 :=
∑
γ∈Z2
m−1∑
s=1
∣∣∣τǫ,γ w(ǫ)s 〉〈τǫ,γ w(ǫ)s ∣∣∣ and Π(ǫ)2 := ∑
γ∈Z2
2∑
r=1
∣∣∣τǫ,γW (ǫ)r 〉〈τǫ,γW (ǫ)r ∣∣∣
are two orthogonal projections commuting with all magnetic translations τǫ,γ defined in (2.6)
and such that Π(ǫ) = Π
(ǫ)
1 +Π
(ǫ)
2 and Π
(ǫ)
1 Π
(ǫ)
2 = 0;
(ii) if moreover c1(P0) = 0 ∈ Z, where P0 is as in (6.10), then one can construct m orthonormal
and exponentially localized vectors
{
w
(ǫ)
a
}
1≤a≤m
such that
Π(ǫ) =
∑
γ∈Z2
m∑
a=1
∣∣∣τǫ,γ w(ǫ)a 〉〈τǫ,γ w(ǫ)a ∣∣∣ .
The rest of this Section will be devoted to the proof of Proposition 7.1.
7.1. Parseval frame at ǫ = 0. We first look at the projection Π0 ≡ Π
(ǫ=0), which can be fibered
through the projections {P0(k)}k∈R2 as in (6.10). We know from Theorem 2.3 that we may find
m− 1 orthonormal vectors {ξs(k)}1≤s≤m−1 in the range of P0(k) which are both Z
2-periodic and
real-analytic in k. Also, we may find two other vectors Ξ1(k) and Ξ2(k) in the range of P0(k) which
are Z2-periodic and real-analytic in k, so that {ξ1(k), . . . , ξm−1(k),Ξ1(k),Ξ2(k)} forms a Parseval
frame for the range of P0(k). This means that we have the following orthogonal decomposition
for P0(k) :
(7.1) P0(k) = P1(k) + P2(k), P1(k) :=
m−1∑
s=1
|ξs(k)〉 〈ξs(k)| , P2(k) :=
2∑
r=1
|Ξr(k)〉 〈Ξr(k)| .
Note that P1(k)P2(k) = 0 and P2(k) has rank 1. Going back from k-space to position-space we
define the operators Πj acting in ℓ
2(Z2)⊗ CQ associated with the following matrix elements:
Πj(γ, x; γ
′, x′) :=
∫
Ω
dk ei2πk·(γ−γ
′)Pj(k)(x, x
′), j ∈ {0, 1, 2} , γ, γ′ ∈ Z2 , x, x′ ∈ {1, . . . , Q} .
Since Π(ǫ) is a family of Fermi-like magnetic projections, from (6.12) we have
(7.2) |Π0(γ, x; γ
′, x′)| ≤ C exp−λ‖γ−γ
′‖ .
Define now the exponentially localized Wannier-type functions
ws(γ, x) :=
∫
Ω
dk ei2πk·γξs(k, x), Wr(γ, x) :=
∫
Ω
dk ei2πk·γΞr(k, x),
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for s ∈ {1, . . . ,m− 1} and r ∈ {1, 2}. Due to the analyticity of the Bloch-type vectors ξs and Ξr,
we obtain that [10, 25]
(7.3)
max
s∈{1,...,m−1}
max
x∈{1,...,Q}
∣∣∣eβ‖γ‖ws(γ, x)∣∣∣ ≤ C ,
max
r∈{1,2}
max
x∈{1,...,Q}
∣∣∣eβ‖γ‖Wr(γ, x)∣∣∣ ≤ C ;
where β is less than the width of the strip of analiticity of the Bloch-type frame. Moreover we
have the following identities:
Π1 =
∑
γ∈Z2
m−1∑
s=1
|τ0,γ ws〉 〈τ0,γ ws| , Π2 =
∑
γ∈Z2
2∑
r=1
|τ0,γWr〉 〈τ0,γWr| , Π0 = Π1 +Π2.
7.2. Construction of Π
(ǫ)
1 . The next Lemma provides the construction of Π
(ǫ)
1 as in the statement
of Proposition 7.1.
Lemma 7.2 (Construction of Π
(ǫ)
1 ). Define the self-adjoint operator Mǫ acting on the space
ℓ2(Z2)⊗ Cm−1 defined by the matrix elements
(7.4) Mǫ(γ, s; γ
′, s′) :=
〈
τǫ,γws,Π
(ǫ)τǫ,γ′ws′
〉
ℓ2(Z2)⊗CQ
.
If ǫ0 is small enough, then there exists some C,α > 0 such that uniformly in ǫ ≤ ǫ0 we have
(7.5) |δss′δγγ′ −Mǫ(γ, s; γ
′, s′)| ≤ C ǫ e−α‖γ−γ
′‖.
The vectors
(7.6) Vγ′′,s,ǫ(γ, x) :=
∑
γ′∈Z2
m−1∑
s′=1
[M−1/2ǫ ](γ
′, s′; γ′′, s)[Π(ǫ)τǫ,γ′ws′ ](γ, x)
are orthonormal. Moreover, there existm−1 exponentially localized vectors w
(ǫ)
s , s ∈ {1, . . . ,m− 1},
such that
(7.7) Vγ′′,s,ǫ = τǫ,γ′′w
(ǫ)
s for all γ
′′ ∈ Z2, ǫ ∈ [0, ǫ0).
Finally
Π
(ǫ)
1 :=
∑
γ∈Z2
m−1∑
s=1
|Vγ,s,ǫ〉 〈Vγ,s,ǫ| =
∑
γ∈Z2
m−1∑
s=1
∣∣∣τǫ,γ w(ǫ)s 〉〈τǫ,γ w(ǫ)s ∣∣∣
is an orthogonal projection such that Π(ǫ)Π
(ǫ)
1 = Π
(ǫ)
1 .
Remark 7.3. When the Chern number of {P0(k)}k∈R2 vanishes, then the construction of Π
(ǫ)
1 pro-
vided by Lemma 7.2 above can be applied to the whole Π(ǫ), thus proving also Proposition 7.1(ii).
Proof of Lemma 7.2. The proof follows the same ideas as in [7]. In the following the magnetic
phase composition rule
(7.8) φ(γ, γ′) + φ(γ′, γ′′) = φ(γ, γ′′) + φ(γ − γ′, γ′ − γ′′)
will be used repeatedly. During the proof we will denote inessential constants by K.
Consider the operator Π̂(ǫ) defined by the following matrix elements:
(7.9)
Π̂(ǫ)(γ, x; γ′, x′) := eiǫφ(γ,γ
′)Π0(γ, x; γ
′, x′) = eiǫφ(γ,γ
′)Π1(γ, x; γ
′, x′) + eiǫφ(γ,γ
′)Π2(γ, x; γ
′, x′)
=: Π̂
(ǫ)
1 (γ, x; γ
′, x′) + Π̂
(ǫ)
2 (γ, x; γ
′, x′) ,
and the operator Π˜(ǫ) defined by
(7.10) Π˜(ǫ) :=
∑
γ′′∈Z2
m−1∑
s=1
|τǫ,γ′′ws〉〈τǫ,γ′′ws|+
∑
γ′′∈Z2
2∑
r=1
|τǫ,γ′′Ws〉〈τǫ,γ′′Ws| =: Π˜
(ǫ)
1 + Π˜
(ǫ)
2 .
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Then we have the following estimate:
(7.11)
|Mǫ(γ, s; γ
′, s′)− δss′δγγ′ | ≤
∣∣∣〈τǫ,γws,(Π(ǫ) − Π̂(ǫ)) τǫ,γ′ws′〉∣∣∣
+
∣∣∣〈τǫ,γws,(Π̂(ǫ) − Π˜(ǫ)) τǫ,γ′ws′〉∣∣∣+ ∣∣∣〈τǫ,γws, Π˜(ǫ)2 τǫ,γ′ws′〉∣∣∣
+
∣∣∣〈τǫ,γws, Π˜(ǫ)1 τǫ,γ′ws′〉− δss′δγγ′∣∣∣ .
The first term of the right-hand side is exponentially localized due to (6.11) and (7.3). In order
to prove the exponential localization of the second term we prove an estimate analogue to (6.11)
for the matrix elements of Π̂(ǫ) − Π˜(ǫ):
(7.12)
∣∣∣Π̂(ǫ)1 (γ, x; γ′, x′)− Π˜(ǫ)1 (γ, x; γ′, x′)∣∣∣
≤
∑
γ′′∈Z2
m−1∑
s′=1
∣∣∣(1− eiǫφ(γ−γ′′,γ′′−γ′))ws′′ (γ − γ′′, x)ws′′ (γ′ − γ′′, x′)∣∣∣
≤
ǫ
2
∑
γ′′∈Z2
m−1∑
s′=1
‖γ − γ′′‖‖γ′′ − γ′‖
∣∣∣ws′′ (γ − γ′′, x)ws′′ (γ′ − γ′′, x′)∣∣∣
≤ K ǫ e−α
′‖γ−γ′‖ ,
where α′ < β, since we have used (7.3). The same argument works also for the matrix elements
of Π̂
(ǫ)
2 − Π˜
(ǫ)
2 ; hence we can conclude that∣∣∣(Π̂(ǫ) − Π˜(ǫ)) (γ, x; γ′, x′)∣∣∣ ≤ K ǫ e−α′‖γ−γ′‖ .
Then the exponential localization also of the second term on the right-hand side of (7.11) follows.
Consider now the scalar product 〈τǫ,γws, τǫ,γ′Wr〉. Since τ0,γws and τ0,γ′Wr belong to orthog-
onal subspaces for every γ, γ′ ∈ Z2, s ∈ {1, . . . ,m− 1} and r ∈ {1, 2}, we have that
(7.13)
|〈τǫ,γws, τǫ,γ′Wr〉| = |〈τǫ,γws, τǫ,γ′Wr〉 − 〈τ0,γws, τ0,γ′Wr〉|
≤
∑
γ′′∈Z2
Q∑
y=1
∣∣∣(eiǫφ(γ−γ′′,γ′′−γ′) − 1)∣∣∣ ∣∣∣(τ0,γws)(γ′′, y)(τ0,γ′Wr)(γ′′, y)∣∣∣
≤ e−α‖γ−γ
′‖ ǫ
2
∑
γ′′∈Z2
Q∑
y=1
eα‖γ−γ
′′‖‖γ − γ′′‖‖γ′′ − γ′‖eα‖γ
′′−γ′‖
∣∣∣(τ0,γws)(γ′′, y)(τ0,γ′Wr)(γ′′, y)∣∣∣
≤ K ǫ e−α
′‖γ−γ′‖ .
The same argument works if we substitute τǫ,γ′Wr with τǫ,γ′ws′ as long as (γ
′, s′) 6= (γ, s). Thus
we can also prove the exponential localization for the third term on the right-hand side of (7.11):
∣∣∣〈τǫ,γws, Π˜2τǫ,γ′ws′〉∣∣∣ ≤ ∑
γ′′∈Z2
2∑
r=1
|〈τǫ,γws, τǫ,γ′′Wr〉| |〈τǫ,γ′′Wr , τǫ,γ′ws′ 〉|
≤ K ′ǫ2e−α
′‖γ−γ′‖
∑
γ′′∈Z2
2∑
r=1
e−β‖γ−γ
′′‖ ≤ Kǫ2e−α
′′‖γ−γ′‖ ,
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and for the fourth term as well:
|〈τǫ,γws, Π˜1τǫ,γ′ws′〉 − δss′δγγ′ |
≤ δγγ′δss′
∑
(γ′′,s′′)∈Z2×{1,...,m−1}
(γ′′,s′′) 6=(γ,s)
|〈τǫ,γws, τǫ,γ′′ws′′〉| |〈τǫ,γ′′ws′′ , τǫ,γ′ws′〉|
+
∑
(γ′′,s′′)∈Z2×{1,...,m−1}
|〈τǫ,γws, τǫ,γ′′ws′′ 〉| |〈τǫ,γ′′ws′′ , τǫ,γ′ws′ 〉|
≤ Kǫ2e−α
′′‖γ−γ′‖ ,
with α′′ < α′. Hence (7.5) is proved.
Define now Dǫ := Mǫ − 1. The estimate (7.5) shows that the norm of Dǫ is controlled by ǫ,
therefore M
−1/2
ǫ = (1+Dǫ)
−1/2
exists and can be expressed as a norm convergent power series
around ǫ = 0. Moreover, arguing as in the proof of Lemma 6.8, one can show that M
−1/2
ǫ has
exponentially localized matrix elements, and that
(7.14) |M−1/2ǫ (γ, s; γ
′, s′)− δss′δγγ′| ≤ C ǫ e
−ρ‖γ−γ′‖
for some positive C, ρ > 0.
The series defined in (7.6) is now an absolutely convergent series and it is straightforward to
check that the vectors Vγ′′,s,ǫ form an orthonormal set. It remains to prove the existence of m− 1
exponentially localized vectors w
(ǫ)
s such that (7.7) holds. By hypothesis Π(ǫ) satisfies (6.14),
which together with (6.7) implies that
Mǫ(γ, s; γ
′, s′) =
〈
τǫ,γws, τǫ,γ′Π
(ǫ)ws′
〉
=
〈
τ∗ǫ,γ′τǫ,γws,Π
(ǫ)ws′
〉
=
〈
eiǫφ(γ
′,γ)τǫ,γ−γ′ws,Π
(ǫ)ws′
〉
= eiǫφ(γ,γ
′)
〈
τǫ,γ−γ′ws,Π
(ǫ)ws′
〉
=: eiǫφ(γ,γ
′)mǫ(γ − γ
′; s, s′).
By using the power series expansion for the inverse square root, one can prove (see [7]) a similar
form for the integral kernel of M
−1/2
ǫ , namely
[M−1/2ǫ ](γ, s; γ
′, s′) = eiǫφ(γ,γ
′)mǫ,−1/2(γ − γ
′; s, s′) .
It then follows, using again (6.7) and (6.14), that
Vγ′′,s,ǫ =
∑
γ′∈Z2
m−1∑
s′=1
eiǫφ(γ
′,γ′′)mǫ,−1/2(γ
′ − γ′′; s′, s)[τǫ,γ′Π
(ǫ)ws′ ]
=
∑
γ=γ′−γ′′∈Z2
m−1∑
s′=1
eiǫφ(γ+γ
′′,γ′′)mǫ,−1/2(γ; s
′, s)[τǫ,γ+γ′′Π
(ǫ)ws′ ]
=
∑
γ∈Z2
m−1∑
s′=1
eiǫφ(γ,γ
′′)mǫ,−1/2(γ; s
′, s)[eiǫφ(γ
′′,γ)τǫ,γ′′τǫ,γΠ
(ǫ)ws′ ]
= τǫ,γ′′w
(ǫ)
s ,
with
(7.15) w(ǫ)s :=
∑
γ∈Z2
m−1∑
s′=1
mǫ,−1/2(γ; s
′, s)[τǫ,γΠ
(ǫ)ws′ ] =
∑
γ∈Z2
m−1∑
s′=1
[M−1/2ǫ ](γ, s
′; 0, s)[τǫ,γΠ
(ǫ)ws′ ] .
Due to the exponential localization (7.3) of the ws’s and of the integral kernels of M
−1/2
ǫ and
Π(ǫ), we easily get that there exist β′, C > 0, independent of x, such that
(7.16) sup
γ∈Z2
eβ
′‖γ‖|w(ǫ)s (γ, x)| ≤ C .
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Remark 7.4. Notice that the functions w
(ǫ)
s defined in (7.15) satisfy
w(ǫ)s − ws′ = w
(ǫ)
s − [Π0ws′ ] = w
(ǫ)
s − [Π̂
(ǫ)ws′ ] + [(Π̂
(ǫ) −Π0)ws′ ]
=
∑
η∈Z2
m−1∑
s′′=1
[M−1/2ǫ ](η, s
′′; 0, s)[(Π(ǫ) − δ0ηδs′s′′Π̂
(ǫ))τǫ,η]ws′′ + [(Π̂
(ǫ) −Π0)ws′ ]
hence
w(ǫ)s (γ, x)− ws′ (γ, x) =
=
∑
γ′∈Z2
Q∑
x′=1
[M−1/2ǫ ](0, s
′; 0, s)[Π(ǫ)(γ, x; γ′, x′)− eiǫφ(γ,γ
′)Π0(γ, x; γ
′, x′)]ws′ (γ
′, x′)
+
∑
η 6=0
∑
s′′ 6=s′
(
[M−1/2ǫ ](η, s
′′; 0, s)− δ0ηδs′s′′
) ∑
γ′∈Z2
Q∑
x′=1
Π(ǫ)(γ, x; γ′, x′) eiǫφ(γ
′,η)ws′′ (γ
′ − η, x′)
+
∑
γ′∈Z2
Q∑
x′=1
(eiǫφ(γ,γ
′) − 1)Π0(γ, x; γ
′, x′)ws′(γ
′, x′) .
Using (6.11) to estimate the first sum on the right-hand side of the above, (7.14) with (6.12) for
the second sum, and the power series of the exponential and (6.12) at ǫ = 0 for the third sum,
together with the exponential decay (7.3) of the functions ws, we are able to deduce that for all
s, s′ ∈ {1, . . . ,m− 1} ∣∣∣w(ǫ)s (γ, x)− ws′(γ, x)∣∣∣ ≤ C ǫ e−σ‖γ‖
for some positive constants C, σ > 0 uniform in γ ∈ Z2, x ∈ {1, . . . , Q}, and ǫ sufficiently small.
Clearly the above implies in turn that
(7.17)
∣∣∣[τǫ,ηw(ǫ)s ](γ, x)− [τǫ,ηws′ ](γ, x)∣∣∣ ≤ C ǫ e−σ‖γ−η‖
for any η ∈ Z2.
7.3. Construction of Π
(ǫ)
2 . We now show that the orthogonal projection defined as
(7.18) Π
(ǫ)
2 := Π
(ǫ)
−Π
(ǫ)
1
can be written as in Proposition 7.1(i). To construct a Parseval frame for it we will mix the space-
doubling method used in the proof of Theorem2.3(iii) (see Section 5) with magnetic perturbation
theory.
The projection P2(k) in (7.1) has rank 1, and we introduce P˜2(k) := CP2(−k)C
−1 as in (5.1).
Denote by P3(k) := P˜2(k) ⊕ P2(k) the rank-2 projection acting on C
Q ⊕ CQ. As it is argued in
Section 5, its Chern number is zero. We now define the operator
T (ǫ)(γ, x; γ′, x′) := eiǫφ(γ,γ
′)
∫
Ω
ei2πk·(γ−γ
′)P3(k)(x, x
′)dk, γ, γ′ ∈ Z2, x, x′ ∈ {1, . . . , 2Q} ,
acting on ℓ2(Z2)⊗(CQ⊕CQ). Note the fact that T (ǫ) = T
(ǫ)
1 ⊕T
(ǫ)
2 where T
(ǫ)
j acts on ℓ
2(Z2)⊗CQ.
We also have
(7.19)
T
(ǫ)
2 (γ, x; γ
′, x′) := eiǫφ(γ,γ
′)
∫
Ω
ei2πk·(γ−γ
′)P2(k)(x, x
′)dk
= eiǫφ(γ,γ
′)Π2(γ, x; γ
′, x′) = Π̂
(ǫ)
2 (γ, x; γ
′, x′) ,
for γ, γ′ ∈ Z2 and x, x′ ∈ {1, . . . , Q}, compare (7.9).
The operators T
(ǫ)
j are almost orthogonal projections, in the sense that
∆
(ǫ)
j :=
{(
T
(ǫ)
j
)2
− T
(ǫ)
j
}
= O(ǫ)
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in the operator norm; more precisely we want to prove an estimate of the usual type for the matrix
elements of ∆
(ǫ)
j , namely
(7.20)
∣∣∣∆(ǫ)j (γ, x; γ′, x′)∣∣∣ ≤ C ǫ e−α‖γ−γ′‖.
In order to show this we need to prove an auxiliary general result.
Lemma 7.5. Let U and V act on ℓ2(Z2) ⊗ CQ. Assume their matrix elements are such that
U(γ, x; γ′, x′) = eiǫφ(γ,γ
′)u(γ − γ′;x, x′) and V (γ, x; γ′, x′) = eiǫφ(γ,γ
′)v(γ − γ′;x, x′). Assume
further that there exist constants C, δ0 > 0 such that for all γ ∈ Z
2 and for all x, x′ ∈ {1, . . . , Q}
we have
(7.21) max{|u(γ;x, x′)| , |v(γ;x, x′)|} ≤ Ce−δ0‖γ‖ .
Then W = UV has matrix elements given by W (γ, x; γ′, x′) = eiǫφ(γ,γ
′)wǫ(γ − γ
′;x, x′) where
wǫ(γ;x, x
′) =
∑
γ′∈Z2
Q∑
x′′=1
eiǫφ(γ−γ
′,γ′)u(γ − γ′;x, x′′)v(γ′;x′′, x′)
is also exponentially localized.
Proof. Using the magnetic phase composition rule (7.8) we have that
W (γ, x; γ′, x′) =
∑
ξ∈Z2
Q∑
y=1
eiǫφ(γ,ξ)u(γ − ξ;x, y)eiǫφ(ξ,γ
′)v(ξ − γ′; y, x′)
= eiǫφ(γ,γ
′)
∑
γ′′∈Z2
Q∑
y=1
eiǫφ(γ−γ
′,γ′′)u(γ − γ′ − γ′′;x, y)v(γ′′; y, x′)
= eiǫφ(γ,γ
′)wǫ(γ − γ
′;x, x′) .
Then the exponential localization is a direct consequence of (7.21). Indeed, taking 0 < δ < δ0, we
have
eδ‖γ−γ
′‖|W (γ, x; γ′, x′)| ≤
∑
ξ∈Z2
Q∑
y=1
eδ‖γ−ξ‖|u(γ − ξ;x, y)| eδ‖ξ−γ
′‖|v(ξ − γ′; y, x′)| ≤ K
for some K > 0. 
We are now ready to prove (7.20).
Proposition 7.6. There exist ǫ0, C, α > 0 such that for every 0 ≤ ǫ ≤ ǫ0 (7.20) holds.
Proof. Since T
(0)
j is a true projection we have that ∆
(0)
j = 0. Then, applying the results of
Lemma 7.5 to U = V = T
(ǫ)
j and using the series expansion for the phase factor, we obtain∣∣∣∆(ǫ)j (γ, x; γ′, x′)∣∣∣ = ∣∣∣∆(ǫ)j (γ, x; γ′, x′)−∆(0)j (γ, x; γ′, x′)∣∣∣ ≤ C ǫ e−α‖γ−γ′‖ . 
Now if ǫ is small enough, we may construct the following explicit orthogonal projections acting
on ℓ2(Z2)⊗ CQ (see [30] for more details):
P
(ǫ)
j := T
(ǫ)
j +
(
T
(ǫ)
j −
1
2
1
){
(1+ 4∆
(ǫ)
j )
−1/2 − 1
}
.
Simply using the above formula in each term of the direct sum in the expression for T (ǫ) we obtain
that
P(ǫ) = P
(ǫ)
1 ⊕P
(ǫ)
2
is an orthogonal projection acting on the “doubled” space and, using (7.20) and arguing as in the
proof of Lemma 6.8, that
(7.22)
∣∣∣P(ǫ)(γ, x; γ′, x′)− T (ǫ)(γ, x; γ′, x′)∣∣∣ ≤ C ǫ e−α‖γ−γ′‖.
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Because the non-magnetic projection P3(k) which builds up T
(ǫ=0) is trivial, mimicking the
proof of Lemma 7.2 we infer that we can construct two exponentially localized Wannier-type
vectors F
(ǫ)
r ∈ ℓ2(Z2)⊗ (CQ ⊕ CQ) such that:
P(ǫ) =
∑
γ∈Z2
2∑
r=1
∣∣∣(τǫ,γ ⊕ τǫ,γ)F (ǫ)r 〉〈(τǫ,γ ⊕ τǫ,γ)F (ǫ)r ∣∣∣ ,
where τǫ,γ ⊕ τǫ,γ is the obvious extension of the magnetic translation to the doubled space. Re-
stricting ourselves to vectors of the type 0 ⊕ ψ where ψ is in the range of P
(ǫ)
2 , and denoting by
π2 : ℓ
2(Z2) ⊗ (CQ ⊕ CQ) → ℓ2(Z2) ⊗ CQ the projection on the second component of the doubled
space, we have the identity
ψ = π2(0⊕ ψ) =
∑
γ∈Z2
2∑
r=1
〈
τǫ,γ(π2F
(ǫ)
r ), ψ
〉
ℓ2(Z2)⊗CQ
(
τǫ,γ(π2F
(ǫ)
r )
)
.
In other words this means that
(7.23) P
(ǫ)
2 =
∑
γ∈Z2
2∑
r=1
∣∣∣τǫ,γ(π2F (ǫ)r )〉〈τǫ,γ(π2F (ǫ)r )∣∣∣ .
The next important step consists of the following estimate that we state as a Lemma.
Lemma 7.7. There exist constants ǫ0, α, C > 0 such that for every 0 ≤ ǫ ≤ ǫ0 it holds that
(7.24)
∣∣∣Π(ǫ)2 (γ, x; γ′, x′)− T (ǫ)2 (γ, x; γ′, x′)∣∣∣ ≤ C ǫ e−α‖γ−γ′‖ .
Proof. Considering the fact that Π
(ǫ)
2 is defined as in (7.18) and the equalities (7.9) and (7.19)
hold, we have∣∣∣Π(ǫ)2 (γ, x; γ′, x′)− T (ǫ)2 (γ, x; γ′, x′)∣∣∣
≤
∣∣∣Π(ǫ)(γ, x; γ′, x′)− Π̂(ǫ)(γ, x; γ′, x′)∣∣∣+ ∣∣∣Π(ǫ)1 (γ, x; γ′, x′)− Π̂(ǫ)1 (γ, x; γ′, x′)∣∣∣
≤ C ǫ e−α‖γ−γ
′‖ +
∣∣∣Π(ǫ)1 (γ, x; γ′, x′)− Π̂(ǫ)1 (γ, x; γ′, x′)∣∣∣ ,
which is a consequence of the estimate (6.11). Therefore it suffices to prove that the matrix
elements of Π
(ǫ)
1 − Π̂
(ǫ)
1 are exponentially localized and proportional to ǫ. Since we have proved
that this is true for the difference Π˜
(ǫ)
1 − Π̂
(ǫ)
1 , where Π˜
(ǫ)
1 is defined in (7.10) (see (7.12)), it suffices
to prove the required estimate on the matrix elements of the difference Π
(ǫ)
1 − Π˜
(ǫ)
1 . Since the
(γ, x; γ′, x′)-matrix element of this difference is provided by a difference of absolutely convergent
series, we can estimate∣∣∣Π(ǫ)1 (γ, x; γ′, x′)− Π˜(ǫ)1 (γ, x; γ′, x′)∣∣∣
=
∣∣∣∣∣∣
∑
η∈Z2
m−1∑
s=1
[τǫ,ηw
(ǫ)
s ](γ, x) [τǫ,ηw
(ǫ)
s ](γ′, x′)− [τǫ,ηws](γ, x) [τǫ,ηws](γ′, x′)
∣∣∣∣∣∣
≤
∑
η∈Z2
m−1∑
s=1
{ ∣∣∣[τǫ,ηw(ǫ)s ](γ, x)− [τǫ,ηws](γ, x)∣∣∣ ∣∣∣[τǫ,ηw(ǫ)s ](γ′, x′)∣∣∣
+ |[τǫ,ηws](γ, x)|
∣∣∣[τǫ,ηw(ǫ)s ](γ′, x′)− [τǫ,ηws](γ′, x′)∣∣∣ }.
In view of (7.17) and of the exponential localization (7.3) and (7.16) of ws and w
(ǫ)
s , the conclusion
follows. 
Coupling (7.24) with (7.22) we obtain:∣∣∣Π(ǫ)2 (γ, x; γ′, x′)−P(ǫ)2 (γ, x; γ′, x′)∣∣∣ ≤ C ǫ e−α‖γ−γ′‖.
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Then, if ǫ is small enough, the above implies that the two projections Π
(ǫ)
2 and P
(ǫ)
2 are unitarily
equivalent through a Kato–Nagy unitary Kǫ given as in (6.16), i.e. Π
(ǫ)
2 = KǫP
(ǫ)
2 K
−1
ǫ . Therefore
we have the following proposition that concludes the construction of Π
(ǫ)
2 .
Proposition 7.8. There exist two exponentially localized functions W
(ǫ)
r , r ∈ {1, 2}, such that
Π
(ǫ)
2 =
∑
γ∈Z2
2∑
r=1
∣∣∣τǫ,γW (ǫ)r 〉〈τǫ,γW (ǫ)r ∣∣∣ .
Proof. By hypothesis Π(ǫ) commutes with the magnetic translations and by construction also Π
(ǫ)
1
does; it follows that so does Π
(ǫ)
2 by (7.18). From (7.23), it is also clear thatP
(ǫ)
2 commutes with the
magnetic translations, and by (6.16) so does the Kato-Nagy unitaryKǫ. SettingWr := Kǫ(π2F
(ǫ)
r ),
r ∈ {1, 2} (compare (7.23)), the proof is concluded like that of Lemma 6.7. 
Remark 7.9. The results presented in this Section can be extended with not much effort to contin-
uous families of magnetic Fermi-like projections Π(ǫ) acting in L2(R2)⊗H, where H = L2((0, 1)2).
However, in order to apply the construction of the Parseval frames in the framework of continuous
magnetic Schro¨dinger operators with constant magnetic field, it is necessary to prove an analogue
of Propostion 6.6. In the continuous case the situation is more complicated and one has to fully
exploit magnetic perturbation theory [5] and use some involved technical results regarding elliptic
regularity and Agmon–Combes–Thomas uniform exponential decay estimates [6].
Appendix A. “Black boxes”
In this Appendix we will provide more details and appropriate references for a number of tools
and “black boxes” employed in the paper.
A.1. Smoothing argument. We start by providing a smoothing argument that allows to produce
real-analytic Bloch vectors from continuous ones.
Lemma A.1 (Smoothing argument). Let {P (k)}
k∈Rd be a family of orthogonal projections ad-
mitting an analytic, Zd-periodic analytic extension to a complex strip around Rd ⊂ Cd. Assume
that there exist continuous, Zd-periodic, and orthogonal Bloch vectors {ξ1, ..., ξm} for {P (k)}k∈Rd .
Then, there exist also real-analytic, Zd-periodic, and orthogonal Bloch vectors
{
ξ̂1, ..., ξ̂m
}
.
The same holds true if analyticity is replaced by Cr-smoothness for some r ∈ N ∪ {∞}.
Proof (sketch). We sketch here the proof: more details can be found in [7, Sec. 2.3].
Define
g(k) = g(k1, . . . , kd) :=
1
πd
d∏
j=1
1
1 + k2j
.
The function g is analytic over the strip
{
z = (z1, . . . , zd) ∈ C
d : |Im zj | < 1, j ∈ {1, . . . , d}
}
and
obeys
∫
Rd
g(k) dk = 1. For δ > 0, define gδ(k) := δ
−dg(k/δ). Set
ψ(δ)a (k) :=
∫
Rd
gδ(k− k
′) ξa(k
′) dk′, a ∈ {1, ...,m} , k ∈ Rd.
The above define Zd-periodic vectors which admit an analytic extension to a strip of half-width δ
around the real axis in Cd, and moreover converge to ξa uniformly as δ → 0. We note here that
an alternative way of smoothing has been suggested to us by G. Panati: he proposed taking the
convolution with the Feje´r kernel, which has the advantage of integrating on [−1/2, 1/2]d and not
on the whole Rd.
Now denote φ
(δ)
a (k) := P (k)ψ
(δ)
a (k), for a ∈ {1, ...,m} and k ∈ Rd. Then for any ǫ > 0 there ex-
ists δ > 0 such that φ
(δ)
a (k) and ξa(k) are uniformly at a distance less then ǫ. Moreover, as the ξa’s
are orthogonal, we can make sure that the Gram–Schmidt matrix S(δ)(k)ab :=
〈
φ
(δ)
a (k), φ
(δ)
b (k)
〉
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is close to the identity matrix, uniformly in k, possibly at the price of choosing an even smaller δ.
This implies that S(δ)(k)−1/2 is real-analytic and Zd-periodic, and hence the vectors
ξ̂a(k) :=
m∑
b=1
φ
(δ)
b (k)
[
S(δ)(k)−1/2
]
ba
define the required real-analytic, Zd-periodic, and orthogonal Bloch vectors. 
A.2. Parallel transport. We recall here the definition of parallel transport associated to a smooth
and Zd-periodic family of projections {P (k1, . . . , kd)}(k1,...,kd)∈Rd acting on an Hilbert space H.
Fix i ∈ {1, . . . , d}. For (k1, . . . , kd) ∈ R
d, denote by k ∈ RD, D = d− 1, the collection of coor-
dinates different from the i-th. We use the shorthand notation (k1, . . . , kd) ≡ (ki,k) throughout
this Subsection.
Define
(A.1) Ak(ki) := i [∂kiP (ki,k), P (ki,k)] , (ki,k) ∈ R
d.
Then Ak(ki) defines a self-adjoint operator on H. The solution to the operator-valued Cauchy
problem
(A.2) i ∂kiTk(ki, k
0
i ) = Ak(ki)Tk(ki, k
0
i ), Tk(k
0
i , k
0
i ) = 1,
defines a family of unitary operators on H, called the parallel transport unitaries (along the i-th
direction). In the following we will fix k0i = 0. This notion coincides with the one in differential
geometry of the parallel transport along the straight line from (0,k) to (ki,k) associated to the
Berry connection on the Bloch bundle. The parallel transport unitaries satisfy the properties
listed in the following result.
Lemma A.2. Let {P (k)}
k∈Rd be a smooth (respectively analytic) and Z
d-periodic family of or-
thogonal projections acting on an Hilbert space H. Then the family of parallel transport unitaries
{Tk(ki, 0)}ki∈R, k∈RD defined in (A.2) satisfies the following properties:
(i) the map Rd ∋ k = (ki,k) 7→ Tk(ki, 0) ∈ U(H) is smooth (respectively real-analytic);
(ii) for all ki ∈ R and k ∈ R
D
Tk(ki + 1, 1) = Tk(ki, 0)
and
Tk+n(ki, 0) = Tk(ki, 0) for n ∈ Z
D;
(iii) the intertwining property
P (ki,k) = Tk(ki, 0)P (0,k)Tk(ki, 0)
−1
holds for all ki ∈ R and k ∈ R
D .
A proof of all these properties can be found for example in [16] or in [7, Sec. 2.6].
In (3.2), the parallel transport unitary T (k) := Tk(1, 0) is employed to define the continuous,
ZD-periodic family of unitary matrices {α(k)}
k∈RD . Let j ∈ {1, . . . , d}, j 6= i. The integrand in
the formula (3.3) for degj(detα) can be expressed in terms of the parallel transport unitaries as
trCm
(
α(k)∗∂kjα(k)
)
= TrH
(
P (0,k) T (k)∗∂kjT (k)
)
(compare [8, Lemma 6.1]). Besides, by the Duhamel formula we have
∂kjTk(ki, 0) = Tk(ki, 0)
∫ ki
0
ds Tk(s, 0)
∗ ∂kjAk(s)Tk(s, 0),
where Ak(s) is as in (A.1) (compare [8, Lemma 6.2]). On the other hand, one can also compute
P (ki,k) ∂kjAk(ki)P (ki,k) = P (ki,k) [∂kiP (ki,k), ∂kjP (ki,k)]P (ki,k)
so that, denoting K := (ki,k) ∈ R
d,
TrH
(
P (0,k) T (k)∗∂kjT (k)
)
=
∫ 1
0
dki TrH
(
P (K)
[
∂kiP (K), ∂kjP (K)
])
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(compare [8, Eqn. (6.13)]). Putting all the above equalities together, we conclude that
degj(detα) =
1
2πi
∫ 1
0
dkj
∫ 1
0
dki TrH
(
P (K)
[
∂kiP (K), ∂kjP (K)
])
= c1(P )ij ,
see (2.5). The above equality proves Proposition 3.3 as well as Equation (3.8).
A.3. Cayley transform. An essential tool to produce “good” logarithms for families of unitary
matrices which inherit properties like continuity and (γ-)periodicity is the Cayley transform. We
recall here this construction.
Lemma A.3 (Cayley transform). Let {α(k)}
k∈RD be a family of unitary matrices which is con-
tinuous and ZD-periodic. Assume that −1 lies in the resolvent set of α(k) for all k ∈ RD. Then
one can construct a family {h(k)}
k∈RD of self-adjoint matrices which is continuous, Z
D-periodic
and such that
α(k) = eih(k) for all k ∈ RD.
If D = 2 and {α(k2, k3)}(k2,k3)∈R2 is γ-periodic (in the sense of Definition 4.1), then the above
family of self-adjoint matrices can be chosen to be γ-periodic as well.
Proof. The proof adapts the one in [8, Prop. 3.5]. The Cayley transform
s(k) := i (1− α(k)) (1+ α(k))
−1
is self-adjoint, depends continuously on k, and is ZD-periodic (respectively γ-periodic) if α is as
well. One also immediately verifies that
α(k) = (1+ i s(k)) (1− i s(k))
−1
.
Let C be a closed, positively-oriented contour in the complex plane which encircles the real spec-
trum of s(k) for all k ∈ RD. Let log(·) denote the choice of the complex logarithm corresponding
to the branch cut on the negative real semi-axis. Then
h(k) :=
1
2π
∮
C
log
(
1 + i z
1− i z
)
(s(k)− z1)−1 dz, k ∈ RD,
obeys all the required properties. 
A.4. Generically non-degenerate spectrum of families of unitary matrices. The aim of
this Subsection is to prove that
Proposition A.4. Let D ≤ 2. Consider a continuous and ZD-periodic family of unitary matrices
{α(k)}
k∈RD . Then, one can construct a sequence of continuous, Z
D-periodic families of unitary
matrices {αn(k)}k∈RD , n ∈ N, such that
• supk∈RD ‖αn(k)− α(k)‖ → 0 as n→∞, and
• the spectrum of αn(k) is completely non-degenerate for all n ∈ N and k ∈ R
D.
In D = 2, the same conclusion holds if periodicity and homotopy are replaced by γ-periodicity
and γ-homotopy, in the sense of Definition 4.1.
The periodic case for D ≤ 2 has already been treated in [7], [8] and [9], but we will sketch below
the main ideas and give details on the new, γ-periodic situation.
We will need two technical results, which we state here.
Lemma A.5 (Analytic Approximation Lemma). Consider a uniformly continuous family of uni-
tary matrices α(k) where k ∈ [a, b] ⊂ R. Let I be any compact set completely included in [a, b].
Then one can construct a sequence {αn(k)}k∈I , n ∈ N, of families of unitary matrices which are
real-analytic on I and such that
sup
k∈I
‖αn(k)− α(k)‖ → 0 as n→∞.
If α is continuous and Z-periodic, the same is true for αn and the approximation is uniform on
R. This last statement can be extended to any D ≥ 1.
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Proof (sketch). The proof proceeds in the same spirit of Lemma A.1 above. First, we take the
convolution with a real-analytic kernel and obtain a smooth matrix β(k) which is close in norm to
α(k). Thus γ := β∗β must be close to the identity matrix, it is self-adjoint and real-analytic, and
the same holds true for γ1/2. Finally, we restore unitarity by writing α′ := βγ1/2 and checking
that (α′)∗α′ = 1. More details can be found in [8, Lemma A.2]. 
Lemma A.6 (Local Splitting Lemma). For R > 0 and k0 ∈ R
D, denote by BR(k0) the open ball
of radius R around k0. Let {α(k)}k∈BR(k0) be a continuous family of unitary matrices. Then, for
some R′ ≤ R, one can construct a sequence {αn(k)}k∈BR′(k0), n ∈ N, of continuous families of
unitary matrices such that
• sup
k∈BR(k0) ‖αn(k)− α(k)‖ → 0 as n→∞, and
• the spectrum of αn(k) is completely non-degenerate for all k ∈ BR′(k0).
The proof of the above Lemma can be found in [8, Lemma A.1] for D = 1 and in [9, Lemma 5.1]
for D = 2.
Proof of Proposition A.4. The main idea is to lift all the spectral degeneracies of α within the
unit interval [0, 1] or the unit square [0, 1] × [0, 1], and then extend the approximants with non-
degenerate spectrum to the whole RD by either periodicity or γ-periodicity.
We start with D = 1. By the Analytic Approximation Lemma we can find an approximant α(1)
of α which depends analytically on k. If α(1) has degenerate eigenvalues, then they either cross at
isolated points (a finite number of them in the compact interval [0, 1]) or they stay degenerate for
all k ∈ [0, 1]. Pick a point in [0, 1] which is not an isolated degenerate point. Applying the Local
Splitting Lemma, find a continuous approximant α(2) of α(1) for which the second option is ruled
out, so that its eigenvalues cannot be constantly degenerate.
Let now α(3) be an analytic approximation of α(2), obtained by means of the Analytic Ap-
proximation Lemma. The eigenvalues of α(3) can only be degenerate at a finite number of points
{0 < k1 < · · · < kS < 1} (we assume without loss of generality that no eigenvalue intersections
occur at k = 0: this can be achieved by means of small shift of the coordinate). By applying
the Local Splitting Lemma to balls of radius 1/n around each such point (starting from a large
enough n0), and extending the definition of the approximants from [0, 1] to R by periodicity, we
obtain the required continuous and periodic approximants αn with completely non-degenerate
spectrum. Notice that, under the assumption of null-homotopy of α, the rest of the argument of
Theorem 3.2 applies: in particular, for n sufficiently large αn admits a continuous and periodic
logarithm, namely αn(k) = e
ihn(k).
Now we continue with D = 2. We will only treat the γ-periodic setting, since the periodic case
for D ≤ 2 has been already analyzed in [7], [8] and [9].
We start by considering the strip [0, 1]×R. The matrix α(0, k3) is periodic, hence we may find
a smooth approximation α0(k3) which is always non-degenerate and periodic.
The matrix α(k2, k3)α(0, k3)
−1 is close to the identity near k2 = 0, and so is α(k2, k3)α0(k3)
−1.
Hence if k2 is close to 0 we can write (using the Cayley transform)
α(k2, k3) = e
iH0(k2,k3)α0(k3)
whereH0(k2, k3) is continuous, periodic in k3, and uniformly close to zero. Due to the γ-periodicity
of α, we have that α(1, k3) and γ(k3)α0(k3)γ(k3)
−1 are also close in norm. Reasoning in the same
way as near k2 = 0 we can write
α(k2, k3) = e
iH1(k2,k3)γ(k3)α0(k3)γ(k3)
−1
where H1(k2, k3) is continuous, periodic in k3, and uniformly close to zero near k2 = 1.
Let δ < 1/10. Choose a smooth function 0 ≤ gδ ≤ 1 such that
gδ(k2) =
{
1 if k2 ∈ [0, δ] ∪ [1− δ, 1],
0 if 2δ ≤ k2 ≤ 1− 2δ.
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For 0 ≤ k2 ≤ 1 and k3 ∈ R, define the matrix αδ(k2, k3) in the following way:
αδ(k2, k3) :=

ei(1−gδ(k2))H0(k2,k3) α0(k3) if 0 ≤ k2 ≤ 3δ,
α(k2, k3) if 3δ < k2 < 1− 3δ,
ei(1−gδ(k2))H1(k2,k3) γ(k3)α0(k3) γ(k3)
−1 if 1− 3δ ≤ k2 ≤ 1.
We notice that αδ is continuous, periodic in k3 and converges in norm to α when δ goes to zero.
Moreover,
αδ(1, k3) = γ(k3)αδ(0, k3) γ(k3)
−1,
which is a crucial ingredient if we want to continuously extend it by γ-periodicity to R2.
We also note that αδ(k2, k3) is completely non-degenerate when k2 is either 0 or 1, hence by
continuity it must remain completely non-degenerate when k2 ∈ [0, ǫ]∪[1−ǫ, 1] if ǫ is small enough.
Following [9], we will explain how to produce an approximation α′(k2, k3) of αδ(k2, k3) with the
following properties:
• it coincides with αδ(k2, k3) if k2 ∈ [0, ǫ] ∪ [1− ǫ, 1],
• it is continuous on [0, 1]× R and periodic in k3,
• it is completely non-degenerate on the strip [0, 1]× R.
Assuming for now that all this holds true, let us investigate the consequences. Because it coincides
with αδ near k2 = 0 and k2 = 1, we also have:
α′(1, k3) = γ(k3)α
′(0, k3)γ(k3)
−1.
If k2 > 0 we define recursively
α′(k2 + 1, k3) = γ(k3)α
′(k2, k3)γ(k3)
−1
and if k2 < 0
α′(k2, k3) = γ(k3)
−1α′(k2 + 1, k3)γ(k3).
Then α′ has all the properties required in the statement, and the proof is complete.
Finally let us sketch the main ideas borrowed from [9] which are behind the proof of the three
properties of α′ listed above.
First, the construction of α′ is based on continuously patching non-degenerate local logarithms,
which is why the already non-degenerate region k2 ∈ [0, ǫ] ∪ [1− ǫ, 1] is left unchanged.
Second, let us consider the finite segment defined by k2 ∈ [ǫ, 1 − ǫ] and k3 = 0. The family of
matrices {αδ(k2, 0)} is 1-dimensional, with a spectrum which is completely non-degenerate near
k2 = ǫ and k2 = 1 − ǫ. Reasoning as in the case D = 1 we can find a continuous approximation
α2(k2) which is completely non-degenerate on the whole interval k2 ∈ [ǫ, 1 − ǫ]. The matrix
αδ(k2, k3)α2(k2)
−1 is close to the identity matrix if |k3| ≪ 1, hence we may locally perturb αδ
near the segment (ǫ, 1 − ǫ) × {0} so that the new α′δ is completely non-degenerate on a small
tubular neighborhood of the boundary of the segment (ǫ, 1− ǫ)× {0}. This perturbation must be
taken small enough not to destroy the initial non-degeneracy near k2 = ǫ and k2 = 1− ǫ.
Third, since αδ is periodic in k3, the local perturbation around the strip (ǫ, 1− ǫ)×{0} can be
repeated near all the strips (ǫ, 1− ǫ)×Z. The new matrix, α′′δ , will be non-degenerate near a small
tubular neighborhood of any unit square of the type [0, 1]× [p, p+ 1], with p ∈ Z. The final step
is to locally perturb α′′δ inside these squares, like in [9, Prop. 5.11]. The splitting method relies in
an essential way on the condition D ≤ 2, since it uses the fact that a smooth map between RD
and R3 cannot have regular values. 
A.5. Resolvent estimates. In this final Appendix we will prove the estimates on the matrix
elements of the resolvent of the Hamiltonian Hǫ that we used in Section 6.
Proposition A.7 (Combes–Thomas type estimate). Consider an operator H0 in ℓ
2(Z2) ⊗ CQ
such that its matrix is localized along the diagonal, that is,
|H0(γ, x; γ
′, x′)| ≤ Ce−β0‖γ−γ
′‖ ∀γ, γ′ ∈ Z2 , x, x′ ∈ {1, . . . , Q}
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for some positive constants C and β0. Moreover fix a compact set K ⊂ ρ(H0). Then, there exist
two constants C′ and β < β0 such that
sup
z∈K
∥∥(H0 − z)−1(γ, x; γ′, x′)∥∥ ≤ C′e−β‖γ−γ′‖ , ∀ γ, γ′ ∈ Z2, x, x′ ∈ {1, . . . , Q} .
Proof. Take γ0 ∈ Z
2. Consider the operator H
(γ0)
β defined by the following matrix elements:
(A.3) H
(γ0)
β (γ, x; γ
′, x′) := eβ‖γ−γ0‖H0(γ, x; γ
′, x′)e−β‖γ
′−γ0‖ ,
for all γ, γ′ ∈ Z2, and x, x′ ∈ {1, . . . , Q}. Using the inequality |ex − 1| ≤ |x|e|x|, which holds for
all x ∈ R, together with the triangle inequality we have
(A.4) sup
γ0∈Z2
∣∣∣H(γ0)β (γ, x; γ′, x′)−H0(γ, x; γ′, x′)∣∣∣ ≤ Cβ‖γ − γ′‖ e−(β0−β)‖γ−γ′‖ .
Using a Schur–Holmgren estimate, as soon as β < β0 we get from (A.4) that ‖H
(γ0)
β −H0‖ ≤ βC
for all γ0. If z ∈ K ⊂ ρ(H0), we can choose a β small enough such that the operator(
1+
(
H
(γ0)
β −H0
)
(H0 − z)
−1
)
is invertible uniformly in z and γ0. Thus we obtain that(
H
(γ0)
β − z
)−1
= (H0 − z)
−1
(
1+
(
H
(γ0)
β −H0
)
(H0 − z)
−1
)−1
,
which implies
(A.5) sup
γ0∈Z2
sup
z∈K
∥∥∥∥(H(γ0)β − z)−1∥∥∥∥ =: A <∞ .
Also, β only depends on the minimal distance between z and the spectrum of H0.
We are now ready to prove the exponential localization of the resolvent of H0. From the
definition (A.3) of H
(γ0)
β we obtain that e
−β‖·−γ0‖H
(γ0)
β = H0e
−β‖·−γ0‖. From this identity and
from (A.5) we get that for every z ∈ K
(A.6) (H0 − z)
−1
e−β‖·−γ0‖ = e−β‖·−γ0‖
(
H
(γ0)
β − z
)−1
.
Hence (A.6) shows that (H0 − z)
−1 e−β‖·−γ0‖ maps in the domain of the unbounded multiplication
operator eβ‖·−γ0‖. Finally, considering the vector δγ0,x′ that is equal to 1 only in (γ0, x
′), and using
the fact that in the discrete setting the ℓ∞ norm is bounded by the ℓ2 norm, (A.5) implies:∣∣∣eβ‖γ−γ0‖ (H0 − z)−1 (γ, x; γ0, x′)∣∣∣ = ∣∣∣∣((H(γ0)β − z)−1 δγ0,x′) (γ, x)∣∣∣∣ ≤ A
which concludes the proof. 
For the next statement, recall that Hǫ was defined in (6.5).
Proposition A.8. Fix a compact set K ⊂ ρ(H0). Then there exist ǫ0 > 0, α < ∞ and C < ∞
such that for every 0 ≤ ǫ ≤ ǫ0 we have that K ⊂ ρ(Hǫ) and:
(A.7) sup
z∈K
∣∣∣(Hǫ − z)−1(γ, x; γ′, x′)− eiǫφ(γ,γ′)(H0 − z)−1(γ, x; γ′, x′)∣∣∣ ≤ C ǫ e−α‖γ−γ′‖.
Proof. By hypothesis we know that |H0(γ, x; γ
′, x′)| ≤ C′e−β‖γ−γ
′‖ and hence Proposition A.7
gives us that also
∣∣(H0 − z)−1(γ, x; γ′, x′)∣∣ ≤ C′′e−β‖γ−γ′‖, uniformly for every z ∈ K. Consider
the operator S
(ǫ)
z defined by the following matrix elements:
S(ǫ)z (γ, x; γ
′, x′) := eiǫφ(γ,γ
′)(H0 − z)
−1(γ, x; γ′, x′) ,
for all γ, γ′ ∈ Z2, and x, x′ ∈ {1, . . . , Q}. Then consider the matrix of (Hǫ − z)S
(ǫ)
z . Exploiting
the magnetic phase composition rule (7.8) and the fact that eiǫφ(γ,γ) = 1 we get
(A.8) (Hǫ − z)S
(ǫ)
z =: 1+ T
(ǫ)
z ,
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where T
(ǫ)
z is the operator associated with the matrix elements
(A.9) eiǫφ(γ,γ
′)
∑
γ˜∈Z2
∑
x˜∈B
(
eiǫφ(γ−γ˜,γ˜−γ
′) − 1
)
H0(γ, x; γ˜, x˜)(H0 − z)
−1(γ˜, x˜; γ′, x′) ,
for all γ, γ′ ∈ Z2, and x, x′ ∈ {1, . . . , Q}. Now note that∣∣∣eiǫφ(γ−γ˜,γ˜−γ′) − 1∣∣∣ ≤ ǫ
2
‖γ − γ˜‖‖γ˜ − γ′‖ .
Considering the exponential localization of H0 and (H0− z)
−1, a simple computation shows that,
for every α < β,
(A.10) eα‖γ−γ
′‖
∣∣∣T (ǫ)z (γ, x; γ′, x′)∣∣∣ ≤ C˜ǫ ,
where C˜ is some constant independent of z. Hence a Schur–Holmgren estimate now proves that
‖T
(ǫ)
z ‖ ≤ C˜ǫ. So, fix an ǫ0 such that the norm of T
(ǫ)
z is less than 1, then for every ǫ ≤ ǫ0 we can
invert the operator 1 + T
(ǫ)
z . Due to the selfadjointness of Hǫ we know a priori that (Hǫ − z) is
invertible for every z such that ℑ(z) 6= 0. So, from (A.8) we obtain that
(Hǫ − z)
−1 = S(ǫ)z
(
1+ T (ǫ)z
)−1
and
‖(Hǫ − z)
−1‖ ≤ ‖S(ǫ)z ‖ < C ,
where C is a constant that depends only on K and does not depend on the imaginary part of z.
So we can conclude that K is also in the resolvent set of Hǫ whenever ǫ ≤ ǫ0. Finally, from (A.8)
we have that S
(ǫ)
z − (Hǫ − z)
−1 = (Hǫ − z)
−1T
(ǫ)
z . Since K is in the resolvent set of Hǫ, using
Proposition A.7 we infer that (Hǫ−z)
−1 has matrix elements localized around the diagonal, hence
(A.7) follows taking into account (A.10). 
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