Abstract This paper proposes a novel method to control virtual characters in dynamic environments. A virtual character is animated by a locomotion and jumping engine, enabling production of continuous parameterized motions. At any time during runtime, flat obstacles (e.g. a puddle of water) can be created and placed in front of a character. The method first decides whether the character is able to get around or jump over the obstacle. Then the motion parameters are accordingly modified. The transition from locomotion to jump is performed with an improved motion blending technique. While traditional blending approaches let the user choose the transition time and duration manually, our approach automatically controls transitions between motion patterns whose parameters are not known in advance. In addition, according to the animation context, blending operations are executed during a precise period of time to preserve specific physical properties. This ensures coherent movements over the parameter space of the original input motions. The initial locomotion type and speed are smoothly varied with respect to the required jump type and length. This variation is carefully computed in order to place the take-off foot as close to the created obstacle as possible.
Introduction
In computer graphics, many methods and techniques have been developed to animate virtual humans, with the same principal objectives: believability, efficiency and adaptability. Motion capture [26] produces incontestably realistic human animations, but needs post-processing work to filter and adapt the raw recorded data. Editing methods have, therefore, been developed, such as motion interpolation or blending, producing new motions by combining multiple clips according to time-varying weights. This provides effective ways of adapting motion clips to the desired constraints specified by animators. However, these are sometimes complex to formulate, notably for real-time animation in dynamic environments.
In this paper, we present a method that determines these constraints automatically so as to animate an autonomous character in a dynamic environment. As opposed to traditional methods that consider the objects (or obstacles) of a scene as static [9, 14, 32] or as described with pre-defined trajectories [16, 23] , we aim at handling obstacles that are not known in advance, generated on-thefly during the animation process. Based on a locomotion engine, the character moves freely in a virtual environment. As soon as an obstacle is visible for the character, the method decides whether to get around or to jump over it, and then constructs the appropriate animation on-thefly. This mechanism is composed of three phases.
The first phase aims to determine if the jump is physically feasible with respect to the current animation parameters such as the locomotion speed, obstacle length, distance between the character and the obstacle. According to the resulting decision, the second phase establishes a path that the character has to follow. A trajectory results from this path, providing the necessary linear and/or angular speed variation, either to avoid the obstacle or to place the take-off foot as close to the obstacle as possible. Finally, the last phase consists in generating the animation with respect to the parameter variation by applying the animation engine presented in [11] , which produces the exact desired motion. In the case of jumping over the obstacle, we elaborate an on-line motion blending method that ensures a smooth transition from a locomotion pattern to a jump sequence without knowledge of their parameters in advance.
To produce realistic animation results, the motion blending method needs the implementation of time warping techniques, where correspondences between the motions are identified and then aligned. Instead of applying time warping methods where all input motions have to be pre-processed [19, 34] , we opt for an approach similar to [27] that allows dynamic blending of motions not known in advance. However, its disadvantage is that the correspondences of motion structures have to be done manually, by annotating the time constraints of the feet, referred to as the support phases. We therefore propose an automatic method based on a subset of pre-labeled motions. Owing to a relation between these motions and their support phases, the time constraints of a new generated motion are detected on-the-fly.
All of the above mentioned methods perform blending as soon as it is requested by an animator. As a consequence, the resulting produced motion is sometimes not coherent: blending two walking motions that are out-ofphase, for example. This stems from either an incorrect chosen transition time and/or duration, or from a violation of dynamic motion properties. Hence, our method controls the blending from locomotion to jump by choosing the appropriate transition time and duration. In addition, the locomotion speed is adapted to the required jump for the given obstacle so as to minimize dynamic incoherence.
The first contribution of this paper concerns the elaboration of a blending technique for virtual characters, allowing the transition from locomotion to jump and ensuring coherence of motion properties (see Fig. 1 ). Using this technique, the second contribution consists in realtime one speed variation, which places the take-off foot as close to an obstacle as possible for a given final runup speed. This obstacle "appears" dynamically in front of the moving character, at a distance not known in advance. As opposed to a previous technique [23] based on a search technique for the best appropriate motion into a motion clip database, we generate on-the-fly the exact motion corresponding to the requirements.
The remainder of this paper is organized as follows. Related work is reviewed in the next section. Section 3 presents an overview of our method, while the following section describes the control of a blending operation. Then we explain the path generation to get around or jump over an obstacle. Finally, we conclude in Section 6 with results and a discussion.
Related work
The method presented in this paper is related to two main research directions. The first one concerns the generation of transitions with continuous parameter variation. We use two animation engines, one for the locomotion and the other for the jump, explained in [11] . However, we still have to generate the transition between them. We focus, therefore, on motion blending techniques in the first part of this related work section. The second research direction encompasses the motion planning methods allowing the modification of a character's action according to a goal, in order to avoid obstacles in the environment.
Motion blending
Nowadays it is common to use motion capture data to generate parameterized animations either by interpolating, assembling or blending original motion clips.
Two or more motions can be interpolated to produce a new parameterized one, by applying different techniques. The bi-linear [15] or multivariate interpolation [34] method generates new motions over a multi-dimensional parameter space. Recently, Mukai and Kuriyama [28] improved the interpolation function construction described in [34] by defining a specific kernel function for each input motion according to its characteristics. Other approaches based on statistical methods using PCA (principal component analysis) [10, 11] produce parameterized motion in a very efficient way, by computing them in a lowdimensional space.
Concerning assembling animation sequences, a large motion capture database can be organized in a motion graph [2, 20, 25] , where edges represent pieces of original motions or generated transitions, and node choice points where motions join seamlessly. These points are automatically computed by comparing pairs of motions, frame by frame. A metric function measures the distance between two frames: a result smaller than a specified threshold indicates a transition between these two frames.
However, this transition threshold has to be manually quantified, as different kinds of motions have different fidelity requirements. In addition, some metric functions contain non-intuitive weight values, which are difficult to parameterize. For example, the proposed set of weights used for the cost metric function in [25] is compared to an optimal set in [38] . Even if the presented user study -applied on one performer without highly dynamic motions -reveals better results for the optimal set of weights proposed in [38] , this latter method remains difficult to evaluate under various conditions.
Another problem of the motion graph technique concerns the transition duration. Actually, even if its starting point is found automatically, its duration has to be determined manually by giving the number of transition frames around the starting point. Moreover, adding a new motion on-the-fly is impossible, as all input motions have to be compared pairwise to construct the directed graph.
Motion blending is a basic way either to create new motions by interpolation or to generate transition between clips. Precursor works treat the motion as a time-varying signal. Signal processing techniques have, therefore, been developed to perform blending between motions by varying the frequency bands of the signal [7] , or the Fourier coefficients [37] . However, disadvantages appear: the transition method in [37] is not invertible (a transition from run to walk is impossible), support phases of the feet are not considered in [7] , and transition time and duration have to be specified by hand.
In [19, 29] blending is controlled by changing blend weights of input motions, during a period of time given by the user. Unlike [20] , the time constraints (or support phases) change smoothly according to these weight values. However, this solution does not allow one to add a new input motion dynamically. It needs to be compared to the existing ones. In contrast, Menardais et al. in [27] propose a synchronization method to perform dynamic blending. If a requested transition is currently unfeasible due to incompatible support phases, the blending is shifted until it becomes possible. Another approach [3] proposes a decouple blending to resolve diverse coordination configurations between upper and lower body-halves, restricted to cyclic motions. Relevant events of input sequences are manually labeled and correspondences between them are established. Therefore, all motions have to be known in advance. In addition, the blending is performed at an interactive frame rate.
Even if all these blending techniques are widely accepted and used, transitions are not totally controlled and can produce incoherent results. In the study of [38] , sequences with fixed or variable transition durations have been evaluated by some volunteers. As a result, the users preferred transition durations that are adapted to the context.
Finally, approaches taking dynamics into account, like [35, 39] , can control valid transitions by modifying physical parameters such as angular velocity or the center of mass. However, the parameter setting is not straightforward and the motion generation is an off-line process. Recently, a momentum-based method was developed in [1] . Starting from a single motion capture sequence, a space of new physically plausible motions is pre-computed without parameterization effort. Although on-line blending can be performed between these motions, the method is limited to high dynamic movements. Furthermore, the transition time and duration are constant.
This short survey in transition generation reinforces our motivation to develop a methodology able to compute automatically not only transition duration, but also transition time, and to adapt on-the-fly motion parameters to ensure the coherence of the blended motions.
Motion planning
Motion planning increases the autonomy of virtual characters. Generally, given initial conditions and a goal, a path planner method provides a path to follow. Concerning the special case of locomotion tasks, the planner provides the path taking into account the obstacle avoidance problem. Additionally, this path is transformed into a trajectory that returns the adequate locomotion parameters at each time.
The probabilistic roadmap methods (PRM) sample the configuration space randomly as preprocessing, to construct an accessible point graph called a roadmap. This latter is then used to search for a path during the planning stage [17] . These methods have demonstrated good performance empirically for difficult problems. Moreover, they are generic, applicable to navigating car-like robots with non-holonomic constraints, humanoid robots with many degrees of freedom, and also molecule movements in biochemistry.
Pettre et al. [31, 32] apply PRM to get a collision-free 2D path in a 3D environment. This path is represented by Bezier curves and generates a trajectory encapsulating linear and angular speed variations. Finally, a walking animation is generated according these variations. Another approach based on PRM is presented in [9] . The roadmap is constructed by randomly sampling foot positions and orientations to form the graph nodes. The connection between two nodes is possible if a subsequence searched in a motion capture database approximates the given foot configuration well. The final animation from a given start and goal position is obtained by traversing the graph. The input motion clips are adapted to the foot configuration described in the graph nodes. However, these techniques are only designed for static environment and are not adapted to real-time context.
Other approaches based on A* algorithm allow to search a path into a tree structure at interactive or even real-time performance. Kuffner [21] proposes to subdivide the 2D scene projection into a regular grid of cells. Each cell is labeled as free or occupied by an object. A collisionfree path is then searched using a dynamic programming algorithm such as A*. The final animation is generated using only a single walking cycle played at varying frequency according to a proportional derivative controller. However, due to the 2D projection, the obstacles are considered as a wall and, therefore, cannot be stepped over.
Recently, finite state machines (FSM) have been used to abstract different behaviors [8, 23] . From a current behavior state, FSM proposes a set of possible next behavior states to be reached. The optimal one is then chosen by applying an A* search algorithm so as to find the solution that is less costly. Hence, the results are highly dependent on the database size. In addition, the approach in [23] allows one to jump over obstacles. However, they have to be assigned to specific motion clips. It is therefore not possible to add an obstacle dynamically in the scene without having its corresponding jumping motion in the database.
The previous approaches are not well-adapted for dynamic scenes where the number and position of the obstacles are not known in advance. In [30] , the method proposes to modify the computed path jammed by a moving obstacle. The solution is based on the work of Khatib et al. [18] using repulsive force assigned to the obstacle. However, this technique is off-line and was applied only to the hand movements. Kathib et al. [6] introduce a method that represents the path as a deformable elastic strip. From a previously planned motion, the path can be modified in real-time according to moving obstacles intruding it. Originally designed for robot motions, this method can be applied to virtual humans. However, the skeleton is controlled dynamically, which therefore limits the approach to motion patterns for which one masters such control techniques (e.g. skiing in [18] ).
Finally, the approach in [14] allows the steering of a 3D point into a dynamic environment by selecting the best trajectory among predefined ones. However, this technique is well-adapted for 3D point animation such as a spacecraft, but still difficult to adapt for virtual humans whose motion constraints are much more complex. In fact, the pre-computed trajectories have a constant linear speed.
Method overview
Our method is based on a state machine model composed of ten states (see Fig. 2 ). The neutral state corresponds to the animation of a character that is moved freely in an environment by a locomotion engine based on motion captured data introduced in [11] . Its attached parameter vector w allows the real-time variation of a stylistic weight vector w subj composed of v tot captured subject weights, a locomotion weight w loco from walking (w loco = 0) to running (w loco = 1) and the speed s. Jumping motions are generated analogously, by substituting the parameter jump length l for the speed s. The locomotion weight w loco is either equal to 0 for the walking jump or 1 for the running jump.
This state machine is composed of a sub-part responsible for the transition generation from locomotion to a jump sequence, as described in [12] . The underlying idea is to adapt the current locomotion in order to be coherent with the requested jump. It results in a speed and locomotion type variation performed in state 1. Once this variation is finished, the blending method starts the transition as soon as the support phases of both motions contain similarities (state 3). A blending operation is then performed, from a walking (or running) motion to a jumping motion, during the support phase. After that, the jumping motion is played (state 4) until another compatible support phase is detected. During this phase, the transition back to walking (or running) is executed (state 5). Finally, the locomotion engine returns to its neutral state, by modifying the motion parameters to their initial values (state 6).
The remaining states of the state machine are specific to the motion planning problem. As soon as an obstacle "appears" dynamically in front of the moving character, the choice whether or not to clear an obstacle is determined by performing different tests. The results depend on the current motion parameters, the obstacle dimension and its distance from the character. For the situation where the obstacle is jumped over, a speed variation (state 1) is computed so as to place the take-off foot as close as possible to the obstacle, with a specific run-up speed determined by our blending method. The alternative situation consists in getting around the obstacle. It involves a linear and angular speed variation so as to follow the path that goes to one obstacle side. This stage is determined using a steering method divided into two phases (state 7 and 8).
In the next section, we explain in detail first the blending mechanism and second our motion planning algorithm.
Controlled motion blending
We describe the method to control a blending operation from locomotion to a jump, composed of three stages. First the locomotion is adapted to generate a run-up phase compatible with the requested jump, ensuring a coherent transition. The second stage determines the transition time and duration automatically. Finally, the transition itself is performed by aligning in time the two blended motions. Without loss of generality, we consider in this paper only jumps executed with the right take-off foot.
Coherent motion adaptation
Imagine that a jump, described with a parameter w jum p , is requested at time t 1 , while the character is animated by a locomotion cycle parameterized with w 1 whose speed is s 1 . Two conditions have to be satisfied before effectively operating the transition: the final run-up speed s 2 to be reached before the jump execution at time t 2 , and the runup duration t runu p = t 2 − t 1 .
Final run-up speed. In order to preserve the dynamic coherence, a jump of a specific length l can only be performed for a locomotion speed range. To determine this range, we analyzed jumps from a motion capture database to establish a relationship between the jump length and the run-up speed. Actually, the actors were asked to select their most natural run-up speed to execute a jump of a given length. This limits high dynamic variations between the run-up phase and the jump. Therefore, the speed s 2 measured just before the jump execution can be approximated by the mean speed of this jump. We extract the mean speed of all jumps in the database. This is computed by dividing the traveled distance of the character's root by the jump duration. Figures 3 and 4 illustrate the resulting relation between the jump length l and the mean speed s for walking and running jumps, respectively. Clearly, the best approximation function of these data is obtained by performing a linear least squares fit. Two functions are then constructed, one for each type of jump ( f W and f R , for walking and running, respectively), returning the mean speed that corresponds to the run-up speed s 2 of a given jump length:
Note that we add a tolerance to these functions. Actually, depending on the skill level of the performer, a given jump length matches several acceptable mean speeds. This Therefore, given a jump length, a range of speed values is determined. If the current locomotion speed s 1 is outside of this range, we propose two motion adaptation scenarios:
The priority is given to the jump execution. A new jump is generated, having the appropriate length and type which correspond to the current locomotion parameter. This solution is well adapted to game environment where the user's actions need to be quickly executed. The priority is given to the jump parameters. The current motion is adapted by a continuous speed variation until an acceptable speed that the jump requires is reached. Additionally and simultaneously, the current locomotion weight w loco is adapted to the one of the jump. When the jump is finished, the locomotion parameters are gradually restored to their initial values. This solution is interesting when a character has to clear accurately an obstacle having a specific dimension. This problem is addressed later in this paper.
Run-up duration. The determination of the run-up phase duration t runu p is the second property ensuring a coherent transition. We first describe an approach presented in [12] , which is based on a constant speed variation. According to the linear speed variation ∆s = s 2 − s 1 , the duration t runu p has to be chosen so that the induced acceleration is less than a threshold ε a :
To compute t runu p , we consider the next possible time when the transition to a jump is possible. In fact, a transition starts only at a specific foot event that occurs once during a locomotion cycle. To facilitate the foot event identification, we use a generic time referred to as the locomotion phase ϕ i and defined in the interval [0 . . . 1]. The phases ϕ i = 0 and ϕ i = 1 correspond, respectively, to the beginning and the end of the cycle (or jump sequence).
According to the elapsed time ∆t between two consecutive frames, the current phase ϕ i is updated as follows:
where F(w) is the frequency function defined in [11] . This function returns the inverse duration of the locomotion cycle (or jumping sequence) characterized by the parameter vector w.
For the transition from locomotion to jump, we define ϕ 1 the phase at time t 1 and ϕ 2 the phase at time t 2 . The runup duration can, therefore, be approximated using Eq. 4:
where the frequency variation is approximated by considering it as constant. In order to determine the necessary number of locomotion cycle before performing the jump, Eq. 5 is evaluated by setting ϕ 2 = 1. This operation is repeated by adding 1 to ϕ 2 (i.e. an additional cycle) as long as the returned t runu p does not satisfy the acceleration condition described in Eq. 3.
However, this approach involves a constant speed variation during this run-up phase and can generate several locomotion cycles before executing the jump. Hence the take-off foot position is not fixed and depends on the current motion and jump parameters. We address this problem in the Sect. 5.
Transition time and duration
The locomotion parameters being compatible with the jump ones, the transition time and duration has to be determined.
First, we define eight foot events ( Table 1) that interact with the floor. These are needed to identify the different support phase types described in Fig. 5 . A support phase is defined as a period of time during which one feet (single support) or two feet (double support) touch the ground. We simplify this definition by assuming that the heel always touches the floor before the toe, and inversely when the foot leaves the floor. Many works [19, 27, 34] have demonstrated the necessity to take into account the support phases when blending is performed. In fact, a specific support phase (e.g. a right hopping with a left hopping) cannot be blended as they violate the motion properties. The support phases also allow one to blend several motions in a synchronous way. The algebraic relation proposed in [27] determines dynamically the transition time by defining and checking the support phases' compatibility of the blended motions. For example, a double support is always compatible with a single support.
However, this latter method is not general enough. For example, the double support defined from LHS to RTO in a walking motion (Figs. 5 and 6) is incompatible with the single support from RHS to RTO for a jump starting with the right take-off foot. Actually, the right leg is in front of the character trunk at the double support and back at the single support. Our method avoids this drawback by guaranteeing that the blending from locomotion to jump occurs during the single support phase defined between RHS and RTO, and similarly from jump to locomotion between LHS and LTO. In that way, those support phases determine not only the transition time, but also the transition duration.
Still, the foot events must be detected from the blended motions. As our method is foreseen to work dynamically, without knowing those motions in advance, these events have to be detected in real-time. Therefore, the motions have to be labeled, in order to know which type of support phase happens at which generic time.
In our situation, only a few walking and running motions generated by the engine have been labeled (∼ 14% Fig. 6 . Incompatible support phases to blend a walk with a jump motion of the input data), by selecting specific speeds and by considering the eight foot events described in the previous section. We observe that, given a subject and a type of locomotion, the different events occur almost independently of the speed normalized by the leg length of the character, for values between 0.8 and 2.2 [ms −1 ] . Analogously, a subset of jumping motions (∼ 25%) have been labeled, leading to the conclusion that, given a subject, the event timing is linearly dependent on the jump length, as shown in Fig. 7 .
From those observations, the feet constraints of any walking, running or jumping motion generated by the engines can be instantaneously and automatically computed.
Time-aligned blending
The support phases of two blended motions may have different durations, depending on the motion properties. For a similar jump, one subject can put the take-off foot longer on the floor longer than another one. Hence, it is necessary to align in time the support phases that are blended.
Let A be a motion where frames F a1 and F a2 delimit a support phase that has to be blended with the motion B having a compatible support phase from frames F b1 to F b2 . According to the elapsed time ∆t between two consecutive frames, we have to compute the time aligned frames F a and F b , as illustrated in Fig. 8 .
While the motions are generated in a generic time and have an identical total frame number f max , the frequencies F a and F b associated to the motion A and B, respectively, are used to update the current motion phase ϕ i . During the blending, we define the frequency F, which varies from F a to F b , and a phase variable ϕ i . For each ∆t, the phase is updated as described in Eq. 4. Hence, the current frame F a of the motion A is computed as follows: To find the corresponding time-aligned frame f b in the motion B, we define a blending weight parameter p, which varies from 0 at the blending start, to 1 at the blending end. This parameter indicates the normalized progression of frames in both motions and is computed as follows:
From this latter equation, F b is determined and then interpolated with F a to compute the blended frame F . As the frames hold a posture expressed with quaternions, each joint's rotation of F is computed by the spherical interpolation method [36] using the parameter p. The root global position is similarly computed by a linear interpolation between the jump's and the locomotion's root position. For this latter, as the pattern is originally generated on a treadmill, we add the displacement corresponding to the current speed. Additionally, the frequency F is computed by performing a linear interpolation from the frequencies F a to F b , parameterized with the weight p.
Motion planning for dynamic obstacles
The blending technique presented in the previous section is included in our method that controls a character for handling obstacles dynamically. When an obstacle "appears" in the scene, our method decides on a trajectory according to two solutions. If the obstacle is to be got around, two way-points are created in order to construct the trajectory. Otherwise, the obstacle is jumped over and the trajectory is constructed so as to place the take-off foot as close as possible to the obstacle.
An obstacle obs is defined by a flat box (e.g. a puddle of water) with a center position C obs , length l obs and width w obs . We assume that the obstacle always faces a character perpendicularly (see Fig. 9 ) and has a null height. Let t 1 be the time when an obstacle is dynamically created in front of a virtual human. Its current position is p r (t 1 ) with a h(t 1 ) normalized heading direction. The distance d from the character position to the front of the obstacle is computed as follows:
The position just in front of the obstacle is defined as P start = p r (t 1 ) + d. In addition, at time t 1 the character's motion is defined with a linear speed s 1 , an angular speed ω 1 = 0 and a locomotion weight w loco 1 .
With this environment configuration in mind, the choice to clear an obstacle or not is determined by performing different tests. The first one checks if the obstacle length l obs is included in the jump length range that a human is able to perform. Two ranges are defined, from l w min to l w max and from l r min to l r max , for walking and running jumps, respectively. By default, the current locomotion weight w loco 1 determines the type of jump. However, a requested length between l w max and l r max compels a walking motion to be smoothly modified towards a running one. Fig. 9 . Top-view of the environment configuration at time t 1 when an obstacle is generated dynamically. According to the decision planning, either the red or the blue path is determined Assuming that a given jump length l j lies between the minimal and maximal boundaries, we compute the required speed s 2 to execute this jump. According to its type and length (i.e. the obstacle length l obs ), l j is inserted into either Eq. 1 or Eq. 2 to determine the corresponding s 2 . In the case where s 2 < s 1 , we avoid decelerating before executing the jump by setting s 2 := s 1 . As a consequence, the jump length l j is adjusted by inserting s 2 either into Eq. 1 or Eq. 2.
The next test evaluates the mean accelerationā computed between the time t 1 and the jump start, as described in Eq. 9, wheres represents the mean between the s 1 and s 2 speeds. To avoid too abrupt speed modifications, an acceleration threshold ε a is fixed that corresponds to the maximal acceleration a non-sportsman can achieve. Beyond this value, the obstacle has to be got around.
The presented rules allow an autonomous character to decide either to get around the obstacle or to jump over it. In both cases, the motion planning method determines a trajectory that the character has to follow. In the next subsections, we present the methodology for constructing the trajectory for getting around and for jumping over the obstacle.
Getting around the obstacle
When an obstacle cannot be jumped over, the character has to get around it by passing either by its right or left side. We choose arbitrarily the left side and we define a point P obs to go through, depicted in Fig. 9 and computed as described in Eq. 10, where h (t 1 ) is orthogonal to h(t 1 ) (see Fig. 9 ).
The underlying idea is to move this point away from the obstacle regarding its length, in order to avoid a possible collision. We therefore fix a value δ ∈ [0 . . . 1] in order to determine the influence of the obstacle length. In addition, the character's original trajectory can be joined back by defining a second point P end to go through, by a symmetry of the point p r (t 1 ) according to the axis traversing the obstacle, perpendicular to d.
The path that avoids the obstacle is then determined by those two points P obs and P end , with their directions similar to h(t 1 ). Bezier curves can be applied to construct a smooth path [31] . It must then be transformed into a trajectory respecting velocity and acceleration constraints, a classical problem in robotics [22] . However, we prefer to adopt the steering model proposed in [5] . This latter allows one to go through a desired position (like [33] ), with a desired heading direction at this position. This steering method ensures the reach of the target, thanks to a process that anticipates either the success or failure of the reach, and adjusts the desired speed accordingly. In addition, precalculated data greatly reduces the computational cost, which is appreciable for our real-time constraint.
Hence, the getting around the obstacle is performed in two stages. The first one is initialized by setting the target position P obs and direction h(t 1 ) to the steering model. While the target is not reached, the model updates at each animation time step the character's linear and angular speed, according to the character's previous position as well as its linear speed and locomotion phase. As soon as the first target is reached, the second phase can be started if necessary by setting the new target position P end and direction h(t 1 ).
Run-up footprint computation
When the jump is feasible, its run-up phase should be generated so that the right take-off foot is placed as close to the obstacle as possible and so that the locomotion speed corresponds to the required jump length. To solve this problem, the algorithms presented in [9] may be applied. It consists in generating randomly a series of footprints between the start and the end of the run-up motion, and then in adapting an appropriate motion capture clip. Another method that provides less precise results looks for a suitable motion capture clip into an enhanced motion graph structure [23] . However, as these methods are only interactive and do not ensure the speed constraint, we propose an alternate approach. This allows the on-the-fly motion sequence generation that corresponds to the obstacle constraints.
The fundamental idea of our method is to compute a footprint combination matching the following constraint formulation: "position the right take-off foot at P start with a locomotion speed s 2 ". In other words, we have to determine a speed variation function (or speed profile) S(t), defined from the speed s 1 at time t 1 , i.e. at the obstacle generation, to the speed s 2 at time t 2 , when the character is located at P start (note that s 1 ≤ s 2 ). The locomotion phase ϕ (mod 1) is used to ensure the correct take-off foot position. Let us recall that ϕ = 0 indicates the start of the locomotion cycle and coincides with the RHS event.
To begin with and for simplification, our method considers that the locomotion type is identical during the run-up phase. The speed variation model S(t) that we introduce is based on a quadratic function:
The three parameters a, b and c determine the shape of the function in order to match the goal position, final speed and locomotion phase conditions (Fig. 10) . In addition to these unknowns, the variation duration that corresponds to the run-up duration t runu p = t 2 − t 1 has to be computed. We determine four equations: the first two match the initial and final conditions of the speed profile, assuming that t 1 = 0:
Then the traveled distance d = ||d|| between p r (t 1 ) and P start is expressed as a function of time and speed: Fig. 10 . Quadratic speed variation from s 1 at position p r (t 1 ) to s 2 at P start . Over the curve family, one has to be chosen to match optimally the right take-off foot constraint at position P start Finally, the last equation expresses the constraint for the locomotion phase ϕ 2 :
As the frequency function F is only dependent on the speed s, it can be defined as described in [11] :
where g and h are constant parameters. Hence, the integral in Eq. 14 is:
However, the solution of this integral uses hypergeometric functions and its analytic formulation is therefore very complex to compute and inappropriate for a real-time application. In addition, this integral does not consider the case where the locomotion weight has to vary from 0 to 1, inducing the modification of the frequency function F. To solve this problem, the frequency function is expressed as a linear interpolation between the two frequency functions F 1 and F 2 associated to locomotion weight at time t 1 and t 2 , respectively. Hence, we approximate Eq. 14 with Eq. 17 by assuming that the frequency function is linear between S(0) and S(t 2 ).
Finally, the four unknowns a, b, c and t 2 are computed by solving the system composed of the four described equations (Eq. 12, Eq. 13 and Eq. 17).
However, the value of ϕ 2 that actually corresponds to the performed cycle number before the jump remains to be determined. For given parameters s 1 , s 2 , ϕ 1 and d, a too big ϕ 2 involves a negative speed during a time interval (Fig. 11, left) . In practice, this means that the number of cycles is so important that the character has to slow down, and even walk backwards when the speed is negative, which is not the intention of the method. Conversely, a too small ϕ 2 (i.e. a small number of cycles) entails an abrupt speed variation not physically feasible by the character (Fig. 11, right) . Figure 12 illustrates the speed variation S(t) (blue surface) for a continuous ϕ 2 variation. Observe the negative speed variation for some ϕ 2 values.
Hence, we determine ϕ 2 that generates the variation closest to the linear one. Actually, this linear variation entails the smallest acceleration difference, which has to be below the acceleration threshold ε a defined in Eq. 9. The algorithm is composed of two phases.
Firstly, ϕ 2 is initialized by assuming that the speed variation is linear. Using the approximation of Eq. 16, the final locomotion phase is rounded as follows:
Secondly, this approximated phase value and the given input parameters s 1 , s 2 , ϕ 1 and d allow the unknowns a, b, c and t 2 to be computed in order to generate the function S(t). From its derivative
we compute the slope m = 2a.
A negative m implies that either the extremum of S(t) is a maximum inside [0 . . . t 2 ] or that the speed always decreases from s 1 to s 2 , as illustrated in Fig. 13 . In both cases, the target phase ϕ 2 may be increased in order to reduce the acceleration variation. Hence, this phase is iteratively incremented by 1. At each i-th iteration, the new parameters a i , b i , c i and t 2i are used to compute the acceleration difference ∆a i defined as follows: The algorithm stops when ∆a i ≥ ∆a i−1 or when the speed variation provides negative speed values, which is easily tested using the extremum of S(t).
On the contrary, a positive m indicates that ϕ 2 may be decreased (Fig. 14) . The algorithm proceeds iteratively by decrementing the phase, and stops similarly to the case where m is negative. In addition, it is ensured that the final ϕ 2 ≥ 1. The motion planning is therefore completed first by determining either to get around or to jump over an obstacle and secondly by providing the adequate motion parameter variations to follow the path in the environment.
Results
We have integrated our state machine model into a 3D application where an animator can steer a virtual human by changing the speed, locomotion weight and the personification vector. We present the results of our blending method and our motion planning technique separately.
Transition between locomotion and jump (without obstacle)
A jump can be parameterized with a desired jump length, a personification vector and jump type. At any time, the animator can trigger a jump. The blending model adapts on-the-fly the current motion automatically to preserve a speed coherence based on observations made on 105 walking and 103 running captured jumps. Therefore, the speed and locomotion weight is smoothly modified during a specific period of time (Fig. 15, bottom) . After some experiments, we choose ε a as an acceleration value, normalized by the leg length of the character, of 0.8 [s −2 ] . Additionally, the method decides when and how long to perform the blending operation, by taking into account the motion support phases. The generated transition is seamless and performed in real-time, with a duration time varying from 0.2 to 0.5 seconds.
The top image of Fig. 15 shows a transition from walking to a running jump, using a traditional blending method such as [29] . One can observe that the jump length is large regarding the step length, leading to a dynamic incoherence. The bottom image shows the same situation by applying our technique. The motion is adapted by modifying the speed and locomotion weight according to the requested jump. For a better perception of the improvements proposed by our method, the reader can also view the movies attached to this paper.
Some artifacts may nevertheless occur due to the approximation used to detect the feet constraints. Therefore, like many other blending methods, we add IK control on the feet to prevent sliding effects, by extending the prioritized IK described in [4, 24] to the automatic generation of constraints in a dynamically evolving context [13] . This correction is efficient enough to not alter the real-time performance of the animation.
Motion planning for obstacles
In our developed real-time application, a jump can be generated at any time by the animator. The jump dimension and its distance to the current character's position are generated randomly over a predefined range of values. We present the results when the character gets around the obstacle. Figure 16 illustrates the situation where the obstacle cannot be jumped over. In fact, the final run-up speed necessary for this jump length entails a too important acceleration starting from the initial character locomotion speed. The path goes through the first way-point placed on the obstacle side and the second one placed in order to recover the path followed if the obstacle were jumped over. In the resulting generated animation, we notice that the linear speed is significantly decreased near to the two way-points. This is due to the steering method that we used. In fact, this method is highly dependent on a database of pre-computed trajectories. At any time, for a given locomotion parameter situation, the method searches for a correspondence in this database. If it fails, the current parameters are modified in order to find a correspondence. In our case, the speed is decreased to match a trajectory in the database [5] . In situations where the character jumps over the obstacle, we illustrate two speed variation results, explaining the optimal ϕ 2 computation described in Sect. 5.2. In the first example (Fig. 17) , the approximated ϕ 2 = 13 returns a negative slope m. The phase is augmented until reaching the variation closest to the linear one. As the curve defined with ϕ 2 = 14 leads to a ∆a greater than the previous one, ϕ 2 = 13 is selected. For pedagogical purposes, the graph in Fig. 17 depicts curves from ϕ 2 = 9 to ϕ 2 = 14.
The second example (Fig. 18) illustrates the situation where the phase ϕ 2 is iteratively decremented until the optimal value ϕ 2 = 1. The corresponding speed variation shows two t 2 solutions to reach s 2 . However, the solution is unique (t 2 = 2.09) due to the ϕ 2 constraint. One can observe that the variation with ϕ 2 = 2 provides in absolute a less accelerated solution. However, our method is based on the relative acceleration difference between the start and end of the variation. This is the reason why ϕ 2 = 1 is preferred, as this solution offers less difference, despite that the absolute accelerations at t = 0 and t = t 2 are high.
In Figs. 19, 20 and 21 we illustrate scenarios where the current locomotion speed and type are modified on-the-fly in order to clear the obstacle. According to the obstacle dimension, the performed jump needs a fast final run-up speed, executed by running. Our method computes the Fig. 19 . Motion sequence when the obstacle is jumped over. From slow walking to fast running, the method computes the footprint positions (right foot in purple, left in yellow) in order to place the right take-off foot as close as possible to the obstacle footprint positions (i.e. the speed variation) so as to place the right take-off foot as close as possible to the obstacle, with the required speed and type of locomotion. After jumping over the obstacle, the motion parameters are restored to the initial ones.
Our model constrains the current locomotion phase to be null (RHS event) when the 3D root position p r is in front of the obstacle. However, the right foot at this phase is forward positioned regarding p r , as the legs are apart in order to perform the next step. We therefore reduce the distance d by the resulting step length at speed s 2 . In that way, the right foot is exactly placed in front of the obstacle.
Thanks to the performance of our method (it takes about 4µ sec on average to compute the speed variation S(t)), we are able, not only to generate the required jump, but to compute the speed variation at any time during the animation. It is, therefore, possible to animate an autonomous character that handles obstacles appearing dynamically, as illustrated in the videos attached to this paper.
We have also evaluated the quality of our method. As our original motion capture jump sequences do not contain the run-up phase, we propose another evaluation method. We ran our method in a dynamic environment, where obstacles are generated on-the-fly by randomly selecting their dimensions and their positions to the moving character. The error E is computed by subtracting from the start obstacle's position C obs − the speed difference between s 1 and s 2 . At a first thought, we can intuitively induce that the longer the jump, the bigger the error. The graphs in Figs. 22 (right) and 23 (right) depict each jump (represented by a circle) according to its length and take-off foot position error. We conclude that E is not directly influenced by big length jumps (i.e. big final speed s 2 ).
Conclusion
Compared to earlier approaches [2, 20, 25] to finding the possible transition time over a large motion capture database, our motion blending method presents advantages. First, we do not need to perform a pre-processing step involving all the clips of the database. This allows us to generate dynamically parameterized motions. Then our methodology determines the transition time and duration automatically, in contrast to [20] where transition thresholds have to be specified by hand. Finally, we adapt the current motion by modifying its parameters to enforce the requested blending, unlike previous methods that either do not allow the transition or perform it without adaptation.
In addition, we have presented a new motion planning model for obstacle handling in dynamic environments. When an obstacle of a specific length suddenly appears in front of a moving autonomous character, the method chooses first whether to go around or jump over the obstacle. For the first choice, the linear and angular speeds vary to generate a path that avoids the obstacle. For the second choice, a quadratic speed variation is computed. This latter ensures that the right run-up foot is placed just before the obstacle and that the character has an appropriate speed allowing the required jump length to be performed. The method is fully dynamic as the motions are generated on-the-fly, without knowledge about the environment topology. In addition, the method performance (4µ sec) allows one to maintain real-time capability of the animation.
Compared to similar previous work [23] , our method is based on a continuous parameter animation. The motion result precision is, therefore, not dependent on the database size as the exact desired motions are always available thanks to our animation engines (locomotion and jump). Furthermore, our method does not need to know in advance the obstacle location over time. In the case of moving obstacles, we can iteratively apply our motion planning method to correct the speed variation.
The steering method used to get around the obstacle decreases the linear speed near the way-points. This problem can be solved by placing two way-points near the obstacle side to subdivide the problem complexity. Another idea is to place two way-points to recover the original path, one with the position and the other for the direction.
Our speed variation method is adapted also for other scenarios. Imagine that the character has to jump over a low wall from a standing position (without run-up). The speed variation is computed by setting to zero the speed to be reached at the obstacle beginning. Another interesting problem solved by our method concerns the locomotion combined with stair climbing. It is important to be sure that either the right or the left foot is placed just in front of the first stair. In this case, the method computes a speed variation ensuring that the final phase equals either 0 (right foot) or 0.5 (left foot). However, this final phase can take any other value according to the desired task.
During the run-up phase, the model estimates the locomotion frequency variation by a linear function. This approximation allows a drastic computational cost reduction without decreasing the result quality. Actually, even when the speed variation is important, the foot is placed within a tolerance of 10 cm. We can nevertheless ensure that the foot never touches the obstacle by reducing the distance to the obstacle and increasing the length of the jump. The precision of the take-off foot position can be improved by re-computing our speed variation during the run-phase, at a specific sampling rate.
The choice of a quadratic variation model is motivated by its efficiency and flexibility, allowing one to handle special cases such as identical initial and final speeds. However, our method induces an acceleration discontinuity, even though we limit the acceleration difference during the variation. Other polynomial variation models of higher degree can be elaborated, in order to add a constraint for ensuring acceleration continuity. Still, our opinion is that those models increase the computational costs and do not guarantee a significant improvement in the animation believability. Actually, we think that the human eye is not extremely sensitive to acceleration discontinuities as our results already provide pleasant animations.
Finally, we do not consider the obstacle height. However, our method can be easily adapted for such situation. At the strategic planning layer level, the parameter height may lead to other decisions like a different final run-up speed or a stop in front of the obstacle. In this latter case, our method provides a speed variation given the final speed equal to zero. Nevertheless, our method can hardly be applied to compute the run-up speed variation for obstacles having a considerable height. In this case, the dynamics of the motion has to be taken into account in order to compute the speed variation.
