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Regional projections of extreme precipitation intensity (EPI) are strongly influenced by regional 
projections of “extreme ascent,”. Earlier studies are suggesting that long-term changes in eddy 
length and vertical stability are key factors influencing extreme ascent projections. We performed 
controlled experiments using the System for Atmospheric Modeling (SAM). Domains we chosen 
in the subtropical South Atlantic, where the Canadian Earth System Model version 2 (CanESM2) 
projects weakening of extreme ascent. SAM was forced with large-scale temperature, moisture 
and winds from CanESM2 during extreme events in the historical (1981-2000) and future (2081-
2100) periods. SAM qualitatively reproduced CanESM2’s projected changes in EPI. To gain 
further insight into physical mechanisms, we performed “isolation runs” in which some of the 
CRM’s large-scale forcings were changed to their future values, while keeping all other forcings 
fixed to historical values. In all cases, long-term changes in horizontal advection were the 
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1. Chapter 1: Introduction 
1.1 Extreme Precipitation Events and Associated Impacts 
Extreme precipitation events (EPEs) and the associated flooding often have devastating effects 
on communities and livelihoods. EPEs vary regionally and seasonally, such that there are multiple 
definitions of extreme precipitation corresponding with multiple time scales (WMO, 2018). The 
World Meteorological Organization (WMO) recognizes two mainstream definitions of extreme 
precipitation: (1) precipitation exceeds a certain fixed threshold that is associated with a certain 
amount of impact, (2) rarity of the event, return period based or percentile-based threshold. In this 
study the definition of EPE in terms of return period is adopted. It must be stressed out that 
extreme precipitation and heavy rainfall are not the same. Heavy precipitation event may not be 
an EPEs. 
 
The impact of EPEs is seen in infrastructure, food security and health, with reverberating effects 
through entire economic systems (IPCC, 2013). Extreme precipitation led to the Alberta floods of 
2013, which affected approximately 100,000 people in 29 local jurisdictions and incurred 
approximately $5-6 billion in damages, making it the second costliest disaster in Canadian history 
(Milrad et al., 2017). The Pakistan floods of 2010 caused over 1900 fatalities and damaged over 
a million homes. The World Bank estimated that this disaster cost $9.7 billion in damages (Ahmed 
et al., 2011; Kronstadt et al., 2011). The record-breaking Texas floods of May 2015 resulted from 
the highest 5-day precipitation accumulations over that region in 68 years (Nie et al., 2018). In 
2019, heavy rainfall claimed 42 lives and displaced thousands of people in Durban, on the east 
coast of South Africa (South African Weather Service, 2019).  
 
The cases highlighted above are just a few of many examples in different regions around the 
world, and there is a great need to provide reliable projections of how the intensity of such extreme 
events will change in the future. In a warmer climate, the available moisture in the atmosphere is 
expected to increase in accordance with the Clausius-Clapeyron relation, resulting in increased 
intensity of both mean precipitation and extreme precipitation intensity over most regions 






1.2 Extreme Precipitation in GCMs 
Observations of extreme precipitation show that, over recent decades, the intensity of such events 
is increasing more rapidly than regional mean precipitation in most regions (Bao et al., 2017; Pfahl 
et al., 2017).  
 
 
Figure 1: Present day extreme precipitation. (a) Annual maximum precipitation (Rx1day; from 22 CMIP5 model including CanESM2) 
in 𝒎𝒎 ∙ 𝒅−𝟏, (b) Annual maximum precipitation (Rx1day; observations) from Global Precipitation Climatology Project 
(GPCP), both average over the period 1981-2000. Reproduced from Pfahl et al. (2017). 
 
Pfahl et al, 2017 showed using 22 Coupled Model Intercomparison Project Phase 5 (CMIP5) 
(including CanESM2) models that simulated historical events in GCM (figure 1, panel a) compare 
very well in spatial patterns, but the strength is underestimated, panel b.  Panel b is done using 
Global Precipitation Climatology Project (GPCP) dataset. This product is a blend of quality-
controlled rain gauge, satellite, sounding data (Huffman et al., 1997).  The underestimation of 
extreme precipitation in GCMs is expected since extreme events tends to occur in small scale 
convective clusters and such clusters are not well resolved in GCMs due to their parameterization 
and its mainly those convective clusters that results in extreme precipitation. GCMs are simulating 
spatial patterns reasonably well because they are associated with large scale systems which are 





Long-term increase in extreme precipitation intensity is observed even in regions where mean 
precipitation is showing a decreasing trend (Nie et al. 2018). Global climate models (GCMs) are 
also projecting an increase in extreme precipitation intensity over most of the globe (Pfahl et al., 
2017). However, in some regions, long-term decreases in extreme precipitation intensity are 
projected. This regional variability is due to regional variations in projections of vertical velocity 
during extreme precipitation events (Pfahl et al., 2017; Tandon et al., 2018a), referred to as 
“extreme ascent.” 
 
Even though long-term increase in extreme precipitation is a well investigated topic, there is still 
a large gap on the seasonal patterns associated with these changes (Fischer and Knutti, 2016). 
Station data indicates a strong meridional variability, from 0%/K at 13⁰S and 11⁰N to above 10%/K 
at the equator and high latitudes (Westra et al., 2013). Rajczak et al. (2013) show that, over 
Europe there is a faster increase of extreme precipitation in winter compared to summer with 
South Europe showing a slight decrease of extreme precipitation during summer. Zheng et al. 
(2015) showed using rain gauge dataset between 1966 to 2012 over Australia that extreme daily 
precipitation has increase significantly during summer but decreased during fall. 
 
Pfahl et al. (2017) show that the pattern and magnitude of the dynamical component is very 
different during summer than during winter. For this reason, climate change could also influence 
the seasonal cycle of extreme precipitation. Pfahl et al. (2017) indicates a possible global shift of 
the seasonality of extreme precipitation towards the cold season. Extreme daily precipitation could 
shift away from the middle of the summer towards the fall, but this is still unclear (Brönnimann et 
al., 2018; Marelle et al., 2018). Changes in seasonality of extreme precipitation have serious 
consequences on issues such as agricultural productivity, tourism industry, insurance companies, 
hydropower and water supply. Through complex interaction such as soil moisture dynamics and 
snow processes, changes in extreme precipitation can exacerbate flood risk (Marelle et al., 2018).  
 
1.3 Dynamical Parameters Associated with Extreme Precipitation 
Earlier studies have performed analysis suggesting that long-term changes in the horizontal scale 
of vertical velocity anomalies, referred to as “eddy length,” are a key factor influencing regional 




the horizontal length associated with ascending anomalies. Projected increases in eddy length 
are expected to weaken the coupling between convection and the large-scale vertical velocity, 
which in turn weakens extreme ascent, thereby reducing the precipitation intensity. These findings 
were based on analysis of output from state-of-the-art fully coupled GCMs. Eddy length can be 
associate with the static stability parameter linearly such that long-term changes (increase) in 
static stability also brings changes (increase) in the eddy length. 
 
Understanding regional processes in GCMs is challenging due to the complexity of the models. 
Thermodynamic and dynamical coupling between adjacent atmospheric grid cells, as well as 
coupling between the atmosphere and the surface, makes it difficult to isolate mechanisms 
responsible for the projected extreme precipitation changes. Furthermore, GCMs have an 
inherent shortcoming in predicting individual events. They are intended to capture the long-term 
statistics of many extreme events (Randall et al., 2007; Pierce et al., 2009). This is due to the 
formulation, as well as the spatial and temporal resolutions used. Therefore, studying these 
events in GCMs only gives the statistical nature and the mean overview. Finer resolution regional 
models allow for controlled experimentation that can more easily isolate physical mechanisms 
relevant for extreme ascent, which are not captured in GCMs (Nie and Sobel, 2016). 
 
1.4 Quasi-Geostrophic Omega Equation 
The quasi-geostrophic omega (QGω) equation combines quasi-geostrophic vorticity, 
thermodynamic and continuity equations and it is diagnostic in nature. QGω permits a quantitative 
estimation of the vertical velocity field to be computed given the specification of the three-
dimensional geostrophic flow field (Holton and Hakim 2012). One indication of its diagnostic value 
follows from noting that strong low-level ascent can promote cyclogenesis (at a synoptic scale), 
favouring the occurrence of precipitation (Davies, 2015). The QGω equation for wavelike 
disturbances can be written as: 
























𝑄                                                                             (1) 
Here, 𝑎𝑑𝑣(∙) = −𝑢𝜕𝑥(∙) − 𝑣𝜕𝑦(∙) is the horizontal advection operator, where 𝑢 and 𝑣are the 
horizontal winds in the 𝑥 (zonal) and 𝑦 (meridional) directions, respectively. Furthermore, =
1
𝑓0




of the Coriolis parameter. 𝜕𝑝𝑝 is the second partial derivative of pressure in the vertical, 𝜔 is the 
vertical velocity in pressure coordinates, 𝜎- is the dry static stability, 𝑝 is the pressur, ∇2 is the 
horizontal Laplacian operator, 𝐴𝑑𝑣𝜁 is the advection of large scale geostrophic absolute vorticity,  
𝑅 is the gas constant for dry air,  𝐴𝑑𝑣𝑇 is the large scale horizontal advection of temperature, 𝑄 
is the diabatic heating associated with convection and 𝑘 is the inverse wavenumber associated 
by the length scale by 𝑘 =  
2𝜋
𝐿
. Equation 1 has been expressed in a wavenumber form which is 
slightly different from the traditional quasi-geostrophic omega equation expressed in a Laplacian 
form (Holton and Hakim 2012). The wavenumber form is related to the latter by recognizing that 
disturbances in the atmosphere maybe be viewed as wavelike. In this case the horizontal 
Laplacian is equivalent to 𝑘2. 
 
The Laplacian in the QGω plays a very important physical role, it acts to distribute the vertical 
velocity response to the forcing terms (Holton and Hakim 2012). This means that the vertical 
velocity response in each central grid will also carry information of the adjacent grids. This is of 
fundamental importance in the atmosphere since it is a continuum. One interpretation related to 
the role of the Laplacian is that ω responds to spatially averaged out gradients of the forcing terms 
rather than localized gradients. As a result, in synoptic scale motions uplift takes place in a column 
of air rather than small plumes.  
 
QGω consists of three forcing terms on the right-hand side. The first term is the differential vorticity 
advection. When vorticity advection (VA) is increasing with height such that 𝜕𝑝𝐴𝑑𝑣𝜁 < 0, then 
because of the negative sign in front of this term the result is 𝜔 < 0 which is associated with 
upward. Downward motion (descent) will occur when VA is decreasing with height (𝜕𝑝𝐴𝑑𝑣𝜁 > 0). 
Therefore, differential vorticity advection must be examined over the entire column (not just one 
level) to infer how it influences vertical velocity. 
 
The second term on the RHs of (1) is the Laplacian of temperature advection (TA). During an 
episode of warm air advection (WAA), 𝐴𝑑𝑣𝑇 > 0. Assuming a localized, wavelike anomaly, then 
∇2𝐴𝑑𝑣𝑇 < 0 and since there is a positive sign in front of this term, upward vertical velocity is forced 




TA is important when interpreting the forcing associated with this term. Upward motion associated 
with WAA is achieved through low level convergence and upper level divergence in accordance 




𝜕𝑝⁄ ).  
The first and second term on the rhs side when scaled tend to balance each other. This has a 
consequence of forcings associated with these terms either acting together or cancelling in certain 
regions of the atmosphere depending on the circulation (Funk, 2011). The last term on the rhs is 
diabatic heating term which is primarily convective heating on the time scales of interest. If the 
convective heating anomaly (Q) is positive, then ∇2(𝑄) < 0, so convective heating will force 
upward motion. On the lhs the key parameter is static stability (𝜎) which determines the vertical 
stability of the atmosphere. Small values of 𝜎 are associated with an unstable atmosphere while 
larger values are associated with stable conditions. 𝜎 parameter acts to determine whether for a 
given strength of forcing, will the atmosphere resist or support upward motion. 
 
Multiplying equation 1 by a representative vertical pressure scale, ∆𝑃2 , and using the definition 
of the Rossby radius of deformation, 𝐿𝑅 =  
√𝜎∆𝑃
𝑓0
 the second term on the lhs of (1) becomes 𝑘2𝐿𝑅
2 , 
which is the ratio of length scale and the Rossby radius of deformation. Under this scaling, terms 
two and three on the rhs are multiplied by a ratio 
𝑅∆𝑃2
𝜎𝑝
 . The physical interpretation is that when 
the length scale is less or comparable to the Rossby radius of deformation (𝐿 ≤ 𝐿𝑅) there is 
coupling between large scale vertical velocity and convection. When the length scale is larger 
than the Rossby radius then the first term on the lhs balances with the first term on the rhs. Thus, 
vertical velocity is principally determined by differential vorticity advection and convection is 
decoupled from large scale. Based on equation (1), cyclonic differential vorticity advection 
(positive in the northern hemisphere) and positive temperature advection would positively force 
vertical velocity, resulting in ascent. Temperature advection is more important in the lower level 
of the atmosphere, while vorticity advection is prominent in the mid to upper levels. It is worth 
noting that cancellation between the first two terms on the rhs may be possible depending on the 
circulation. Over the subtropics where weather systems are both dynamical and convective in 






1.5 Convection Ingredients 
There are three ingredients for convection to develop in the atmosphere: instability, moisture and 
a trigger to overcome stability in the boundary layer. All these three ingredients should overlap for 
a typical convection to develop, figure 2.  
 
 
Figure 2: Schematic figure showing necessary (fundamental) ingredients for convection to take place in the atmosphere, source: 
Operational Techniques for forecasting thunderstorms.  
 
Instability is needed for convection to take place. Instability is just the measure for the state of the 
atmosphere to permit or resist convection (American Meteorological Society, 2011). When the 
atmosphere is unstable any parcels of air lifted vertically will continue to rise and convection will 
take place provided there is enough moisture.  Convective available Potential Energy (CAPE) is 
the standard measure of instability. There are other indices used to measure instability such as 
such as K-index, Showalter stability index, Total Totals index, etc. low level moisture is important 
because moist air is less dense than dry air and hence is more easily lifted when there is a trigger 
mechanism. Once lifted through adiabatic processes, condensation will take place above the 
lifting condensational level.  The trigger mechanism may be orographic, frontal, dynamical or a 
feature such as a dryline. 
 
1.6 Other Factor Influencing Extreme Precipitation 
Several factors can influence the intensity of precipitation. Advective time scale of the large-scale 
flow given by 𝜏 =  
𝐿
𝑈+𝑈0




on the zonal spatial extend (𝐿) of the system as well as the strength of mean zonal velocity (𝑈), 
meridional winds are accounted for indirectly by 𝑈0. In an environment with weaker 𝑈 , 𝜏 becomes 
large and that can be a factor on the intensity of precipitation especially at a temporal resolution 
of daily precipitation. Kidston et al. (2010) showed a robust increase of the length scale in a 
warmer climate. Such a robust increase will also result in an increase of advective time scale 
which can influence extreme precipitation intensity.  
 
Tandon et al. (2018) showed that during an extreme precipitation event, the balance in QG𝜔 can 
be expressed as: 




2 =  −
1
𝑓




′ ) +  
𝑅𝑄𝐸
𝑝𝑓2𝐿𝐸
2 .                                                             (2) 
Where 𝐿 is the eddy length and 𝑝 is the pressure, 𝑁2 represents static stability, 𝑄 is the diabatic 
heating, 𝜔 is the vertical velocity, 𝜕𝑝 is the vertical partial derivative with respect to pressure, 
𝜕𝑝𝑝 is the Laplacian in the vertical direction. The subscript 𝐸 indicates on the day of extreme 
precipitation. Equation 2 is expressed in a format that outlines some of the key parameters that 
have an influence on extreme ascent and thus extreme precipitation. This equation still has the 
same meaning as equation 1. For wavelike disturbances, the horizontal Laplacian in the traditional 




When 𝐿 is large, the diabatic and temperature advection terms and the stability term become 




𝜕𝑝𝐴𝑑𝑣( 𝐸). This shows that for large 𝐿, extreme precipitation depends primarily on differential 
vorticity advection. 
 
In this study, a dynamical downscaling approach is implemented using a cloud-resolving model 
(CRM; figure 4.) over a limited domain. Such an experimental design allows for finer control of 
the large scale forcings, such as the eddy length, stability and horizontal advections. We can 
perturb these forcings in such a way as to gain insight into the key processes responsible for 
changes in extreme precipitation intensity. Insights gained from such experiments can in turn 
motivate further improvements in GCM parameterizations, thereby improving confidence in model 




effects are expected to drive long-term decreases in extreme precipitation intensity. Improved 
understanding of such dynamical effects will lead to greater understanding of less dominant (but 
still important) dynamical effects in other regions.  
 
 
Figure 3: Schematic diagram showing the dynamical downscaling process and the variables necessary for the CQG framework. 𝑇 is 
air temperature, 𝑞 is moisture, 𝑇𝑠 is sea surface temperature (surface temperature), 𝐴𝑑𝑣𝑇 is temperature advection, 𝐴𝑑𝑣𝑞 
is moisture advection and 𝐴𝑑𝑣  is advection of absolute vorticity.  Adapted from images produced by NOAA and UCAR. 
 
Our experiments suggest that, indeed, projected increase in eddy length does contribute to 
changes in extreme precipitation intensity. However, in particular regions, factors other than eddy 
length (especially horizontal advections) appear to play an even greater role in driving future 
decreases in extreme precipitation intensity. Results from such an experiment can not be used 
directly to make prediction, but we can potentially use results to improve understanding and 
performance of GCMs. 
 
This document is organized as follows: Methods are explained in section 2, including descriptions 
of the modelling framework, forcing dataset and experimental design. In section 3, we present 
and discuss the results of our CRM experiments. Section 4 provides a summary of the key results 







2. Chapter 2: Methods 
2.1 Model description 
Our experiments utilize the column quasigeostrophic (CQG) framework, which relies on the 
(QGω) equation for wave-like disturbances (Nie and Sobel, 2016; Tandon et al., 2018a). In this 
formulation, coupling between convection and the large-scale vertical velocity is parameterized in 
terms of the eddy length, 𝐿, of the large-scale vertical velocity. Nie and Sobel (2016) performed 
model experiments showing that for smaller values of 𝐿 (approaching the Rossby radius of 
deformation), coupling between convection and the large scale vertical velocity is especially 
strong. In this strongly coupled regime, as air rises, diabatic heating in the mid-troposphere acts 
to reduce the vertical stability at upper levels, resulting in deeper convection, stronger vertical 
motion, and longer, more intense precipitation events. 
 
In this study, the CQG framework is implemented in a specific CRM called the System for 
Atmospheric Model (SAM; Khairoutdinov and Randall, 2003), with the details of the 
implementation described in Nie et al. (2018). SAM is a non-hydrostatic anelastic model, and we 
run it with a timestep of 10 s over a 128 km by 128 km domain with 2 km horizontal resolution and 
doubly periodic lateral boundaries. At such resolution, the CRM explicitly resolves convection 
within the domain. The model has 64 vertical levels with spacing ranging from 75 m near the 
surface to 500 m in the free troposphere. 
 
At every time step, the horizontally averaged diabatic heating produced by the CRM is fed into 
the QGω equation along with imposed horizontal advection of temperature and absolute vorticity 
taken from a GCM. (The forcing data are described in more detail below). The QGω equation is 
then solved for the large-scale vertical velocity, which is used to compute large-scale temperature 
and moisture tendencies at every level, which are fed back into the CRM. In this way, the CRM 
captures coupling between convection and the large-scale vertical velocity, a key process that is 
missing in most previous dynamical downscaling studies. There is a discrepancy of the resolution 
between the driving GCM and the CRM, the GCM is a T63 model with a resolution of 2.8° × 2.8° 
(≈ 300𝑘𝑚 × 300𝑘𝑚) while the CRM has a domain of 128𝑘𝑚 × 128𝑘𝑚. This is taken care by 
applying large scale forcings evenly across the CRM domain. In this way the fact that the CRM 





Figure 4 below shows a schematic diagram of the column quasi-geostrophic framework used in 
this experiment. One important parameter in this framework is the eddy length which can be tuned 
to strengthen or weaken the coupling between large scale and convection. 𝐿𝑅 becomes the critical 
point that demarcates between coupled and decoupled regime, as explained under introduction.  
 
 
Figure 4: Schematic representation of the Column quasi-geostrophic framework, 𝑄 is the diabatic heating, Eddy length is the spatial 
scale of vertical velocity anomalies, ω is the large-scale vertical velocity calculated from the QGω equation. The 𝑇 and 𝑞 vertical 
profiles, 𝑇𝑠 and the horizontal advection terms are derived from the Canadian Earth System model version 2 (CanESM2). 
 
Insolation in the CRM varies with the diurnal cycle, but the daily mean insolation is held fixed to 
its daily mean value at the beginning of the simulation period. (We performed tests with seasonally 
varying insolation, and our results were not affected.) Surface temperature, 𝑇𝑠, is prescribed. 
Atmospheric radiative cooling in the CRM is mostly captured through the applied temperature 
profiles at the lateral boundaries. Radiation is fully interactive, updating at every model time step, 
10 s. We use an ozone profile corresponding to the average ozone concentration over the month 
that the simulated event occurred. Ozone profiles are derived from the same emission scenario 




combines assumptions about high population and relatively low income growth with modest rate 
of technological and energy improvements leading to high greenhouse gas (GHG) emissions in 
the absence of climate change policy (Riahi et al., 2011). 
 
2.2 Forcing data 
SAM was forced with large scale temperature, moisture, geopotential and wind fields derived from 
output of the Canadian Earth System Model version 2 (CanESM2; Arora et al. 2011). CanESM2 
is a fully coupled earth system model developed by the Canadian Centre for Climate Modelling 
and Analysis (CCCma). The atmospheric component of CanESM2 is a spectral model employing 
T63 triangular truncation, corresponding to approximately 2.8⁰ X 2.8⁰ horizontal resolution, with 
35 vertical levels. 
 
The model output used was from a 50-member ensemble of CanESM2 consisting of a historical 
(covering 1950-2005) and future (covering 2006-2100) simulation. Each member follows the high 
emission representative concentration pathway 8.5 (RCP8.5 scenario; Arora et al. 2011). 
Individual members differ by initial conditions. Therefore, an ensemble average will reduce the 
noise associated with the inherent internal climate variability.  This has an advantage of producing 
a clearer response signal to externally forced climate change (Tandon et al., 2018a). Such model 
output is suitable for driving the current experiment since intermodel differences do not affect the 
analysis. Therefore, it becomes easy to perform experiments that can outline physical 
mechanisms using this model output. Using a different GCM other than CanESM can show 
different results due to differences in the formulation and parameterization schemes used (Pierce 
et al., 2009). This will also depend on the sensitivity of the model towards certain regions or 
processes. 
 
In addition to using monthly mean surface air temperature (which we took to be equivalent to 𝑇𝑠), 
daily and 6-hourly output of air temperature (𝑇), wind (𝐮), specific humidity (𝑞) and geopotential 
(𝜙) were used. The 6-hourly data were archived on model sigma levels, and these were linearly 






Following Nie and Sobel (2016), we used 6-hourly CanESM2 output to compute the horizontal 
advective forcings required by the CRM. These advective forcings included the following: 
1. Quasigeostrophic vorticity advection, Adv𝜁 = −𝑼𝒈 ∙ ∇ [
1
𝑓0
∇2𝜙 + 𝑓] 
2. Quasigeostrophic Temperature advection, Adv𝑇 = −𝑼𝒈 ∙ ∇𝑇. 
3. Quasigeostrophic Moisture advection, Adv𝑞 = −𝑼𝒈 ∙ ∇𝑞. 
Daily CanESM2 output was used to construct vertical profiles of potential temperature and 
moisture, which were additional large-scale forcings required by the CRM. All time-varying 
forcings were supplied to the CRM at the same temporal resolution as the CanESM2 output, and 
the CRM linearly interpolated these forcings in time. The surface boundary condition was 
prescribed as the seasonal mean of monthly surface air temperature (𝑇𝑠), averaged over the 20-
year epoch of interest (1981-2000 for the historical period and 2081-2100 for the future period). 
Here, the long-term seasonal average is taken including only month containing the extreme 
precipitation event of interest. We also tested running the CRM with daily varying SST 
corresponding to the precise dates surrounding the extreme precipitation events, and our results 
were not substantially different. 
 
2.3 Eddy Length 
Eddy length was computed from CanESM2 output following essentially the same procedure as in 
Tandon et al. (2018a): 
1. On a given day of extreme precipitation at location (𝑥, 𝑦), we computed the anomaly of 
daily mean vertical pressure velocity, 𝜔, at 850 hPa with respect to the monthly climatology 
during the relevant epoch. 
2. We then computed the zonal and meridional e-folding distances of this 𝜔 anomaly relative 
to (𝑥, 𝑦), applying linear interpolation between grid point centres. 
3. We divided the e-folding distances by 0.19 × 2𝜋 to obtain the zonal and meridional scales 
of the corresponding waves, 𝐿𝑥  𝑎𝑛𝑑 𝐿𝑦 respectively, expressed as inverse wavenumbers. 
As shown by Barnes and Hartmann (2012), this factor arises from the fact that the e-













The last step in this procedure is a refinement of the procedure used in Tandon et al. (2018a), 
who used 𝐿𝑒 = √𝐿𝑥
2 + 𝐿𝑦
2 . While the latter is a heuristically reasonable approach, it is not 
mathematically consistent with how zonal and meridional wavenumbers are typically combined. 
The two approaches produce similar results. 
 
Demonstrating this procedure by an example (i.e. at S27 location). We obtained 𝐿𝑒0 = 149 km 
from CanESM2 during the historical period, and we obtained 𝐿𝑒 = 473 km from CanESM2 during 
the future period. (We use the “0” subscript hereafter when referring to values during the historical 










2 = 907.7%. (We use 𝛿 hereafter when referring to changes between 
the historical and future periods.) This change normalized by the local change in surface 
temperature (𝛿𝑇𝑠 = 3.3 K) yields 275.1% K
-1, which is much higher than the ensemble averaged 
projected changes in eddy length squared produced by CanESM2 in the subtropics  in Tandon et 
al. (2018a). 
 
An attempt to prescribe these eddy length values in the CRM was made, but in some cases such 
small horizontal eddy lengths created numerical instability in the CRM owing to unrealistically 
strong updrafts. Such numerical instability is not surprising, as CanESM2 parameterizes 
convection. Sensitivity of the convection scheme to large-scale forcing may be very different to 
the sensitivity of a convection-resolving model to the same large-scale forcing. In order for the 
CRM to run without numerical instability, we had to increase the eddy length by almost a factor of 









2  in the GCM runs. Thus, in the CRM experiments presented below, we adjusted 
𝐿𝑒0 and 𝐿𝑒for the CRM runs to be numerically stable. Lower percentile extreme precipitation 
events were also investigated hoping to obtain longer spatial scales but there was no noticeable 
differences. Since some of the events investigated in this study have spatial scales that are close 
to the spatial resolution of CanESM2; their realism is questionable.  Any unrealistic characteristics 




2.4 Model experiments 
Specific model experiments were constructed based on the results of Tandon et al. (2018a) and 
Tandon et al. (2018b), who examined regional variability of extreme precipitation projections in a 
large ensemble of CanESM2 simulations. Figure 5 below shows a composite climatic change of 
10 year maximum of daily precipitation (Tandon et al., 2018b).  Composite is an analysis (mostly 
statistical) of a large number of cases for a given climatological phenomenon. This is done to 




 ; of both the thermodynamic and dynamical part) normalized by zonal mean climatic change 
of annual surface temperature. 𝑃𝐸 is the composite mean in 10-year maximum of daily 
precipitation, 𝑃𝐸0 is 𝑃𝐸average over the historical period.  
 
Figure 5: (a) Composite climatic change in 10 year maximum of daily precipitation in a large ensemble of CanESM2, adapted from 
Tandon et al., 2018. Panel (b) shows dynamical contribution to the extreme precipitation changes. See Tandon et al. (2018) 
for details of these calculations. These composites have been normalized by the zonal mean annual mean change in surface 
temperature. The stars indicate the locations used for the dynamical downscaling experiments in the current study (black 




Physical scaling diagnostic is used to decompose regional changes in extreme precipitation  into 
separate components (Pfahl et al.,  2017).  Extreme precipitation at a given location can be 
expressed by: 





}                                                                                                                                      (3) 
Where 𝑃𝑒 is extreme precipitation, 𝜔𝑒 the corresponding vertical velocity and {∙} is a mass-
weighted integral over the atmospheric column. This expression is evaluated at mean 
temperature during extreme precipitation. 𝜔𝑒 is the  dynamic component of this expression 
(O’Gorman and Schneider, 2015). Tandon et al. (2018b) followed the same method but 
incorporated the factor 𝑟𝐸 which slightly improves the agreement between the scaling and the 
model derived extreme precipitation in parts of the subtropics.  
𝑃𝐸 =  − {𝜔?̂?𝑟𝐸𝑆𝐸}                                                                                                                                         (4) 
𝑃𝐸𝑜 + 𝛿𝑃𝐸 = - {(𝜔𝐸?̂? + 𝛿𝜔?̂?)(𝑟𝐸𝑜 + 𝛿𝑟𝐸)(𝑆𝐸𝑜 + 𝛿𝑆𝐸)}                                                                           (5) 
Expanding the right-hand side and dividing by 𝑃𝑒𝑜 yields: 
𝛿𝑃𝐸
𝑃𝐸𝑜
= dynamical part + RH part + thermodynamic part + nonlinear part                                     (6) 
Where, 
dynamical part =  
{𝛿𝜔?̂?𝑟𝐸𝑜𝑆𝐸𝑜}
{𝜔𝐸?̂?𝑟𝐸𝑜𝑆𝐸𝑜}
                                                                                                                  (7) 
thermodynamic part =  {
𝜔𝐸?̂?𝑟𝐸𝑜𝛿𝑆𝐸
𝜔𝐸?̂?𝑟𝐸𝑜𝑆𝐸
}.                                                                                                      (8) 
The factor 𝑟𝐸 is there to account for the fact that daily mean grid-scale relative humidity may be 
less than 100% on days of extreme precipitation. Most regions of the globe are showing an 
increase (light blue to deep blue) in extreme precipitation with exceptions over parts of the 
subtropics. Parts of the subtropics are showing a decrease in extreme precipitation (yellow to 
orange). Panel (b) shows only the dynamical part of the change. There is a strong signal of a 







2.5 Case Selection 
Following figure 3, two locations over the subtropical region were chosen for the experiment, first 
location: (26.5107⁰S; 2.8125⁰W, hereafter S27) and the second location (18.1389⁰S;19.6875W, 
hereafter S18). These two locations are showing a strong projected weakening of extreme ascent 
and. Pfahl et al., 2017; Tandon et al., 2018a associate this with a projected decrease of extreme 
precipitation intensity. Twenty-year return period was used to select simulated extreme events in 
the GCM. The approach of using a return period is ideal for this study since the focus is on the 
cause of the change but not the probability of the event themselves. The return period chosen in 
this study was motivated by earlier studies (Tandon et al., 2018a) which grouped the study period 
for long term changes in epochs of 20-years. Should a 50 or 100-year return period be chosen 
this will have no effect on the results except that a much stronger signal might be associated with 
these higher return periods. 
 
Table 1 contains a list of case names, dates of occurrence and eddy length used to run the CRM 
simulation. Case names are constructed such that the first three letters represent the location 
(S27; ~27⁰ South), second two represent ensemble member realization (r5; the member comes 
from realization 5), the middle four represent epoch (Hist; Historical, 1981-2000) and the last three 















Table 1: Descriptions of the GCM simulations examined in this study. 
Case Name 
Date of Extreme 
Precipitation Event 
Eddy Length (km) 
Location 
S27r1-Hist-GCM  24 September 1997 796 26.51⁰S; 02.83⁰W 
S27r1-Fut-GCM 30 September 2094 2534 26.51⁰S; 02.83⁰W 
S27r2-Hist-GCM 1 July 1982 637 26.51⁰S; 02.83⁰W 
S27r2-Fut-GCM 2 April 2093 988 26.51⁰S; 02.83⁰W 
S18r2-Hist-GCM 10 May 1981 1114 18.14⁰S; 08.44⁰W 
S18r2-Fut-GCM  19 June 2092 1023 18.14⁰S; 08.44⁰W 
S18r4-Hist-GCM 13 May 1982 1114 18.14⁰S; 08.44⁰W 
S18r4-Fut-GCM 16 June 2084 703 18.14⁰S; 08.44⁰W 
S27r5-Hist-GCM 29 June 1982 557 26.51⁰S; 02.83⁰W 
S27r5-Fut-GCM 12 April 2082 498 26.51⁰S; 02.83⁰W 
S18r5-Hist-GCM 31 March 1987 716 18.14⁰S; 08.44⁰W 
S18r5-Fut-GCM 28 September 2087 486 18.14⁰S; 08.44⁰W 
 
The eddy length values computed from the GCM are mostly small compared to the Rossby radius 
(𝐿𝑅).  𝐿𝑅 is defined as the scale at which rotational effects in the atmosphere become as important 
as buoyancy or gravity wave effect (American Meteorological Society 2011). 𝐿𝑅 has a 
characteristic scale of 106 and most of the eddy length scales calculated here are of the order 
105. When the eddy length is less than 𝐿𝑅 the disturbances are mesoscale. This is good for this 
experiment since the CRM is used to explicitly resolve convection. The fact that some of the eddy 
length values calculated from the GCM are comparable to the GCM horizontal resolution makes 
the confidence in the physics governing these extreme events questionable.  
 
Figure 6 shows a timeseries of annual maximum of daily precipitation from CanESM2 over the 
SSA region during the historical (black) and future (red) periods. These timeseries correspond to 
the cases named S27r1-Hist-GCM and S27r1-Hist-GCM. Comparison of the two timeseries 
shows that the 20-year maximum of daily precipitation (𝑃𝑒, within the green triangles) is reduced 




stark contrast with the increase in extreme precipitation intensity over most other regions, and 
thus these S27r1 cases are suitable choices for further investigation of the dynamical 
mechanisms influencing extreme precipitation projections. The simulated historical extreme 
precipitation event is dated September 27,1997 and the future extreme precipitation event is 
dated September 30, 2084. 
 
 
Figure 6: Timeseries of annual maximum daily precipitation over the S27 region (26.510°S, 2.8125°W) in CanESM2 during the (a) 
historical period (1981-2000) and (b) future period (2081-2100). The green triangles indicate the 20-year maximum events 
chosen for the CRM experiments. See the text for additional details. 
 
Using the CanESM2 forcing fields derived as described in previous sections, we ran the CRM for 
both the historical and future cases. The following cases were run S27r1-Hist, S27r1-Fut, S27r2-
Hist, S27r2-Fut, S27r5-Hist, S27r5-Fut, S18r2-Hist, S18r2-Fut, S18r4-Hist, S18r4-Fut, S18r5-Hist 
and S18r5-Fut.  In each case, we ran the model for 10 days with only the temperature and 
moisture profiles applied, which allows the CRM to reach a state of radiative-convective 
equilibrium. Thereafter, the additional CQG forcings (Adv𝜁, Adv𝑞, Adv𝑇) are turned on, beginning 





3. Chapter 3: Results and Discussions 
3.1 Tabular Form of Results 
Table 2 contains numerical values of all the CRM experiments as well as the naming used for 
different simulations.  
Table 2: Numerical results of the CRM experiments. Changes between the historical and future periods are indicated by δ. Time 
adjustment is the number of days that the CRM precipitation time series was shifted to facilitate comparison of extreme 


































[% K-1] Hist Fut 
S27r1-Hist-GCM S27r1-Fut-GCM 
 
28.02 17.22 −38.5 3.3 −11.7 
S27r1-Hist S27r1-Fut +1d none 61.54 45.06 −26.8 3.3  −8.1 
S27r1-Hist S27r1-∆𝐿 +1d none 61.54 72.35   17.6 3.3   5.3 
S27r1-Hist S27r1-∆𝑆𝑡𝑎𝑏. +1d none 61.54 67.13 9.1 3.3   2.8 
S27r1-Hist S27r1-∆𝐴𝑑𝑣  none 
 
none 61.54 22.86 -62.9 3.3 -19.1 
S27r2-Hist-GCM S27r2-Hist-GCM   23.64 12.55 -46.9 4.9 -9.6 
S27r2-Hist S27r2-Fut- +1d +1d 71.26 52.11 -26.9 4.9 -5.5 
S27r2-Hist S27r2-∆𝐿 +1d none 71.26 81.09 +13.8 4.9 +2.8 
S27r2-Hist S27r2-∆𝑆𝑡𝑎𝑏. +1d none 71.26 75.78 +6.3 4.9 +1.3 
S27r2-Hist S27r2-∆𝐴𝑑𝑣 +1d none 71.26 30.72 -56.9 4.9 -11.6 
S18r2-Hist-GCM S18r2-Hist-GCM    38.9 3.7 -90.5 1.8 -50.2 
S18r2-Hist S18r2-Fut +1d +2d 28.53 40.24 +41.0 1.8 +22.8 
S18r2-Hist S18r2-∆𝐿 none none 28.53 28.16 -1.3 1.8 -0.5 
S18r2-Hist S18r2-∆𝑆𝑡𝑎𝑏. none none 28.53 26.39 -7.5 1.8 -4.2 
S18r2-Hist S18r2-∆𝐴𝑑𝑣 +2d none 28.53 42.12 47.6 1.8 +26.4 
S18r4-Hist-GCM S18r4-Fut-GCM    8.67 5.07 −41.6 0.9 -46.2 
S18r4-Hist S18r4-Fut none +2d 48.41 11.44 −76.4 0.9 -84.9 
S18r4-Hist S18r4-∆𝐿 none none 48.41 38.98   -19.5 0.9 -21.7 
S18r4-Hist S18r4-∆𝑆𝑡𝑎𝑏. none none 48.41 46.22 4.5 0.9 +5.0 
S18r4-Hist S18r4-∆𝐴𝑑𝑣 +2d none 48.41 8.43 -82.6 0.9 -91.8 
S27r5-Hist-GCM S27r5-Fut-GCM   30.52 10.06 -67.0 4.7 -14.3 
S27r5-Hist S27r5-Fut  +1d none 30.75 12.59 -59.1 4.7 -12.6 
S27r5-Hist S27r5-∆𝐿  none 
 
none 30.75 27.18 -11.6 4.7 -2.5 
S27r5-Hist S27r5-∆𝑆𝑡𝑎𝑏. none none 30.75 27.33 -11.1 4.7 -2.4 
S27r5-Hist S27r5-∆𝐴𝑑𝑣 +1d none 30.75 27.74 -9.8 4.7 -2.1 
S18 r5-Hist-GCM S18r5-Fut-GCM    10.49 2.82 -73.1 -1.4 52.2 
S18 r5-Hist S18r5-Fut none +2d 39.57 41.84 +5.7 -1.4 4.1 
S18 r5-Hist S18r5-∆𝐿 none none 39.57 25.51 -35.5 -1.4 25.4 
S18 r5-Hist S18r5-∆𝑆𝑡𝑎𝑏. none none 39.57 30.70 22.4 -1.4 16.0 





Throughout the discussion this table will be used together with the figures for better comparison. 
The table represents a complete set of simulations that were run, not all figures are presented in 
this document, but the table contain all the simulations. Column 1-2 is the naming of the cases. 
Column 3 is time adjustment which shows by how many days was the precipitation timeseries 
was time shifted so that the day of maximum precipitation aligns with that in the GCM runs to 
facilitate comparison. Column 4-5 are the precipitation amounts for historical and future 
respectively. Column 6 is the precipitation change in percentages. Column 7 (𝛿𝑇𝑠) is the change 
is surface temperature between the two epochs (1981-2000;2081-2100). In some cases, the pair 
of events occurred in different seasons, this makes  𝛿𝑇𝑠  values to be either very small, below one 
or very large (e.i. ~5𝐾. The last column is the fractional change in extreme precipitation 
normalized by surface temperature. 
 
3.2 Model Evaluation  
Having identified the cases of interest from the GCM, simulations were performed to assess how 
well the CRM reproduced these cases, figure 7. Six experiments were simulated over two 
locations S27 and S18 over the subtropics. Each pair of simulations is driven by different 
ensemble member for large scale forcings.  Figure 7a shows the comparison between the 
historical case S27-Hist (red) and the GCM (S27-Hist-GCM; blue). The CRM precipitation here 
and in all analysis below corresponds to the precipitation horizontally averaged over the CRM 
domain. Ensemble mean was taken to account for the uncertainty associated with the CRM 
simulations. All results that will be presented here will be in a form of an ensemble mean with few 
exceptions in cases where individual members showed a unique and interesting feature that are 






Figure 7: Ensemble mean comparison of the GCM and CRM daily precipitation timeseries for the 11-day periods centered around the 
20-year maxima of extreme precipitation (day 6, between the vertical dotted lines) in CanESM2 over the S27 region. (a) S27-
Hist-GCM (blue) and S27-Hist (red) cases.  (b) The S27-Fut-GCM (blue) and S27-Fut (red) cases.  To facilitate the comparison 
of extreme precipitation intensities some CRM timeseries have been time shifted by 1-2 days so that the day of maximum 
precipitation aligns with that in the GCM runs. These details are provided in Table 2 and the text. 
 
Quantitatively, the CRM is overestimating the GCM precipitation in both the historical and 
future simulations. The peak precipitation of S27-Hist comes one day earlier than in S27-Hist-
GCM while the S27-Fut-GCM and S27-Fut the CRM captured the timing, figure 7. Such a 
difference in timing is not surprising, as the GCM parameterizes convection, whereas the CRM 
explicitly resolved convection. Khairoutdinov and Randall (2003) also noted the same timing 
issue when they were evaluating the model SAM. Similar behaviour is shown by the CRM at 
the location 18S, figure 8 below. However, the CRM is able to capture the decrease in 
projected extreme precipitation intensity from historical to future in both locations.  
 
One simulation showed simulations (individual member: S27r5-Hist, S27r5-Fut; see table 2) 
where the CRM did very well in capturing the intensity of the events. What distinguish this 




calculated from the GCM), see eddy length scale values in table 1. Two other unique cases; 
in these cases, the CRM reproduced an increase in extreme precipitation opposite to the GCM 
(figure not shown; S18r2 and S18r5), see table 2 for a complete set of cases. Generally, the 
CRM overestimated precipitation intensity but capturing the decrease in the projected intensity 
when an ensemble mean is taken. The ability of the CRM to capture this trend is a good 
motivation to proceed with the experiment and investigate the physical mechanisms 
responsible. Cases where the CRM captured an increase rather than a decrease in extreme 
precipitation are also interesting to investigate further to establish the responsible 
mechanisms for a cross comparison at the end. 
 
 
Figure 8: Ensemble mean comparison of the GCM and CRM daily precipitation timeseries for the 11-day periods centered around the 
20-year maxima of extreme precipitation (day 6, between the vertical dotted lines) in CanESM2 over the S18 region. (a) S18-
Hist-GCM (blue) and S27-Hist (red) cases.  (b) The S27-Fut-GCM (blue) and S27-Fut (red) cases.  To facilitate the comparison 
of extreme precipitation intensities some CRM timeseries have been time shifted by 1-2 days so that the day of maximum 
precipitation aligns with that in the GCM runs. These details are provided in Table 2 and the text. 
 
3.3 Isolation Runs 
To investigating the mechanism responsible for the changes in extreme precipitation we 
performed isolation runs. Isolation run is defined as running the model with the exact configuration 




associated with the parameter that was changed. Eddy length, stability and advection are the 
three parameters that were changed independently. These three parameters are associated with 
projected decrease in extreme precipitation intensity (Loriaux et al., 2017; Tandon et al., 2018b). 
Refer to table 2 for the naming and numerical values of the isolation runs. Figure 9 below shows 
the comparison of the isolation runs. Each panel answers a single question out of the three main 
questions that the experiment is attempting to address. 
 
 
Figure 9: Ensemble mean comparison of daily precipitation timeseries for various CRM experiments. (a) The S27-Hist (blue), S27-Fut 
(red) and S27-∆𝐿, isolating the eddy length effect (yellow). (b) The S27-Hist (blue), S27-Fut (red) and S27-∆𝑆𝑡𝑎𝑏, isolating the 
stability effect (yellow). (c) The S27-Hist, S27-Fut and S27-∆𝐴𝑑𝑣, isolating advection effects (yellow). The day of the extreme 
precipitation in the GCM (day 6) lie between the vertical dotted lines. To facilitate the comparison of extreme precipitation 
intensities some CRM timeseries have been time shifted by 1-2 days so that the day of maximum precipitation aligns with that 
in the GCM runs. These details are provided in Table 2 and the text. 
 
The first question was, ‘’what happens to the projected extreme precipitation intensity when all 
parameters are kept the same and only apply the change in eddy length’’. See section 3.3 under 
methodology for the calculation of the eddy length change. Figure 9a shows the comparison of 
the eddy length isolation simulation with the historical and future simulations. The change in eddy 




QG𝜔 equation (equation 2), we see that extreme ascent is a dynamical parameter influenced by 
horizontal advections and diabatic heating (Nie and Sobel 2016a). Changes in extreme ascent 
are associated with the changes in extreme precipitation when evaluating the dynamical 
component (Tandon et al., 2018b). This expression shows that for a weather system with a large 
eddy length the balance in equation 2 will be mainly between the terms on the lhs side and the 
first term in the rhs (vorticity advection). Therefore, the increase that is seen in figure 9a may be 
an indication that this system is an advection driven system. Large eddy length may also increase 
extreme precipitation in terms of advective time scale  ( 𝜏, Dwyer and O’Gorman, 2017).   
Larger length scale results in a larger 𝜏 which means the system will be affecting one location for 
prolonged duration and that may contribute to extreme precipitation.  
 
However, there were cases where changes in eddy length are resulting in a decrease in extreme 
precipitation, figure 10a. This becomes apparent when the system is convectively driven. An 
increase in eddy length to values larger the Rossby radius of deformation (𝐿𝑅) weakens the 
coupling between large scale and convection (Nie and Sobel 2016). When the system becomes 
decoupled there is no positive feedback such that the system decays faster and extreme ascent 
weakens. Combining these results, a preliminary conclusion is that an increase in eddy length is 
not the principal driver associated with a decrease in projected extreme precipitation. However, 
it’s worth noting that in some locations within the subtropics, eddy length does show a weaker 
decrease in extreme precipitation intensity. The effect of eddy length change may be dependent 
on the nature of the system that is being investigated as well as the geographical region. Further 
meteorological analysis is needed to evaluate whether the system in question is predominantly 







Figure 10: Comparison of daily precipitation timeseries for various CRM experiments. (a) The S18-Hist (blue), S18-Fut (red) and S18-
∆𝐿, isolating the eddy length effect (yellow). (b) The S18-Hist (blue), S18-Fut (red) and S18-∆𝑆𝑡𝑎𝑏, isolating the stability effect 
(yellow). (c) The S18-Hist, S18-Fut and S18-∆𝐴𝑑𝑣, isolating advection effects (yellow). The day of the extreme precipitation 
in the GCM (day 6) lie between the vertical dotted lines. To facilitate the comparison of extreme precipitation intensities some 
CRM timeseries have been time shifted by 1-2 days so that the day of maximum precipitation aligns with that in the GCM 
runs. These details are provided in Table 2 and the text. 
 
The second question was, ‘’what happens to projected extreme precipitation intensity when all 
variables are kept the same but only applying changes in atmospheric stability. Figure 9b and 10b 
show the comparison between stability isolation, historical and future simulations. Changes in 
stability showed a weak increase in extreme precipitation (figure 9b) while in figure 10b it shows 
a weaker decrease. Dynamically an increase in stability is associated with weakening between 
convection and large-scale vertical velocity, this in turn is expected to decrease extreme 
precipitation intensity due to the lack of positive forcing to vertical velocity from convective heating.  
A preliminary conclusion here was that stability alone does not play a principal role in the projected 
decrease in extreme precipitation over the subtropics and its small influence can change from 
location to location.  
 
The third question was, ‘’what happens to projected extreme precipitation intensity when all 




comparison between horizontal advection isolation, historical and future simulations. In both 
locations horizontal advection isolation showed a quantitively big decrease in extreme 
precipitation intensity. This decrease is comparable to the decrease shown by the GCM and 
sometimes its stronger. All the individual members at location S27 showed a decrease in extreme 
precipitation when the change in vorticity advection was applied, but not all cases at S18 showed 
this. This might be an indication that the nature of weather systems associated with these extreme 
precipitating events are different in these two locations. 
 
Cyclonic vorticity advection affects a weather by inducing some rotation which promotes low-level 
convergence and upper level divergence; when this takes place vertical velocity within a column 
is induced.  The QG𝜔 tells us that advection may have both an amplifying and breaking effect on 
extreme precipitation depending on the circulation and the vertical distribution of differential 
absolute vorticity advection. Both differential absolute vorticity and temperature advection are vital 
over the subtropics  where dry dynamics dominate (Nie and Sobel, 2016). 
 
Another important factor is that changes in advection may be associated directly with changes in 
circulation. When the circulation is strong and highly baroclinic it is expected that the advective 
terms of the QG𝜔 will be dominant. In a weaker circulation these terms will be contributing less 
to vertical velocity. In this case it’s possible that the zonal winds are weakening over the westerly 
regime in the future and undergoing a poleward shift.  The preliminary conclusion is that advection 
is playing a principal role in the projected decrease of extreme precipitation intensity and it’s not 
straightforward what can be influencing this but based on the literature, this change may be 
broadly associated with the changes in the large scale circulation such as the weakening of zonal 
winds influencing changes in the advective forcing terms of the QG𝜔  equation. Also, their appear 
to be a dependency on the nature of the weather system. It will be worth in the future to perform 
these isolation experiments independently in large scale driven and convective events and 
compare the differences side by side. 
 
3.4 Advection Isolation 
Trying to refine and narrow down the responsible mechanisms additional isolation runs focusing 




advective terms (temperature, moisture and total vorticity). This was done to quantify the 
contribution of each term in the QG𝜔. Moisture advection was also included in these isolation 
experiment even though it does not appear on the QG𝜔 equation. Moisture advection can 
influence extreme precipitation by increasing the moisture content of the column. This typically 
becomes a secondary factor amplifying an already existing event. The parameterization of large 
scale in this experiment is implemented in a manner that permits the input of moisture advection 
into the CRM system via the moisture tendency equation. 
 
Defining this set of isolations; all parameters were kept the same only applying the change in one 
advective term at a time. These set of runs are different from the initial advection isolation runs 
because they look at the effect of individual forcing terms. This analysis becomes relevant when 
following Trenberth’s reasoning which outlines a possibility of strong cancellation between 
differential absolute vorticity and temperature advection term.  Figure 11a-c and 12a-c show 
isolation runs corresponding to advection of temperature, moisture and differential absolute 
vorticity, respectively. 
 
Figure 11: Comparison of daily precipitation timeseries for various CRM experiments. (a) The S27-Hist (blue), S27-Fut (red) and S27-
∆𝑇𝐴𝑑𝑣, isolating the eddy length effect (yellow). (b) The S27r1-Hist (blue), S27-Fut (red) and S27-∆𝑞𝐴𝑑𝑣, isolating the stability 
effect (yellow). (c) The S27-Hist, S27-Fut and S27-∆𝑉𝑜𝑟𝑡𝐴𝑑𝑣, isolating advection effects (yellow). The days of the extreme 
precipitation in the GCM (day 6) lie between the vertical dotted lines. To facilitate the comparison of extreme precipitation 
intensities some CRM timeseries have been time shifted by 1-2 days so that the day of maximum precipitation aligns with that 





Figure 12: Same as figure 12. Exception: Location is S18. 
 
Extreme precipitation associated with changes in temperature advection run is quantitatively 
comparable to the historical run in both figure 11 and 12. The changes visible in figure 12a are 
very small. It can be said based on these two figures that changes in temperature advection alone 
does not influence the decrease of extreme precipitation intensity in these locations.  On the other 
hand, changes in moisture advection shows an increase in extreme precipitation intensity, figure 
11b but an insignificant decrease in 12b. This increase may be linked to with Clausius-Clapeyron 
scaling (CC-scaling) through the thermodynamic component. CC-scaling relates an increase in 
surface temperature with an increase in the moisture holding capacity of a given atmospheric 
column (Trenberth, 1999; Trenberth et al., 2015), generally this can be associated with extreme 
precipitation increase. On a dynamical perspective an increase in moisture advection will result 
in more moisture being advected into the column thus increasing the overall moisture and that 
will have a positive effect on extreme precipitation intensity.  
 
Changes in differential absolute vorticity advection alone captured the decrease in extreme 
precipitation intensity, figure 11c and 12c. Such results show an agreement with the initial sets of 
isolation runs. Zooming into the isolation of individual advective terms; it is seen that vorticity 




can say that horizontal advections play a principal role on the decrease of extreme precipitation 
over the subtropical region. Furthermore, differential absolute vorticity advection is the key 
parameter associated with the decrease in extreme precipitation. Combining the advection runs 
(figure 8c and 9c) with the isolation of individual advective terms we may hypothesize that there 
is some nonlinear interaction taking place between temperature, moisture and vorticity advection.    
 
3.5 Individual Omega Terms 
Qualitative comparison was carried out to evaluate which term of the QG𝜔 contributes the most. 
The QG𝜔 was solved term-wise and vertical velocity associated with individual terms plotted. This 
is possible because the QG𝜔 is a linear equation; thus term-wise contributions can be solved 
individually. Taking omega to be zero at lower and upper boundaries, 𝜔𝐵 = 𝜔𝑇𝑜𝑝 = 0. The 𝜔 can 
be decomposed: 
  𝜔 = 𝜔𝜁 +  𝜔𝑇 + 𝜔𝑄                                                                                                                                              (9) 
𝜔𝜁 is the vertical velocity component associated with vorticity advection only, 𝜔𝑇 is the vertical 
velocity component associated with temperature advection only and 𝜔𝑄 is the vertical velocity 
component associated with diabatic heating only (Nie and Sobel 2016). Figure 13 below shows 
the vertical velocity associated with the total vorticity advection term, 𝜔-Adv . Figure 13a and c is 
vertical velocity associated with vorticity advection. Panel b and d is vertical velocity associated 
with temperature advection, 𝜔-Adv𝑇. This figure is mainly for case S27 case. It is interesting to 
note that 𝜔-Adv  is an order of magnitude stronger that 𝜔-Adv𝑇. This contradicts Trenberth’s 
(Bluestein, 1992) approach which showed that in given regions of the atmosphere there is a 
cancellation between 𝜔-Adv  and 𝜔-Adv𝑇. In Trenberth’s formulation, absolute vorticity is being 
advected by the thermal wind. 
 
However, following Trenberth’s reasoning this may be due to the region 
(27°𝑆, 𝑎𝑤𝑎𝑦 𝑓𝑟𝑜𝑚 𝑡ℎ𝑒 𝑒𝑥𝑡𝑟𝑎𝑡𝑟𝑜𝑝𝑖𝑐𝑠) that this analysis was done. Temperature advection term 
tends to be strong near frontal systems or jets streams (Bluestein, 1992; Holton and Hakim, 2012) 
Therefore, in this analysis it is expected that the temperature advection term be smaller than the 






Figure 13: Comparison of vertical pressure velocity associated with individual terms of the QG𝜔. (a) S27-Hist vertical velocity 
associated with vorticity advection, (b) S27-Fut vertical velocity associated with temperature advection. The values in panel 
(b) were multiplied by 10 for display purposes. (c) S27-Hist vertical velocity associated with vorticity advection. (d) S27-Fut 
vertical pressure velocity associated with temperature advection. The values in panel (d) were multiplied by 10 for display 
purposes. Red dotted line demarcates the extreme event 
 
Since the QG𝜔 is linear, we can say that total vorticity advection term plays dominant role on the 
QG𝜔. The relatively small contribution of the temperature advection can be associated with the 
nature of systems over this domain, near the tropics. The dipole that is seen on the first two panels 
is interesting since in panel c and d this structure is less pronounced. The shift in the cores of 
these term-wise velocities (panel d) may also explain the timing issues that were encountered 
with the CRM simulations. 
 
3.6 Weakening of the circulation 
Vertical velocity profiles are showing peak ascent between 700 and 500 hPa (figure 14). Figure 
14d shows a weaker vertical velocity which is one order of magnitude lower than in figure 13a-c. 
Comparing the historical with future profiles there is evidence of weakening of vertical velocity 






Figure 14: Daily mean domain-averaged vertical pressure velocity profiles on the day of extreme precipitation in the S27 case. (a) 
S27-Hist-GCM. (b) S18-His-GCM. (c) S27-Fut-GCM. (d) S27-Fut-GCM. 
 
Further investigation at this level was performed to visualize the circulation pattern and structure 
in vertical pressure velocity and precipitation intensity. Figure 15 below compares precipitation 
and vertical velocity anomaly. Comparing figure 15 (a) and (b), the vertical velocity is in the same 
order of magnitude but relatively weaker in the future case (S27-Fut). Peak precipitation and 
vertical velocity are aligned in figure 15a. For the corresponding future case (figure 15b), there is 
no alignment between peak precipitation and vertical velocity. The strength of vertical velocity is 
relatively strong in figure 16a compared to figure 15b.   
 
Figure 15a and b highlight the weakening of large-scale vertical velocity very well since both 
events here occurred in the same season, hence there is no seasonal effect in this change. Similar 
pattern is observed when comparing figure 15c and d. Peak precipitation is not aligned with peak 
vertical velocity. It is also interesting to see that vertical velocity in figure 15d is an order of 
magnitude smaller than in the other three figures. Therefore, what these figures are showing can 
be the influence of the circulation weakening within the regions that they are occurring. Examining 
figure 15 with table 1, it is worth noting that out of the 6 cases examined 4 are showing a seasonal 




the season on the future warmer climate. Such results are consistent with Brönnimann et al. 
(2018); Marelle et al. (2018). 
 
 
Figure 15: Comparison of 20-year maximum precipitation and 𝜔_anomaly over the S27 region. (a) Extreme precipitation (shaded) and 
pressure velocity anomaly at 700 hPa (contours) from the CanESM2 historical during the extreme on the day of extreme 
precipitation. (b) Extreme precipitation (shaded) and pressure velocity anomaly at 700 hPa (contours) from the CanESM2 
future at the day of extreme precipitation. The star indicates the location of the extreme precipitation event. 
 
In summary, simulations were first performed over the ocean surfaces rather than land surfaces. 
Land surfaces are more physically complex compared to ocean surfaces. It was deemed prudent 
to start with the physically simpler S27 and S18 cases in order to develop our understanding of 
physical mechanisms as well as our technical comfort level with the CRM. There were also 
attempts to perform simulations over Alberta and other Canadian prairies where summertime 
extreme precipitation intensity is projected to decrease (Tandon et al., 2018b). However, there 
were technical challenges in maintaining the numerical stability of the CRM in this region. The 
challenges are due to the complicated effects of topographical uplift. Further investigation of 
extreme precipitation over land regions using our dynamical downscaling approach is being left 




4. Chapter 4: Summary and conclusion 
Dynamical downscaling experiments with a CRM were conducted to examine the dynamical 
mechanisms influencing projected changes of extreme precipitation intensity. The CRM 
reproduced a decrease in extreme precipitation intensity over the subtropical South Atlantic 
Ocean that was in line with CanESM2 projections. However, there was a case where the CRM 
did not capture the decrease in extreme precipitation. The CRM experiments showed that eddy 
length change and stability change are not principal contributors to projected decreases in 
extreme precipitation intensity. When applying changes in eddy length, some cases showed an 
increase while others showed a decrease precipitation intensity. Notable decrease in extreme 
precipitation associated with changes in eddy length occurred mostly at the location S18. 
Changes in horizontal advection accounted for most decrease in extreme precipitation intensity.  
 
Investigating horizontal advection terms, temperature and moisture advection appeared to have 
a small contribution to the changes in extreme precipitation. Vorticity advection appeared to be 
playing a principal role in decrease of projected extreme precipitation. The comparison between 
𝜔-AdvT and 𝜔-Adv  showed that 𝜔-Adv  is the dominant term. In most cases 𝜔-Adv  was 1-2 
orders of magnitude larger than 𝜔-AdvT. Overlaying vertical velocity anomaly and extreme 
precipitation and comparing between the 2 epochs showed a weakening in large scale vertical 
velocity. In the future epoch extreme precipitation peak was not coinciding with peak large-scale 
vertical velocity as it was the case with Historical epoch. Generally, there is a spatial shift in the 
distribution of extreme precipitation towards the south-east. The extreme events that examined 












5. Chapter 5: Future Efforts 
In the future it will be worth performing CRM experiments over land and during summer. 
Conducting these experiments in different climatological regions will also be a valuable task to 
undertake in the future. This will help test the sensitivity of this experiment and guide us to a 
clearer picture about the dynamical mechanisms influencing extreme precipitation intensity. The 
second effort will be to test the effect of parameterizing convection by using a single column model 
with convective parametrization. This will give important insights as convection is a vital part of 
many extreme precipitation events. Such knowledge will motivate future improvements of climate 
models and increase confidence in climate model projections. Such outcomes will benefit a range 
of stakeholders who require reliable regional projections of extreme precipitation to develop 
informed and effective adaptation and mitigation strategies in response to a changing climate. 
Events will also be selected in the same seasons to offset seasonality in our results. In future 
experiments cases will be selection strategically to have a separation between events dominated 
by large scale dry dynamics and convectively driven events. It will be interesting also to investigate 
perform a quantitative experiment looking at the shift in seasonality of extreme precipitation 
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