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CHAPTER I 
INTRODUCTION 
Missing data in regression is often a problem to research workers 
because standard regression methods are applicable only to complete data 
sets. At present there are three general methods for solving the problem 
of missing data. 
At first, the reduced data method, reduces the incomplete data set 
to a complete data set before analyzing. Although this method is very 
simple to apply, substantial amounts of information are sometimes lost 
when data is eliminated. This results in less precise estimates of the 
regression parameters. 
The second method, generalized least squares, estimates the missing 
values through least squares techniques, thus obtaining a complete set 
of data to which regular regression techniques can be applied. This 
method is practical but relies on estimates to obtain other estimates, 
thus again creating some loss in precision. Also, it may require multi-
stage processing which could be very time consuming. Afifi and Elashoff 
(1966), Yates (1933), Bartlett (1937), Wilkinson (1958), and Goldberger 
(1964) have all given examples of the generalized least squares method 
for estimating the missing data. 
The last method, maximum likelihood, uses all the data that is 
present to obtain estimates for the variances/covariances elements of 
the regression parameters. To obtain estimates for these parameters 
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the estimates of the variances/covariances elements are used in a re-
gression analysis. Edgett (1956), Hocking and Oxspring (1971), 
Nicholson (1957), Anderson (1957), Blumenthal (1968), Dagenais (1971), 
Lord (1955), Wilks (1932), and Matthai (1951) have all used various 
modifications of the maximum likelihood method. Most of these modifi-
cations involve such complex algorithms that even with the use of com-
puters the procedures are impractical. Glasser's (1964) maximum likeli-
hood method involves an algorithm which seems practical to program. 
Therefore, his method will be discussed in more detail. 
Glasser (1964) presented his method as a theoretical study, but 
whether the theory can always be applied is debatable. Within his algo-
rithm, the data is scanned to located records with complete data sets for 
each statistic to be estimated. This is repeated for each statistic 
needed. With large sample sizes, good estimates of the variance/ 
covariance matrices can be found, even if there is a high percentage of 
missing data. However, with smaller sample sizes, the reliability of 
the variance/covariance estimates may be questionable. 
This study compares Glasser's method to the reduced data method, 
under different combinations of factors that affect the reliability of 
both methods. These factors include sample size, the correlation struc-
ture among the independent variables, the relative size of standard 
deviations, the intensity of missing values, and the strength of de-
pendency of the dependent variable on the independent variables. 
Chapter two of this study will discuss the techniques and proced-
ures involved in Glasser's method. It will also describe how the data 
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was generated, on what basis the missing data was induced, and how the 
estimates were obtained. A factorial analysis was run to determine 
whether Glasser's method was any better than the reduced data method. 
Chapter three will contain the results of the factorial analysis. 
These results are tabulated. In addition to an overall explanation, 
each table is explained. 
Chapter four discusses the conclusions reached based on this study. 
Recommendations and further study are also included. 
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CHAPTER II 
DESCRIPTION OF MAXIMUM LIKELIHOOD METHODS 
Some Maximum Likelihood Methods 
The maximum likelihood method was originated by Fisher. His first 
paper on the subject appeared in 1921 (Fisher, 1921). The method was 
developed as a means of estimating the value of unknown parameters, 
based on a sample of the population. These parameters can be estimated 
for various distributions. Fisher (1921) states that any estimated 
parameter should satisfy the criterion of 'consistency' and 'efficiency' 
regardless of which distribution is used. 
Wilks (1932) and Matthai (1951) both published articles on sampling 
from a multivariate distribution. Wilks considered a sample from a 
bi-variate normal population. Matthai considered the general multi-
variate case. Both found maximum likelihood estimators of the popu-
lation parameters but in neither case were solutions found in closed 
form for the maximum likelihood equations. 
Lord (1956) and Edgett (1956) continued along the line of the tri-
variate case. Although they obtained estimators for the trivariate 
normal population parameters, their methods were still based on the 
assumption that the independent variables follow a known law of dis-
tribution, usually multivariate normal. 
Nicholson (1957) extended the results obtained for estimating the 
parameters in the special cases to the general p-variate case. 
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He found that under the circumstance of collecting data of this nature, 
it was often difficult and expensive to obtain a large enough sample. 
A recent study was conducted by Hocking and Oxspring (1971) which 
disucssed the maximum likelihood estimators with incomplete multinomial 
data. The multinomial data was either classified or partially classi-
fied. For example, when sampling from a multinomial population with 
four characteristics, a usual sample would consist of observations hav-
ing all four characteristics. This was classified data. When the 
observations did not contain all four classifications they were par-
tially classified. With partially classified or classified data, 
solutions could be found for estimating parameters. But the problems 
that existed consisted of knowing whether or not the data was of a 
classified multinomial type. 
Dagenais (1971) revised an earlier study done by Glasser (1964). 
In this revision, he found slightly better estimates of parameters by 
using various complex techniques. However, Glasser's method is more 
reasonable to program. 
The maximum likelihood method is based on the principal that re-
gression analysis can be solved by using variance/covariance matrices. 
The variance/covariance matrices are estimated by using all of the data 
that is present. A numerical example of finding variance/covariance 
matrix is: 
Let Y = b0 + b1~ + b2x2 be the model for the data, and let the 
number of pair wise sets be 5 as shown in Table 1. 
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Table l. Data for sample problem 1 
y ~ x2 
2 2 4 
3 3 3 
1 4 1 
2 8 2 
1 1 3 
To obtain the variance/covariance matrix, these calculations were used. 
V/C = 
(A) 
(B) 
Variance= 
Covariance 
n 
n 
- 2 E(X.-X) /n 
1 
= E(Xli-Xl)(X2i-X2)/n 
n 
Suppose the numbers underlined in the above table were missing. 
To obtain the estimated variance of x1 expression (A) above is applied 
to the remaining data as if it were a complete set. To obtain the 
covariance of x1 and x2, expression (B) is applied only to the complete 
pairs of the (X1,x2) data set. The following data would be used to 
calculate the covariance of x1 and x2 , if the above noted observations 
were missing: 
1 3 
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Glasser's Maximum Likelihood Method 
Glasser's method utilizes all the data present to obtain estimates 
of variance/covariance elements, which are then subjected to regular 
regression techniques. Within his method, the data is scanned to lo-
cate records with complete data sets for each statistics to be esti-
mated. 
Glasser's technique involves four assumptions. 
1. The conditional distribution of the dependent variable, 
given the independent variables, is normal. 
2. The missing observations occur at random. 
3. At least two individuals are observed for each possible 
pair of X's. 
4. The missing observations apply only to the independent 
variables. 
Glasser (1964) stated that, for the case of two independent vari-
ables and a large sample size, the efficiency of his method depends 
upon 1) the magnitude of the correlation coefficient between the in -
dependent variables and 2) the proportion of missing observations. In 
general, as the correlation coefficient increases, the efficiency de-
creases. As the proportion of missing observations increase the 
efficiency decreases. 
Approach for Testing Glasser's Method 
Since this study dealt with the usefulness of the method in solving 
practical problems, the following was done. To simulate practical 
problems sample sizes, percentages of missing observations, standard 
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deviation, and correlation coefficient were varied as they might appear 
in real situations. 
The sample sizes considered in this study were 25, 50, and 500. 
The percent of missing observations were as follows: 
xl x2 
o.oo 0.00 
0.10 0.10 
0.10 0.30 
0.30 0.10 
0.30 0.30 
The standard deviation for the two independent variables x1 , and 
x2 were set at 0.7-0.1 and 0.7-0.7. The correlation between the two 
independent variables were set at 0.25 and 0.85. In combination 
variations of sample size, percent missing, standard deviation and corre-
lation coefficient represented a 3x5x2x2 factorial design. The standard 
regression model used in this study was Y = 5.00 + 0.50 x1 - 0.50 x2 
+ ~. This model and the basic assumptions can be found in any number 
of text books. 
The research procedure was partitioned into three steps. First, 
complete data sets were generated by a Monte Carlo program. Second, 
missing data was induced in the prescribed fashion and variances/ 
covariances estimated. Third, the regression analysis on the variance/ 
covariance matrix was obtained. 
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Generation of Data 
The Monte Carlo technique is a general procedure to generate random 
data according to specified model. Much work has gone into developing 
algorithms for generating different types of data (Knuth, 1971). This 
work has been used to develop a computer program which will generate 
multivariate normal data (Hurst, Knop, 1971) and then impose the standard 
regression model on it. The program has been called LMOD for convenience. 
The program must receive the following information: 
1. Number of input and output variables. 
2. Number of observations to create. 
3. Standard error. 
4. Regression coefficients. 
5. Correlation elements. 
6. Means and standard deviations for each input variable. 
Once this information has been received, the program then trans-
forms the correlation matrix into the variance/covariance matrix. This 
was done by multiplying each individual element of the matrix by the 
product of the respective standard deviations. After this matrix was 
obtained, the program then used two subprograms, random normal variable 
(RNOR) and random normal vector (RNVR), to generate the data. The sys-
tem random number generator is used to generate random numbers from the 
uniform distribution. Once a uniform number has been generated, the 
RNOR program transforms it into a normal variable with a mean zero and 
variance of one. 
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The RNVR program is used to generate a random normal vector, with 
a mean of zero and a variance/covariance matrix, V, equal to the 
variance/covariance matrix used as input. To accomplish this, a random 
normal vector with mean zero and identity variance/covariance matrix is 
found. This vector is multiplied by a matrix, P, to give the desired 
random normal vector with mean of zero and variance/covariance matrix 
V. Pis obtained by manipulating the input variance/covariance matrix 
(Hurst, Knop, 1971). 
The main program takes the random normal row vectors and adds the 
respective means. 
specifications. 
This adjusted the independent var i ables to the needed 
Then Y was obtained by using the equation Y = b + 0 
e was generated by the RNOR program. This procedure produced one com-
plete observation of Y and X's. The rest of the observations were found 
by iterating the computations for the number of observations specified. 
Induction of Missing Data 
A missing data generating program (MISS) was used to induce miss-
ing observation into the data set. This program received complete data 
as input and introduces missing values on a random basis. Missing 
values were introduced by generating a random uniform number between 
zero and one, and if the number was less than the proportion of missing 
values wanted for that variable, the variable was set to zero. 
Once the missing data was induced Glasser's procedure was used to 
estimate the elements of the variance/covariance matrix. This estimated 
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variance/covariance matrix was multiplied by an assumed degrees of free-
dom, to give an estimated sum of squares and products matrix. This 
final matrix was used as input to a standard multiple regression program 
(SMRR). 
Interpretation of Testing Both Methods 
Because 120 computer runs were needed to obtain all combinations 
of a ll factors, time and resource considerations became a problem. As 
a result only a single set of samples could be obtained . Therefore, 
only general trends could be observed . 
Since general trends are very hard to interpret, a 2x2x3x5x2 fac-
torial analysis was run. The factors correspond to treatment, corre-
lation coefficient, sample sizes, intensity of missing data and standard 
deviation. Analyses were run for the following effects; R-square, 
regression coefficient, correlation coefficient, and standard error. 
These six dependent (Y) variables were: 
1. y = 1a(B)/o(A) I 1 
2. y2 lbO(B) - BO(A) I 
3. y3 = lbl(B) - Bl(A) I 
4. y4 = lb2(B) - B2(A) I 
5. y5 = jc.c(B) - c.c(A)I 
6. y = 2 6 R(A) 
The subscript A represents the actual values and the subscript B 
represents the estimated values obtained from the regression analyses. 
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From these factorial analyses, one could obtain answers to the follow-
ing questions: 
1. When, if ever, is Glasser's method better than the reduced 
data method? 
2. Of the variables studied, which ones have the most effect? 
3. Do any combinations of these variables show any significant 
differences? 
CHAPTER III 
RESULTS 
Factorial Analyses 
13 
Since general trends obtained from the regression analyses were 
very difficult to analyze, Glasser's method was investigated more deeply 
by running a factorial analyses on the regression coefficients. The 
parameters that were investigated were as follows: standard error, 
regression coefficients, correlation coefficient and R-square. The 
factorial design appears in Tables 2 through 7. Relevant information 
was tabulated and discussed. 
Standard Error 
By examining the factorial analysis, where the dependent variable 
was the absolute value of the estiarnted MSE divided by 0.0624, the 
following significant information was obtained: 
The AxBxD (methods x correlation coefficient x intensity of missing 
observation) interaction showed significance. Since this interaction 
was significant, an examination of the means of the individual cells, 
illustrated in Table 8, was necessary. This table showed that in 
Glasser's method the following treatment combinations were the most 
influential in effecting standard errors: 
1. A high correlation coefficient coupled with the 0.1-0.3 
intensity of missing observation level. 
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Table 2. Analysis of standard errors 
Source df MS Prob 
Method (A) 1 0.0117 
Correlation strnegth (B) 1 0.0625 
Sample size (C) 2 0.1764 
Intensity of missing data (D) 4 0.1259 
Size of standard deviations (E) 1 0.0926 
AxB 1 0.1081 
Axe 2 0.1205 
AxD 4 0.0869 
AxE 1 0.2358 
BxC 2 0.0909 
BxD 4 0.2608 
BxE 1 0. 0480 
CxD 8 0.2019 
CxE 2 0.1645 
DxE 4 0.2983 
AxBxC 2 0.0556 
AxBxD 4 1.1496 (0.05) 
AxBxE 1 0.1305 
AxCxD 8 0.0586 
AxCxE 2 0.1464 
AxDxE 4 0.2025 
BxCxD 8 0.1269 
BxCxE 2 0.0799 
BxDxE 4 0.1272 
CxDxE 8 0.0715 
ERROR 38 0.1782 
Table 3. Analysis of b0 coefficients 
Source df MS Prob 
Method (A) 1 64.9152 (0.10) 
Correlation strength (B) 1 269.1008 (0.05) 
Sample size (C) 2 481.4892 (0.05) 
Intensity of missing data (D) 4 68.0861 (0.05) 
Size of standard deviations (E) 1 704.4146 (0.05) 
AxB 1 14.7841 
Axe 2 18 . 4891 
AxD 4 15.6957 
AxE 1 37.7665 
BxC 2 54.1600 (0.10) 
BxD 4 25.5337 
BxE 1 131.2103 (0.05) 
CxD 8 22. 7748 
CxE 2 214.0808 (0.05) 
DxE 4 43.0939 (0.10) 
AxBxC 2 4.0346 
AxBxD 4 7.1126 
AxBxE 1 11.4701 
AxCxD 8 22.4321 
AxCxE 2 10.2232 
AxDxE 4 0.0685 
BxCxD 8 21.0451 
BxCxE 2 42.2864 
BxDxE 4 22.6216 
CxDxE 8 22.1727 
ERROR 38 17.5156 
Table 4. Analysis of b1 coefficients 
= ~ = -- ===----= 
Source df MS Prob 
Method (A) 1 0.0433 (0.10) 
Correlation strength (B) 1 0.1763 (0.05) 
Sample size (C) 2 0.3098 (0.05) 
Intensity of missing data (D) 4 0.0071 
Size of standard deviations (E) 1 0.0288 
AxB 1 0.0389 (0.10) 
Axe 2 0.0106 
AxD 4 0.0277 ( 0 .10) 
AxE 1 0.0003 
BxC 2 0.0439 (0.10) 
BxD 4 0.0106 
BxE 1 0. 0116 
CxD 8 0.0181 
CxE 2 0.0257 
DxE 4 0.0141 
AxBxC 2 0.0099 
AxBxD 4 0.0219 
AxBxE 1 0.0015 
AxCxD 8 0.0153 
AxCxE 2 0.0319 
AxDxE 4 0.0210 
BxCxD 8 0.0080 
BxCxE 2 0.0114 
BxDxE 4 0.0113 
CxDxE 8 0.0095 
ERROR 38 0.0140 
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Table 5. Analysis of b2 coefficients 
Source df MS Prob 
Method (A) 1 0.6092 (0.10) 
Correlation strength (B) 1 2.2880 (0.05) 
Sample size (C) 2 3.1537 (0. 05) 
Intensity of missing data (D) 4 0.2352 
Size of standard deviations (E) 1 5.8919 (0.05) 
AxB 1 0.2193 
Axe 2 0.0956 
AxD 4 0.2874 
AxE 1 0. 2911 
BxC 2 0.4163 
BxD 4 0.0899 
BxE 1 0.6351 (0.10) 
CxD 8 0.1343 
CxE 2 1. 9712 (0. 05) 
CxE 4 0.1949 
AxBxC 2 0.0210 
AxBxD 4 0.1962 
AxBxE 1 0.0285 
AxCxD 8 0.2691 
AxCxE 2 0.0759 
AxDxE 4 0.0685 
BxCxD 8 0.1266 
BxCxE 2 0.1154 
BxDxE 4 0.1227 
CxDxE 8 0.1771 
ERROR 38 0.2079 
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Table 6. Analysis for correlation coefficients 
Source df MS Prob 
Method (A) 1 0.0062 
Correlation strength (B) 1 0.1153 (0.05) 
Sample size (C) 2 0.0594 (0.05) 
Intensity of missing data (D) 4 0.0109 
Size of standard deviations (E) 1 0.0003 
AxB 1 0.0031 
Axe 2 0.0077 
AxD 4 0.0070 
AxE 1 0.0042 
BxC 2 0.0035 
BxD 4 0.0067 
BxE 1 0.0198 (0.10) 
CxD 8 0.0093 
CxE 2 0.0024 
DxE 4 0.0103 
AxBxC 2 0 . 0048 
AxBxD 4 0.0074 
AxBxE 1 0.0069 
AxCxD 8 0.0047 
AxCxE 2 0.0040 
AxDxE 4 0.0061 
BxCxD 8 0.0089 
BxCxE 2 0.0117 
BxDxE 4 0.0102 
CxDxE 8 0.0089 
ERROR 38 0.0069 
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Table 7. Analysis of R-squares 
Source df MS Prob 
Method (A) 1 0.0890 (0. 05) 
Correlation strength (B) 1 9.4327 (0.05) 
Sample size (C) 2 0.2081 (0.05) 
Intensity of missing data (D) 4 0.0066 
Size of standard deviations (E) 1 0.0232 (0. 05) 
AxB 1 0.1001 (0.05) 
Axe 2 0.0925 (0.05) 
AxD 4 0.0001 
AxE 1 0.0117 
BxC 2 0.0339 (0.05) 
BxD 4 0.0082 
BxE 1 0.0048 
CxD 8 0.0084 
CxE 2 0.0074 
DxE 4 0.0064 
AxBxC 2 0.0099 
AxBxD 4 0.0001 
AxBxE 1 0.0011 
AxCxD 8 0.0002 
AxCxE 2 0.0011 
AxDxE 4 0.0001 
BxCxD 8 0.0080 
BxCxE 2 0.0039 
BxDxE 4 0.0037 
CxDxE 8 0.0026 
ERROR 38 0.0052 
Table 8. Means of the methods by correlation coefficient by intensity 
of missing observation interaction for standard error 
Methods 
Glasser's Reduced data 
Intensity Correlation coefficient Correlation coefficient 
of missing 
observation 0.85 0.25 0.85 0.25 
0.00-0.00 0.965 0.968 o. 965 o. 963 
0.10-0.10 0.936 1.011 0.936 0.928 
0.10-0.30 0.754 0.959 0.953 1.015 
0.30-0.10 0.914 0.963 1.100 1.078 
0.30-0.30 1.603 0.748 1.016 1.059 
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2. Both high and low correlation coefficient coupled with the 
0.3-0.3 intensity of missing observation level. 
Once the significant factors were determined, one could look at 
the lower order interactions and main effects. Since none of these 
were significant, all that could be determined was that the significant 
effect is attributable to the combination of the main effects of inten-
sity of missing data, correlation coefficient, and methods. 
b0 Coefficient 
By examining the factorial analysis, where the dependent variable 
was the absolute value of the estimated b0 minus 5.00, the following 
significant information was obtained, using an alpha level of 0.10. 
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1. The BxC (correlation coefficient x sample size) interaction 
was found to be significant at a= 0.10 but not at a= 0.05, indicating 
a borderline significance. Examination of two-way tables of means in 
Table 9 indicated that the significance existed when the correlation 
coefficient was high and the sample size was low. To seek an explana-
tion for these combination means, the Band C main effect means along 
the border of Table 9 were examined. 
The B means showed that the significance occurred primarily at high 
correlation between x1 and x2• This was reasonable since estimates of 
the regression coefficient became highly unstable when the correlation 
coefficient between x1 and x2 was high. The C means showed that the 
significance occurred primarily at medium and small sample sizes. At 
these sample sizes less information was obtained resulting in poorer 
estimates. These aspects of the Band C main effects comprise the com-
ponents of the significance of the BxC interaction. 
Table 9. Means of the correlation coefficient by sample size inter-
action, with main effects correlation coefficient and sample 
size means along the borders for the coefficient b0 
Sample size 
500 
50 
25 
Main effect B 
Correlation coefficient 
0.85 
0.9185 
5.6975 
10.1505 
5.5888 
0.25 
0.4395 
2.2620 
5.0800 
2.5938 
Main effect C 
0.6790 
3.9798 
7.6153 
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2. The BxE {correlation coefficient x standard deviation) inter-
action was found to be significant at a= 0.05. ExaminatioP of the two-
way table of means in Table 10 showed that the significance existed 
when the correlation was high and when the standard deviation was at 
0.7-0.1. To obtain an explanation for this the Band E main effect 
means along the border of Table 10 were examined. 
The results for the B main effect means were the same as previously 
indicated in part 1 where the BxC interaction was examined. The E means 
showed that high standard deviation for both x1 and x2 caused the data 
to be more dispersed, resulting in better estimates. Therefore the 
interaction BxE was explainable, since the main effect B significance 
occurred when the correlation coefficient was high, and the main effect 
E significance occurred when the standard deviation was at 0.7-0.1 for 
Table 10. Means of the correlation coefficient by standard deviation 
interaction, with main effects correlation coefficient and 
standard deviation means along the borders for the 
coefficient b0 
Standard deviation Correlation coefficient 
x1-x2 0.85 0.25 Main effect E 
0.7-0.1 9.0573 3.9710 6.5142 
0.7-0.7 2.1203 1.2167 1.6685 
Main effect B 5.5888 2.5938 
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3. The CxE (sample size x standard deviation) interaction was 
found to be significant at a= 0.05. Table 11 illustrated that the 
significance arose when the sample size was low and the standard 
deviation of x1 and x2 was at 0.7-0.1 respectively. As stated in part 1 
and part 2, the main effect means had to be examined to determine 
whether or not CxE was explainable. Since both main effects were 
examined previously, in part 1 and part 2, and their significance 
occurred when C (sample size) was low and E (standard deviation) was at 
0.7-0.1 for x1 and x2 respectively, one could conclude that interaction 
CxE was reasonable. 
Table 11. Means of the sample size by standard deviation interaction, 
with main effects sample size and standard deviation means 
along the borders for the coefficient b0 
. ..:...-=-=-=.= ~ 
Standard deviation 
Sample size 0.7-0.1 0.7-0.7 Main effect C 
500 1.0130 0.3450 0.6790 
50 5.3070 2.6525 3.9798 
25 13.2225 2.0080 7.6153 
Main effect E 6.5142 1.6685 
4. The DxE (intensity of missing observation x standard 
deviation) interaction was found to be significant at a= 0.10, but not 
at a= 0.05. Examination of the means in Table 12 showed that the sig-
nificance layed with the high intensity of missing data and the standard 
deviation of 0.7-0.1 for x1 and x2 respectively. As indicated pre-
viously, the main effect means had to be examined to determine whether 
or not the interaction DxE was reas0nable. 
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The D means along the border of Table 12, showed that the signifi-
cance occurred primarily at the high intensity of missing observations. 
This was reasonable since less information was obtained, resulting in 
poorer estimates. The results of the main effect E means were the same 
as in part 2, where the BxE interaction was examined. These aspects 
of the D and E main effects comprised the components of the significance 
of the DxE interaction. 
Table 12. Means of the intensity of missing observation by standard 
deviation interaction, with main effects intensity of 
missing observation and standard deviation means along the 
borders for the coefficient b0 
Intensity of missing 
observation 
0.00-0.00 
0.10-0.10 
0.10-0.30 
0.30-0.10 
0.30-0.30 
Main effect E 
Standard Deviation 
0.7-0.1 0.7-0.7 Main effect D 
3. 7275 1.1758 0.5214 
2.8558 1.2750 1.3482 
8.9042 1.7042 5.0133 
9.2525 1. 7725 4.9876 
7.8303 2.4150 5.2143 
6.5142 1.6685 
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5. The main effect A (method) was found to be significant at 
<t = 0.10, but not at a= 0.05. Examining the means in Table 13, showed 
that Glasser's method was not as efficient as the reduced data method. 
This may be attributed to the fact that Glasser's method dealt with 
a nonfull rank matrices. 
Table 13. Means of the main effect method for the coefficient b0 
Methods 
Glasser's Reduced data 
4.8268 3.3558 
b1 Coefficient 
By examining the factorial analysis, where the dependent variable 
is the absolute value of the estimated b1 minus 0.50, the following 
significant information was obtained: 
1. The AxB (methods x correlation coefficient) interaction was 
found to be significant at a= 0.10, however, at a= 0.05, it was not 
significant, indicating a borderline significance. Examining the means 
in Table 14 indicated that the significance existed in Glasser's method 
when the correlation was high. To obtain an explanation for these 
combination means, the A and B main effect means along the border of 
Table 14 were examined. 
The A means indicated that Glasser's method was not as efficient 
as the reduced data method. To say this is reasonable was very difficult 
mainly because the two methods are very similar. The only difference 
was that the reduced data method dealt with a full rank matrice while 
Glasser's method did not. 
The B means showed that the significance occurred primarily at 
high correlation between x1 and x2 • This was reasonable since esti-
mates of the regression coefficients became highly unstable when the 
correlation coefficient between x1 and x2 was high. These aspects of 
the A and B main effects comprised the components of the significant 
of the AxB interaction. 
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Table 14. Means of the method by correlation coefficient interaction, 
with main effects method and correlation coefficient means 
along the borders for the coefficient b1 
Correlation coefficient 
0.85 
0.25 
Main effect A 
Methods 
Glasser's 
0.194 
0.082 
0.138 
Reduced data 
0.120 
0.080 
0.100 
Main effect B 
0.157 
0.081 
2. The AxD (methods x intensity of missing observation) inter-
action was found to be significant at a= 0.10, but not at the a= 0.05. 
The means in Table 15 illustrated that the significance occurred in 
Glasser's method at high intensity of missing observation. As stated 
in part 1 the main effect means of A and D must be examined. 
The main effect A means results were the same, where the AxB 
interaction was examined. Since the main effect D was not found to be 
significant, all that could be determined was that the significant 
effect was mostly attributable to Glasser's method, although the com-
bination of method crossed with intensity of missing observation con-
tributed. 
Table 15. Means of the method by intensity of missing observation 
interaction, with main effect method means along the 
border for coefficient b 1 
Intensity Methods 
of missing 
Observation Glasser's Reduced data 
0.00-0.00 0.101 0.098 
0.10-0.10 0.097 0.112 
0.10-0. 30 0.156 0.102 
0.30-0.10 0.121 0.123 
0.30-0.30 0.216 0.066 
Main effect A 0.138 0.100 
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3. The BxC (correlation coefficient x sample size) interaction 
was found to be significant at the a• 0.10, but not at a= 0.05. By 
examining the means in Table 16 it was found that the significance ex-
isted when the correlation coefficient was high and the sample size 
was low. To see an explanation for these combinations of means, the B 
and C main effects means were examined along the border of Table 16. 
The main effect B mean results were the same as before, that is, 
it occurred at the high correlation. The C means showed that the 
significance occurred at medium and small sample sizes, because less 
information was obtained, resulting in poorer estimates. These as-
pects of the Band C main effects comprised the components of the 
significance of the BxC interaction. 
Table 16. Means of the correlation coefficient by sample size inter-
action, with main effects correlation coefficient and 
sample size means along the borders for the coefficient b1 
Correlation coefficient 
Sample size 0.85 0.25 Main effect 
500 0.022 0.016 0.0185 
so -.251 0.114 0.1823 
25 0.200 0.113 0.1963 
Main effect B 0.187 0.081 
b2 Coefficient 
C 
By examining the factorial analysis, where the dependent variable 
was the absolute value of the estimated, b2 plus 0.50, the following 
significant information was obtained: 
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1. The BxE (correlation coefficient x standard deviation) 
interaction was found to be significant at a= 0.10; however, at a= 0.05 
it was not significant, indicating a borderline significance. Examining 
the mean in Table 17 showed that the significance occurred when the 
correlation coefficient was low and the standard deviation was at 
0.7-0.1, for x1 and x2 • To determine an explanation for these com-
bination means, the Band E main effects means along the border of 
Table 17 were examined. 
The B means showed that the significance occurred primarily at 
high correlation between x1 and x2 • This was reasonable since esti-
mates of the regression coefficients became highly unstable when the 
correlation coefficients between x1 and x2 were high. The E means 
showed that the significance occurred primarily at the low standard 
deviation level. This was reasonable since at the low level of stan-
dard deviation the data did not separate out very much, resulting in 
poorer estimates. These aspects of the Band E main effects comprised 
the components of the significance of the BxE interaction. 
Table 17. Means of the correlation coefficient by standard deviation 
interaction, with main effects correlation coefficient and 
standard deviation means along the borders for the co-
efficient b2 
Standard deviation Correlation coefficient 
X -X 1 2 0.85 0.25 Main effect 
0.7-0.1 0.7683 0.1737 6.514 
0.7-0.7 0.3417 0.0440 1.669 
Main effect B 0.4690 0.1928 
E 
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2. The CxE (sample size x standard deviation) interaction 
was found to be significant at a= 0.05. Checking the meaning in 
Table 18, indicated that the significance occurred primarily when the 
sample size was low and the standard deviation is at 0.7-0.1 for~ and 
x2 . To seek an explanation for this interaction, the means for the 
main effects C and E were examined. 
The main effect C along the border of Table 18 reveals that medium 
and low sample size obtained less information resulting in poorer esti-
mates. The results of studying the E main effect means were the same 
as in part 1, where the BxE interaction was examined. Therefore the 
interaction BxE is explainable, since the main effect B significance 
occurred when the correlation coefficient was high, and the main effect 
E significance occurred when the standard deviation was at 0.7-0.1. 
Table 18. Means of the sample size by standard deviation interaction, 
with main effects sample size and standard deviation means 
along the borders for the coefficient b2 
Standard deviation 
Sample size 0.7-0.1 0.7-0.7 Main effect C 
500 0.210 0.013 0.019 
50 0.520 0.178 0.156 
25 1.067 0.188 0.182 
Main effect E 6.514 1.669 
3. The main effect A (methods) was found to be significant at 
a= 0.10, but not at a• 0.05. Examining the means in Table 19 revealed 
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that the reduced method was more efficient than Classer's method. This 
was possibly attributable to Classer's method which deals with a nonfull 
rank matrices. 
Table 19. Means of the main effect method for the coefficient b2 
Methods 
Classer's Reduced data 
0.4022 0.2597 
Correlation Coefficient 
By examining the factorial analysis, where the dependent variable 
was the absolute value of the estimated r minus 0.25 or 0.85, the follow-
ing significant information was obtained: 
1. The main effect of B (correlation coefficient) was found 
to be significant. By examining the means in Table 20, one can see 
that the high correlation between x1 and x2 was the significant factor. 
This was very reasonable since estimates of the regression coefficients 
became highly unstable when the correlation coefficient between x1 and 
x2 was high. 
Table 20. Means of the main effect correlation coefficient for the 
correlation coefficient 
Correlation coefficient 
0.85 0.25 
0.4395 0.3493 
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2. The main effect C (sample size) was found to be signifi-
cant. Examining the means in Table 21 showed that significance occurred 
primarily at small sample sizes. At this sample size less information 
was obtained resulting in poorer estimates. 
Table 21. Means of the main effect sample size for the correlation 
coefficient 
Sample size 
500 50 25 
0.4793 0.6785 1.1908 
R-square 
By examining the factorial analysis, where the dependent variable 
was the estimated R-square, the following significant information was 
obtained: 
1. The AxB (methods x correlation coefficient) interaction was 
found to be significant. To detect where the significance lay, the 
two-way tables of means were examined. Table 22 showed that at high 
correlation the reduced data method obtained higher R-square values. 
But at low correlation Glasser's method obtained higher R-square values, 
meaning that variation in correlation had more effect on the reduced 
data method than did it on Glasser's method. Examining the main effects 
A and Bon the border of Table 22 shows the same results as above. 
Table 22. Means of the method by correlation coefficient interaction, 
with main effects method and correlation coefficient means 
along the borders for the R-square 
Correlation coefficient 
0.85 
0.25 
Main effect A 
Glasser's 
0.704 
0.201 
0.453 
Methods 
Reduced data 
0.816 
0.198 
0.506 
Main effect B 
0.760 
0.199 
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2. The AxC (method x sample size) interaction was found to be 
significant. To determine where the problem of significance lay, the 
two-way table of means were examined. Table 23 showed that the signifi-
cance occurred mostly at the large sample size, where the reduced data 
method obtained much better R-square values. Examination of the main 
effects A and Con the border of Table 23 did not reveal any more infor-
mation. 
Table 23. Means of the method by sample size interaction, with main 
effects method and sample size means along the borders 
for the R-square 
Methods 
Sample size Classer's Reduced data Main effect C 
500 0.320 0.486 0.403 
50 0.547 0.546 0.546 
25 0.490 0.489 0.489 
Main effect A 0.453 0.506 
34 
3. The BxC (correlation coefficient x sample size) interaction 
was found to be significant. To determine where the significance ex-
isted, the two-way table of means was examined. Table 24 showed that 
at high correlation between x1 and x2 , there existed more significance 
between the large sample size than medium and small sample sizes opposed 
to a low correlation. Examining the main effects Band Con the border 
of Table 24 showed the same result as stated above. 
Table 24. Means of the correlation coefficient by sample size inter-
action, with main effects correlation coefficient and 
sample size means along the borders for the R-square 
Correlation Coefficient 
Sample size 0.85 0.25 Main effect 
500 0.651 0.154 0.403 
50 0.834 0.259 0.546 
25 0.795 0.185 0.498 
Main effect B 0.760 0.199 
C 
4. The main effect E (standard deviation) was found to be sig-
nificant. Examining the means in Table 25 showed that the high-low com-
bination of x1-x2 obtained better estimates than did high-high combin-
ation. 
Table 25. Means of the main effect standard deviation for the R-square 
Standard deviation 
0.7-0.1 0.7-0.7 
0.493 0.435 
CHAPTER lV 
CONCLUSIONS AND fURTHER RESEARCH 
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Conclusions were based on the following effects: the estimated 
R-square values of the models. The estimated regression coefficients, 
estimated correlation coefficient, and the estimated standard errors. 
These effects, obtained from the regression analysis of Classer's 
method (complete data set) and for the reduced data method, were then 
used to compare the efficiency of the two methods. Because of time and 
resource considerations (120 computer run were used) only a single set 
of samples was produced. Therefore only general trends could be ob-
served. Since general trends were very hard to interpret, a factorial 
analysis was run on each of the above effects. 
The following conclusions apply to both methods unless indicated 
otherwise: 
1. The reduced data method seemed to estimate b0 , b1 , b2 , 
correlation coefficient and R-square values a little better than did 
Classer's method. 
2. Low correlation coefficient between JS_ and x2 was found to 
produce better estimate of b0 , b1 , b2
, correlation coefficient and 
R-square values than high correlation. 
3. Large sample sizes produced better estimated values for 
the following parameters: b0 , h1 , b2 , correlation coefficient and 
R-square. 
4. Low intensity of missing observation was found to produce 
better estimate only for the b0 values. 
5. The combination of large standard deviations of x1 and 
x2 produced significantly better estimates for b0 , h2 and R~square 
values. 
6. The combination of Glasser's method with high correlation 
between x1 and x2 created the most problems for the parameters b1 and 
R-square. 
7. The combination of Glasser's method with small and medium 
size samples caused most of the problems for the parameter R-square. 
8. The combination of Glasser's method with high intensity 
of missing observation affect the b1 values the most. 
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9. The combination of high correlation with low and medium 
size samples affected the following parameter values the most: b0 , h 2 , 
correlation coefficient, and R-square. 
10. The combination of high correlation ~ith a high-low 
combination of standard deviation created the most problems for b0 , h2 , 
and the correlation coefficient values. 
11. The combination of low and medium size samples with a high-
low combination of standard deviation caused the most problem for b0 , 
and b2 values. 
12. The combination of high intensity of missing observations 
with a high-low combination of standard deviation caused the most 
problem for the estimates of b0 • 
The reduced data method is the recommended method for the following 
reasons: 
1. It is as effective as Glasser's method. 
2. It is easier to implement than Glasser's method. 
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3. The inverses are easily obtained. 
4. Computer costs are less than for Glasser's method. 
In addition, other factors that should be considered are: 
1. A high correlation between~ and x2 resulted in significant 
multicollinearity, which lead to these problems; trouble obtaining in-
verses and inconsistent estimated values. This occurred regardless of 
which method, sample size, intensity of missing observation, or magnitude 
of standard deviation was used. 
2. The sample size had a big effect on obtaining good esti-
mates. This was because a small sample size did not have as much 
information to work with as did a larger sample size. 
3. As the proportion of missing observation increased, so 
did the inconsistency of the estimates, simply because the amount of 
information available decreased. 
4. A small standard deviation for the independent variables 
gave more inconsistent estimates than did the larger standard deviation, 
regardless of sample size, correlation coefficient, intensity of missing 
observation, or method imposed. 
Because of resource considerations, the results of this experi-
ment were based on only a single sample. If time permitted, several 
sets of data could be generated under each set of conditions and their 
frequency distributions obtained. Since the kind of sample produced 
may or may not be representative of the frequency distributions, 
only general trends could be observed. Therefore, data analysis was 
restricted to a factorial approach. 
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For further study, it is recommended that more than one sample be 
used for each set of conditions, establishing subsequent frequency 
distributions for each sample. It is felt that this would produce more 
rigorous conclusions. 
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APPENDIXES 
Appendix A 
Computer Program for Generating 
Random Normal Data 
To simulate real data, random normal data was generated at 
various sample sizes. 
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MAIN 
6•STATPRINT,UNIT•PRINTER,RECOR0•22 
7•STATPUNCH,UNIT•PUNCH,RECOH0•14 
12•LUA,UN1T•DISK,LINKW0RO 
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FILE 
f"ILE 
f"ILE 
F'ILE 
fILE 
13•LUB,UNIT•OISK,LINKWURO 
14•STAT~,RfCOH0•14,UNIT•OISK,AREAat00•10,SAVE•5•BLOCKING•10 
DI~ENSION XC1S>,XB(15),S0(15),B(15>,AC15,15),Y(15),ZC15),IZC15), 
1ILC15),JAC15),JB(15),JC(15>,J0(15),fHOC60) 
IR0•5 
IPR•6 
IPH•7 
LUC•14 
~1•15 
REAU CIR0,100) NVl,NVO,NT,NOBS,IOC,NCO,NV;lARG 
WRITECTPR,101) NVl,NVO,NT,N08S,IOC,NCO,NV,IARG 
100 FORMAT( 714,110) 
101 fORMATC•t•, 7141110) 
IfCNV.Ea.O) NV•NVI 
REAO(IRD,102) SE,B0,CB(I),1•1,NVO) 
WRIT[CIPR,tOJ)SE,BO,CB(l),1•1,NVO) 
102 f0RMATCSX,5El5•7> 
103 fORMATC1X,RG15•7> 
lfCNTeEQ.O) GU TO 4 
DO 3 1•1,NT 
RfAO(IR0,106) IZ<I>,ILCl),JA(l);JH(I),JC(l),JDCI> 
3 WRITECIPR,105) IZCI>•ILCJ),JACI),J8(1),JCC1),JOCI) 
105 FnRMAT(lX,2014) 
106 fORMAT<2014) 
4 on 1 I•l,NVI 
RfAOCIR0,102) XB(I),SO(I) 
1 WRITECIPR,104) I,XB(l),SOCI) 
104 fORMAT(I5,6Gl5e7/(5X,8G15,7)) 
on 2 I•t,NVl 
REAOCIRD,102) CACI,J>,J•l,NVI) 
2 WRITECIPR,104>1,CACI,J>,J•l,NVI) 
IfCIOC•EQ,O) GO TO 20 
NCO•NC0•20 
REAU (lR0,110) (fMO(l>,I•l,NCO) 
WRITECIPR,111) (FMO(l>•I•laNCO) 
110 fORMAT ( 20A4) 
111 FORMAT C1X,20A4) 
IFCIOCaEO,LUC) REWIND IOC 
20 00 5 I•l,NVI 
00 5 J•I,NVI 
5 ACI,J>•ACI,J)•SO(l)•SO(J) 
IENT• •1 
00 10 KK•1aN06S 
YH•SO+RNORCIAkG>•SE 
CALL RNVR(XaA,Y,Z,NVl,NiilENT,IARG) 
lf(l£NT,LE.o> GO TO 19 
DO 11 I•t,IIJ\11 
11 XCI>•X(l)+XH(l> 
IFCNTaEQ,0) GO TO 17 
00 12 L•t,NT 
IZZ•tZCL) 
ILL•IL(L) 
JA••JA(Ll 
JBB•JBCL) 
JCC•JC(L) 
JOO•JO(L) 
GO TO (13•14•15,16>,lZZ 
13 XCILL)•X(JAA) 
GO TO 12 
14 X(ILL)•XCJAA)•XCJBB> 
GO TO 12 
15 X(lLL)cX(JAA)wX(JBB)•X<JCC) 
GO TO 12 
16 X(ILL)•X(JAA)•X(JBB>•X(JCC)•XCJOO> 
12 CONTINUE 
17 00 18 1•1•111~0 
lR YH•YH+XCl)•H(I) 
WRITE(IPR,104) KK•YH•(XCI>,l•l•NVI) 
1rc1oc.GT,O) WRITE c1oc,,HO) KK,YH•<X<I>,I•l,NV) 
10 CONTINUE 
tF(lOC•GT,O> LOCK IOC 
STClP 
19 WRITECI~R,107> 
101 FORMAT(/' MATHIX NOT POSITIVE OEFINITE '> 
STOP 
ENO 
RNVR 
SU8ROUT!N£ HNVR(XtA,~,C,NV,Nl,IENT,IARu> 
G£NERATfS A RANUOM NORMAL VECTOR (H,S) 
A INPUT COVARIANCE MATRIX, CONDITIONAL 
Z,Y,C, WORK AHRAYS, RETURN VECTOR or RANDOM 
NV,NI OHO~R Of COVARIANCE MATRIX, ORDER Uf 
IENT •1:r INITIAL ENTRY 
O• RETURN If NOT POSITIVE OEflNITE 
1• RETURN If POSITIVF. DEFINITE 
IARG ARGUMENT FOR RANDOM NUMB(R GENERATOR 
DIMENSION X(Nl),ACNI,NI),8(Nl),CCNI) 
$SET OWN 
IF'CIENT> 1,9,o 
!RESET OWN 
C•••* COMPUTE CUNDITIONAL MOMENTS 
1 NA•NV•t 
2 
3 
4 
00 4 K• 1, NA 
T•A(K,K) 
IfCT> 10,10,2 
Nt;•K+l 
C(l<)aSQRT(T) 
no 3 I•NR,NV 
ACl,K):rA(K,I>IT 
OU 4 I•NR,NV 
00 4 J•ltNV 
A(I,J>•A<I,J)•ACI,K>•ACK,J) 
lf'CACNV,N~>> 10,10,5 
5 IENT•l 
C(NV)aSQRTCACNV,NV)) 
C•••* COMPUT£ A RANUOM VECTOR 
6 00 6 1•1,NV 
8Cl)•RNORCIARG)•CCI) 
X(I)aB(I) 
·7 
IfCitEQ.1> GO TO 8 
NB•I•l 
00 7 J•1,N8 
XCl>•XCl)+A(l,J>•B(J) 
R CONTINUE 
9 RETURN 
10 lf.NT•O 
RETURN 
ENO 
ru~CTION RNOR(IR) 
GENERATES A RANDOM NORMAL NUMBfR C0,1) 
45 
MOMENTS RE:l'URN 
NORMAL VARIABLES IN Z 
ARRAY 
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LARGE UDO INTEGER FOR A BEGINNINti AHGUMENT IAF!G IS A 
REQUIRES 
OWN 
FUNCTION HN WHICH GENERATES A UNIFORM RANDOM NUMBER O•l 
DATA 1/0/ 
SRES£T OWN 
IFCltGT.O>GO TO JO 
10 X•2.0•RANOOM(IR)•1•0 
Y•2,0•RANOOM(IR)•1,0 
S•X•X+Y•Y 
IF<S,GE,CleO))GU TO 10 
S•SQRTC•2•0•ALOG(S)/S) 
RNOR•X•S 
SSET OWN 
G02•Y•S 
SRESET OWN 
1•1 
GO TO 40 
JO RNOR•G02 
I•O 
40 RETURN 
fNO 
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Appendix B 
Computer Program for Inducing Missing Data 
To induce the required intensity of missing data, this program 
generates a random uniform number between zero and one and if the number 
is less than the proportion of missing values wanted for that variable, 
the variable is set to zero. This program also obtains the variance/ 
covariance matrix. 
MAIN 
IMPLICIT REAL•8(A•H,O•Z) DIMENSION AC50•50),~(50,50),Cl50•50),X(50)•Y(50),ZC50),HC50), 
SFMIC30),F'M0(30>,FMCC10) 
1R0•5 
1PR•6 
tPH•7 
LUA•12 READ CIR0,100) NV,NCI,IN,NCO,tO,IOC,lX,IY•lARG 
W~ITE CIPH,101) NV,~Cl,IN,NCO,IO,IOC,IX,IY,lARG 
100 FORMAT( 813•110) 
101 FORMAT(•t•,813•110) 
NCl•NC1*10 
NCO•NC0•10 REAU CIRU,102) (fMl<I>,I•l,NCI),CfMO(l),1•1,NCO>, 
$(FMCCI),I•1•10) 
wqtTE (IPR,103) <FMlCI>,t•t,NCI>,<fMO(l),1•1,NCO), 
SCF'MC(I),I•t,10) 
102 FORMAT( 10A8) 
103 FORMATC1X,10A8) 
REAU CIRD,10~) CRCI>,1•1,NV) 
WRITE CIPR,105) (RCl>,l•t,NV) 
104 rnRHAT(20f4.3) 
105 FORMATCtX,15f6e3> 
IFCINeEQ,Ol lN•IHD 
IFCIN.NE,IRU) REWIND IN 
1rc10.Eo.o> Iu•IPR 
IFCIOaNE1lPR1ANUalOeNEeIPH) REWIND 10 
IFCIOC,EQ10> lOC•IPA 
If'(IOC,NE,IPR1AND•IUC•NE1IPH) REWIND IOC 
00 1 I•l,NV 
00 1 J•t,NV 
ACI,J)sOeO 
BCI,J)•O•O 
1 CCI,J>•OeO 
NOBS•O 
5 R(AO (IN,fMI,EN0•6) cx<1>,I•t,NV) 
NOBS•N08S+1 
00 2 I•l,NV 
Jf'(RANOUMCIARG>eLEeR<I>> XCl)•0,0 
2 CONTINUE If'(IX1EQeO) WRITE ClO,F'MO) CXCt>,1•1,NV) 
00 4 I•l,NV 
IF'CX(I).LE10eO) GO TU 4 
A(t,I>•A(l,l)+X(l) 
B<I,I)•B<l,I>+XCI)•X<I> 
C(t,J)•C(I,1)+110 
tr<I.EO,NV) GO TO 4 
K•l+l 
00 3 J•K,NV 
tr<x<J>,LE.o.o> GO TO 3 
48 
A(J,J)•A(l,J)+X(l) 
ACJ,I)•ACJ,I)+XCJ) 
BCJ,J)•B(I,J)+XCI)•XCI) 
RCJ,J)•BCJ,I)+X(J)•XCJ) 
CCI,J)•C(l,J)+XCI>•XCJ) 
C(J,l)•C(J,1)+1,0 
3 CONTINUE 
4 CONTINUE 
GO TO 5 
6 WRITE (IPR,10b) 
106 roRMAT(//2X1Hl6X1HN10X7HAVERAGE12X6HST. DEV, /) 
00 7 I•l,NV 
1rccc1,1>,EQ,O,O) GO TU 7 
X(l)•ACI,1)/CCI,I) 
Y(l)•(BCI,I>•x<I>•A<l,1))/(CCI,I)•t,u) 
ZC I >•DSQRTC Y( I)) 
NN•CCI,I) 
WRITE CIPR,10/} I,NN,XCI),ZCI) 
7 CONTJNIJf 
107 FORMAT(I3,J9,2G20,6) 
NV"1•NV•l 
WRITE CIPH,108) 
108 FORMAT(//87H I J N AVE X(l) ST, DEV, XCI) 
1 ST, UEV, XCJ) CORREL CI,J) /) 
REWIND LlJA 
WRITE (LUA> NV,NOBS 
WRITE (LllAl CX(lhI•l,NV) 
00 10 1•1,NV 
no 11 J•I,NV 
IFCI,LT,J) GO TO 12 
XCJ>•YCJ) 
RCJ>•l,O 
GO TO 11 
12 IFCC(J,I),GT,O,O) GU TU 13 
X(J)•O,O 
R(J>•O,O 
WRITE (IPR,110) I,J 
110 rORHAT(lX,'NO OBSERVATIONS ON xc•,12,'>•X(',I2,')') 
GO TO 11 
13 NN•CCJ,I> 
AVA•ACl,J)/C(J,I) 
AVB•ACJ,1)/CCJ,I) 
SAA•C<l,J)•AV~•A<I,J) 
SAA•BCl,J)•AVA•A<I,J) 
SBR•ACJ,t>•AVB•A(J,l) 
RCJ)•SAB/OSQRTCSAA•SBB) 
SOA•OSQRTCSAA/CCCJ,1)•1,0)) 
SOB•OSQRT(S88/CC<J,1)•1,0)) 
1rc1Y,EQ,O) Gu TO 14 
X(J>•SAB/(CCJ,!)•1,0) 
GO TO 15 
14 X(J>•R(J)•ZCI>•Z<J> 
15 WRITE CIPR,109) I,J,NN1AVA,SDA,AV8,SDB,RCJ>,XCJ) 
49 
AVE XCJ) 
109 fORMATC2t3,I4,6G16,6) 
11 CONTINUE 
no 16 J•l•"'v 
16 X(J)•X(J)•fLOAT(NOBS•l) 
WRITE (LUA) (X(J),J•l,NV) 
WRITE CIPR,fMC) I,(X(J),J•l,NV> 
10 WRITE CIOC,fMC> I,(k(J>,J•l,NV> 
STOP 
ENO 
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