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Abstract 
Gregory-type formulae associated with the class of composite Newton-Cotes quadrature rules of the closed type 
are established. Furthermore, it is shown how these formulae can be extended by introducing mixed interpolation 
functions which contain a polynomial and a trigonometric part. The case of the modified Gregory rules associated 
with the composite Simpson quadrature rule is worked out in detail. Also the error term is analysed and the 
obtained rules are numerically tested. 
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1. Introduction 
Gregory rules have been used [7,10,13,14] for the approximation of integrals. These Gregory 
formulae are usually derived by means of operator techniques [8] or by introducing finite-dif- 
ference approximations for the odd-order derivatives occurring in the well-known Euler-Mac- 
laurin formula [1,3,9,11] given by 
iNhf(x) dx = h[ if(O) +f(h) +f(2h) + . * . +f((N - l)h) + if@)] 
-5 
j=l 
b2; 
(Xi)! 
[ f@- l)( Nh) _fC- l)(o)] . (1.1) 
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Herein, b,, are the Bernoulli numbers. In particular, by using the forward Newtonian 
interpolation polynomial of degree q through the interpolation points 0, h,. . . , qh, for the 
approximation of f (2j-1)(0), and the backward Newtonian interpolation polynomial of degree q 
through the interpolation points (N - q)h,. . . , (N- Oh, Nh, for the approximation of 
f(‘j- “(Nh), one obtains a formula of the type 
k 0 ““f x dx:=&,G:4,[f] +E, 
=h[$f(O)+f(h)+f(2h)+ ..a +f((N-l)h)+;f(Nh)] 
+h 5 c;+IIVpf(Nh)+(-l)pApf(0)] +E,. 
p=l 
(1.2) 
It can be proved [1,13,14] that E, is B’(hq+*) if q is odd and 8(hqf3) if q is even. By 
discarding in (1.2) the error term E, , we obtain the qth Gregory rule, which for further use 
has been denoted as Q,“>T [f 1. It should be noticed that the first part on the right-hand side of 
(1.2) is the composite trapezium rule. The coefficients cz which appear in the correction terms 
of (1.2) are defined as follows [7]: 
c~=~/_OIX(X+I)-..(X+p-I)dX, p=O,1,2,..., (1.3) 
and the first of them have the following numerical values: 
c ;= 1, c;= -+, 2- c*----1 *= _r c3 c*- -19 4- *= -3 12 9 24 3 720 3 c5 1(jO,"'. 
P.4) 
The interest for the Gregory rules is principally related to the fact that these rules can be 
used in quite an interesting way for the numerical solution of integral and integro-differential 
equations [1,4]. Since for this kind of applications it is important to make use of quadrature 
formulae which guarantee high accuracy with a minimum number of interpolation points (the 
number of these points being related to the dimension of the system of equations to be solved) 
and which admit step by step improvement of accuracy by the addition of correction terms (in 
such a way that the left-hand sides of the equations building up the system remain unchanged), 
we aim at the study of more powerful Gregory-type formulae. 
In a previous paper [2], the classical Gregory rules which deliver successive corrections to the 
compound trapezium rule have been extended by introducing nonpurely-polynomial interpola- 
tion formulae for the approximation of the derivatives in the Euler-Maclaurin formula (1.1). 
More precisely, at the lower end of the integration segment, f(x) is approximated by the mixed 
interpolation function fq,O,F (x) through the nodes 0, h, . . . , qh, which in the forward form is 
given by [5] 
L/,0,&) = 2 (;) 
I 
Ap -k&$,(x; kF)A4-’ - I?;+~+@ + h; k,)A4 f(O), 
I 
(1.5) 
p=o 
where s =x/h and 4,(x; k) is defined by the recursion relation 
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with 8 = kh, h being the distance between the considered integration points and 
4+,(x; k) = -$tan(@) sin(k), 
4,(x; k)=-$ l- 
(1.7) 
(l-8) 
Similarly, at the upper end of the integration segment, f(x) is approximated by the mixed 
interpolation function f,,,,,,(x) through the nodes (N - q)h,. . . ,(N - l)h, Nh, which in the 
backward form is given by [5] 
fq,Nh,&) = 2 (- ljP( _d’) VP - k;&,(x - Nh + qh; k,)Vq-’ 
p=o 
-k;4,+,(x -Nh +qh; k,)Vq f(Nh), 
1 
(1.9) 
with s’ = (X - Nh)/h. Notice that in both forms a first contribution to the interpolation 
function consists of the classical interpolation polynomial to which two extra terms are added. 
We have supplied the parameter k with a subscript B or F to clearly indicate its use either in 
the backward or in the forward form of the formulae. The authors also have discussed the error 
term at interpolation level related to (1.5) and to (1.9) [6]. For (1.5) the error term reads 
J%l,F(4 :=f(x) -fq,o,&) 
= hq-l$q(x; k,)[k;~cq-l’(c$,) +.f(q+l)([F)] 
:= hq-‘4,(x; kF)[q - 1, q + 1, S,], 
with 0 < tF < qh, and for (1.9) we have 
E q,Nh,B(x) :=0x) -fq,Nh,B(x) 
= hq-‘4,(x - Nh + qh; k,)[k;f’q-‘)(c&) +f(q+1)(5B)] 
(1.10) 
:= hq-‘c&,(x - Nh + qh; ks)[q - 1, q + 1, z&J, (1.11) 
with (N - q)h < te < Nh. Notice also that tF and la depend on x. 
The substitution in the Euler-Maclaurin formula of the nonpolynomial interpolation func- 
tions described above generates so-called modified Gregory rules which have been obtained 
previously in the following form [2]: 
dx := Q,“,“iq[f, k,, kF] + E: 
= Q,":(:[f] + [ AB(q)Vq-‘f(Nh) + (- l)q-l~F(y)Aq-lf(0)] 
+ [ 4&#‘qf(Nh) + (- l)Y4-Wqf(0)] 7 (1.12) 
148 
and 
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Ai(q) = -!~k;j~+~+,+,(crh; ki) da, 
4 
(1.13) 
Bi(q) = -hk:/q+l$q+Z(olh; ki) da, 
4 
(1.14) 
whereby i = B or i = F. Explicit expressions for Ai and Bi(q), q = 1, 2,. . . ,6, are presented 
in [2]. Clearly, the modified Gregory rules follow from the corresponding standard ones (with 
the same value of q) by adding only two correction terms. Furthermore, it has been shown in 
[2] that the leading contribution (with respect to the internode distance h) to the error term 
Ey occurring in (1.12) is for N # q or for N = q with q odd proportional to 
h4”(&(& &J[@-‘9-1’(17n) +f (9+Y?ls)] - &(O; k,)[W(9-1’(%) +f(~+l+?r)l)~ 
(1.15) 
whereby (N - q)h < qB < Nh and 0 < vr < qh. On the other hand, if N = q with q even, the 
error term becomes proportional to 
h9+2c$;(qh; k)[ k2f’9’(~) +f(q+2)(v)], (1.16) 
whereby 0 < 77 < qh. The structure of the error term E, M allows one to put forward appropriate 
values for both parameters k, and k, in order to increase the accuracy obtained with modified 
Gregory-type corrections. This fact shall be numerically illustrated in the final section. 
One should observe that both the Gregory formulae (1.2) and the modified Gregory 
formulae (1.12) are means to provide systematic orrections to the composite trapezium rule. 
Therefore, the question naturally arises whether similar formulae can be constructed for 
correcting higher-order Newton-Cotes quadrature rules such as Simpson’s rule, Booles’s rule, 
etc. It is the main purpose of this paper to show that such Gregory-type formulae can indeed be 
derived. In Section 2, the Gregory rules which are the analogue of the classical Gregory rules 
(based upon purely polynomial interpolation) are found for the entire class of Newton-Cotes 
quadrature rules of the closed type. In Section 3, the modified Gregory rules are studied and 
explicitly established for the composite Simpson quadrature rule. In Section 4, numerical 
experiments are carried out in order to illustrate the accuracy which can be obtained with each 
of the obtained Gregory-type rules. 
2. Gregory rules associated with Newton-Cotes quadrature 
The Euler-Maclaurin formula (1.1) contains as a basic part the composite trapezium rule. A 
general theory of Euler-Maclaurin-type expansions can be found in [3, Chapters V.l-V.31 and 
as a particular case one can consider the expansion based on Simpson’s formula [3, p.1841, [ll, 
p.2221. In fact, an Euler-Maclaurin-type formula containing the composite Simpson rule can be 
found by taking into consideration that for N even this composite Simpson rule is a linear 
combination of two composite trapezium rules with respective stepsizes h and 2h. 
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Let us denote, in general, by CT[a, b, h] the composite trapezium rule over the interval 
[a, b] with stepsize h and by CS[a, b, h] the composite Simpson rule over the same interval 
with stepsize h, i.e., 
It is 
CT[a, b, h] =h[ff(a)+f(a+h)+f(a+2h)+ ..* +f(b-h)+$f(b)], 
CS[a, b, h] = +h[ f(a) + 4f(a + h) + 2f(a + 2h) + . *. +4f(b -h) +f(b)]. 
easy to verify that 
(2.1) 
(2.2) 
b-a 
CS[U, b, h] = $T[a, b, h] - SCT[ a, b, 2h], h even. (2.3) 
Hence, by writing 
and by applying to the first integral on the right-hand side the Euler-Maclaurin formula (1.11, 
and to the second integral the Euler-Maclaurin formula with stepsize 2h, we obtain, on 
account of (2.3) and for N even, 
/, () ,yhf x dx = ;CT[O, Nh, h] - $CT[O, Nh, 2h] 
- j; & [ $h2’ - f(2h)“J [ fc2j-l)( Nh) -f”‘-“(O)] 
m = CS[O, Nh, h] + 4 c h2jb2j [4j-1 _ 11 [f@-l)(Nh) _f(2j-l)(0)] 
3 j=l (2j)! 
, (24 
where it has been silently understood that in an intermediate step two infinite series could be 
added term by term. Notice also that, in contrast to the Euler-Maclaurin formula (1.11, the 
series in (2.4) only starts with a term of order h4 involving third-order derivatives of the 
function f at the endpoints of the integration segment. 
The next Newton-Cotes quadrature formulae of the closed type, also known as the Simpson i 
rule, leads to a composite quadrature rule which we denote by CR[a, 6, h], h being a stepsize 
satisfying the condition that (b - a)/h is divisible by 3. Explicity, 
CR[a, b, h] = ;h[ f(a) + 3f(a + h) + 3f(u + 2h) + 2f(a + 3h) 
+3f(a + 4h) + . . . +3f(b -h) +f(b)l. (2.5) 
It is again easy to show that this rule is a linear combination of two composite trapezium rules 
with respective stepsizes h and 3h, i.e., 
CR[a, b, h] = iCT[a, b, h] - $CT[a, b, 3h], 
b-a 
h divisible by3. (2.6) 
A similar reasoning as before leads to 
m h2’b 
dx = CR[O, Nh, h] + 9 c 21[9j-l _ 11 [f C-l)(Nh) -f W-l)(o)]. 
8 j=l (V)! 
(2.7) 
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This formula, which can also be found in [ll, p.2261, exhibits the same structure as the one 
corresponding to the composite Simpson rule, reflecting the well-known fact that the composite 
Simpson % rule does not give rise to an increase of order of accuracy with respect to the 
composite Simpson rule. 
As a final example, we treat the next formula of the Newton-Cotes class, also known as 
Boole’s rule. The composite quadrature rule derived from it will be denoted hereafter by 
CB[a, b, h], whereby now it is understood that (b - a)/h is divisible by 4. The composite rule 
turns out to be a linear combination of three composite trapezium rules with respective 
stepsizes h, 2h and 4h, i.e., 
CB[a, b, h] = $CT[a, b, h] - $CT[a, b, 2h] + &CT[a, b, 4h], 
b-a 
h divisible by 4. 
(2-S) 
On account of this equality, one finds that 
dx = CB[O, Nh, h] - g ,F (2j)r m h2jb2j [4j-l _ 1][4j-2 _ 11 
J-3 . 
x [ fW- l)( Nh) _fQ- l)(o)] . (2.9) 
Notice that the series starts with a term of order hh which involves fifth-order derivatives of f. 
The technique which led us to the Euler-Maclaurin-type formulae (2.4), (2.7) and (2.9) can be 
applied with great ease to any composite Newton-Cotes quadrature rule. 
It is straightforward that one can obtain from these Euler-Maclaurin-type formulae new 
Gregory rules in the same way as the classical Gregory rules have been derived from the 
Euler-Maclaurin formula (l.l), namely by introducing purely polynomial approximations of the 
derivatives of f at the endpoints of the integration segment (see, e.g., [3, Chapters V.7-V.91). 
An alternative and simpler method to establish these Gregory formulae is obtained by 
combining directly formulae of the type (1.2) with different stepsizes as indicated by the 
equalities (2.3), (2.6) and (2.8), respectively. Let us illustrate this method in some detail on the 
simplest example of the composite Simpson rule. From (1.2) it follows for N even that 
dx = $CT[O, Nh, h] + ;h 
-+CT[O, N/z, 2h] - +h c * p~lcp+~[E~fo + (-l)p4dP)]. (2.10) 
Hereby we have complemented the difference operators with a subscript to indicate the used 
stepsize. On account of (2.3) and of the properties 
2n-jAj h, (2.11) 
and by changing in an intermediate step the ordering of summations, (2.10) can be written as 
jaN’f(x) dx=CS[O, Nh, h] +h 2 d;+,[V,i’f(Nh)+(-l)PA~f(0)], (2.12) 
p=l 
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whereby 
p=l,2 ). . . . (2.13) 
The first few of the d*-coefficients have the following numerical values: 
d; = 0, d; = 0, d;= -A, d;= -&,, d;j:-- 15 120 ) d; = -&,... . 
(2.14) 
Hence, we have explicitly established the Gregory-type rules associated with Simpson quadra- 
ture, which we denote by Qiy, [f]; it suffices to tune the infinite series in (2.12) to a finite sum 
consisting of the terms from p = 3 up to p = q, with 4 = 3, 4,. . . . Proceeding in this way, we 
also introduce for each value of 9 an error term whose structure is unfortunately not easy to 
analyse. By extending, however, the rules to the case of nonpurely polynomial interpolation, we 
shall also find an error term which will provide as a limiting case the error term structure of the 
present rules. We also postpone the numerical illustration and verification of the accuracy 
which can be obtained by complementing the composite Simpson rule with the additional 
correction terms prescribed by (2.12). It is also clear that the technique which led us here to 
formula (2.12) can be applied to derive similar formulae associated with other composite 
Newton-Cotes quadrature rules. It turns out that for the Simpson i rule the series of 
corrections starts with terms in Vh3f(Nh) and Aif( whereas for Boole’s rule the corrections 
start from terms in V;f(Nh) and Aif( Finally, we should mention that the only reference we 
found so far in the literature to formulae of the kind (2.12) is in [12, p.4261, where Gregory 
corrections to the Simpson rule are presented in a rather different fashion. 
3. Modified Gregory rules for Simpson quadrature 
In the same way as the modified Gregory rules QFy; 4[f, k,, kFl, q = 1, 2,. , . , associated 
with the composite trapezium rule, have been derived in [2], we shall construct the modified 
Gregory-type rules associated with the composite Simpson rule and denoted by 
Q yzyr 4[f, k,, kF]. The starting point is formula (2.4) in which we replace the function f(x) on 
the right-hand side by the approximations (1.5) and (1.91, respectively. More precisely, the 
derivatives f (2j-1)(Nh), j = 2, 3,. . . , are replaced by f4 Nh n (2i- “( Nh) the corresponding derivatives 
of the mixed interpolation function taken at x = Nh, ‘whereas f@- l’(O), j = 2, 3,. . . , is 
replaced by &,,r @-l)(O) 4 being an arbitrary positive integer. Let us take as an example the , 
simplest case of 9 = 1. We obtain 
(3.1) 
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whereby the error terms can be made explicit by the substitution of (1.101, (1.11) in (2.4). In [2], 
it has been shown that 
m (-l)jh2jZ2j-l _ ’ c 
jzz1 (2.$ 
- sin ;(l+ cos 2) - y ) 
[ . I 
from which it is easy to prove that 
jc2 ‘,i;;pj [4j-l _ 11z2j-l _ 3 2 + ‘OS ’
-42- 4sinz * 
Hence, (3.1) can be simplified to 
(3 4 
(3.3) 
(3.4) 
8, = hk,, 8, = hk,, N even. 
Notice that in the limit of k, + 0 and k, --j 0, the expression between braces vanishes. This 
agrees with the fact that there is no purely polynomial counterpart of (3.4) as may be seen from 
(2.12), (2.13). Clearly, the application of (3.4) becomes interesting if we succeed in making the 
error term EyS as small as possible, keeping in mind that we have still two free parameters, k, 
and k,, at our disposal. Since the error introduced at the level of interpolation by substituting 
suitable mixed interpolation functions for the function f (and its derivatives) is rigorously given 
by (1.10) and (1.111, it can be verified that 
E,MS = ; jc2h2j$ [4’-’ - l] 
x[g~~;l) (Di[O, 2, [a]) I x=N/2w-ivh~ k 
’ B ) 
- ‘5’ ( 2j; li(D:[o, 2, tF]) I .=O~y-~)~o; k,)]. 
i=O 
(3.5) 
with (N - 1)h < tB( x) < Nh, 0 < lF( x> < h. Also, 0, denotes the differentiation operator with 
respect to X. Expanding this expression in terms of powers of h in order to obtain the term of 
lowest degree we may restrict the analysis to the term corresponding to j = 2, leaving us, apart 
from a proportionality factor, with the expression 
pp, 2, sB]) Ix,Nh+i3-i)(h; kB) - i (;)(o:[O, 2, bl)l~=‘+:3-i’(o; kF)]- 
i=O 
(3 4 
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Now, it is easy to show by means of the definition (1.8) that 
#q(O; k) = $,(h; k) = 0, ql(o; k) = -&l(h; k) = - t tan(@), 
(3.7) 
fl(O; k) = &(h; k) = 1, #‘(O; k) = -#;‘(h; k) = k tan(@). 
Consequently, by expanding also in powers of h these derivatives of +i, it becomes clear that 
we must keep in (3.6) only the terms corresponding to i = 1 if we want to isolate the terms of 
lowest degree in h. In this way we see that the leading part of the error EyS is proportional 
with 
h4( D,[O, 2, s,]) 1 x=Nh - (D,[o> 27 t,]) 1 x=0). (3 3 
Since D,[O, 2, 5(x)1 -D,[l, 3, 5(x)1, assuming that 5 is a differentiable function of x, it follows 
that this contribution to the error vanishes if we choose k, and k, such that 
,I+ - (3.9) 
whereby qe and qr are values located in the intervals (N - 1)h < qe < Nh and 0 < qr <h, 
respectively. In general, of course, the exact location is unknown and certain approximations 
will have to be made, with the consequence that the leading part of Ey” does not completely 
vanish. In the next section we shall indicate a possible choice for qB and qF. However, 
independent of this choice, we can predict that the case of 4 = 1 is unlikely to be of great 
relevance in the attempt to improve accuracy, since correction terms are introduced which do 
not even have their analogue in the classical case. This fact will be numerically verified in the 
next section. Nevertheless, it is important to notice that the reasoning expounded for 4 = 1 can 
be immediately repeated for higher values of 4. 
For the case 4 = 2, we obtain instead of (3.4): 
dx :=Q,“sy’[f, k,, KF] +Ey” 
=CS[O, Nh, h] 
1 1 
+h 
i I 
2+cos eu 
_~ __ 
sin 8, tlB 3 sin On 
I 
[COS 8, v/, + fV;] f(Nh) 
+ 
2+cos 8, 
3 sin 8, 
1 [COS 8, A, - +A;] f(o) + EyS, 
whereby now the leading contribution of EyS follows from the expression 
(@[1, 3, s,]) 1 x=Nh+i3-‘)(2h; kB) 
(3.10) 
_ i (;)(D;[l, 3, [F]) 1 .=dc,“-i’(o’ ‘d]’ 
i=O 
(3.11) 
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From the explicit form of &(x1, which can be found by means of (1.6)-(1.81, one can verify 
that 
&(O; k) = &(2h; q = 0, @JO; k) = @*(2/z; k) =B(h), 
&(O; k) = -&(2/z; k) =@(l), &;‘(O; k) = qfq2h; k) = B ; . 
i 1 
(3.12) 
Hence, this time we must keep in (3.11) only the terms corresponding to i = 0, which shows that 
the optimal choice for k, and k, is still formally given by (3.91, whereby now (N - 2)h < qn < 
A% and 0 < qr < 2h. For the same reasons as before we do not expect much gain in accuracy by 
taking into account the correction terms of (3.10). Indeed, in the limit of k, --) 0 and k, + 0 
these corrections again vanish identically. 
The case q = 3 is the first interesting one, since it produces correction terms in V,3f(Nh) and 
Aif( After straightforward calculations, one arrives at 
/, () Nhf x dx := Q,“;y’“[ f, k,, kF] +I$‘” 
= CS[O, Nh, h] 
1 1 
+h 
i [ 
2+cos 8, 
-- 
2(1 - cos 0,) 8, 3 sin 8u 1 
X [ - tan(@,)(l + 2 cos 0,)0,2 + cotan 
1 
[ 
1 2 + cos 8, 
+ -- 
2(1 - cos l3,) 8, 3 sin 8, 1 
x [ - tan(@,)(l + 2 cos t3,)Ai - cotan (3.13) 
and the leading part in h of the error is in the first instance given by 
h6 t (;)(@[2, 4, tn]) 1 x=Iv~+(~~-~)(~~; kB) 
i=o 
- 5 ($:[2,4, t,]) I x=04(3~-~)(0; k,)]. 
i=O 
(3.14) 
Furthermore, only the terms corresponding to i = 0 should be kept herein, leading to the 
observation that an optimal choice of the parameters results from 
k2 = _ f""'(77B) 
B 
f%B) 
and k; = - ‘;:;ii”;’ , 
F 
(3.15) 
whereby (N - 3)h < vB < Nh and 0 < qr < 3h. One can verify that in the limit of k, + 0 and 
k, + 0 (3.13) reduces to (2.12) where from the series only the term corresponding to p = 3 is 
withheld. 
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We end this section by giving the results for the case of q = 4, the correction terms being in 
V,, V,$, Ai and A:. The modified Gregory-type rule reads 
Nh 
/, () 
f x dx := Q;;yr4[j-, k,, kF] +E:” 
= CS[O, Nh, h] 
+h i 1 1 2+cos 0n 
2(1 - cos 0,) sin t?n 
[ 
19~ 3 sin 8, 
x [cos(28,)V,3 + ;(l + 2 cos &)V,4]f(Nh) 
1 1 
I 8, 
2+cos 8, 
+ 
2(1 - cos 0,) sin 8, 3 sin 8, I 
x [ -cos(28,)43, + ;(l + 2 cos &)A:,] f(0) 
I 
+ EyS. (3.16) 
The analysis of the leading contribution to EyS shows that the optimal choice of the 
parameters k, and k, is given by 
k* = _ fvd 
B 
f “‘M 
and kg= - F,TzF:, 
F 
(3.17) 
whereby (N-4)h<q,<Nh and 0<qF<4h. In the limit of k,+O and kF+O, formula 
(3.16) reduces to (2.12) whereby the terms corresponding to p = 3 and p = 4 are withheld from 
the series. 
4. Numerical experiments 
In order to illustrate the different Gregory- and modified Gregory-type rules which we 
obtained in the previous sections, we shall consider the numerical evaluation of the integral 
/ 
le 
x+1 
pdx=3.059 116 539 645 953 407 912... :=Qexact, 
a x+1 (4.1) 
which also has been considered in [7]. In a previous paper [2] we have already investigated for 
this same example the classical Gregory rules (1.2) and the modified Gregory rules (1.12)-(1.14) 
with N = 2”, n = 1, 2,. . . ,6 and q = 2, 3,. . . , 6. On account of formula (1.15) for the leading 
term in the error Ey, it is known that the unknown constants qB and qF are bound to take a 
value in the respective intervals 1 - qh < qB < 1 an 0 < vF < qh. Also for the present example 
h = l/N. To proceed with the numerical calculations, we must attribute a specific value to 
these constants, and we have chosen the midpoint of the indicated intervals. With these values 
we can then calculate the values of k, and k, which make the leading term of the error 
vanish. Thus, 
f(q+l) ( 1 _ iqh) 
k’ = - f(d(l _ iqh) and 
fcqfl)(+qh) 
kt = - f(q-‘)(+qh) 7 (4.2) 
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Table 1 
Absolute values of the errors resulting from the application of the Gregory and the modified Gregory rules to the 
integral (4.1) 
4 N=2 N=4 N=8 N=16 N=32 N=64 
Compound trapezium 3.8.10-z 9.6.10-3 2.4.10-3 6.0. 10m4 1.5.10-4 3.7.10-5 
Classical Gregory 2 1.5.10-3 3.0.10m4 2.8.10-S 2.1.10-e 1.4.10-7 9.5.10-y 
3 1.9.10-4 8.4.10-6 3.4.10-7 1.2.10-s 4.2. lo-” 
4 2.8.1O-5 2.0.10-6 5.5~10-s 1.2.10-9 2.1.10-‘1 
5 9.0.10-7 1.3.10-s 1.5~10-‘0 1.5.10-12 
6 2.8. 1O-7 3.3.10-s 2.3.10-” 1.2.10-13 
Modified Gregory 2 1.6.10-4 1.1.10-4 7.2. 1O-6 4.6. lop7 2.9.10-’ 1.8.10-y 
3 2.6. 1O-5 7.4.10-7 1.5.10-s 2.8. lo- lo 4.6.10-12 
4 3.2.10-6 1.3.10-7 1.7.10-9 1.8.10-” 1.6.10-13 
5 9.1. lop8 6.7.10-lo 3.6.10-” 1.7.10-‘4 
6 3.6. 1O-8 1.8. lo-la 5.7.10-13 1.4.10P’5 
except for the cases where N = q and q even, where the leading error term has the structure 
(1.16) and therefore the k-value is chosen as 
k*&+k;= - f (q+2Yt) 
f(q)(;) * (4.3) 
In Table 1 we present the absolute values of the differences between Qexact, he exact value 
of the integral (4.1), and the results obtained with the classical Gregory rules Q,“:cl,[ f ] and with 
the modified Gregory rules QN+i MGrq[ f, k,, kF]. Also the magnitudes of the actual errors 
obtained with the compound trapezium rules CT[O, 1, l/N] are listed for the sake of complete- 
ness. It is clear that for all q-values considered the modified rules are superior to the classical 
ones. We have also verified numerically that for the cases N = q with q even, the choice (4.3) 
indeed leads to more accurate results than the choice (4.2). 
Next, we consider the application of the Gregory-type and modified Gregory-type rules 
associated with the compound Simpson rule. The Gregory-type formulae Qiyiq[ f ] follow from 
(2.12) whereby the summation runs from p = 3 up to p = q. Hence, we need only to consider 
values q > 3. In Table 2, we present the absolute actual errors for q = 3, 4, 5, 6 and for a set of 
representative stepsizes. Notice that always h = l/N, and that N is necessarily an even 
Table 2 
Absolute values of the errors resulting from the application of the Simpson-based Gregory-type rules QzyP[fl to 
the integral (4.1) 
4 N=8 N=16 N=32 N=64 N=128 
Compound Simpson 8.3.10-6 5.3.10-7 3.4.10-s 2.l.lOV 1.3. lo-la 
Gregory-Simpson 3 4.3.10-6 1.6. 1O-7 5.8. 1o-9 1.9.1OV’O 6.2. lo-l2 
4 1.4.10-6 3.7.10-s 7.5.1ow’O 1.4.10-” 2.3. lo-l3 
5 7.3. 1o-7 1.1.10-s 1.2.10-‘0 1.2.10-12 1.0. lo-l4 
6 2.5.10-7 2.9. lop9 2.0. lo-” 1.0.10-‘3 4.9.10-16 
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number. Comparing these results with the corresponding ones obtained with the classical 
Gregory rule which are listed in Table 1, we notice that for 4 = 3 there is a gain in accuracy by 
a factor of approximately one half. For q = 4, there is with the corrected Simpson rule still a 
slight gain in accuracy with respect to the corrected trapezium rule, but this gain is already less 
pronounced. Finally, for the cases q = 5, 6, the difference between the two rules has almost 
completely faded. Hence, we can conclude from these observations that there is advantage in 
applying the Gregory-type corrected Simpson rules instead of the classical Gregory rules, but 
also that this advantage gradually disappears when more correction terms are taken into 
account. Nevertheless, there always remains the fact that for any q 2 3 the Simpson-based rules 
require slightly less computations since the corrections only start from third-order differences 
onwards. 
Finally, we consider the modified Gregory-type formulae Q,“sy’ “[f, k,, kr] associated with 
the compound Simpson rule and explicitly given by (3.41, (3.101, (3.13) and (3.16) for the 
respective values 1, 2, 3 and 4 of q. In each of these cases we are left with the problem of the 
determination of an appropriate numerical value to the independent parameters k, and k,. In 
the previous section, we analyzed the leading contribution (in the stepsize h) to the error term 
in each case taking into account the resulting expressions (3.9), (3.15) or (3.17), together with 
the prescribed intervals in which the unknown parameters qn and qF are situated, and we 
naturally arrive at the following choices for k, and k,: 
q= 1: k2 = _ f”‘(1 - 9) a f’(1 - $2) ’ 
422: 
k2 = _ f(q+l)(l- +qh) 
B fW)(l - ;qh) ’ 
kZ. = _ f(*+‘)(hh) 
f(q-“(+qh) * 
(4.4) 
In Table 3 are shown the magnitudes of the actual errors obtained by this choice for q = 1, 3, 
4, and for different values of N. For q = 1 it is not very surprising to find that the deviations 
are orders of magnitude larger than the ones corresponding to the compound Simpson rule 
which are shown in Table 2. For q 2 3, however, the comparison of the results of Table 3 with 
the corresponding ones of Table 2 shows that for the same number of intersection nodes, the 
modified rules provide results which are by an order of h = l/N more accurate than the results 
found with the rules of the classical type. Empirically, we can state that the accuracy obtained 
with a rule Q,“sy’ q [f, k,, k,], where k, and k, are calculated from (4.41, is significantly 
higher than the accuracy obtained with the rule Qiy:+l, and comparable, although a little 
lower, to the accuracy obtained with the rule QN+, SGrq+2. If, on the other hand, we compare the 
Table 3 
Absolute values of the errors resulting from the application of the Simpson-based modified Gregory-type rules 
e ,“sy9[f, k,, kF] to the integral (4.1) 
4 N=8 N=16 N=32 N=64 N=128 
Modified Gregory-Simpson 1 8.3. 1O-5 1.8.10-5 2.9.10K6 4.1.10-7 5.4.10-s 
3 1.1.10-6 2.6.10K8 4.8.10-l’ 8.3.10-” 1.4.10P’3 
4 1.2.10P’ 1.6.10-’ 1.7.10-l’ 1.6.10F’3 1.3.10-‘5 
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results from Table 3 with the corresponding ones of Table 1, we come to the conclusion that 
with the Simpson-based rules, one obtains the same order of accuracy as with the correspond- 
ing trapezium-based rules. 
The calculation of k, and k, from (4.21, (4.3) or (4.4) can give rise to purely imaginary 
values. When this happens, it means that the interpolation function shows an exponential 
behaviour instead of a trigonometric behaviour. However, it is not necessary to introduce 
complex arithmetic, since all formulae established in this paper can for purely imaginary 
k-values be rewritten in terms of hyperbolic functions with real arguments. 
Finally, it should be remarked that the modified Gregory-type corrections established in this 
paper constitute a handsome method to improve the accuracy of compound Newton-Cotes 
rules. Of course, one must realize that extra costs are necessary to obtain this higher accuracy. 
In particular, the determination by means of (4.4) of optimal values for the parameters which 
occur in the modified rules requires the introduction of approximation formulae for higher-order 
derivatives of the integrand at internal points. Another completely different approach for 
improving the standard Newton-Cotes quadrature rules on which we have reported previously 
[15] consists in modifying, by means of mixed interpolation, the quadrature rule in each of the 
subsegments in which the integration interval is divided. This approach, however, requires a 
recalculation of the value of the mixed interpolation parameter k for each of the subsegments. 
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