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Abstract 
Chen, W.Y.C., Context-free grammars, differential operators and formal power series, Theoretical 
Computer Science 117 (1993) 113-129. 
In this paper, we introduce the concepts of a formal function over an alphabet and a formal 
derivative based on a set of substituion rules. We call such a set of rules a context-free grammar 
because these rules act like a context-free grammar in the sense of a formal language. Given 
a context-free grammar, we can associate each formal function with an exponential formal power 
series. In this way, we obtain grammatical interpretations of addition, multiplication and functional 
composition of formal power series. A surprising fact about the grammatical calculus is that the 
composition of two formal power series enjoys a very simple grammatical representation. We apply 
this method to obtain simple demonstrations of FaB di Bruno’s formula, and some identities 
concerning Bell polynomials, Stirling numbers and symmetric functions. In particular, the Lagrange 
inversion formula has a simple grammatical representation. From this point of view, one sees that 
Cayley’s formula on labeled trees is equivalent to the Lagrange inversion formula. 
1. Introduction 
Let A be an alphabet whose letters are regarded as independent commutative 
indeterminates. A formal function over A is defined as follows: 
(1) Every letter in A is a formal function. 
(2) If u and v are formal functions, then u +v and u. v are also formal functions. 
(3) Iff (x) is an analytic function in x and u is a formal function, then f (u) is a formal 
function. 
(4) Every formal function is constructed as above in a finite number of steps. 
The basic idea of this paper is to define a formal derivative on letters and formal 
functions by a set of substitution rules. Such a set of substitution rules can be regarded 
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as a context-free grammar as in the theory of formal languages. In this paper, an 
alphabet is allowed to contain infinitely many letters. For this reason, J. Goldman 
introduced the term formal schema to distinguish context-free grammars having 
infinite alphabets from those having finite alphabets. Given a formal derivative and 
a formal function, we may associate it with an exponential formal power series. This is 
different from the well-known approach to formal languages using ordinary formal 
power series. It is interesting that the common operations on exponential formal 
power series have simple grammatical explanations. The Lagrange inversion formula 
has a very simple grammatical representation, which leads to a short combinatorial 
proof of this formula. In fact, we show that the Lagrange inversion formula is 
equivalent to Cayley’s formula on labeled trees. We also give other examples of 
grammatical calculus concerning Bell polynomials, Stirling numbers, and some basic 
identities on symmetric functions. 
2. Context-free grammar and formal derivative 
A context-free grammar G over an alphabet A is defined as a set of substitution rules 
replacing a letter in A by a formal function over A. A rule in a context-free grammar is 
also called a production as in the theory of formal languages. For example, let 
A = (f;g, h}, then the set G= {f-*2fs, g+g} of productions forms a context-free 
grammar. We now define an operator with respect o a context-free grammar G over 
A. Since all the letters are independent, we may treat them as abstract symbols for 
functions in variable x (where x is not a letter in A). Thus, the derivative of a letter in 
A could be defined as a formal function in order to make the common differential rules 
hold for formal functions. Thus, we have the following 
Proposition 2.1. The following operator D on formal functions over an alphabet A is 
well-defined: 
(1) For two formal functions u and v, we have 
D(u+v)=D(u)+D(v) and D(~v)=D(u)v+uD(v). 
(2) For any analytic function f (x), and any formal function w, we have 
Df (w)=F Dw. 
(3) For a letter v in A, if there is a production v+w in the grammar, where w 
is a formal function, then Dv= w; otherwise Dv=O, and we call such an element v a 
constant or a terminal. 
Context-free grammars, difSerentia1 operators and formal power series 115 
We call the above operator D the formal derivative with respect to the grammar G. 
For example, let G= (a-a-e*) and D be the formal derivative with respect to G. 
Then we have D(a-I)=(-l)~-~D(a)= --a-‘+~-~e~. It is clear that Leibniz’s 
formula still holds for a formal derivative: 
D”(fs)= c (;) Dk(fP”-k(s). 
k=O 
In the above definition of formal functions, we have assumed that the letters in the 
alphabet A are commutative indeterminates. However, we may similarly define the 
formal derivative for noncommutative algebras and define a formal function alterna- 
tively as a formal power series over alphabet A of noncommutative indeterminates. 
For convenience, we shall sometimes identify a letter a with the letter a,, b with bO, 
and so on. 
Example 2.2. Let ao, a,, u2, . and bo, bl, b2, . . . be two sequences. Then we have the 
following inversion pair: 
an= (-l)“-kak (2.1) 
Proof. Let G = {f-f, Ci+ci+ 1). Denote bi by cif: Then the first identity in (2.1) can be 
rewritten as a,=D”(cf). Suppose it is true, then we have Df-l= -f-‘Of= -f-l. 
Hence 
b.=/D”(c)=fD”(c~~-‘)=f ~ (;) D”(cf)D”-“(f-l)= i (;) (--l)“-kak. 
k=O k=O 
The converse can be proved similarly. 0 
The next example is a grammar which will be used throughout this paper: 
We shall call this grammar the Fad di Bruno grammar. The next proposition gives 
a connection between this grammar and the lattice of partitions of a finite set. 
Definition 2.3 (type of a partition). Let rc = {B,, B2, . . , &} be a partition of a set of 
n elements. Suppose IBII=il, /B21=iZ, . . . . (&I = ik. Then we define the type of 71 by 
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Proposition 2.4. Let D be the formal derivative of the Fad di Bruno grammar and E be 
a set of n elements. Then D”(f) is the sum of types of all partitions of E. 
Proof. Consider a general term T=fkgi,gi*. ..gik in D”(f). Note that each gi is 
obtained by a substitution on an fj to get gi, and i- 1 substitutions on gl. Thus, each 
gi corresponds to an i-subset of { 1,2, . . . , n}. When we substitute fj by fj+ 1 gl, we may 
always put g1 at the end of the current term. For example, D(f4g2glg3g2) contains 
the term f5g2g1g3g2g1. By this imposed order on gi’s, the above term Twill always 
correspond to a partition {B,, B2, . . , Bk) of { 1,2, . . . , n} whose blocks are ordered in 
the increasing order by their minimum elements. Since any partition can be uniquely 
written in such a form, this completes the proof. 0 
We shall call the above proof the “partition argument”. It is easy to see that the 
number of partitions of { 1,2, . . , n} with k, l-blocks, k2 2-blocks, . , k, n-blocks is 
n! 
kl!kz!...k,!l!k’2!kz...n!k,’ 
Therefore, the above proposition can be restated as follows: 
Wf )= k$OrX 1 
n! 
k,!k2!...k.!l!k12!k2...n!k,g:1g:2”’g:n7 (2.2) 
kl,kz,....kn 
where the second summation runs over all nonnegative integers kI , k,, . . , k, such that 
k,+k,+...+k,=k and k,+2k,+...+nk,=n. 
Example 2.5 (Fad di Bruno’s Formula [4]). Let F(t)=f (g(t)) be a composite function. 
Let D, be the differential operator d/du and set 
F,=D:F(t), fk=DkuCf(n)lu=sct,, gk=D:g(r). 
Then we have 
F,=ifk c 
n. I 
k g:‘gk22”‘g:> 
k=O kl,kz,...,k, 
kl!kz!...k,!l!k’2!k2...n! n 
where the range of the second summation is the same as in (2.2). 
Proof. Since the Fad di Bruno grammar simulates the process for computing the nth 
derivative F,,, it follows that D”(f) has the same expression as F,. 0 
The above proof can easily be extended to the generalized Faa di Bruno’s formula 
for a function of several variables [2]. 
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3. Formal power series 
In this section, we shall consider the formal power series of a formal function with 
respect to a formal derivative. Let G be a context-free grammar on an alphabet A, and 
D be the formal derivative corresponding to the grammar G. For simplicity, if f is 
a formal function on an alphabet A and G is a context-free grammar over A, then we 
may say that f is a formal function on G. 
Definition 3.1 (evaluation ofaformalfinction). Let A be an alphabet andfbe a formal 
function over A. An evaluation onfis a linear function which maps a letter to a real 
number. We shall use IfI to denote an evaluation onJ: The regular evaluation is the 
evaluation which maps every letter to 1. 
Let w be a formal function over an alphabet A and 1 w ( be an evaluation on w. Then 
we define 
Gen(w,t)= 1 D”(w) $, 
n>O 
gen(w,t)= c IW4 $, 
II20 
Gen’(w,t)= c D”(w):, 
n>l 
gen’(w,t)= 1 ID”(w)( 5. 
n>l 
The formal power series Gen+ (w, t) and gen+ (w, t) are called the delta series of w. 
Note that the variable t is not in the alphabet A; namely, t is a constant with respect to 
the derivative defined by a context-free grammar. We shall use D, to denote the 
differential operator in the variable t. For convenience, we shall use the common 
notation ’ for D,. For example, we may write Gen’(w, t) for D,(Gen(w, t)). The 
following proposition relates a formal derivative to the differentiation of a formal 
power series. 
Proposition 3.2. We have 
Gen’(w, t) = Gen(D(w), t), 
gen’(w, t) = gen(D(w), t). 
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We define an integration on a formal function as follows: Let w be a formal function 
over an alphabet A, and D be the formal derivative corresponding to a context-free 
grammar over A. If there exists a formal function u such that D(u) = w, then we say 
that u is an integration of w, denoted u = S w dG. Note that if u is an integration of w, 
then u+c is also an integration of w provided that c is a constant. 
Proposition 3.3. We have 
s Gen(w, t) dt = Gen 
s 
gen(w, t) dt = gen 
Proposition 3.4. We have 
Gen(u + v, t)= Gen(u, t)+ Gen(v, t), 
Gen(uv, t)=Gen(u, t)Gen(v, t). 
Definition 3.5 (disjoint grammars). Let G1 and G2 be two context-free grammars over 
alphabets A and B. Then G1 and G2 are said to be disjoint if A and B are disjoint. 
Let G1 and G2 be two disjoint grammars, w a formal function over G2. We define 
the composition of G1 and G2 at w as follows. 
Definition 3.6 (composition ofgrammars). Let G, and G2 be two disjoint context-free 
grammars over A and B, w a formal function over G2. Then we denote by G 1 D(w) the 
grammar obtained from G1 by replacing every rule u-+v in G1 with U-uD(w), where 
D is the formal derivative corresponding to grammar GZ. The union of G,D(w) and 
G2 is called the composition of G1 and G2 at w, denoted by G= G1(G2, w). 
Note that the above definition can also be stated as G1(G2, w)= G,D(w)uG2. The 
following proposition establishes a connection between the composition of two 
disjoint grammars and the composition of two formal power series. 
Proposition 3.7. Let G, and G2 be two disjoint context-free grammars, and letf and g be 
two formal functions over G, and G2 respectively. Let H(t) be the composition of the 
formal power series off and the delta series of g, i.e., 
H(t)=Gen(f,Gen+(g,t)). 
Then H(t) is the formal power series off with respect to the grammar G1(G2,g). 
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Proof. Let F(t)=Gen(f; t), G(t)=Gen’(g, t) be the formal power series off and 
g with respect to grammars G1 and GZ. Then H(t)=F(G(t)). Let D be the formal 
derivative with respect to the union of the two disjoint grammars G1 and Gz. Set 
F =aw4 
n 
sun ' 
G,=JWW)), Hn=D:(H(t)), 
u=G(t) 
and 
.L=Wf), gn= D”(g). 
By the differentiation rules for formal power series, we know that H, can be obtained 
as E”(F), where E is the formal derivative with respect to the following grammar G: 
Since G(0) = 0, we have 
a”F (u) anF(t) 
=- 
ad atn 
=h. 
u=G(t)=O r=o 
We also have gn = G,(, = ,, , h, = H,Itzo. Therefore, h, can be obtained as h, = D”(f) in 
the following induced grammar from E by setting t=O: 
{h+L+lSl, Si+Si+l}, 
Clearly the rules fi+fi+ 1g1 are equivalent to the grammar G1 D(g), and the rules 
gi+gi+ 1 are equivalent to the grammar G%. Since G, and G2 are disjoint, the proof is 
complete. 17 
It should be noted that the above proposition and the “partition argument” for Faa 
di Bruno grammar imply a combinatorial interpretation of the composition of two 
formal power series. Given two formal power series 
.f(t)=ch$ and g(t)=x g,,f$, 
?I>0 n>l 
let 
Then the above proposition implies that k, = D”(f), where D is the formal derivative 
of the Faa di Bruno grammar. 
Another consequence of the above proposition is a derivation of the formula (2.2) 
and Faa di Bruno’s formula for composite functions without using the “partition 
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argument”. Let D be the formal derivative for the Faa di Bruno grammar. Then the 
above proposition gives the following: 
c D”(f);= IX (g1t+gzt2/2!+g3t3/3!+...)k 
k>O 
k! 
By expanding the above formal power series, the coefficient of Y/n! gives (2.2) and Faa 
di Bruno’s formula. 
Example 3.8. Let 
ee’-l’-l = c T, t” 
n=O n! ’ 
Then T, satisfies the following recursion: 
(3.1) 
where Bj is the Bell number. 
Proof. The formal power series e”‘‘-‘)-’ can be obtained as f(g(h(t))), where 
g(t) = h(t)= e’- 1 andf(t) =e’. By Proposition 3.7,f( g@(t))) is the formal power series 
off for the following grammar: 
Thus, we have 
D”+‘(f)=Wfg4= 1 (i ; k) Di(fP’(sPk(N 
i+j+k=n ’ ’ 
=i+zzn (i, :,k)Di(f)Dj(g)h’ 
Since T,=ID”(f)J and B,=ID”(g)l, (3.1) follows. 0 
We note that T. is the number of double partitions of a set of n elements. A double 
partition of a set S is a partition whose underlying set is a partition of S. 
4. Examples 
In this section we shall give some examples of using grammatical calculus to derive 
combinatorial identities. We also give a simple combinatorial proof of the Lagrange 
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inversion formula based on its grammatical representation and Cayley’s formula 
on the number of rooted trees with a given degree sequence. 
4.1. Bell polynomials 
Recall that the Bell polynomials are defined as follows: 
Yn(Yl,YZ, ..., 
n! 
kl!kz!...k,!l!k12!k2...n!kn 
y;‘y~..& 
k,,k>r...rkn 
where the summation ranges over all nonnegative integers kl, ka, . . . . k, satisfying 
kl + 2k2 + ... + nk, = n. Define the grammar G as {f-fvI, yi+yi+ 1}. From the parti- 
tion argument it immediately follows that 
JW~)=~Y~(YI,YZ> . ..>Y.). 
We shall use the evaluation on D”(f) by settingf to 1. We first give a grammatical 
proof of the following recursion for Bell polynomials: 
Yn+l(YI.YZ,..-il.n+l)=~ (;) Y,-k(yl,y2,...,Yn-k)yk+l. 
k=O 
Proof. Since Y,+ r(y,, y,, . . . . y .+l)=lD”“(f)l=lD”(fyl)l, identity (4.1) 
immediately from the Leibniz formula. 0 
In the classic book [18], Riordan used a rather mysterious symbolic 
(4.1) 
follows 
method 
invented in the last century to derive Faa di Bruno’s formula. The idea of his symbolic 
proof is to establish a differential equation on symbols, then to solve the equation by 
treating it as an ordinary differential equation. The symbolic calculus has proven to be 
a very efficient tool in invariant theory and combinatorial enumeration. A rigorous 
foundation of such symbolic calculus was first found by Rota in his theory of umbra1 
calculus. By using Rota’s general theory, Roman [19] eventually found a rigorous 
explanation of Riordan’s symbolic proof of Faa di Bruno’s formula. However, 
Roman’s interpretation is not as simple as the symbolic computation itself, so it does 
not seem to have really explained why it should work. However, it is somewhat 
surprising that our grammatical calculus gives a clear and faithful explanation of 
Riordan’s symbolic computation. Let D be the formal derivative of the above 
grammar G, and 
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By differentiation, we have 
Dt(Gen(f;t))=Gen(D(f),t))=Gen(fvl,t)=Gen(~t)Gen(y,,t). 
That is, 
D,(logGen(f,t))=Gen(y,,t). 
It follows that 
Gen(f, t)=e Gen(~~,dG,t)+c=~Gen(y,t)+c=~Gen+(y,t)+c 
By setting t = 0, we have f= ec and 
Gen(f, t)=fe ylt+y212/2!+yst3/3!+“. 
Settingf= 1, we get the formal power series of Bell polynomials, i.e., 
c yn(Yl?YzY 
II>0 
. . ..y~)~=gen(l.I)_ey"+y~":2!+Y~~~/3!+... 
Note that the above grammatical proof involves neither the “partition argument” 
nor the proposition on composition of grammars. It also suggests the study of formal 
differential equations based on a context-free grammar. 
4.2. Stirling numbers 
Recall that the Stirling number S(n, k) of the second kind is the number of partitions 
of (1,2, . . . , n} with k blocks, and the Stirling number s(n, k) of the first kind is defined 
such that (-l)ntk s(n, k) is the number of permutations on { 1,2, . . . , a> with k cycles. We 
shall call &(x) the generalized Bell number of order n, which is defined as 
n 
h,(x)= c S(n, Wxk. (4.2) 
k=O 
The following properties of Stirling numbers S(n, k) can be proved grammatically: 
S(n+l,k)=S(n,k-l)+kS(n,k), (4.3) 
S(n+l,k)=g (“)S(j,k-l), 
j=O .l 
'x3 
c 
n=O 
S(n,k)r"=t?$.?, 
n! * 
S(k, i)S(n- k, j). 
(4.4) 
(4.5) 
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Proof. Let G= {f-fs, g-g}. From the “partition argument”, it follows that 
D”(f)= i S(n, Wsk. (4.8) 
k=O 
Hence, we have 
D”+‘(j-)=D(D”(f))=D 
> 
= i S(n,k)(fgk+l+kfgk). 
k=O 
Thus, (4.3) follows by comparing the coefficients of gk. Also, 
Comparing the coefficients of gk, we may get (4.4). From the composition 
grammars, we have 
Gen(L t)= 2 D”(f) s=feg(et-l). 
k=O 
theorem for 
(4.9) 
Combining (4.8) and (4.9), (4.5) follows immediately by comparing the coefficients 
of gk. Therefore, (4.6) is immediate from (4.9) by setting g to x and then expanding as 
follows: 
ex(e'-l)=e-xexe'=e-x c x” ekt=e-x 
k$O 
k! 
As noted in [20], (4.7) follows from the fact that 4,,(x) is of binomial type. Here we 
shall give a proof by using the following grammar: 
G x+y=GxuGy={_f-+fb+y), x-+x, Y-Y). 
Define G, as the grammar by replacing g with x in the above grammar G and define G, 
similarly. Let D, +,,, D, and D, be the corresponding derivatives of Gx+,,, G, and G,. 
Since D,+y=D,+Dy, we have 
o:+,(f)=m$o sb,~)f(x+~)“‘= 2 (3 D:Wk(f) 
k=O 
Then (4.7) follows by comparing the coefficients of x’yj. 0 
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It would be interesting to compare the above grammatical proof with the classical 
proofs, which use either generating functions or the umbra1 calculus (see [lS, 201). The 
identity (4.6) is called the generalized Dobinski’s formula. From the operator identity 
D”+” = D”D”, we may easily obtain an identity on Stirling numbers of the second 
kind [21]. 
Proposition 4.1 (Vandermonde convolution for Stirling numbers). 
S(m+n,k)= 1 (7) im-jS(n,i)S(j,k-i). 
i+j>k 
Let G be the following grammar 
We define the evaluation 1 D”(f)1 by setting gi to g. By the “partition argument”, it is 
easy to see that 
lWf)l= i s(n,k)fsk, 
k=O 
(4.10) 
where s(n, k) is the Stirling number of the first kind. All the basic identities on s(n, k) 
can be derived grammatically. We shall also use the above grammar to derive some 
classical identities on symmetric functions. 
4.3. Symmetric functions 
Let us recall the following definitions of some basic symmetric functions: 
h”(Xl,h, . . ..%fl)= c Xi,Xi2.“Xin) 
lSi1Ci2C.~~8i,$m 
P.(Xl,%, ...? x,)=x;+x;+...+x;. 
We shall use M to denote a set of m variables (x, y, . . ..z}. For a variable x in M, we 
shall associate it with a sequence of letters x0,x1 ,x2, . . . , and call the following 
Context-free grammars, differential operators and formal power series 125 
grammar E, the Waring grammar of theJirst kind: 
The following grammar H, is called the Waring grammar of the second kind: 
Xi+ZXi+l. 
We define the Waring evaluation of a formal function by settingfto 1, xi to xi, yj to y’, 
and so on. Similar to the “partition argument”, it is easy to prove the following 
proposition combinatorially since we know that the number of permutations on 
{ 1,2, . . , n} is n! and the number of even permutations is equal to the number of odd 
permutations on { 1,2, . . , n} for n > 1. 
Proposition 4.2. In the Waring grammar E, of the first kind, we have 
lD(f)l=x> ID"(f)l=O, for n> 1. (4.11) 
In the Waring grammar H, of the second kind, we have 
/D”(f)l=n!x”. (4.12) 
From the above proposition, we can easily obtain a grammatical proof of Waring’s 
formulas. From now on, we shall assume that the symmetric functions e,, h, and p,, are 
on a finite set M. However, we note that it is not difficult to drop this assumption. 
Proposition 4.3 (Waring’s formulas). Let e,, h, and pn be the symmetric functions on 
M as before. Then we have 
c e,t”=eP”-P2’2’2+P3f3/3-...) (4.13) 
II>0 
n;. hd”=e 
Plt+P2f2/2+P~t3/3+... (4.14) 
Proof. Let G,, G,, . . . . G, be the Waring grammars of the first kind corresponding to 
variables x, y, , . . , z and let D,, D,, . . . . D, be the formal derivatives with respect to 
G,,G, ,..., G,. Set 
G x+y+...+z=GxuGyu~..uG,. 
Denote by DX+y+...+z the formal derivative for Gx+y+ ._.+=. Then it is clear that 
D x+y+...+z=Dx+Dy+...+Dz. 
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Since ID:(j)1 = 0 for any k > 1 and ) D,( f) ( = x, it follows that 
= n! e, (x, y, . . ) z). 
This proves (4.13). (4.14) can be proved similarly. 0 
Newton’s formulas can also be simply proved grammatically. A combinatorial 
proof of Newton’s formulas has been given by Zeilberger [22]. 
Proposition 4.4 (Newton’s formulas). Let e,, h, and pn be the symmetric functions on 
M as before. Then we have 
(n+ lh= i (--lY-kekPn-k+l, 
k=O 
(n+l)h,= i h&z-k+l. 
k=O 
ID”“(f)l=IWf(x 
(4.15) 
(4.16) 
Proof. First we prove (4.15). Let D be the formal derivative D, + ,, + ,, + r for the Waring 
grammar G,uGYu... uG, of the first kind. Thus, 
IDkU)l ID”-kbl +Y, +...+z,)l 
From Waring’s formula (4.13) we see that n! e, = ( D”(f) I; therefore, we have (4.15). The 
grammatical proof of (4.16) is similar to that of (4.15). El 
Newton’s formulas are usually stated as follows 
4.4. The Lagrange inversion formula 
The Lagrange inversion formula is an important technique in combinatorial 
enumeration. The first combinatorial proof of this formula was given by Raney [ 161. 
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Many other combinatorial proofs have been found since. Here we shall give a gram- 
matical formulation of the Lagrange inversion formula, which leads to its equivalence 
to Cayley’s formula (4.17) on labeled rooted trees. 
Proposition 4.5 (Lagrange inversion formula). Let v(x) and R(x) be two formal power 
series satisfying v(x) = xR(v(x)). Let 
v(x)= c vn;. 
n31 
Then we have for n> 1, 
Xfl-l 
v, = coejficient of (n _ l)! in R(x)“. 
We now give a grammatical formulation of the Lagrange inversion formula. Let 
A be the alphabet {vr, v2, vj, . . . . r0,r1,r2, . . . }, and S be the formal derivative with 
respect to the grammar: 
ri+Yi+l, i30, 
vi+vi+l~ i31. 
Let D be the formal derivative with respect to the Faa di Bruno grammar: 
ri-+ri+lVl, i20, 
vi+vi+ 1, i> 1. 
Then the Lagrange inversion formula is equivalent to the following form. 
Proposition 4.6 (Grammatical version of the Lagrange inversion formula). Let S and 
D be the formal derivatives as above. Suppose v,=nDn-l(r) for n> 1, then we have 
Now we need to recall some properties of labeled rooted trees. Let T be a rooted 
tree with vertex set (x1,x2, . . . . x,]. For any vertex Xi in T, we shall use di to denote the 
outdegree of Xi - the number of vertices covered by Xi. The type of T is defined as 
We shall use R, to denote the set of all rooted trees on X= {xl, x2, . . , x,>. By the 
Priifer correspondence, or a modified version of Priifer correspondence for rooted 
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trees, it follows immediately that 
c X~1Xd22...X~=(X1+X2+...+X,)n-1. 
TER” 
(4.17) 
Equivalently, the number of rooted trees on X with outdegree sequence (d,, d2, . . . , d,) 
equals 
(d,,iz:.:.,d,,)’ 
If we treat rn as a word w = rr . . . r (here r stands for ro), then the derivative S becomes 
an operator which increases the index of a letter by 1. Suppose we always write 
a polynomial in x1,x2, . . . . x, in the standard form x’;i x: ...xb. Then the operation of 
multiplying a polynomial by (x1 +x2 + ... +x,) is the same as increasing the power of 
one of the xI)s by 1. Hence, we obtain that Sn-1(r”) is the sum of types of all rooted 
trees on n vertices. 
Proof of Proposition 4.5. Since v1 = ro, we may assume that uk=SkW1(rk) for 
k= 1,2, . . . . n. Because we have the condition o ,, + 1 = (n + l)D”(r), we need to prove the 
following identity: 
(n+l)D”(r)=S”(r”+‘). (4.18) 
The right-hand side of (4.18) is the sum of types of all rooted trees on 
{ x1,x2, . . ..%I+1 } Since there are n + 1 ways to choose the root, it suffices to show that 
D”(r) is the sum of types of all rooted trees on {x1,x2, . . ..x.+~} with root x,+~. For 
apartition {X1,X2,..., Xk} of the vertex set {xl, x2, . . . . x,}, let z be a rooted tree on 
Xi for 1 d i < k. From the rooted trees q (1 < id k), we may construct a rooted tree T by 
joining all the roots of c’s to x,,+r and specify x,+ 1 as the root of T. Since the 
outdegree of x,+ 1 in T is k, it follows that 
,?(T)=r,~(T,),%(T,)~.~~(T,). 
From the “partition argument”, it follows that D”(r) is the sum of types of all the 
rooted trees on {xl, x2, . . , x,+ 1 ] with root x, + 1. This completes the proof. 0 
Finally, we note that the above proof also shows that Cayley’s formula (4.17) 
follows from the Lagrange inversion formula. Thus, we have shown that these two 
formulas are equivalent. 
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