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ネットワークは高速で，中にはlO Gbps を超えるものもあり [7] ，膨大なデータを短時間
で転送することができる.このような高速ネットワークに接続された高性能コンビュータ






高まっており，必要とされるアプリケーションが増加している.文献 [8] では， IPv6 と
IPsec を応用し，グリッドにおいてネットワークレベルでデータ機密保護を行う試みにつ







可 CAuthorization) ，アカウンテイング CAcountig) の 3 つの要素が重要である.これ













































































































































性を確保するために公開鍵基盤 (Public Ke y Infrastructure : PKI) [1 7] を基礎とした認証
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グリッド認証基盤では，ユーザとサービスの識別のために X.509 証明書 [17] が使用
される.グリッドのユーザは CA から発行された X.509 形式のユーザ証明書を持つ.図
2.2 にユーザ証明書の例を示す.図中の Isuer の項目は，このユーザ証明書を発行した
CA を表している.カンマで区切られたそれぞれの部分は， Country (国)が JP (日本)，
Organization (組織)が Osak University ， Organization Unit (組織内の部局)が Cybermdia
Centr ， Common N ame (名称)が Biogrd CA であることを表している.この CA は
/C=JP/O=Osaka Universi ヒy/OU=Cybermedia Cen 七er/CN=Biogrid CA 
と表すことができ，これは Distinguished Name (DN: 識別名)と呼ばれる.図中の Subject
の項目は，このユーザ証明書で識別されるユーザを表している. CA と同様に，このユー
ザは識別名で
/C=JP/O=Osaka Universi 七y/OU=Cybermedia Cen 七er/CN=Shingo Takeda 
と表される.図中の Va 1i dity の項目は，このユーザ証明書の期限を表しており，有効期間
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X.509 形式のホスト証明書の例.図 2.3
これらのユーザ，ホスト証明書を用いてグリッドでのシングルサインオンを実現するた
さらにグリッド認証基盤では X.509 証明書を拡張したプロキシ証明書[1 8] が標準
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/C=JP/O=Osaka universi 七y/CN=Shingo TAKEDA 
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/home/shingo/.globus/job/( 中略) /x509_up 
1:53:19 
図2.5 委譲証明書情報の例.








































2.3 Grid Security Infrastructure (GS I) 
グリッド構築のためのミドルウェアとして， Globus Aliance [19] が開発している Globus
Tolkit [20 ， 21] が学術機関を中JL.'として広く利用されている. Globus Tolkit はグリッド
上での分散計算に必要な，セキュリティ，データ転送，リソース管理などの機能を提供す
る.グリッド技術は相互運用性を高めるために Open Grid Forum (OGF) [2] で標準化
が進められており， Globus Tolkit はその標準をいち早く実装していることから，グリッ
ド構築ミドルウェアの事実上の標準技術(デファクトスタンダード)となっている.学
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術機闘を中心として推進されている研究フロジ、ェクトには，グリッドの基盤技術を研究
する Enabling Grids for E-sciencE (EGE) [23] ， TeraGid [24] ，医療への応用を試みる
Biomedcal Informatics Resarch Network (BIRN) [25] ，気象予測への応用を試みる Earth
System Grid (ESG) [26] などがあり，これらをはじめとして今日推進されている数多く
の研究開発プロジ、ェクトで Globus Tolkit が採用されている.
Globus Tolkit においてセキュリティ機能を提供するコンポーネントは Grid Security 
Infrastructure (GS I) [27] である. GSI はグリッド認証基盤の実装であり，グリッドでシ
ングルサインオンを実現するためのライブラリとツールが利用できる.データ転送やリ
ソース管理老実現する Globus Tolkit の他のコンポーネントは，すべてこのライブラリを
使用して開発されている.ユーザもこのライブラリを用いて科学技術計算プログラムを開
発することで，シングルサインオンで利用できるサービスとしてこのプログラムをグリッ
ド上に展開することができる.ライブラリは C 言語と Jav の Aplication Progamin 
Interface (AP I)が公開されている .c 言語から API を使用するためには，提供されてい
るヘッダファイルをインクルードし，ライブラリをリンクする. Jav から API を使用す
るためには， c1 aspath に Jav Cog Ki t [28] へのパスを追加する.これらのライブラリは
OpenSL [29] を使用しており，フログラムを作成するには公開鍵暗号，共通鍵暗号，ネッ

























汎用的な PC を多数集めて Local Area Network (LAN) で接続し並列計算を行うシステム
で，特殊なプロセッサを持つスーパコンビュータに比べて安価である.また，クラスタ
を構成する個々のコンビュータ(ノード)は PC であるため，日常的に PC を利用してい
るユーザにとって扱いやすいという利点もある. 40 ノードから構成されるクラスタの例
を図 2.7 に示す.この例では，それぞれのノードはプロセッサを 2基持った lU サイズの















ケジューラ機能を持つ代表的なソフトウェアに Portable Batch System (PBS) [30] ， Sun 
Grid Engine (SGE) [31] ， Condr [32] ， Platform LSF [33] などがある.例として，ユー
13 
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図 2.7 40 ノードから構成されるクラスタの例.
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$ qsub -np 20 myjob .sh 
ここで. -np オプションはプロセッサ数 CN umber of Pr oceso rs) を意味し. CPU をいく
つ確保するかを指定している myjob. sh はシェルスクリプトであるが，コメントと し




現在，グリッド構築のためのミドルウェアとして， Globus Tolkit がデファクトスタン
ダードとして学術機闘を中心に広く利用されている.組織外のクラスタでジョブを実行す
るためには， Globus Tolkit の Grid Resourc Alocation and Mangemnt (GRAM) [34] 
が使用される .GRAM は GSI に対応したサービスで，グリッドのユーザからのジョブ実
行要求を受け付け，ローカルスケジ、ューラに橋渡しする役割を持つ.例として，ユーザが
組織外のクラスタで並列ジョブを実行するコマンドの例を示す.
$ globusrun remo 七e.gramserver.ne 七/jobmanager-sge¥
"&(execu 七able=/home/me/myjob.sh) (coun 七=20) " 




















けで，自動的に最適なクラスタに要求が転送されるようにする. Condr-G [38] はこのメ
タスケジューラ機能を備えた代表的なソフトウェアの一例であり SGE や Platform LSF 
もローカルスケジ、ューラ機能に加えてメタスケジ、ューラの機能も有している.
15 
16 第 2 章 グリッドセキュリティの現状と課題
図2.9 GridSphere で構築されたグリッドポータルのログイン画面の例.
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に示すものである.グリッドを対象とする代表的なリソースモニタに SCMSWeb [39] が
ある. SCMSWeb はクラスタを構成するコンビュータからリソース情報を階層的に収集
し，グリッドのような大規模な環境でも一元的にリソース情報を Web インタフェース上
に可視化することができる. SCMSWeb の可視化画面の例を図 2.1 に示す.この例では，
ApGrid ， PRAGMA ， ThaiGrid の 3つの研究プロジ、エクトで構築されたグリッドの情報を
2.4 グリッド構築上の問題と課題
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1. Globus Tolkit の API を使用した計算プログラムの拡張
2. Globus Tolkit のコマンドを使用した入力ファイルの計算前転送
3. 遠隔ファイルシステムの静的マウント
以下ではそれぞれの方法について考察する.
計算プログラムを GSI に対応させるには， Globus Tolkit のライブラリを使用して計
算プログラムを拡張する.図 2.13 に計算プログラムを Globus Tolkit に対応させ，外部
ファイルを処理する例を示す.この方法では，クラスタ A の計算フログラムが Globus








図2.13 Gl obus Tolkit のAPI を使用した計算プログラムの拡張.
Tolkit のAPI を呼び出し，クラスタ B のファイル転送サービスにアクセスしている.ク
ラスタ B の Globus Tolkit は入力ファイルを読み取り(図中1)，ネットワークを介して
クラスタ A の Globus Tolkit にデータを転送する(図中 2). 計算プログラムはこのデー






ングルサインオンを実現できる.図 2.14 にシェルスクリプトで Globus Tolkit を用いて
外部ファイルを処理する例を示す.この方法では，まず Globus Tolkit のファイル転送コ
マンドと計算プログラムを起動するシェルスクリプトを記述しておき，このシェルスクリ
プトのプロセスに権限を委譲する.ファイル転送コマンドはシェルスクリプトの子プロセ
スとして起動されるため，クラスタ B のコンビュータ上の Globus Tolkit のファイル転
送サービスと委譲証明書を使用してシングルサインオンで認証が可能である.クラスタ B
のファイルは Globus Tolkit に読み取られ(図中1)，ネットワークを介してクラスタ A
の Globus Tolkit に転送される(図中 2). このファイルは一時的にクラスタ A に格納さ
れ(図中 3) ，それを計算プログラムが読み取る(図中 4). この方法は前者の方法に比べ
て実現は容易であるが，転送が完了するまで計算を開始できず，一時保存するためのスト
レージが必要で非効率であるという問題がある.
データリソースのファイルシステムを静的にマウントする方法では Globus Tolkit は使
用しない.オペレーティングシステムの機能を使用してファイルシステムをマウントすれ


















































































































































































ファイルへのアクセス手段は， Portable Operating System Interface for UNIX (POSIX) で
標準化されており，計算プログラムは POSIX の Aplication Proganmi Interface (AP I) 
を用いて作成される.すなわち，位置透過的なファイルアクセスを実現するためには，計






























































GridFTP [42 ， 43] は，従来の FTP をデータ転送効率と安全性の向上に焦点をおいて拡
張したプロトコルである.広域ネットワークでは伝送遅延が大きいため， GridFTP では遅
延による転送効率の低下を防ぐために，複数 TCP ストリームを使用した並列転送，デー
タチャネルの再利用などの機能が追加されている. GridFTP は RFC228 “FTP Security 
Extensions" [4] を拡張するプロトコルで，データを暗号化，検証して転送する機能を持
つと規定されている.ユーザとサービスの認証には GSI が使用される.
Globus Tolkit はファイル転送サービスとして GridFTP の主な機能を実装している.
Gri dF TP は広域ネットワークでの転送効率の高さから， Globus Tolkit で実装されている
GridFTP はデータのレプリケーション [45] など，多数のデータ管理サービスで採用され
ている. Globus Tolkit では GridFTP を使用するためのコマンドラインツールと API を
提供しているが，コマンドラインツールでは部分的なファイルアクセスが行えないなど効
率が悪い.したがって，効率的なアクセスのためには計算プログラムから API を呼び出
すことが求められる.現時点では， Globus Tolkit の Gri dF TP は RFC228 を全て実装し
てはおらず，データチャネルの暗号化と検証は行わない.
Parot [46] はネットワーク上のファイルに POSIX の API でアクセスすることを可能に
するミドルウェアである. Parot は HTTP ，FTP ， GridFTP ， Network Storage Technolgy 
(NeST) [47] ， Castor Remote File I1 0 (RFIO) [48] など様々なプロトコルに対応してい
る. paro 七コマンドを使用して計算プログラムを起動すると， Parot は Linux の ptrace
デ、バッギングインタフェースを通じて計算プログラムのシステムコールをトラップし，上




ファイルアクセス デー タグリッド 分散ファイルシステム
GridFTP Parot SRB Gfan NFS AFS ， SF 
(Globus) (GridFTP) Coda 
位置透過性
(r1) POSIX I1 0 × O O O O O O 
(r2) フ。ログラム実行 × × × × O O O 
(r3) 一意ファイル名 O O O O × ム O 
安全'性
(r4) GSI 認証 O O O O × × × 
(r5) 委譲証明書制限 × × × × × × × 
(r6) 通信の暗号化 × × O O × O O 
こともできない. Parot の GridFTP は Globus Tolkit の実装を使用しており， GSI の認
証で利用できるがデータチャネルの暗号化は行わない.
3.2 データグリッド技術
Storage Resourc Broke (SRB) [49] はファイルやデータベースなど異種のデータを統
合的に管理し，共有できるデータグリッド構築のためのミドルウェアである.メタデータ
カタログやレプリケーションの機能も備えており，高機能なため多くのプロジ、ェクトで採
用されている. SRB はデータ操作のための API を提供するほか，グラフイカルユーザイ
ンタフェースや Web インタフェースで、も操作でき，グリッドに関する専門知識を有さな
いユーザでも利用できるよう配慮されている. SRB は POSIX API でのアクセスのため
の動的リンクライブラリも提供しており，これを利用することでプログラムは SRB 上の
ファイルに POSIX API でアクセスできる.ユーザが se 七prel コマンドを実行すると，
以後このライブラリが計算プログラムのファイル入出力関数呼び出しをトラップし， SRB 
へのアクセスに変換する.この機能はライブラリを静的リンクしている計算プログラムで
は利用できず，またLi nux の一部のディストリビューションと Solaris に限って利用でき
る.オペレーティングシステムが動的リンクライブラリを使用して他のリソース上のプロ
グラムをロードすることもできない. SRB は GSI の認証で利用でき， GSI の機能を使用
して通信の暗号化を行える.
Gfarm は Grid Datfrm [50] の参照実装であり，データインテンシブコンビューティン
グに特化したミドルウェアである. Grid Datfrm は高解像度天体望遠鏡から出力される
膨大な観測データ [6] など，ペタバイトスケールのデータを高速に並列処理することを目
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的としたアーキテクチャである. Gf; 但宜1 はファイル操作のためのコマンドラインツール
















Network File System (NFS) である. NFS の認証はコンビュータとコンビュータの間で
行われ，管理特権を持つユーザのみがマウント操作を実行できる. NFS では通信の暗号
化と検証は行わない.
Andrew File System (AFS) [51] と， AFS から派生しモバイル向けの改良が行われた
Coda [52] は通信の暗号化と検証を行う代表的な分散ファイルシステムである. AFS と
Coda ではパスワードによるユーザごとの認証を行うが，クライアントが接続するサーバ
を決定できるのはクライアントの管理特権を持つユーザのみである. NFS ではマウント




Self-certifying File System (SF) [53-5] はセキュリティ，可搬性，柔軟性を重視して
NFS 上に開発された分散ファイルシステムである. SF はNFS の Remot Procedure Cal 
(RPC) を暗号化，検証して中継することで NFS のセキュリティを改善している. SF 
はTCP で NFS を中継する仕組みであり， NFS に対応したLi nux ，FreBSD ， OpenBSD ， 
Solaris ， OSF /1など多くの UNIX 系オペレーテイングシステムで動作が確認されており
3.3 既存の遠隔ファイルアクセス手法
可搬性が高い.また， SFS ではユーザごとの公開鍵認証が行われ，非特権ユーザが任意
のサーバに接続できる点で NFS とは異なる. SFS では以下に示す形式の self -certifying 
pathnme と呼ばれるパスを使用する.
/sfs/@Hos 的αme I Hos tI D / Path
Hostn αme は SFS サーバのコンビュータ名，Hos tI D はサーバの公開鍵などのハッシュ値，
Path はサーバ上のパスである. Hos tI D はサーバの成りすましを防ぐために付加されてい
る.この self-certifying pathnme はインターネット上のファイルを一意に指し示す.こ
のパスを導入することで， SFS は中央サーバを置かない非集中型で、あるにもかかわらず一






関しては， SRB とGfar 加が 3.2 節で挙げた 6 つの要求のうち，要求 (rl) ，(r3) ， (r4) ， 
(r6) の 4 つを満たしており，ユーザが要求するファイルアクセス手法に最も近い.これ
らの手法を要求 (r2) ， (r5) を満たすように拡張し，全ての要件を満たすことが考えられ














するため，要求 (r4) と (r5) を満たすように SFS を拡張することがユーザの要求を満た
すための最善のアプローチであると考えられる.
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3.4 提案手法と実装







ために， SF では利便性を損なう要因の 1つであった鍵の登録を， SF の self -certifying 




以下，本提案手法の実装を GSI-FS と呼ぶ.図 3.1 にその GSI-SF のアーキテクチャ
を示す.図に示すように， SF サーバと SF クライアントはオペレーテイングシステム
の NFS 通信を暗号化して中継する機能を持つ.その際，認証には公開鍵暗号が使用され，
SF サーバと SF クライアントにそれぞれ対称となる鍵が必要である.本研究では，こ






要求 (r4) のグリッド認証基盤への適応を実現するためには，まず SF のソースコード
を変更し認証部分を GSI で置き換えることが考えられる.しかし， SF は公開鍵のハッ
シュ値を self-certifying pathname に埋め込むなど強く独自仕様の公開鍵に依存しており，
SF の認証を GSI で置き換えることは難しい.そこで本研究では， GSI を用いてこの公
開鍵の登録を自動化することでシングルサインオンを実現し，要求 (r4) を満たすことを
考える.








write 0 GSI-SF 言志言正
sekO サーバ







図 3.1 GSI-F のアーキテクチャ.
備わっている. SFS クライアントは， /sfs/ の直後に@以外の文字が続くディレクトリパ
スにアクセスすると，クライアントに登録されているプログラム (cer 七prog と呼ばれ
る)を起動して /sfs/@ で始まる self-certifying pa 出name を取得する. GSI-F では，こ
の cer 七prog の機能を利用することで SFS を変更することなく GSI の認証を実現した.
GSI-F では以下の形式のパスを使用する.
/sfs/gsi/Hos 的ame/ Path 
GSI-F においては GSI の相互認証でサーバの成りすましを防ぐことができるため，
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/sfs/gsi-home/Hosmα me / Path -f rom_hedir 
またはシンボリックリンクを通してより直感的なパス，
/ g s i s f s -home / Hosmae / Path -f romJ lO medir 
を使用して統一的にホームディレクトリを利用可能である.












1.計算プログラムが /sfs/gsi で始まるパスにアクセスすると， SFS クライアン
トは cer 七prog として登録されている認証クライアントを起動する.このとき
Hostname とPath が認証クライアントにコマンドライン引数として与えられる.






4. 認証サーバは 2ユ3 節で説明した grid-mapfile を参照してユーザ証明書の識別
名とオペレーテイングシステムのユーザを対応づける.ユーザ証明書の識別名はプ
ロキシ証明書の識別名から知ることができる.





6. 認証サーバは生成した鍵， SFS サーバの HostID ，サーバ上にあるユーザホームディ
3.4 提案手法と実装
レクトリのパスの 3つの情報を認証クライアントに送信する.鍵と HostID は SF
サーバに接続するために最低限必要な情報である.これらの情報は GSI の機能に
より暗号化，検証され安全に転送される.
7. 認証クライアントは SF クライアントに受信した鍵を登録し，受信した SF サー
バの Hos tI D と引数として与えられた Pα th から self-certifying pathname を作成，出
力する.このとき， /sfs/gsi/ でなく /sfs/gsi-home/ で、始まるパスにアクセ
スしていた場合は受信したホームディレクトリパスも付加して出力する.
8. SF クライアントは認証クライアントから出力された self-certifying pathname と，
登録されている鍵を使用して SF サーバに接続する.




















る.GRAM の機能を利用してポリシファイルを GSI で暗号化して伝播していくことも考
えられるが，このポリシは SF サーバにしか必要のない情報である.この理由から，ポリ
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スすることを許可するには，まずユーザは gsisfskey を次のように使用して SFS サー
バ上にブρロキシ証明書の識別名を登録する(図 3.2- 1).
gsisfskey -authorize hosmae 
gsisfskey はー -au 七horize オプションを付けて実行されるとプロキシ証明書を取得
する.それが委譲証明書であればエラーを表示して終了し，そうでなければ gsisfskeyd
と GSI での認証を行う. gsisfskeyd はプロキシ証明書が委譲証明書であるかどうか
確認し，委譲証明書でなければ従来と同様に SFS を利用するための情報を送信する.
委譲証明書であれば，プロキシ証明書の識別名がユーザのホームディレクトリ内の
.gsisfs/au 七horized_proxy (図 3.3) に登録されている識別名で始まっているか
を確認する.始まっていれば SF の情報を，そうでなければ文字列 DENY を送信する.
gsisfskey は DENY を受信すると文字列 OK を返信して終了する. SF の情報を受信
した場合，この場合一-au 七horize を付けて実行されているため文字列 AUTHOR 工ZE 証
明書の期限を返信して終了する. gsisfskeyd は OK を受信するとそのまま終了するが，
AUTHORIZE を受信した場合は .gsisfs/au ヒhorized_proxy にプロキシ証明書の識
別名と期限を追記し，期限の切れた識別名があれば削除して終了する.期限は UNIX で一
般的に使われる 1970 年 1月 1 日0 時 0 分 0 秒 UTC からの経過時間で表されており，単
位は秒である.セキュリティ上の期限の確認は GSI の認証で行われ，ここに保存してい
る期限はファイルが肥大化することを防ぐためのものである.登録が完了すると，ユーザ
やグリッドポータルは GRAM を用いて計算リソースにジョブの投入を行う(図 3.2-2).
このとき，委譲証明書の識別名はフロキシ証明書の識別名にさらに一意な番号を付加した
ものになる.計算リソースが GSI-F サーバ上のファイルにアクセスする際にはこの委
譲証明書が使用される(図 3.2-3). GSI-F サーバはクライアントの委譲証明書の識別名
が登録されている識別名で始まっているかを確認する(図 3.2-4). 始まっていればクライ
アントに SF の情報を，そうでなければ DENY を送信する.
すでに登録されている識別名を削除するには以下のように gsisfskey を使用する.
gsisfskey -unau 七horize hosmae 


















IO=Grid/CN=Shingo TAKEDA/CN=242970403 1107712175 
IO=Grid/CN=Shingo TAKEDA/CN=139637136 1107716444 
図 3.3 authorized_proxy ファイルの例.










GSI-FS のスループットを評価し，科学技術計算への有効性を議論する.次に， GSI-FS 
の利用例を想定し， 3.2 節で挙げたユーザの安全性と位置透過性に関する 6 つの要求を満
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表 3.2 測定に使用した PC の仕様.
CPU Intel Xeon 2.8 GHz x 2 
Memory 2GB 
Disk Maxtor 4A250JO 
Network Inte18254EM (64-bit PCI) 
RedHat Linux 9 (keml 2.4 .20) 
Globus Tolkit 2.4 .3 
SFS 0.7.2 






る. SFS は UDP の NFS を暗号化し， TCP で中継する仕組みになっている.広帯域かっ
遅延の大きいネットワークにおいては TCP の転送効率が低下することが知られている.
また， NFS は遅延の小さい LAN を前提に設計されており， RPC を使用するため，遅延
の大きいネットワークにおいてはスルーフットが低下すると予測される.そこで SFS ，
TCP ， NFS のスルーフ。ツトと，比較対象として GridFTP のスループットの測定を行った.
インターネットでは回線の状態が常に変化しているため測定結果の厳密な比較が行えな
い.そこでLi nux 用の WAN エミュレータである NISTNet [56] を使用して， LAN 上で遅
延や帯域をエミュレートして測定を行った測定では表 3.2 に示す同じ仕様の 2 台の PC
を HUB を介して接続した. TCP の設定はLi nux のデフォルト値を使用しており，受信
バッフアサイズ、の最小/標準 j最大はそれぞ、れ 4，096/87 ，380174 ，760 バイト，送信バッフア
サイズは同様に 4，0961 ，384/1 ，072 バイト，ウインドウスケーリングは有効である.
まず NISTNet で往復遅延 CRound-trip Time; RT) を0 秒に固定し帯域を変化させ，内
容が乱数で埋められた 100MB のバイナリファイルのコピーに要する時聞を計測しスルー
プットを計算した. GridFTP ではコネクション数 8 を指定した. NFS には UDP を使用し
た.サーバからクライアントにコピーしたときの結果を図 3.4に，クライアントからサー
バにコピーしたときの結果を図 3.5 に示す.なお， TCP ストリームのスループットはネツ
3.5 評価
トワークベンチマークツール Netperf [57] で測定した値である.図 3.4では 160Mbps 程
度，図 3.5では 10 Mbps 程度で SF のスループットは飽和している.一方で NFS や
TCP のスループットは飽和しておらず， SF では暗号化処理などを行う CPU がボトル
ネックとなっていると考えられる.このような遅延が非常に小さい LAN のような環境で
は，安全性と性能がトレードオフの関係になると言える.
次に帯域を 1，0 Mbps に固定し， RT を変化させて同様の計測を行った.サーバから
クライアントにコピーしたときの結果を図 3.6 に，クライアントからサーバにコピーした
ときの結果を図 3.7 に示す.図 3.6 と図 3.7 の両方において RT が大きくなるにしたがっ
て TCP ストリームと NFS のスルーフ。ットは低下している.先に述べたように，これは
TCP および NFS のプロトコル上の問題であると考えられる. SF は NFS を TCP で中継
する仕組みであるため， SF のスルーフットは NFS とTCP を超えることができない.一




ち， GSI-FS は CPU への負荷が大きく，高速なデータアクセスはさほど必要としない計
算プログラム，そして実行ファイルや設定ファイルの転送などに適していると考える.文
献 [58] によると代表的な科学技術計算フログラムのうち SETI@home ，バイオインフオ
マティクスの BLAST ，地球環境のシミュレーション IBIS ，高エネルギー物理の CMS ，分
子動力学シミュレーション Nautilus ，天体物理の AMANDA は CPU の負荷が高いが計算








する典型的な場合を考える.図 3.8 に示す例では，リソース A に計算プログラムと出力
ファイル，リソース D に入力ファイルがあり，リソース B とC は計算能力を提供する.
GSI-FS を利用すれば，このジョブは図 3.9 のように記述することができる.ユーザは
計算プログラム Ccal. ex) の作成においてユーザは POSIXAPI を利用することがで
き，シングルサインオンのために Globus Tolkit のライブラリを用いて計算プログラムを
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GridFTP (Paralel TCP) 。
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遅延の大きい環境での R甘と書き込みスループット.図 3.7

















にコピーすることなく実行でき，要求 (r2) が満たされている. GSI-FS でも SFS と同様
に一意なファイル名空聞を実現しており，どの計算リソースでこのジョブが実行されても
同一のファイルにアクセスすることができ，要求 (r3) が満たされている. 2.4 .1 節では，
提案手法を使用せずにシングルサインオンを実現する以下の 3 つの方法を挙げた.
1. Globus Tolkit の API を使用した計算プログラムの拡張
2. Globus Tolkit のコマンドを使用した入力ファイルの計算前転送
3. 遠隔ファイルシステムの静的マウント
第 1の方法では，計算プログラムの拡張が必要である.本システムの GSI-FS 認証クラ
イアント (gsisfskey) は GSI の機能を使用してデータを転送する単純なプログラムの
例であるが， C 言語のソースコードの行数は 764 であり，ソケットの生成や例外処理が多








/gsisfs-home/hos 七name.of.A/calc.exe -param $PARAM¥ 
-ーinpu 七-file /gsisfs-home/hos 七name.of.D/inpu 七.da 七 ¥
一一ou 七pu 七-file /gsisfs-home/hostname.of.A/ou 七pu 七.da 七
図 3.9 GSI-SFS を用いたジョブの記述.
globus-url-copy gridf 七p: / /hos 七name.of.A/home/shingo/calc.exe¥
file://home/ 七akeda/calc.exe
globus-url-copy gridf 七p: / /hos 七name.of.D/home/s 七akeda/inpu 七.da 七 ¥
file://home/ 七akeda/inpu 七.da 七
/home/ 七akeda/calc.exe -param $PARAM¥ 
一-inpu 七-file inpu 七.da 七ーーou 七pu 七-file ou 七pu 七.da 七
globus-url-copy file://home/ 七akeda/ou 七pu 七.da 七 ¥
gridf 七p: / /hos 七name.of.A/home/shing%u ヒpu 七.da 七
図 3.10 シェルスクリプトを用いたジ、ョブの記述.
/mn 七/hos 七A_homedir/shingo/calc.exe -param $PARAM¥ 
一-input-file /七 mp/da 七a_on_hos 七D/home/s 七akeda/inpu 七.da 七 ¥










書のみ受け付けることができる.この場合，図中 B または C 上に生成されている委譲証
明書が万一盗用されても，他のこの設定が有効な SF サーバにはアクセスできず，要求
(r5) が満たされている.以上の認証，認可，及び，データ転送において全ての通信デー
タは GSI とSF の機能によって暗号化され，要求 (r6) が満たされている.以上から，
GSI-FS では安全性を損なうことなく利便性を高めている.
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グラフイカルユーザインタフェースには， Web インタフェースを採用した. Web イン
タフェースを提供することで研究者は自身のクライアントにソフトウェアを追加インス
トールする必要がなく， Web ブラウザから機能を利用できる.計算リソースへの計算要求
の送信には 2.3.2 節で説明した Globus Tolkit のサービスの Iつである GRAM を用いる.
BLAST とClust a1 W の入出力には GSI-FS を用いた. 3.6 .4節に記したように SFS のス
yレー フ。ットは 10 Mbps 程度であるが， BLAST とClustaW ではデータ転送に比べて CPU
負荷の高いため， GSI-FS によるデータ転送は十分実用的であると考えられる. GSI-FS 
では計算プログラムの変更を不要でこれらの計算プログラムをそのまま利用でき，また新
たな計算プログラムを追加することも容易である.この Web インタフェースから GRAM












Pentiu mIl 800MHz 
154MB 
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構築したグリッドシステムの構成を図 3.12 に示す.中国科学院の生物データは表 3.3
に示す仕様の SFS サーバで提供される.データ解析に利用した大阪大学バイオグリッド
基盤システムは表 3.4に示すプレードサーバ(計算リソース)が 78 台ネットワークで接
続されており，それぞれが CPU を 2 基ずつ搭載しているため最大計 156CPU が利用で
きる.
このグリッドシステムの主なユーザは生物学者や製薬会社の研究員である.各計算リ




は GSI-SF 認証クライアントとして機能し，計算フログラムは GSI-SF 認証サーバに
接続して中国科学院の生物データにアクセスする.中国科学院にはこのグリッドシステ
ムを利用するためのグリッドポータル Grid User Interface to the Distributed Enviroment 
(GUIDE) [59] が設置されている. GUIDE は Jav Servlet を用いて開発されており，ユー
ザに Web インタフェースを提供する.ユーザは Web ブラウザから BLAST とClustaW
を利用することができる. GUIDE では Jav とGlobus Tolkit との連携部分に Jav CoG 
Ki tを用いている.
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中国科学院
固有種生物D~III 11 グリッドポータル
;-t.‘モ y ~ 、見
頻繁に利用され 1 ・1 J 、 ー
あまり更新されない 1 111 ーー ムムー 一一一γ←三三二二-J- 一回竹1- f j ¥大 阪 大 学
一圃 . ナ………一…'日…….日………….一…….日……開目….日.令竹竹ミを .T勺ト...μ 、¥ -
¥研 究 者 4訳、




CPU Pentiu mIII四 S I.4 GHz x 2 
メインメモリ 1GB 
ハードディスク Ultra ATA 10 160GB 
ネットワーク 1 OBASE- T x 6 
RedHat Linux 7.3 (Keml 2.4 .19 with SCore) 
Globus Tolkit 2.0 
SFS 0.7.2 
GSI-F 認証サーバ/クライアント 0.0.6a 
3.6.3 シングルサインオン認証
計算ノードにジョブを投入するには GRAM を使用する .GRAM の認証サービスであ



















に移動できるようになる.ユーザは BLAST の結果を ClustaW の入力とすることが多い
ため， BLAST の結果を選択して ClustaW をすぐ利用できるようにインタフェースが設
計されている.
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中国科学院に配置されたあるデータベースから大阪大学の 1 つの計算リソースで
BLAST の検索処理を行った場合， 1時間程度を要した.この処理では BLAST のプログ
ラムが約 500MB を読み出し，書き込みは行わない.現状では大阪大学と中国科学院と
の間のネットワーク帯域が狭く TCP ストリームのスルーフ。ットは 1Mbps 程度で， 20 以
上のルータを経由しており， RTT は 40 ミリ秒以上であった.同じ処理を 32 ノードで
分散して行った場合， 1つの SFS サーバに TCP のコネクションが 32 本張られるため，
GridFTP の並列転送機能と同様の効果が得られ 30 分程度で処理が完了した.頻繁に利用
され，頻繁に更新されないデータについては大阪大学のクラスタの全計算リソースに手作
業でコピー(レプリケーシヨン)されている.大阪大学のデータを指定した場合，先に述
















3. 計算リソースとデータリソース (SF サーバ)の間




















い位置透過性を持つ既存の分散ファイルシステム SFS を，グリッド認証基盤 GSI の認証
で利用可能にすることで，安全性と位置透過性を両立した.
SFS を GSI で利用可能にするために， GSI の機能を応用して SFS を拡張する GSI-FS
認証サーバと GSI-FS 認証クライアントを実装し，それぞれ SFS サーバと SFS クライア
ントに設置した. GSI-FS では，ファイルアクセス要求発生時に， SFS の certprog 機能
を応用して GSI-FS 認証クライアントを呼び出し， GSI-FS 認証クライアントと同サー
バ間で GSI の機能で認証を行った後，サーバ側で生成した対称鍵ペアの片方をクライア
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表 4.1 既存手法と要求への対応.
一般 グリッド
Snort ， Bro Logwatch NVisonC SCMSWeb MOGAS 
(R l)異常抽出 ×ネットワーク O ×クラスタ × × 
(R2) 組織の対応付け × × × O O 
(R3) 他組織の情報 × ム × O O 






トワーク IDS CIntrusion Detcion System :侵入検知システム)が利用される. Snort [63] 
とBro [64] はオーフンソースで開発されているネットワーク IDS であり，ネットワーク
中のパケットを捕捉し，あらかじめ定義された攻撃パターンと比較することで侵入の兆候




しても，要求 (R2) ， (R3) ， (R4) では組織単位での分析が求められており，このような
複雑な分析を攻撃パターンとして定義することは困難である.
単一コンビュータの異常発見にはホスト IDS が利用される. Logwatch [65] はオープン
ソースで開発されているホスト IDS であり，ログファイルをモニタリングし定期的にレ
ポートファイルを作成する.正規表現を用いた文字列の比較や，比較によってマッチした
回数を計測する機能があり，要求 (R l)において異常 (C) と (D) の抽出が可能である.
また，ネットワークを介してログファイルを転送するソフトウェアと組み合わせること
で，要求 (R3) を満たすことも可能であると考えられる.しかし，組織に関する異常 (A)
と (B) を単純な正規表現で表現することはできず，要求 (R l)を完全に満たすことはで
きない.また，組織単位での分析を行うためには正規表現よりも柔軟性の高い言語が必要
であり，要求 (R2) と (R4) を満たすこともできない. Tripwre [6] はオープンソースで
開発されているホスト IDS であり，管理者の意図しない重要なファイルの書き換えを検
4.3 既存モニタリング手法




HPC クラスタに特化したセキュリティモニタには NVisonC [67] がある. NVisonC 
はクラスタを構成するリソースが同質であるという特性を利用し，計算と関係のないプロ
セスの検知や，リソース聞のファイルの差異検知機能を実装している. NVisonC はこ




























ができ，要求 (R2) と (R3) を満たしている.しかし， MOGAS はジョブ管理機構から情
報を収集するのみであり，認証，認可のログ情報からは情報を収集しないため要求 (R l)




























図 4.3中 (a) の情報取得機構であるセキュリティセンサは，取得した情報からデータ
ベースを更新するためのファイルを生成する.このファイルは図 4.3 中 (b) のアップ
ローダによって図 4.3 中 (d) の Web インタフェースに安全に送信される. Web インタ
フェースはこのファイルを受信すると 図 4.3中 (c) のデータベースを更新する.この
ように，各リソースから得られた情報はデータベースに蓄積される.管理者が異常発見を
行うためには，あらかじめ MyProxy に管理者のフロキシ証明書を保存しておき， Web イ




4.2.2 節に記した 4 つの異常を発見するためには，リソースを要求したユーザの情報
と，認証，認可の結果を複数組織から取得することが必要である. Globus Tolkit を用
いて構築されたグリッドでは，グリッド認証基盤を提供する GSI の上で各サービスが提
供される.計算リソースへの要求を受け付けるサービスは GRAM である. GRAM サー
バでは gatekepr とjobmanger と呼ばれる 2 つのフログラムが連携して要求管理を行
う.クライアントからの接続を受け付けるフログラムは gatekepr であり認証と認可
もここで行われる. gatekepr はリソースが要求された際に GSI の機能を呼び出して
globus-ga 七ekeper.log という名前のログファイルに時刻，クライアントの IP ア
ドレス，認証や認可の結果，エラーコード等を記録する.ログファイルの例を図 4.4に示
す.これは，ユーザ“ Shingo Taked" が GRAM サーバに接続し，正常に認証と認可が行
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認証と認可に成功すると， gatekepr はjobmanger に処理を渡し， jobmanger は指定さ
れた方法で計算プログラムを実行する. jobmanger はログファイルに情報を記録しない.

















る.更新用ファイルの例を図 4.5 に示す.この例では 2 つのジョブ要求が記録されてお
4.4 提案手法と実装
T 工ME: Thu Jul 6 0:31:30 2006 
P工D: 26649 - No 七ice: 6: globus-ga 七ekeeper pid=26649 s七ar 七ing a七
Thu Jul 6 0:31:30 2006 
T工ME: Thu Jul 6 0:31:30 2006 
P工D: 26649 - No 七ice: 6: Go 七 connec 七ion 127.0.0.1 a七 Thu Jul 
6 00:31:30 2006 
T工ME: Thu Jul 6 0:31:30 2006 
P工D: 26649 - No 七ice: 5: Au 七hentica 七ed globus user: 
/O=JP/OU=Osaka Universi 七y/OU=Cybermedia Cen 七er/OU=hpc.cmc.
osaka-u.ac.jp/CN=Shingo Takeda 
T工ME: Thu Jul 6 0:31:30 2006 
P工D: 26649 - No 七ice: 0: GR 工D SECUR 工TY_HTTP_BODY_FD=6
T 工阻E: Thu Jul 6 0:31:30 2006 
P工D: 26649 -- No 七ice: 5: Reques 七ed service: jobmanager-sge 
T工ME: Thu Jul 6 0:31:30 2006 
P工D: 26649 - Notice: 5: Au 七horized as local user: shingo 
TIME: Thu Jul 6 0:31:30 2006 
P工D: 26649 - No 七ice: 5: Au 七horized as local uid: 500 
T工ME: Thu Jul 6 0:31:30 2006 
P工D: 26649 - No 七ice: 5: and local gid: 10 
T 工ME: Thu Jul 6 0:31:30 2006 
P工D: 26649 - No 七ice: 0: execu 七ing /usr/local/globus/libexec 
/globus-job-manager 
T工ME: Thu Jul 6 0:31:30 2006 
P工D: 26649 - No 七工ce: 0: GR 工D SECUR 工TY CONTEXT FD=9 
T 工ME: Thu Jul 6 0:31:30 2006 
P工D: 26649 一一 No 七エce: 0: Child 26650 star 七ed
図 4.4 GRAM サーバのログファイルの一部.
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工NSERT 工GNORE 工NTO globus_ga 七ekeeper_session VALUES ( 
'/O=JP/OU=Osaka universi 七y/OU=Cybermedia Center/CN=hos 七
/cafe01.exp-ne 七.osaka-u.ac.jp' ， 
'13. 1. 69.141' ， 
'207-01-05 19:49:59' ， 
'207-01-06 04:49:23' - INTERVAL 09 HOUR ， 
'206-08-24 05:0:0' ， 
'1753' ， 
'198.202.74.232' ， 
'/C=US/O=SDSC/OU=SDSC/CN= 工chiro Suzuki/U 工D=ichiro' ， 
'S ， NULL ， NULL ， NULL ， 'S ， 
'ichiro' ， 'ichiro' ， '507' ， '507' ， 
'jobmanager [P 工NG ONLY]' ， ， (ping suces)' ， NUL)i 
工NSERT 工GNORE 工NTO globus_ga 七ekeeper_session VALUES ( 
'/O=JP/OU=Osaka Univers 工七y/OU=Cybermedia Cen 七er/CN=hos 七
/cafe01.exp-ne 七.osaka-u.ac.jp' ， 
'13. 1. 69.141' ， 
'206-1-07 06:32:0' ， 
'206-1-07 15:31:58' ー工NTERVAL 09 HOUR ， 
'206-08-24 05:0:0' ， 
'31950' ， 
'163.20.2.59' ， 
'/C=JP/O=A 工ST/OU=GR 工D/CN=Taro Yamada' ， 
'S ， NULL ， NULL ， NULL ， 'S ， 
'yamada' ， 'yamada' ， '520' ， '520' ， 
'jobmanager-sge' ， '/usr/local/globus/libexec 
/globus-job-manager' ， '31951') i 
図 4.5 データベース更新用ファイルの例.
シェルスクリプトから起動するファイル転送コマンドには，多くのリソース上で利用で




ために Secure Shel (SH) の scp コマンドを使用している. scp では公開鍵認証と転送
データの暗号化によって安全にファイルを転送できるが，サーバ側にシェルアカウントが
必要であるため，リソースの数だけシェルアカウントを作成することはデータベースサー





から，本システムでは Web インタフェースにファイルを受信する機能を持たせ， HTTPS 
でファイルの転送を行うことで，安全性と保守性を確保する.セキュリティセンサによっ
てデータベース更新用ファイルが生成されると，アップローダはこのファイルを図 4.3 中






for i in 卒女 do 
echo "h 七ps:/$USER:$PAS@da 七abase.server.ne 七/gwa 七ch/Pos 七SQL" ¥ 
I wge 七一i - ¥  
ー -post-file="$i"¥¥
-ca-cer 七ificate=" 卒CACERT"¥
h七ps: / /da 七abase.server.ne 七/gwa 七ch/Pos 七SQL ¥ 
&& rnv "$i" "$i.uploaded" 
done 
図4.6 wget コマンドを使用するアップローダの記述例.
に付属している wge 七等のコマンドで HTTPS による転送を行う.アップローダの記述例
を図 4.6 に示す.この例では， wge 七コマンドでデータベースサーバに HTTP の POST メ
ソッドを送信し，更新用ファイルをアッブロードしている.接続先の URL は本システム
の Web インタフェースで， Web インタフェースは送信された内容を元にデータベースを
更新する.この通信ではサーバ認証を HTTPS で，クライアント認証を HTTP の BASIC
認証で行い， BASIC 認証のための ID とパスワードはリソースごとに与えられる.
4.4.4 異常発見と原因分析に向けたデータの蓄積
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表 4.2 テ一ブブ、ル g工obus_ga 七ek 屯但epr_s
項目名 型 用途
service_dn 文字列 要求先サービスの識別名




pid 整数 gatekeper のプロセス ID
c1 ienUp 文字列 要求元クライアントの IP アドレス
useLdn 文字列 要求冗ユーザの識別名
authnJesult 文字列 認証結果 (S が成功， F が失敗)
authn_eror ..m吋 or 文字列 認証エラーコード(上位ビット)
authn_eror _minor 文字列 認証エラーコード(下位ビット)
authn_eror _token 文字列 認証エラートークン
authzJesult 文字列 認可結果 (S が成功， F が失敗)
user J. ocaLnme 文字列 os 上でのユーザのユーザ名
user J. ocaLgroup 文字列 os 上でのユーザのグループ名
user J. ocaLuid 整数 os 上でのユーザのユーザ ID
user J. ocaLgid 整数 os 上でのユーザのグループ ID
requested_service 文字列 要求されたローカルスケジ、ューラ名
invoked_program 文字列 実行されたプログラムのファイルパス





ブルは表 4.3に示す globus_ga 七ekepr _unkown で，ここにはセキュリティセンサ
で、解析ができなかった文字列が記録される.
識別名と IP アドレスの組織との対応付けには 3 つのテーブルを用いる.ユーザの識別
名と組織の対応は，表 4.4に示す grid_user _organi za 七ion に保存する.組織コード
は組織ごとに一意に割り当てられた文字列である.同様に，サービスの識別名と組織の対
応は，表 4.5 に示す grid_service_organiza 七ion に保存する .IP アドレスと組織
4.4 提案手法と実装
表 4.3 テーブル globus_ga 七ekepr _unkown の項目.下線は主キー.
項目名 型 用途
service_dn 文字列 要求先サービスの識別名













表 4.6 テーブル grid Jl os 七_organiza 七ion の項目.下線は主キー.
項目名 型 用途
中Jange 文字列 IP アドレスの範囲
organization 文字列 組織コード
の対応は，表 4.6 に示す gridJ lO s七_organlza 七ion に保存する ip_range には単
一の IP アドレスを登録できるほか， IPv4 アドレスの範囲を指定して組織に割り当てられ
ている IP アドレスをまとめて登録することも可能である.
本システムのアカウントは表 4.7 に示す acoun 七に保存する.このアカウント情報を
用いた認証と認可に関しては 4.4 .5 節で説明する.
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user 四 dn 文字列 ユーザの識別名







ように，これらの機能を図 4.3 中 (d) の Web インタフェースで、提供する.










た 4 つの異常のうち，異常 (A) と (B) の抽出のためには，ユーザ，クライアント，サー
バ，サービス，及び，組織の組み合わせに着目した，リソース要求のグラフ化を行う.こ
の機能については 4.4 .6 節で詳細を述べる.異常 (C) と (D) の抽出のためには，期間ご
とのリソース要求回数に着目した表とチャートによる異常の抽出を行う.この機能につい
ては 4.4 .7 節で詳細を述べる.管理者がログインすると，最初に異常 (A) と (B) を抽出
した画面が表示される.異常が発見されなければ，画面を切り替えて異常 (C) と (D) を
抽出した画面に切り替える.どちらかにおいて異常が発見されれば， IP アドレスまたは
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• 0694: Update MySQL serverto 5.0 .2 4a 
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• PRAGMA Grid Operation Centr 
• SCMSWeb Central- System/Job Monitoring ・MOGAS Resourc Usage/Acountig 
• APAN Testbd Network Staus 
・iNLANR Testbd Network Measurment Dat 
図 4.7 管理者のためのログイン画面.
表 4.8 アカウントに割り当てられるロールとその権限.
ロール名 対象 本システムの管理 異常発見 異常分析
superadmin グリッド管理者 可 可 可
si 七eadmin 組織の管理者 不可 可 可





を行ったうえで Role-Basd Aces Control (RBAC) [71] によるアクセス制御を行い，ロ
グ情報の機密保護を行う.本システムでは図 4.1 に示した運用形態を想定し，表 4.8 に示
すように， superadmin ， si 七eadmin ，user の3 つのロールを考える. superadmin 
はモニタリング戸システムの管理を含めてすべての操作が可能なロールで，グリッド管理者
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る.このような環境において，異常 (A) と (B) を抽出するためには，ユーザ，クライ
アント，サーバ，サービスがそれぞれどの組織に所属しているか，及びグリッド上で発生
4.4 提案手法と実装
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異常発見のために重要性の高い失敗を優先し赤色を用いる.図 4.1ω0 中 (aω) の緑線は組織
ABC のユ一ザザ、
サ一バ“2幻1.2 2.2 幻3.24" の上のサ一ビス“"service.x 巧yZ.n に削et" に要求を送り仏，成功したものでで、あ
る.図 4.10 中 (b) の赤線は組織 XYZ のクライアント“21. .2 3.2 5" から同組織のサーバ

























組織 サー ビス サーバ クライアント ユーザ
ABC ぷru3 .15 T aro Yamda 
XYZ se rv lce-: 
ノ/
(bj ~ 叫山 25.，包".~ヨ
つ
図4. 10 リソー ス要求フロー のグラフ化.
組織 サー ビス サー バ クアイアント ユ}ザ
ABC se rv ici!'古 Dc.net l l.~ TグYa m ad
、問イ
/ 
XYZ se rv lC:: 亡す宮 ne ヲτ'2z:宮 古24 5/ 1zuki lch iro 
〆F
ワ 3 l.:ì~'3':3 
図4.11 クライアントとユーザの組織が異なるリソース要求フローのグラフ化
一定期間内の失敗回数を表で表示する例を示す. サービスとユーザの識別名は文字数が多
くすべての表示が難しいため. C N (Co m m on N am e) の部分のみを表示し，マウスカーソ
ルを合わせたときに識別名全体をポップアップ表示する
異常 (C) は数値の右にエクスクラメーションマークのアイコンを表示することで示す.




マークを表示する.笹 告を出すしきい値は W eb インタフェースの設定ファイルで変更で
き，グリッド規検に応じた値をグリッド管理者が設定可能である 異常 (D ) が発見され
た場合には， 図 4.12 中 (b) に示すようにサービスの識別名にエクスクラメーションマー
クを表示する P アドレスか識別名のリンクがクリックされた場合，それをキーとして
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実験は， PRAGMA (Pac ific Rim Aplicati on and Grid Midlewar A ss embly ) (72) のグ
リッドテストベッドで行った PRAGMA はグリッドアプリケーションと ミドルウェアの
開発を行う研究コミュニティであり，主に環太平洋地域の 30 を超える大学と研究機関が
参加している. PRAGMA ではリソースワーキンググループが中心となってテス トベッド
を構成する各組織の管理者を集め，グリッドの逮用管理に携わる Grid Operation Centr 
(GOC ) を形成している. 乙の GOC の代表者が本研究でのグリッド管理者に相当する.
本テストベッドは G lobus To lkit を用いて構築されており， プログラムの遠隔実行のため
には GRAM が使用される.
本システムの評価環境を図 4.13 f.こ示す. セキュリティセンサは National ln stitute of 
Advance lndu strial Scienc and Techn olo gy (AIST )， San Diego Sup 巴rcompl er Cenlr 
(SDSC )， Mona sh Univ ersity (MU )， HCMC ln stitute of lnformation Technolgy CIOT-
HCM )， National Cent 巴rfor Supercompling Aplication s (NCSA )， Academi Sinca Grid 
Complting Centr (ASCC ) の各組織の リソースに lつずつ，及び，Osak Universi ty 
(OSAKAU ) の 2 つのリソースの計 7 つのリソースに配置した.とれらのリソー スはすべ
4.5 グリッドテストベッドでの評価実験
図4.13 評価実験を行ったテストベッド構成.
てLi nux で構築された HPC クラスタである.セキュリティセンサは組織外からの要求を
受け付けるフロントエンドノードのみに配置し，ファイアウオール内の個々の計算ノード
には配置していない.中央データベースは Nanyg Technolgical University (NTU) に配
置した. Web インタフェースは Osak University に配置し，中央データベースとは VPN
で接続して実験を行った.
4.5.2 実験結果
206 年 8 月 21 日から 207 年 3 月 1 日までの 203 日聞にセキュリティセンサでは 30
人のユーザからの成功 129 ，107 回 (75%) ，失敗 43 ，043 回 (25%) ，合計 172 ，150 回のリ
ソース要求を検出した.失敗の内訳は認証に成功しなかったもの 42 ，542 回 (9%) ，認証
後に認可で失敗したもの 501 回(1%)であった.成功した要求の 86% 以上は上位 3 ユー
ザからのものであり，本テストベッド環境では多数の要求を出すユーザは限られているこ
とがわかった.クライアントとユーザの組織の異なる要求は 9，21 回 (7%) で、あった.
図 4.14 に期間中に表示されたグラフの例を示す.この例では異常は発生しておらず，
すべてのリソース要求フローにおいてユーザとクライアントは同じ組織に属している.
図 4.14 中 (a) は組織 AIST のユーザ“Taro Yamda" (仮名)が同組織のクライアント
“183.20.35.13 "から組織 NCSA のサーバ“6.9215.40" 上のサービス“tgc.trec.org"
にリソースを要求し，成功したものである.図 4.1 中 (b) は組織 SDSC 内で認証エラー
が発生していることを示しているが，異常であるか正常値の範囲内であるかは表とチャー
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リソース要求フローが可視化されたグラフの例.表示期聞は 1か月 ユー ザは仮名図 4.14
ト画面で調査する必要がある.
図4.15 ~こ期間中に表示された表とチャートの例を示す.図 4. 15 中 (a) は組織 A1ST の
“hostl um 巴.hpc .j p" で過去 l 日以内に 1，892 回のアクセス要求が成功したととを表してい
る. 図 4. 15 中 (b) は過去に成功したアクセス要求回数の組織ごとの割合を表している.
図 4.15 中 (c) は組織 SDSC の“ro cks-5 2.s dsc.e du "で過去か月以内に 8，894 回のアク
セス要求が失敗したζ とを表している との失敗回数は非常に多く ，何らかの問題がある
可能性が高いため，数値の右にエタスクラメーションマークのアイコンが筈告として表示
されている.
4.2 節で述べた 4 つの異常のうち，異常 (A ) は管理者がグラフを見ることによって発
見することができた. データベースに組織との対応付けが未登録である識別名か IP アド
レスを含んだ要求があった場合，不明な組織として最下段に異常 (A ) に該当するリソー
ス要求フローが抽出された.抽出された異常には.ユ ーザ識別名のみが未登録である場合








な移動と， IP アドレスの登録漏れの 2 つであった. ユーザの物理的な移動は，グリッド技
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異常 (B ) の分析はグラフの履歴を用いた強調によって効率化された.本テストベッド
では，複数のグリッドポータルが使用されており，ユーザがグリッドポータルからリソー
スを利用すると，ユーザの権限がグリッドポータルに委譲され，クライアントがグリッド
ポータルとなる.このため異常 (B ) は日常的に頻繁に発生するため，すべてを調査する
ことは困難であった. 実験開始直後は，クライアントとユーザの組織が異なるリソース要
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要求していたことが判明した.









常発見と原因分析を容易にすることを目的に開発された.本節では， 4.5 .2 節の実験結果
をもとに， 4.2.3 節で述べた機能要件を満たしでいるかを考察する.
要求 (R l)では，ログ情報から異常を抽出することが必要とされている.実験結果によ
ると，実験環境では 203 日間に合計 172 ，150 回のリソース要求が発生した.これは，平
均すると 1 日あたり 84 回の要求が発生したことを示している. GSI では 1 回のリソー





れ，図 4.1 の例では 1か月の情報は 26 本の線となる.要求数に着目した表では，サービ
ス (7 つ)およびユーザ (30 人)ごとに成功と失敗回数が要約され，蓄積されている全て
の情報を 74 行で表示でき，しきい値を超える値は強調される.これらにより，本システ
ムではログファイルを閲覧するよりも容易に異常の発見が可能である.




で対応関係を共有することができる.実験期間中の 172 ，150 回のリソース要求に対して，











験期間中に組織の異なる要求は 9，21 回で， 1 日当たりの平均は約 45 回であり，これら
の原因を全て調査することには大きな労力が伴う.これを効率化するため，本システムで






























































システム SF の高い位置透過性と互換性に着目し， SFS をグリッド認証基盤 GSI に適応
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させることで，安全性と位置透過性を両立するファイルアクセス手法を提案した.提案手
法では， SF サーバに GSI-FS 認証サーバを， SF クライアントに GSI-FS 認証クライ
アントをそれぞれ新たに実装して追加し， SF を拡張した.グリッド認証基盤への適応の
ために， SF では利便性を損なう要因の 1つで、あった鍵の登録を， SF の self -certifying 
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