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In this paper we study the global existence and the different asymptotic behavior of mild
solutions for the nonlinear parabolic system: ∂tu = u + a|∇v|p , ∂t v = v + b|∇u|q , t > 0,
x ∈RN , where a,b ∈R, N  1, 1< p q < 2 and pq > qN+1 + N+2N+1 . We prove, in particular,
that if the initial values behave as u(0, x) ∼ ω1(x/|x|)|x|−α , v(0, x) ∼ ω2(x/|x|)|x|−β as
|x| → ∞, 0 < α,β < N , β+2−qq < α, α+2−pp < β and under suitable conditions on ω1,ω2,
then the resulting solutions are global. Furthermore, although the scaling invariance
properties of these initial values and the system are different, we prove that some of the
solutions are asymptotic to self-similar solutions of appropriate asymptotic systems which
depend on the values of α and β . The asymptotic behavior estimates are given in the
W 1,∞(RN ) × W 1,∞(RN )-norm and are stable under some small perturbations. The results
of this paper complete those of Al-Elaiw and Tayachi (2010) [1] known only for β+2−qq = α
and α+2−pp = β .
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
In this paper we study the global existence and the different asymptotic behavior of mild global solutions for the
parabolic system with nonlinear gradient terms:{
∂tu = u + a|∇v|p,
∂t v = v + b|∇u|q, (1.1)
with initial value
u(0, x) = ϕ1(x), v(0, x) = ϕ2(x) (1.2)
where u = u(t, x) and v = v(t, x) are real valued functions, t > 0, x ∈ RN , a,b ∈ R, N is a positive integer and p and q are
two real numbers such that
1< p  q < 2 (1.3)
and
pq >
q
N + 1 +
N + 2
N + 1 . (1.4)
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ϕ1,ϕ2 ∈ C0(RN ) such that ϕ1(x) ∼ c|x|−α and ϕ2(x) ∼ c|x|−β as |x| → ∞, in some appropriate sense, |c| is a small constant,
(α,β) belongs to the set Ω deﬁned by
Ω = {(x, y) ∈R2 ∣∣ x > 0, y > 0, q(x+ 1) − y  2, p(y + 1) − x 2}, (1.5)
and α,β satisfy α,β < N and α,β < 2min(α˜, β˜), where (α˜, β˜) belongs to Ω˜ deﬁned by
Ω˜ = {(x, y) ∈R2 ∣∣ x > 0, y > 0, q(x+ 1) − y  2, p(y + 1) − x 2}. (1.6)
In general, these ϕ1, ϕ2 are in L∞(RN ) ∩ C(RN ) and are not in L1(RN ).
In [1] we study the global existence of asymptotically self-similar solutions for the system (1.1)–(1.2) but only for the
case α = α0 and β = β0 which are given by
α0 = 2− p(q − 1)
pq − 1 and β0 =
2− q(p − 1)
pq − 1 . (1.7)
The values α = α0 and β = β0 are the only ones for which the system (1.1) is invariant under the scaling uλ(t, x) =
λαu(λ2t, λx), vλ(t, x) = λβ v(λ2t, λx), ∀λ > 0, ∀t > 0, ∀x ∈ RN . Using this scaling invariance property, the existence of
self-similar solutions with initial data c(|x|−α0 , |x|−β0) is constructed in [1]. Also, using this scaling invariance property,
a homogeneous norm is used to show the existence of asymptotically self-similar global solutions.
In the present paper we continue our study of (1.1)–(1.2) by taking a large class of initial values. In particular, we consider
the cases where α 
= α0 or β 
= β0. We are ﬁrst concerned with the existence and uniqueness of mild global solutions for
the problem (1.1)–(1.2), using a nonhomogeneous norm, in order to include a large class of initial values. Second, we are
concerned with the study of the asymptotic behavior, as t → ∞, of these global solutions. If α 
= α0 or β 
= β0 then the
initial values and the system have different scaling invariance properties. We show the existence of asymptotic systems
given by (1.15)–(1.16) below. These asymptotic systems have the scaling invariance properties satisﬁed with α and β . We
then construct self-similar solutions for these asymptotic systems. We prove also that some of the global solutions of the
system (1.1)–(1.2) are asymptotic for large t to self-similar solutions of the systems (1.15)–(1.16).
The system (1.1) was introduced in [2]. The authors, in [2,3,12], studied the system (1.1) with a,b < 0 and with nonnega-
tive initial values. Also, they studied the decay of the L1-norm for nonnegative solutions under some appropriate conditions
on the initial values. In [4] the initial values are small in W 1,∞(RN ). In [1] the initial values are supposed to be small in
some homogeneous Besov spaces with negative order. In the present paper, a large class of initial values are used with
neither a restriction on the sign of the initial data nor on a or b.
A method to study the existence of self-similar solutions is introduced in the papers [5,6,11] for the Navier–Stokes
system. Later, the ideas of these papers have been developed and applied to the semilinear heat equation [7,15,23], the
nonlinear heat equation with a nonlinear gradient term [21,22], the nonlinear Schrödinger equation [7–10,14,16,24], the
nonlinear wave equation [13,17], the damped wave equation [20] and semilinear parabolic systems but without nonlinear
gradient terms [18,19]. In [1] we develop these ideas to a parabolic system with nonlinear gradient terms. In all these
papers, the norm used to measure the size of initial value has two important features. First, it is invariant under the
dilations which leave the system unchanged; and second, it is weak enough that homogeneous functions have ﬁnite norm.
More detailed historical account of this method was given in [7] and [23]. In this paper, the norm (1.10) below is the
maximum of two norms, each of which is invariant with respect to a different scaling transformation, and each of which is
equivalent to appropriate homogeneous Besov norm of negative order.
Our method is based on a suitable contraction mapping argument on the associated integral system of (1.1)–(1.2) given
by
u(t) = etϕ1 + a
t∫
0
e(t−σ )
(∣∣∇v(σ )∣∣p)dσ , (1.8)
v(t) = etϕ2 + b
t∫
0
e(t−σ )
(∣∣∇u(σ )∣∣q)dσ . (1.9)
In particular, we demonstrate that the global existence for the system (1.8)–(1.9) occurs for small initial data Φ = (ϕ1,ϕ2)
with respect to the norm M deﬁned by
M(Φ) := max(N (Φ), N˜ (Φ)), (1.10)
where
N (Φ) := sup
t>0
[
tα1
∥∥etϕ1∥∥r, tα1+ 12 ∥∥∇etϕ1∥∥r, tβ1∥∥etϕ2∥∥s, tβ1+ 12 ∥∥∇etϕ2∥∥s], (1.11)
N˜ (Φ) := sup[tα˜1∥∥etϕ1∥∥r˜, tα˜1+ 12 ∥∥∇etϕ1∥∥r˜, tβ˜1∥∥etϕ2∥∥s˜, tβ˜1+ 12 ∥∥∇etϕ2∥∥s˜]. (1.12)t>0
972 A. Al Elaiw, S. Tayachi / J. Math. Anal. Appl. 387 (2012) 970–992Fig. 1. Different asymptotic systems. Assume the conditions on α,β: (α,β) ∈ Ω , α,β < N; α,β < 2min(α˜, β˜), (α˜, β˜) ∈ Ω˜ . If (α,β) = (α0, β0), we have
ν = μ = 1 (case (iv)). If (α,β) are on the line passing through the points ( 2−qq ,0) and (α0, β0) with α > α0, then we have ν = 0, μ = 1 (case (ii)). If (α,β)
are on the line passing through the points (0, 2−pp ) and (α0, β0) with β > β0, then we have ν = 1, μ = 0 (case (iii)). Finally, if (α,β) ∈ int(Ω), then we
have ν = μ = 0 (case (i)). The condition α,β < 2min(α˜, β˜) is satisﬁed in particular if we take (α,β) and (α˜, β˜) close to (α0, β0).
We will denote, here and in the rest of this paper, the norm in Lm(RN ) by ‖.‖m . et is the linear heat semigroup. r > N/α,
r˜ > N/α˜, s > N/β and s˜ > N/β˜ are Lebesgue real numbers satisfying some conditions speciﬁed in Lemma 2.4 below. α1, α˜1,
β1 and β˜1 are positive real numbers deﬁned by
α1 = α
2
− N
2r
, α˜1 = α˜
2
− N
2r˜
, (1.13)
β1 = β
2
− N
2s
, β˜1 = β˜
2
− N
2s˜
, (1.14)
where (α,β) ∈ Ω and (α˜, β˜) ∈ Ω˜ . Also, α,β < N and α,β < 2min(α˜, β˜). See Theorem 3.1 below.
For the asymptotic behavior results, we prove that some of the global solutions of the system (1.1)–(1.2) are asymptotic,
for large time, to self-similar solutions with initial value c(|x|−α, |x|−β), of some appropriate systems derived from (1.1)–(1.2)
and having each one a self-similar structure with power (α,β). The asymptotic systems are deﬁned by the following
∂t w1 = w1 + aν|∇w2|p, (1.15)
∂t w2 = w2 + bμ|∇w1|q, (1.16)
where w1 = w1(t, x) and w2 = w2(t, x) are real valued functions, t > 0, x ∈ RN and a,b, p and q are the same parameters
as in system (1.1). The parameters ν and μ are deﬁned by
ν = lim
s→∞ s
−[(β+1)p−α−2], μ = lim
s→∞ s
−[(α+1)q−β−2]. (1.17)
Note that since (α,β) ∈ Ω then ν , μ take only the values 0 or 1. Also, ν = μ = 1 if and only if α = α0 and β = β0.
Precisely, if we write the set Ω = int(Ω) ∪ ∂Ω , where ∂Ω = Γ1 ∪ Γ2 ∪ {(α0, β0)}, with
Γ1 =
{(
y + 2− q
q
, y
)
∈R2
∣∣∣ y > β0
}
, Γ2 =
{(
x,
x+ 2− p
p
)
∈R2
∣∣∣ x > α0
}
,
and if the initial value Φ decays in space like c(|x|−α, |x|−β) as |x| → ∞ (|c| is a small constant) with M(Φ) < ∞ and
small, and as we mentioned previously (α,β) ∈ Ω and satisfy α,β < N and α,β < 2min(α˜, β˜) such that (α˜, β˜) ∈ Ω˜ , then
we distinguish the following four cases for the asymptotic system (see Fig. 1):
(i) If (α,β) ∈ int(Ω), then the asymptotic system (1.15)–(1.16) is the linear heat system: ∂t w1 = w1, ∂t w2 = w2.
(ii) If (α,β) ∈ Γ1, then (1.15)–(1.16) is ∂t w1 = w1, ∂t w2 = w2 + b|∇w1|q .
(iii) If (α,β) ∈ Γ2, then (1.15)–(1.16) is ∂t w1 = w1 + a|∇w2|p , ∂t w2 = w2.
(iv) If (α,β) = (α0, β0), then (1.15)–(1.16) is the nonlinear system (1.1)–(1.2). Only this case is studied in [1].
For the asymptotic behavior results, see Theorem 5.2 below. In particular, we give an estimate for the rate at which an
asymptotically self-similar solution (u, v) converges, in W 1,∞(RN ) × W 1,∞(RN )-norm, to a self-similar solution (w1s,w2s)
of the system (1.15)–(1.16) (see Theorem 4.4). We prove that ‖u(t) − w1s(t)‖r′ ,
√
t‖∇u(t) − ∇w1s(t)‖r′ (r′ ∈ [r,∞]),
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√
t‖∇v(t) − ∇w2s(t)‖s′ (s′ ∈ [s,∞]) decrease as a negative power of t faster than the decay
of the self-similar solution (w1s,w2s) by itself. Qualitatively, if a smooth initial value decays as c(|x|−α, |x|−β), then
the resulting solution (u, v) satisﬁes, for large t , d1t−α/2  ‖u(t)‖∞  d2t−α/2, d1t−(α+1)/2  ‖∇u(t)‖∞  d2t−(α+1)/2,
d′1t−β/2  ‖v(t)‖∞  d′2t−β/2 and d′1t−(β+1)/2  ‖∇v(t)‖∞  d′2t−(β+1)/2, where d1,d2,d′1 and d′2 are positive constants.
Note that since p,q < 2, then the condition (1.4) can be written in the following equivalent form N(pq − 1)/(2− q(p −
1)) > 1. For the particular case p = q, the condition (1.4) becomes (N + 2)/(N + 1) < q < 2, which is used in [21] for a
similar study to the present paper but for the viscous Hamilton–Jacobi equation: ∂tu = u + a|∇u|p , t > 0, x ∈RN .
The rest of this paper is organized as follows. In Section 2, we present some preliminary lemmas which will be needed
in the proofs of the theorems. In Section 3, we demonstrate the existence of global solutions and continuous dependence.
In Section 4, we prove the existence of global solutions and self-similar solutions for the asymptotic systems. Also, we study
the asymptotic behavior for solutions of these systems with small initial values with respect to the norm N (Φ). Finally, we
discuss in Section 5 the different asymptotic behavior results. In this paper, we will denote by C a positive constant which
can be different at different places and also denote it by Cδ to indicate that it depends on a real number δ. We sometimes
denote u(t, .) by u(t).
2. Preliminaries
In this section, we state some basic results which will be used in the proofs and statements of the main theorems. Let
et be the linear heat semigroup deﬁned by (etϕ)(x) = (E(t, .)  ϕ)(x), where E(t, .) is the heat kernel:
E(t, x) = (4πt)−N/2e− |x|
2
4t , t > 0, x ∈RN , (2.1)
and  denotes the convolution product. We recall the smoothing properties of the heat semigroup∥∥et f ∥∥m2 Ht− N2 ( 1m1 − 1m2 )‖ f ‖m1 , (2.2)∥∥∇et f ∥∥m2 Ht− 12− N2 ( 1m1 − 1m2 )‖ f ‖m1 , (2.3)
where t > 0, f ∈ Lm1 (RN ), H > 0 is a constant and 1  m1  m2  ∞. We denote by S ′(RN ) the space of tempered
distributions on RN . We also recall the following interpolation inequality
‖ f ‖m  ‖ f ‖θm1‖ f ‖1−θm2 , f ∈ Lm1
(
R
N)∩ Lm2(RN), (2.4)
where 1m1 m2 ∞, 1m = θm1 + 1−θm2 , θ ∈ [0,1].
We now give some preliminary results in Lemmas 2.1–2.5 which will be needed in the proofs of the main theorems. The
proofs of Lemmas 2.1–2.5 are elementary, though somewhat tedious and can safely be omitted.
Lemma 2.1. Let p and q be two real numbers such that 1< p  q < 2. Let Ω and Ω˜ be the sets deﬁned by (1.5) and (1.6) respectively.
Then (α,β) ∈ Ω and (α˜, β˜) ∈ Ω˜ if and only if they satisfy the conditions:
(i) 0< α˜  α, 0< β˜  β;
(ii) q(α˜+1)
β+2 
q(α˜+1)
β˜+2  1
q(α+1)
β+2 
q(α+1)
β˜+2 ;
(iii) p(β˜+1)α+2 
p(β˜+1)
α˜+2  1
p(β+1)
α+2 
p(β+1)
α˜+2 .
Lemma 2.2. Let N be a positive integer, p and q be two real numbers such that 1 < p  q < 2. Let Ω and Ω˜ be the sets deﬁned
by (1.5) and (1.6) respectively. Let α, β , α˜ and β˜ be real numbers such that (α,β) ∈ Ω and (α˜, β˜) ∈ Ω˜ . Suppose that α < 2α˜ and
β < 2β˜ . Then we have
(i) 1< α+2α+1 ;
(ii) α˜+1α+1 <
α˜+2
α+1 <
α+2
α+1 ;
(iii) β+1α+1 <
β+2
α+1 ;
(iv) β˜+1α+1 <
β˜+2
α+1 <
β+2
α+1 ;
(v) N 1α+1 < N
α˜+1
α˜(α+1) < N
α+2
α(α+1) , N
1
α+1 < N
β˜+1
β˜(α+1) < N
β+2
β(α+1) ;
(vi) N β+2
β(α+1) < N
β˜+2
β˜(α+1) , N
α+2
α(α+1) < N
α˜+2
α˜(α+1) .
Lemma 2.3. Let N be a positive integer, p and q be two real numbers such that 1 < p  q < 2 and N pq−12−q(p−1) > 1. Let Ω and Ω˜ be
the sets deﬁned by (1.5) and (1.6) respectively. Let α, β , α˜ and β˜ be real numbers such that (α,β) ∈ Ω and (α˜, β˜) ∈ Ω˜ . Suppose that
α,β < N and α,β < 2min(α˜, β˜). Then there exists a real number r satisfying the conditions
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α˜+1
α+1 < r,
α˜+2
α+1 < r;
(ii) β+1α+1 < r,
β+2
α+1 < r,
β˜+1
α+1 < r,
β˜+2
α+1 < r;
(iii) Nα+1 < r, N
α˜+1
α˜(α+1) < r;
(iv) N β˜+1
β˜(α+1) < r;
(v) r < N α+2α(α+1) , r < N
α˜+2
α˜(α+1) , r < N
β+2
β(α+1) , r < N
β˜+2
β˜(α+1) .
We choose a real number r satisfying the conditions in Lemma 2.3, for this r we deﬁne the real numbers r˜, s and s˜ by
r˜ = α + 1
α˜ + 1 r, s =
α + 1
β + 1 r, s˜ =
α + 1
β˜ + 1 r
(
hence s˜ = β + 1
β˜ + 1 s
)
. (2.5)
Lemma 2.4. Let N be a positive integer, p and q be two real numbers such that 1 < p  q < 2 and N pq−12−q(p−1) > 1. Let Ω and Ω˜ be
the sets deﬁned by (1.5) and (1.6) respectively. Let α, β , α˜ and β˜ be real numbers such that (α,β) ∈ Ω and (α˜, β˜) ∈ Ω˜ . Suppose that
α,β < N and α,β < 2min(α˜, β˜). Let r be a real number satisfying conditions in Lemma 2.3, and r˜, s and s˜ be given by (2.5). Let α1 ,
α˜1 , β1 and β˜1 be given by (1.13)–(1.14). Then we have
(i) 0< α˜1 < α1 and 0< β˜1 < β1;
(ii) 1< α+1α+2 r < r and
N
α+1 < r. Also, 1<
α˜+1
α˜+2 r˜ < r˜ and
N
α˜+1 < r˜;
(iii) 1< β+1
β+2 s < s and
N
β+1 < s. Also, 1<
β˜+1
β˜+2 s˜ < s˜ and
N
β˜+1 < s˜;
(iv) β+2α+1 (α1 + 12 ) < 1, β˜+2α˜+1 (α˜1 + 12 ) < 1, α+2β+1 (β1 + 12 ) < 1, α˜+2β˜+1 (β˜1 + 12 ) < 1;
(v) α1 − N2(α+1)r − α+2β+1 (β1 + 12 ) + 1= 0, α˜1 − N2(α˜+1)r˜ − α˜+2β˜+1 (β˜1 + 12 ) + 1 = 0,
β1 − N2(β+1)s − β+2α+1 (α1 + 12 ) + 1 = 0, β˜1 − N2(β˜+1)s˜ −
β˜+2
α˜+1 (α˜1 + 12 ) + 1 = 0.
Lemma 2.5. Let N be a positive integer, p and q be two real numbers such that 1 < p  q < 2 and N pq−12−q(p−1) > 1. Let Ω and Ω˜ be
the sets deﬁned by (1.5) and (1.6) respectively. Let α, β , α˜ and β˜ be real numbers such that (α,β) ∈ Ω and (α˜, β˜) ∈ Ω˜ . Suppose that
α,β < N and α,β < 2min(α˜, β˜). Let r be a real number satisfying conditions in Lemma 2.3, and r˜, s and s˜ be given by (2.5). Let α1 ,
α˜1 , β1 and β˜1 be given by (1.13)–(1.14). Let us deﬁne the interpolating real numbers
r1 = q(α + 1)
β + 2 r, r2 =
q(α + 1)
β˜ + 2 r, s1 =
p(β + 1)
α + 2 s, s2 =
p(β + 1)
α˜ + 2 s,
α11 = β + 2
q(α + 1)
(
α1 + 1
2
)
− 1
2
, α12 = β˜ + 2
q(α + 1)
(
α1 + 1
2
)
− 1
2
,
β11 = α + 2
p(β + 1)
(
β1 + 1
2
)
− 1
2
, β12 = α˜ + 2
p(β + 1)
(
β1 + 1
2
)
− 1
2
.
Then we have the following
ri ∈ [r, r˜], α1i ∈ [α˜1,α1], si ∈ [s, s˜], β1i ∈ [β˜1, β1], i = 1,2.
Also, there exist 0 θi, ϑi  1, i = 1,2, such that
1
ri
= θi
r
+ 1− θi
r˜
, α1i = θiα1 + (1− θi)α˜1,
1
si
= ϑi
s
+ 1− ϑi
s˜
, β1i = ϑiβ1 + (1− ϑi)β˜1.
As a corollary of the previous lemmas we have the following result.
Corollary 2.6. Let N be a positive integer, p and q be two real numbers such that 1< p  q < 2 and N pq−12−q(p−1) > 1. Let Ω and Ω˜ be
the sets deﬁned by (1.5) and (1.6) respectively. Let α, β , α˜ and β˜ be real numbers such that (α,β) ∈ Ω and (α˜, β˜) ∈ Ω˜ . Suppose that
α,β < N and α,β < 2min(α˜, β˜). Let r be a real number satisfying conditions in Lemma 2.3, and r˜, s and s˜ be given by (2.5). Let α1 ,
α˜1 , β1 and β˜1 be given by (1.13)–(1.14). Let r1 , r2 , α11 , α12 , s1 , s2 , β11 and β12 be as in Lemma 2.5. Then we have the following:
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s2
p < r˜;
(ii) 1< r1q < s, 1<
r2
q < s˜.
II. (i) (α11 + 12 )q < 1, (α12 + 12 )q < 1, N( ps1 − 1r ) < 1, N(
p
s2
− 1r˜ ) < 1;
(ii) (β11 + 12 )p < 1, (β12 + 12 )p < 1, N( qr1 − 1s ) < 1, N(
q
r2
− 1s˜ ) < 1.
III. (i) α1 − N2 ( ps1 − 1r ) − (β11 + 12 )p + 1 = 0, α˜1 − N2 (
p
s2
− 1r˜ ) − (β12 + 12 )p + 1 = 0;
(ii) β1 − N2 ( qr1 − 1s ) − (α11 + 12 )q + 1 = 0, β˜1 − N2 (
q
r2
− 1s˜ ) − (α12 + 12 )q + 1 = 0.
Proof. The proof of the corollary follows directly from Lemmas 2.4 and 2.5, by trivial calculation. 
In the proof of the existence of global solutions to (1.1)–(1.2), see the next section, the part I represents compatibility
conditions for the heat semigroup, that is et maps between the appropriate Lebesgue spaces. The part II is integrability
conditions: to assure that the various integrals are convergent. Finally, part III will allow the contraction mapping argument
to be done on the time interval (0,∞) directly.
3. Global existence
In this section we give the theorem of global existence of solutions for the system (1.8)–(1.9) and the continuous depen-
dence.
Theorem 3.1. Let N be a positive integer, p and q be two real numbers such that 1< p  q < 2 and
N
pq − 1
2− q(p − 1) > 1.
LetΩ and Ω˜ be the sets deﬁned by (1.5) and (1.6) respectively. Let α, β , α˜ and β˜ be real numbers such that (α,β) ∈ Ω and (α˜, β˜) ∈ Ω˜ .
Suppose that
α,β < N and α,β < 2min(α˜, β˜).
Let r be a real number satisfying conditions in Lemma 2.3, and r˜, s and s˜ be given by (2.5). Let α1 , α˜1 , β1 and β˜1 be given by (1.13)–
(1.14). Let Φ = (ϕ1,ϕ2) be an element of S ′(RN ) × S ′(RN ) such that
M(Φ) = max(N (Φ), N˜ (Φ)) R, (3.1)
where N (Φ) and N˜ (Φ) are given by (1.11) and (1.12) respectively. If R > 0 is suﬃciently small, there exists a unique global solution
U = (u, v) of the integral system (1.8)–(1.9) such that
sup
t>0
[
tα1
∥∥u(t)∥∥r, tα1+ 12 ∥∥∇u(t)∥∥r, tα˜1∥∥u(t)∥∥r˜, tα˜1+ 12 ∥∥∇u(t)∥∥r˜,
tβ1
∥∥v(t)∥∥s, tβ1+ 12 ∥∥∇v(t)∥∥s, tβ˜1∥∥v(t)∥∥s˜, tβ˜1+ 12 ∥∥∇v(t)∥∥s˜]< ∞, (3.2)
and suﬃciently small. Furthermore,
(a) u(t) − etϕ1 ∈ C([0,∞), Lτ (RN )) for α+1α+2 r  τ < Nα ;
(b) v(t) − etϕ2 ∈ C([0,∞), Lτ ′ (RN )) for β+1β+2 s τ ′ < Nβ ;
(c) u(t) − etϕ1 ∈ L∞([0,∞), LN/α(RN )) and v(t) − etϕ2 ∈ L∞([0,∞), LN/β(RN ));
(d) limt↘0 u(t) = ϕ1 and limt↘0 v(t) = ϕ2 in the sense of tempered distributions.
Moreover, we have
(i) supt>0[t α2 − N2τ ‖u(t)‖τ , t α+12 − N2τ ‖∇u(t)‖τ ] < ∞, ∀τ ∈ [r,∞];
(ii) supt>0[t
α˜
2 − N2τ˜ ‖u(t)‖τ˜ , t
α˜+1
2 − N2τ˜ ‖∇u(t)‖τ˜ ] < ∞, ∀τ˜ ∈ [r˜,∞];
(iii) supt>0[t
β
2 − N2σ ‖v(t)‖σ , t β+12 − N2σ ‖∇v(t)‖σ ] < ∞, ∀σ ∈ [s,∞];
(iv) supt>0[t
β˜
2 − N2σ˜ ‖v(t)‖σ˜ , t
β˜+1
2 − N2σ˜ ‖∇v(t)‖σ˜ ] < ∞, ∀σ˜ ∈ [s˜,∞].
In addition, if Φ = (ϕ1,ϕ2) and Ψ = (ψ1,ψ2) satisfy (3.1), and if U1 = (u1, v1) and U2 = (u2, v2) are respectively the solutions of
the system (1.8)–(1.9) with initial values Φ and Ψ , then
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t>0
[
tα1
∥∥u1(t) − u2(t)∥∥r, tα1+ 12 ∥∥∇u1(t) − ∇u2(t)∥∥r, tα˜1∥∥u1(t) − u2(t)∥∥r˜,
tα˜1+
1
2
∥∥∇u1(t) − ∇u2(t)∥∥r˜, tβ1∥∥v1(t) − v2(t)∥∥s, tβ1+ 12 ∥∥∇v1(t) − ∇v2(t)∥∥s,
tβ˜1
∥∥v1(t) − v2(t)∥∥s˜, tβ˜1+ 12 ∥∥∇v1(t) − ∇v2(t)∥∥s˜] (1− C0)−1M(Φ − Ψ ). (3.3)
Remark 3.2. As an example of initial values Φ = (ϕ1,ϕ2) satisfying (3.1), we may take ϕ1 ∈ LN/α(RN ) ∩ LN/α˜(RN ) and
ϕ2 ∈ LN/β(RN ) ∩ LN/β˜ (RN ) with ‖ϕ1‖N/α , ‖ϕ1‖N/α˜ , ‖ϕ2‖N/β and ‖ϕ2‖N/β˜ suﬃciently small. See also Proposition 4.2 below
for other examples.
Remark 3.3. It results from the smoothing properties of the heat semigroup that M(Φ) is equivalent to the norm
‖|Φ|‖ = sup
t>0
[
tα1
∥∥etϕ1∥∥r, tα˜1∥∥etϕ1∥∥r˜, tβ1∥∥etϕ2∥∥s, tβ˜1∥∥etϕ2∥∥s˜].
Then the norm deﬁned by (3.1) is an equivalent version of the norm of the product of homogeneous Besov spaces with
negative order [B˙−2α1r,∞ (RN ) ∩ B˙−2α˜1r˜,∞ (RN )] × [B˙−2β1s,∞ (RN ) ∩ B˙−2β˜1s˜,∞ (RN )]. From Theorem 3.1 we obtain the existence of global
mild solutions to (1.1)–(1.2) for initial values with small norms in these Besov spaces.
Remark 3.4. Note that the global solution (u, v) in Theorem 3.1 satisﬁes, in particular,
sup
t>0
[
t
α
2
∥∥u(t)∥∥∞, t α+12 ∥∥∇u(t)∥∥∞, t α˜2 ∥∥u(t)∥∥∞, t α˜+12 ∥∥∇u(t)∥∥∞,
t
β
2
∥∥v(t)∥∥∞, t β+12 ∥∥∇v(t)∥∥∞, t β˜2 ∥∥v(t)∥∥∞, t β˜+12 ∥∥∇v(t)∥∥∞]< ∞. (3.4)
Remark 3.5. The results of Theorem 3.1 are valid for more general system than (1.1)–(1.2):{
∂tu = u + f
(|∇v|),
∂t v = v + g
(|∇u|),
u(0, x) = ϕ1(x), v(0, x) = ϕ2(x),
where u = u(t, x) and v = v(t, x) are real valued functions, t > 0, x ∈RN , N  1 and f and g are two functions satisfying
f (0) = 0, ∣∣ f (s1) − f (s2)∣∣ C(|s1|p−1 + |s2|p−1)|s1 − s2|,
g(0) = 0, ∣∣g(s1) − g(s2)∣∣ C(|s1|q−1 + |s2|q−1)|s1 − s2|,
with s1 > 0, s2 > 0, C is a positive constant and 1< p  q < 2.
Proof of Theorem 3.1. We prove the existence of a global solution of the integral system (1.8)–(1.9). We use a ﬁxed point
method. Let us denote U = (u, v), Φ = (ϕ1,ϕ2) where Φ ∈ S ′(RN )×S ′(RN ) satisﬁes (3.1). Also, let X be the set of Bochner
measurable functions:
U : (0,∞) → (W 1,r(RN)∩ W 1,r˜(RN))× (W 1,s(RN)∩ W 1,s˜(RN)),
t → (u(t), v(t)),
such that
‖U‖X := sup
t>0
[
tα1
∥∥u(t)∥∥r, tα1+ 12 ∥∥∇u(t)∥∥r, tα˜1∥∥u(t)∥∥r˜, tα˜1+ 12 ∥∥∇u(t)∥∥r˜,
tβ1
∥∥v(t)∥∥s, tβ1+ 12 ∥∥∇v(t)∥∥s, tβ˜1∥∥v(t)∥∥s˜, tβ˜1+ 12 ∥∥∇v(t)∥∥s˜]< ∞, (3.5)
where α1, α˜1, β1 and β˜1 are given by (1.13)–(1.14). Let M > 0 be such that
C0 := C(M) < 1, (3.6)
where C0 is a positive constant given by (3.27) below. Choose R > 0 such that
R + MC0  M. (3.7)
Let us deﬁne XM = {U ∈ X, ‖U‖X  M}. XM , endowed with the metric d(U1,U2) = ‖U1 −U2‖X , is a complete metric space.
Now, consider the mapping FΦ(U ) = (FΦ(U ),GΦ(U )), where
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t∫
0
e(t−σ )
∣∣∇v(σ )∣∣p dσ , (3.8)
GΦ(U )(t) = etϕ2 + b
t∫
0
e(t−σ )
∣∣∇u(σ )∣∣q dσ . (3.9)
We will prove that FΦ is a strict contraction mapping on XM for suitable real numbers M and R . So, let Φ = (ϕ1,ϕ2) and
Ψ = (ψ1,ψ2) be two elements of S ′(RN ) × S ′(RN ). Let U1 = (u1, v1) and U2 = (u2, v2) be two elements of XM . Then we
have
tα1
∥∥FΦ(U1)(t) − FΨ (U2)(t)∥∥r
 tα1
∥∥et(ϕ1 − ψ1)∥∥r + |a|tα1
t∫
0
∥∥e(t−σ )[∣∣∇v1(σ )|p − |∇v2(σ )∣∣p]∥∥r dσ .
It follows, by the smoothing properties of the heat semigroup (2.2) with (m1,m2) = (s1/p, r) and by part I of Corollary 2.6,
that
tα1
∥∥FΦ(U1)(t) − FΨ (U2)(t)∥∥r
 tα1
∥∥et(ϕ1 − ψ1)∥∥r + |a|Htα1
t∫
0
(t − σ)− N2 (
p
s1
− 1r )∥∥(∣∣∇v1(σ )∣∣p − ∣∣∇v2(σ )∣∣p)∥∥s1/p dσ .
Using the fact that for m > h 1∥∥| f |h − |g|h∥∥m/h  h(‖ f ‖h−1m + ‖g‖h−1m )‖ f − g‖m, (3.10)
we get
tα1
∥∥FΦ(U1)(t) − FΨ (U2)(t)∥∥r
 tα1
∥∥et(ϕ1 − ψ1)∥∥r + Ctα1
t∫
0
(t − σ)− N2 (
p
s1
− 1r )(∥∥∇v1(σ )∥∥p−1s1 + ∥∥∇v2(σ )∥∥p−1s1 )∥∥∇v1(σ ) − ∇v2(σ )∥∥s1 dσ .
By Lemma 2.5, we apply the interpolation inequality (2.4) with (m,m1,m2, θ) = (s1, s, s˜, ϑ1) and the fact that U1 and U2
are in XM , thus we obtain
tα1
∥∥FΦ(U1)(t) − FΨ (U2)(t)∥∥r
 tα1
∥∥et(ϕ1 − ψ1)∥∥r + 2CMp−1tα1
( t∫
0
(t − σ)− N2 (
p
s1
− 1r )σ−(β1ϑ1+β˜1(1−ϑ1)+
1
2 )p dσ
)
‖U1 − U2‖X
N (Φ − Ψ ) + 2CMp−1tα1
( t∫
0
(t − σ)− N2 (
p
s1
− 1r )σ−(β11+
1
2 )p dσ
)
‖U1 − U2‖X
N (Φ − Ψ ) + 2CMp−1tα1− N2 (
p
s1
− 1r )−(β11+ 12 )p+1
( 1∫
0
(1− σ)− N2 (
p
s1
− 1r )σ−(β11+
1
2 )p dσ
)
‖U1 − U2‖X .
From part III of Corollary 2.6, we obtain
tα1
∥∥FΦ(U1)(t) − FΨ (U2)(t)∥∥r N (Φ − Ψ ) + C1‖U1 − U2‖X , (3.11)
where
C1 = C(M)
1∫
(1− σ)− N2 (
p
s1
− 1r )σ−(β11+
1
2 )p dσ , (3.12)0
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have
tα1+
1
2
∥∥∇ FΦ(U1)(t) − ∇ FΨ (U2)(t)∥∥r
 tα1+ 12
∥∥∇et(ϕ1 − ψ1)∥∥r + |a|Htα1+ 12
t∫
0
(t − σ)− 12− N2 (
p
s1
− 1r )∥∥∣∣∇v1(σ )∣∣p − ∣∣∇v2(σ )∣∣p∥∥s1/p dσ .
From (3.10), (2.4) and Lemma 2.5, we obtain
tα1+
1
2
∥∥∇ FΦ(U1)(t) − ∇ FΨ (U2)(t)∥∥r
N (Φ − Ψ ) + CMp−1tα1− N2 (
p
s1
− 1r )−(β11+ 12 )p+1
( 1∫
0
(1− σ)− 12− N2 (
p
s1
− 1r )σ−(β11+
1
2 )p dσ
)
‖U1 − U2‖X .
By part III of Corollary 2.6, we get
tα1+
1
2
∥∥∇ FΦ(U1)(t) − ∇ FΨ (U2)(t)∥∥r N (Φ − Ψ ) + C2‖U1 − U2‖X , (3.13)
where
C2 = C(M)
1∫
0
(1− σ)− 12− N2 (
p
s1
− 1r )σ−(β11+
1
2 )p dσ , (3.14)
which is a ﬁnite positive constant by part II of Corollary 2.6.
By similar calculations, using the interpolating numbers s2 and β12 for estimating the terms tα˜1‖FΦ(U1)(t) −
FΨ (U2)(t)‖r˜ and tα˜1+ 12 ‖∇ FΦ(U1)(t) − ∇ FΨ (U2)(t)‖r˜ , the numbers r1 and α11 for estimating tβ1‖GΦ(U1)(t) − GΨ (U2)(t)‖s
and tβ1+ 12 ‖∇GΦ(U1)(t) − ∇GΨ (U2)(t)‖s and the numbers r2 and α12 for estimating tβ˜1‖GΦ(U1)(t) − GΨ (U2)(t)‖s˜ and
tβ˜1+ 12 ‖∇GΦ(U1)(t) − ∇GΨ (U2)(t)‖s˜ , we prove that
tα˜1
∥∥FΦ(U1)(t) − FΨ (U2)(t)∥∥r˜  N˜ (Φ − Ψ ) + C3‖U1 − U2‖X , (3.15)
tα˜1+
1
2
∥∥∇ FΦ(U1)(t) − ∇ FΨ (U2)(t)∥∥r˜  N˜ (Φ − Ψ ) + C4‖U1 − U2‖X , (3.16)
tβ1
∥∥GΦ(U1)(t) − GΨ (U2)(t)∥∥s N (Φ − Ψ ) + C5‖U1 − U2‖X , (3.17)
tβ1+
1
2
∥∥∇GΦ(U1)(t) − ∇GΨ (U2)(t)∥∥s N (Φ − Ψ ) + C6‖U1 − U2‖X , (3.18)
tβ˜1
∥∥GΦ(U1)(t) − GΨ (U2)(t)∥∥s˜  N˜ (Φ − Ψ ) + C7‖U1 − U2‖X , (3.19)
tβ˜1+
1
2
∥∥∇GΦ(U1)(t) − ∇GΨ (U2)(t)∥∥s˜  N˜ (Φ − Ψ ) + C8‖U1 − U2‖X , (3.20)
where
C3 = C(M)
1∫
0
(1− σ)− N2 (
p
s2
− 1r˜ )σ−(β12+
1
2 )p dσ , (3.21)
C4 = C(M)
1∫
0
(1− σ)− 12− N2 (
p
s2
− 1r˜ )σ−(β12+
1
2 )p dσ , (3.22)
C5 = C(M)
1∫
0
(1− σ)− N2 (
q
r1
− 1s )σ−(α11+
1
2 )q dσ , (3.23)
C6 = C(M)
1∫
0
(1− σ)− 12− N2 (
q
r1
− 1s )σ−(α11+
1
2 )q dσ , (3.24)
C7 = C(M)
1∫
(1− σ)− N2 (
q
r2
− 1s˜ )σ−(α12+
1
2 )q dσ , (3.25)0
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1∫
0
(1− σ)− 12− N2 (
q
r2
− 1s˜ )σ−(α12+
1
2 )q dσ . (3.26)
By using part II of Corollary 2.6, C3–C8 are ﬁnite positive constants. From (3.12), (3.14) and (3.21)–(3.26), the constant
C0 = max
1i8
(Ci) (3.27)
is ﬁnite. So, inequalities (3.11), (3.13), and (3.15)–(3.20) lead to∥∥FΦ(U1) − FΨ (U2)∥∥X M(Φ − Ψ ) + C0‖U1 − U2‖X . (3.28)
If we take Ψ = 0 and U2 ≡ 0, the inequality (3.28) becomes∥∥FΦ(U1)∥∥X M(Φ) + C0‖U1‖X . (3.29)
If we choose M and R such that (3.6) and (3.7) are satisﬁed, then by (3.29) FΦ maps XM into itself. For Φ = Ψ (3.28)
becomes∥∥FΦ(U1) − FΦ(U2)∥∥X  C0‖U1 − U2‖X . (3.30)
Hence inequality (3.30) implies that FΦ is a strict contraction mapping from XM into itself. So FΦ has a unique ﬁxed point
U = (u, v) in XM which is a solution of the integral system (1.8)–(1.9). This terminates the proof of the existence of a unique
global solution for (1.8)–(1.9) in XM . Thus, we obtain a global mild solution of the system (1.1)–(1.2).
We now prove the statements (a)–(d). Let τ be a positive real number satisfying
s1
p
 τ < N
α
. (3.31)
Such a τ exists by Corollary 2.6 (part II(ii)). By (2.2), we have the following estimates
∥∥u(t) − etϕ1∥∥τ  |a|
t∫
0
∥∥e(t−σ )∣∣∇v(σ )∣∣p∥∥
τ
dσ
 |a|H
t∫
0
(t − σ)− N2 (
p
s1
− 1τ )∥∥∇v(σ )∥∥ps1 dσ
 CMpt−
N
2 (
p
s1
− 1τ )−(β11+ 12 )p+1
1∫
0
(1− σ)− N2 (
p
s1
− 1τ )σ−(β11+
1
2 )p dσ ,
that means (by part III of Corollary 2.6)∥∥u(t) − etϕ1∥∥τ  C9t N2τ − α2 , (3.32)
where C9 = C(M)
∫ 1
0 (1−σ)−
N
2 (
p
s1
− 1τ )σ−(β11+ 12 )p dσ , which is a positive constant. Owing to Lemma 2.3, (3.31) and part II of
Corollary 2.6, the constant C9 is ﬁnite. We similarly deduce, for a positive real number τ ′ satisfying
r1
q
 τ ′ < N
β
, (3.33)
the following inequality∥∥v(t) − etϕ2∥∥τ ′  C10t N2τ ′ − β2 . (3.34)
C10 is a positive constant given by C10 = C(M)
∫ 1
0 (1 − σ)−
N
2 (
q
r1
− 1
τ ′ )σ−(α11+ 12 )q dσ , which is ﬁnite by (3.33) and part II of
Corollary 2.6. Owing to the conditions (3.31) and (3.33), the right-hand sides of (3.32) and (3.34) converge to zero as t ↘ 0.
This proves the statements (a), (b) and (d). The estimates (3.32) and (3.34) still hold if τ = N/α and τ ′ = N/β , this proves
statement (c). The continuous dependence relation (3.3) is deduced by considering FΦ(U1) = U1 and FΨ (U2) = U2 in the
inequality (3.28).
We now prove the W 1,∞(RN )×W 1,∞(RN ) estimates which are based on an iterative argument as in [23]. Let us denote
the real numbers r, r˜, s and s˜ respectively by τ0, τ˜0, σ0 and σ˜0. Let us choose real numbers τ1, τ˜1, σ1 and σ˜1 such that
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α˜ + 1τ1, σ1 =
α + 1
β + 1 τ1, σ˜1 =
α + 1
β˜ + 1 τ1 (3.35)
and
α + 2
α + 1 < τ0 < τ1 ∞, N
(
α + 2
(α + 1)τ0 −
1
τ1
)
< 1, (3.36)
β + 2
α + 1 < τ0 < τ1 ∞, N
β + 1
α + 1
(
β + 2
(β + 1)τ0 −
1
τ1
)
< 1. (3.37)
Note that such a choice is possible owing to the conditions in Lemma 2.3. We now write the equation satisﬁed by u as
follows
u(t) = e(t/2)u(t/2) + a
t∫
t/2
e(t−σ )
∣∣∇v(σ )∣∣p dσ .
Therefore, by using the smoothing effect of the heat semigroup (2.2), the expression of the interpolating number s1 and the
estimate (3.2), we obtain
t
α
2 − N2τ1
∥∥u(t)∥∥
τ1
 CH sup
t>0
[
tα1
∥∥u(t)∥∥
τ0
]+ |a|Ht α2 − N2τ1
t∫
t/2
(t − σ)− N2 (
p
s1
− 1τ1 )
∥∥∇v(σ )∥∥ps1 dσ .
By the same manner as in the ﬁrst part of the proof of this theorem, we use the interpolation inequality (2.4) and by
Corollary 2.6, we have
t
α
2 − N2τ1
∥∥u(t)∥∥
τ1
 C sup
t>0
[
tα1
∥∥u(t)∥∥
τ0
]+ Ct α2 − N2τ1
t∫
t/2
(t − σ)− N2 (
p
s1
− 1τ1 )
∥∥∇v(σ )∥∥pϑ1
σ0
∥∥∇v(σ )∥∥p(1−ϑ1)
σ ′0
dσ
 CM + CMpt α2 − N2τ1
t∫
t/2
(t − σ)− N2 (
p
s1
− 1τ1 )σ−(β11+
1
2 )p dσ
 CM + CMp
1∫
1/2
(1− σ)− N2 (
p
s1
− 1τ1 )σ−(β11+
1
2 )p dσ .
This leads to
sup
t>0
[
t
α
2 − N2τ1
∥∥u(t)∥∥
τ1
]
 C(M) < ∞. (3.38)
Also, we write ∇u(t) = e(t/2)∇u(t/2) + a ∫ tt/2 ∇e(t−σ)|∇v(σ )|p dσ , so we ﬁnd that
t
α
2 − N2τ1 +
1
2
∥∥∇u(t)∥∥
τ1
 t
α
2 − N2τ1 +
1
2
∥∥e(t/2)∇u(t/2)∥∥
τ1
+ |a|t α2 − N2τ1 + 12
t∫
t/2
∥∥∇e(t−σ )(∣∣∇v(σ )∣∣p)∥∥
τ1
dσ
 CH sup
t>0
[
tα1+
1
2
∥∥∇u(t)∥∥
τ0
]+ |a|Ht α2 − N2τ1 + 12
t∫
t/2
(t − σ)− 12− N2 (
p
s1
− 1τ1 )
∥∥∇v(σ )∥∥ps1 dσ
 CM + CMpt α2 − n2τ1 + 12
t∫
t/2
(t − σ)− 12− N2 (
p
s1
− 1τ1 )σ−(β11+
1
2 )p dσ
 CM + CMp
1∫
1/2
(1− σ)− 12− N2 (
p
s1
− 1τ1 )σ−(β11+
1
2 )p dσ .
Then we have
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t>0
[
t
α
2 − N2τ1 +
1
2
∥∥∇u(t)∥∥
τ1
]
 C(M) < ∞. (3.39)
From (3.38) and (3.39), we have
sup
t>0
[
t
α
2 − N2τ1
∥∥u(t)∥∥
τ1
, t
α
2 − N2τ1 +
1
2
∥∥∇u(t)∥∥
τ1
]
 C(M) < ∞. (3.40)
Similarly, we have
sup
t>0
[
t
α˜
2 − N2τ˜1
∥∥u(t)∥∥
τ˜1
, t
α˜
2 − N2τ˜1 +
1
2
∥∥∇u(t)∥∥
τ˜1
]
 C(M) < ∞. (3.41)
Analogously, we ﬁnd the following estimates on the second component v:
sup
t>0
[
t
β
2 − N2σ1
∥∥v(t)∥∥
σ1
, t
β
2 − N2σ1 +
1
2
∥∥∇v(t)∥∥
σ1
]
 C(M) < ∞ (3.42)
and
sup
t>0
[
t
β˜
2 − N2σ˜1
∥∥v(t)∥∥
σ˜1
, t
β˜
2 − N2σ˜1 +
1
2
∥∥∇v(t)∥∥
σ˜1
]
 C(M) < ∞. (3.43)
We repeat the same procedure. For the next step, we take τ2, τ˜2, σ2 and σ˜2 such that
τ˜2 = α + 1
α˜ + 1τ2, σ2 =
α + 1
β + 1 τ2, σ˜2 =
α + 1
β˜ + 1 τ2
and
α + 2
α + 1 < τ1 < τ2 ∞, N
(
α + 2
(α + 1)τ1 −
1
τ2
)
< 1,
β + 2
α + 1 < τ1 < τ2 ∞, N
β + 1
α + 1
(
β + 2
(β + 1)τ1 −
1
τ2
)
< 1.
However, we use the following interpolating numbers
1
τ1,i
= θi
τ1
+ 1− θi
τ˜1
,
1
σ1,i
= ϑi
σ1
+ 1− ϑi
σ˜1
.
θi and ϑi are given by Lemma 2.5, for i = 1,2. Note that we set τ0,i = ri and σ0,i = si for the ﬁrst step. We obtain
sup
t>0
[
t
α
2 − N2τ2
∥∥u(t)∥∥
τ2
, t
α
2 − N2τ2 +
1
2
∥∥∇u(t)∥∥
τ2
, t
α˜
2 − N2τ˜2
∥∥u(t)∥∥
τ˜2
,
t
α˜
2 − N2τ˜2 +
1
2
∥∥∇u(t)∥∥
τ˜2
, t
β
2 − N2σ2
∥∥v(t)∥∥
σ2
, t
β
2 − N2σ2 +
1
2
∥∥∇v(t)∥∥
σ2
,
t
β˜
2 − N2σ˜2
∥∥v(t)∥∥
σ˜2
, t
β˜
2 − N2σ˜2 +
1
2
∥∥∇v(t)∥∥
σ˜2
]
 C(M) < ∞.
Therefore, by this iterative procedure, we deﬁne the following sequences (τk)k , (τ˜k)k , (σk)k and (σ˜k)k linked by the relations
τ˜k = α + 1
α˜ + 1τk, σk =
α + 1
β + 1 τk, σ˜k =
α + 1
β˜ + 1 τk
and satisfying the conditions
α + 2
α + 1 < τ0 < τ1 < · · · < τk < · · ·∞, N
(
α + 2
(α + 1)τk −
1
τk+1
)
< 1,
β + 2
α + 1 < τ0 < τ1 < · · · < τk < · · ·∞, N
β + 1
α + 1
(
β + 2
(β + 1)τk −
1
τk+1
)
< 1,
for all integers k  0. We can construct a suitable sequence (τk)k with τ0 = r (τ˜0 = r˜, σ0 = s, σ˜0 = s˜) and such that it can
reach ∞ for some ﬁnite k0. So, we have
sup
t>0
[
t
α
2
∥∥u(t)∥∥∞, t α+12 ∥∥∇u(t)∥∥∞, t α˜2 ∥∥u(t)∥∥∞, t α˜+12 ∥∥∇u(t)∥∥∞,
t
β
2
∥∥v(t)∥∥∞, t β+12 ∥∥∇v(t)∥∥∞, t β˜2 ∥∥v(t)∥∥∞, t β˜+12 ∥∥∇v(t)∥∥∞] C(M) < ∞. (3.44)
C(M) converges to zero as M converges to zero. This ends the proof of (3.4). Finally, the statements (i)–(iv) follow by the
Hölder inequality, (3.2) and (3.4). This ﬁnishes the proof of Theorem 3.1. 
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In this section, we study the global existence and the asymptotic behavior of mild solutions for the system (1.15)–(1.16)
with initial value (ϕ1,ϕ2). Here, we are mainly interested in the construction of self-similar solutions. For this construction
and homogeneities reasons we use only the ﬁrst part of the norm M, that is the norm N given by (1.11). The system (1.15)–
(1.16) has a self-similar structure with power (α,β). In fact, we can verify that if (w1,w2) is a solution of (1.15)–(1.16), then
(w1,λ,w2,λ), deﬁned by w1,λ(t, x) = λαw1(λ2t, λx), w2,λ(t, x) = λβw2(λ2t, λx), λ > 0, (t, x) ∈ (0,∞)×RN , is also a solution
of (1.15)–(1.16). A self-similar solution is a solution for which (w1,w2) = (w1,λ,w2,λ), ∀λ > 0, ∀(t, x) ∈ (0,∞) × RN . The
related integral system of (1.15)–(1.16) is given by
w1(t) = etϕ1 + aν
t∫
0
e(t−σ )
∣∣∇w2(σ )∣∣p dσ , (4.1)
w2(t) = etϕ2 + bμ
t∫
0
e(t−σ )
∣∣∇w1(σ )∣∣q dσ , (4.2)
where a, b, p and q are the same parameters appearing in system (1.1) and ν and μ are given by (1.17). We ﬁrst establish
the global existence only with the norm N . This is needed to prove the existence of self-similar solutions in Theorem 4.4.
Theorem 4.1. Let N be a positive integer, p and q be two real numbers such that 1< p  q < 2 and
N
pq − 1
2− q(p − 1) > 1.
Let Ω be the set deﬁned by (1.5). Let α and β be real numbers such that (α,β) ∈ Ω and suppose that
α,β < N.
Let r be a real number satisfying conditions in Lemma 2.3, and s be given by (2.5). Let α1 and β1 be given by (1.13) and (1.14)
respectively. Let Φ = (ϕ1,ϕ2) be an element of S ′(RN ) × S ′(RN ) such that
N (Φ) R, (4.3)
where N (Φ) is given by (1.11). If R > 0 is suﬃciently small, there exists a unique global solution W = (w1,w2) of the integral system
(4.1)–(4.2) such that
sup
t>0
[
tα1
∥∥w1(t)∥∥r, tα1+ 12 ∥∥∇w1(t)∥∥r, tβ1∥∥w2(t)∥∥s, tβ1+ 12 ∥∥∇w2(t)∥∥s]< ∞, (4.4)
and suﬃciently small. Furthermore, the statements (a)–(d) of Theorem 3.1 are also satisﬁed by (w1,w2) and
sup
t>0
[
t
α
2
∥∥w1(t)∥∥∞, t α+12 ∥∥∇w1(t)∥∥∞, t β2 ∥∥w2(t)∥∥∞, t β+12 ∥∥∇w2(t)∥∥∞]< ∞. (4.5)
In addition, if Φ = (ϕ1,ϕ2) and Ψ = (ψ1,ψ2) satisfy (4.3) and if W = (w1,w2) and W ′ = (w ′1,w ′2) respectively are solutions of
the system (4.1)–(4.2) with initial values Φ and Ψ , then
sup
t>0
[
tα1
∥∥w1(t) − w ′1(t)∥∥r, tα1+ 12 ∥∥∇w1(t) − ∇w ′1(t)∥∥r, tβ1∥∥w2(t) − w ′2(t)∥∥s, tβ1+ 12 ∥∥∇w2(t) − ∇w ′2(t)∥∥s]
 (1− C0)−1N (Φ − Ψ ). (4.6)
Moreover, if the initial values Φ and Ψ are such that
Nδ(Φ − Ψ ) := sup
t>0
[
tα1+δ
∥∥et(ϕ1 − ψ1)∥∥r, tα1+ 12+δ∥∥∇et(ϕ1 − ψ1)∥∥r,
tβ1+δ
∥∥et(ϕ2 − ψ2)∥∥s, tβ1+ 12+δ∥∥∇et(ϕ2 − ψ2)∥∥s]< ∞, (4.7)
for some 0< δ < δ0 , where
δ0 = min
(
1− (α1 + 1/2)q,1− (β1 + 1/2)p
)
, (4.8)
then we have
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t>0
[
tα1+δ
∥∥w1(t) − w ′1(t)∥∥r, tα1+ 12+δ∥∥∇w1(t) − ∇w ′1(t)∥∥r, tβ1+δ∥∥w2(t) − w ′2(t)∥∥s,
tβ1+
1
2+δ
∥∥∇w2(t) − ∇w ′2(t)∥∥s] (1− Cδ)−1Nδ(Φ − Ψ ), (4.9)
where Cδ is given by (4.14) below. The positive constant M is chosen small enough so that we have 0< Cδ < 1.
Proof. The proof follows the same steps as the one of Theorem 3.1. Let Y be the set of Bochner measurable functions:
W : (0,∞) → W 1,r(RN)× W 1,s(RN),
t → (w1(t),w2(t)),
such that
‖W ‖Y := sup
t>0
[
tα1
∥∥w1(t)∥∥r, tα1+ 12 ∥∥∇w1(t)∥∥r, tβ1∥∥w2(t)∥∥s, tβ1+ 12 ∥∥∇w2(t)∥∥s]< ∞, (4.10)
where r is a real number satisfying the conditions in Lemma 2.3, s is given by (2.5) and α1 and β1 are given by (1.13) and
(1.14) respectively. Let M > 0 be such that
C0 := C(M) < 1, (4.11)
where C0 is a positive constant given by (4.13) below. Choose R > 0 such that
R + MC0  M. (4.12)
Deﬁne YM = {W ∈ Y , ‖W ‖Y  M}. Let us consider the mapping FΦ deﬁned by FΦ(W ) = (FΦ(W ),GΦ(W )), where W =
(w1,w2) ∈ YM , Φ = (ϕ1,ϕ2) ∈ S ′(RN ) × S ′(RN ) and
FΦ(W )(t) = etϕ1 + aν
t∫
0
e(t−σ )
∣∣∇w2(σ )∣∣p dσ ,
GΦ(W )(t) = etϕ2 + bμ
t∫
0
e(t−σ )
∣∣∇w1(σ )∣∣q dσ .
Through calculations similar to the proof of Theorem 3.1, we have for W ,W ′ ∈ YM∥∥FΦ(W ) − FΨ (W ′)∥∥YM N (Φ − Ψ ) + C0∥∥W − W ′∥∥YM ,
where N is deﬁned by (1.11), C0 is a ﬁnite positive constant given by
C0 = max
1i4
(Ci), (4.13)
such that
C1 = C(M)ν
1∫
0
(1− σ)− N2 ( ps − 1r )σ−(β1+ 12 )p dσ ,
C2 = C(M)ν
1∫
0
(1− σ)− 12− N2 ( ps − 1r )σ−(β1+ 12 )p dσ ,
C3 = C(M)μ
1∫
0
(1− σ)− N2 ( qr − 1s )σ−(α1+ 12 )q dσ ,
C4 = C(M)μ
1∫
0
(1− σ)− 12− N2 ( qr − 1s )σ−(α1+ 12 )q dσ .
So the mapping FΦ has a unique ﬁxed point in YM . Note that in all these estimates, we do not need any interpolation
argument since we are interested only by the cases ν 
= 0 or μ 
= 0. Observe that if ν 
= 0 (that is ν = 1), then by Lemma 2.5
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= 0 (that is μ = 1), then by Lemma 2.5 r1 = r and α11 = α1. The proof of the estimates (4.5)
is similar to that of (i) and (iii) of Theorem 3.1, so we omit the details.
Now, let Φ , Ψ , W = (w1,w2) and W ′ = (w ′1,w ′2) be as in Theorem 4.1. We estimate the difference W − W ′ with the
norm
‖W ‖Y ,δ := sup
t>0
[
tα1+δ
∥∥w1(t)∥∥r, tα1+ 12+δ∥∥∇w1(t)∥∥r, tβ1+δ∥∥w2(t)∥∥s, tβ1+ 12+δ∥∥∇w2(t)∥∥s]< ∞,
to obtain
sup
t>0
[
tα1+δ
∥∥w1(t) − w ′1(t)∥∥r, tα1+ 12+δ∥∥∇w1(t) − ∇w ′1(t)∥∥r, tβ1+δ∥∥w2(t) − w ′2(t)∥∥s,
tβ1+
1
2+δ
∥∥∇w2(t) − ∇w ′2(t)∥∥s] (1− Cδ)−1Nδ(Φ − Ψ ),
with
Cδ = max
1i4
(Ci,δ),
C1,δ = C(M)ν
1∫
0
(1− σ)− N2 ( ps − 1r )σ−(β1+ 12 )p−δ dσ ,
C2,δ = C(M)ν
1∫
0
(1− σ)− 12− N2 ( ps − 1r )σ−(β1+ 12 )p−δ dσ ,
C3,δ = C(M)μ
1∫
0
(1− σ)− N2 ( qr − 1s )σ−(α1+ 12 )q−δ dσ ,
C4,δ = C(M)μ
1∫
0
(1− σ)− 12− N2 ( qr − 1s )σ−(α1+ 12 )q−δ dσ . (4.14)
Since 0 < δ < δ0, where δ0 is given by (4.8) we can see that (α1 + 1/2)q + δ < 1 and (β1 + 1/2)p + δ < 1. Hence, Cδ is a
ﬁnite positive constant. This ﬁnishes the proof of the theorem. 
We now give examples of homogeneous initial values with ﬁnite norm N deﬁned by (1.11). Also, we give examples of
initial values with ﬁnite norm M given by (1.10). These initial values are used in Theorems 4.4 and 5.2 below.
Proposition 4.2. Let N be a positive integer, p and q be two real numbers such that 1< p  q < 2 and
N
pq − 1
2− q(p − 1) > 1.
LetΩ and Ω˜ be the sets deﬁned by (1.5) and (1.6) respectively. Let α, β , α˜ and β˜ be real numbers such that (α,β) ∈ Ω and (α˜, β˜) ∈ Ω˜ .
Suppose that α,β < N and α,β < 2min(α˜, β˜). Let r be a real number satisfying the conditions in Lemma 2.3, and r˜, s and s˜ be given
by (2.5). Let α1 , α˜1 , β1 and β˜1 be given by (1.13)–(1.14). Let ϕ and ψ be two tempered distributions homogeneous of degree −α and
−β respectively. If
ϕ(x) = ω1(x)|x|−α and ψ(x) = ω2(x)|x|−β, (4.15)
where ω1 ∈ Lr˜(SN−1) and ω2 ∈ Ls˜(SN−1) are homogeneous of degree 0, then
N ((ϕ,ψ))< ∞, (4.16)
where N is given by (1.11). Also, for any cut-off function η satisfying η ≡ 1, near the origin and having a compact support, we have
the following
(i) supt>0[tα1+δ‖et(ηϕ)‖r, tα1+ 12+δ‖∇et(ηϕ)‖r] < ∞, for 0< δ < N2 − α2 ;
(ii) supt>0[tβ1+δ‖et(ηψ)‖s, tβ1+ 12+δ‖∇et(ηψ)‖s] < ∞, for 0< δ < N2 − β2 ;
(iii) supt>0[tα˜1‖et((1− η)ϕ)‖r˜, tα˜1+ 12 ‖∇et((1− η)ϕ)‖r˜] < ∞;
A. Al Elaiw, S. Tayachi / J. Math. Anal. Appl. 387 (2012) 970–992 985(iv) supt>0[tβ˜1‖et((1− η)ψ)‖s˜, tβ˜1+ 12 ‖∇et((1− η)ψ)‖s˜] < ∞;
(v) M((1− η)ϕ, (1− η)ψ) < ∞, where M is given by (1.10).
Proof. The proof of the proposition is similar to those in [7, Lemma 4.6], [22, Theorem 2.7], and [23, Proposition 4.2], so we
omit it. 
Remark 4.3. The condition α,β < 2min(α˜, β˜) is technical. Precisely, it follows from the fact that α˜1, β˜1 are positive. Clearly,
it is satisﬁed if (α,β) is in a neighborhood of (α0, β0). We do not know what happen when this condition is not satisﬁed.
But for the large time behavior, we notice that we obtain all the asymptotic systems. In fact, all the values of μ and ν are
obtained.
We now establish the existence of self-similar solutions for the system (4.1)–(4.2). We also establish the existence of
asymptotically self-similar global solutions for the same system. These results are needed in the study of the different
asymptotic behavior of global solutions for the system (1.1) in Theorem 5.2 below.
Theorem 4.4 (Self-similar and asymptotically self-similar solutions). Under the same hypotheses and notations of Theorem 4.1,
consider Φ = (ϕ,ψ) as in Proposition 4.2 (we multiply Φ by a small constant so that (4.3) is satisﬁed with both Φ and
(1 − η)Φ , η is a cut-off function satisfying: η ≡ 1, near the origin and having a compact support). Then the resulting solution
of (4.1)–(4.2) with initial data Φ given by Theorem 4.1 is a self-similar solution. Denote it by Ws(t, x) = (w1s(t, x),w2s(t, x)) =
(t− α2 w1s(1, x/
√
t), t−
β
2 w2s(1, x/
√
t)). Let W = (w1,w2) be the solution of (4.1)–(4.2) with initial data (1 − η)Φ constructed in
Theorem 4.1. Then for 0< δ < δ′0 := min(δ0, N2 − α2 , N2 − β2 ), where δ0 is given by (4.8), there exists a positive constant Cδ such that∥∥w1(t) − w1s(t)∥∥r  Cδt−α1−δ, ∀t > 0, (4.17)∥∥∇w1(t) − ∇w1s(t)∥∥r  Cδt−α1− 12−δ, ∀t > 0, (4.18)∥∥w2(t) − w2s(t)∥∥s  Cδt−β1−δ, ∀t > 0, (4.19)∥∥∇w2(t) − ∇w2s(t)∥∥s  Cδt−β1− 12−δ, ∀t > 0. (4.20)
Furthermore, we have the following estimates∥∥t α2 w1(t, .√t) − w1s(1, .)∥∥r  Cδt−δ, ∀t > 0, (4.21)∥∥t α+12 ∇w1(t, .√t) − ∇w1s(1, .)∥∥r  Cδt−δ, ∀t > 0, (4.22)∥∥t β2 w2(t, .√t) − w2s(1, .)∥∥s  Cδt−δ, ∀t > 0, (4.23)∥∥t β+12 ∇w2(t, .√t) − ∇w2s(1, .)∥∥s  Cδt−δ, ∀t > 0. (4.24)
Moreover,∥∥w1(t) − w1s(t)∥∥∞  Cδt− α2 −δ, ∀t > 0, (4.25)∥∥∇w1(t) − ∇w1s(t)∥∥∞  Cδt− α2 − 12−δ, ∀t > 0, (4.26)∥∥w2(t) − w2s(t)∥∥∞  Cδt− β2 −δ, ∀t > 0, (4.27)∥∥∇w2(t) − ∇w2s(t)∥∥∞  Cδt− β2 − 12−δ, ∀t > 0, (4.28)∥∥t α2 w1(t, .√t) − w1s(1, .)∥∥∞  Cδt−δ, ∀t > 0, (4.29)∥∥t α+12 ∇w1(t, .√t) − ∇w1s(1, .)∥∥∞  Cδt−δ, ∀t > 0, (4.30)∥∥t β2 w2(t, .√t) − w2s(1, .)∥∥∞  Cδt−δ, ∀t > 0, (4.31)∥∥t β+12 ∇w2(t, .√t) − ∇w2s(1, .)∥∥∞  Cδt−δ, ∀t > 0. (4.32)
Proof. We ﬁrst construct self-similar solutions of the integral system (4.1)–(4.2). Thus, let W be the solution of the integral
system (4.1)–(4.2) with initial data cΦ constructed by Theorem 4.1 where c is a constant such that N (cΦ) R , R satisﬁes
the condition (4.12) and N is given in (1.11). For λ > 0, let us deﬁne Wλ by Wλ(t, x) = (λαw1(λ2t, λx), λβw2(λ2t, λx)), t > 0,
x ∈RN . Since the system (4.1)–(4.2) is invariant under the transformation W → Wλ , then Wλ is also a solution of (4.1)–(4.2)
with the initial value cΦλ := c(λαϕ(λx), λβψ(λx)). Because ϕ and ψ are homogeneous of degree −α and −β respectively,
then Φλ = Φ . Hence W and Wλ have the same initial value. W belongs to YM . Since ‖Wλ‖YM = ‖W ‖YM , ∀λ > 0, then Wλ
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w1s(t)‖r, tα1+ 12+δ‖∇w1(t) − ∇w1s(t)‖r, tβ1+δ‖w2(t) − w2s(t)‖s, tβ1+ 12+δ‖∇w2(t) − ∇w2s(t)‖s] CNδ(ηΦ). So from (i) and
(ii) of Proposition 4.2, we have Nδ(ηΦ) < ∞ for 0 < δ < δ′0. Thus tα1+δ‖w1(t) − w1s(t)‖r  Cδ , ∀t > 0, tα1+
1
2+δ‖∇w1(t) −
∇w1s(t)‖r  Cδ , ∀t > 0, tβ1+δ‖w2(t) − w2s(t)‖s  Cδ , ∀t > 0 and tβ1+ 12+δ‖∇w2(t) − ∇w2s(t)‖s  Cδ , ∀t > 0. As a result
(4.17)–(4.20) follow. Inequalities (4.21)–(4.24) follow by a simple dilation argument.
We now proceed to the proof of the W 1,∞(RN ) × W 1,∞(RN ) asymptotic self-similar estimates. Here we write
w1(t) = e(t/2)w1(t/2) + aν
t∫
t/2
e(t−σ )
∣∣∇w2(σ )∣∣p dσ , (4.33)
w2(t) = e(t/2)w2(t/2) + bμ
t∫
t/2
e(t−σ )
∣∣∇w1(σ )∣∣q dσ . (4.34)
Thus by the smoothing properties of the heat semigroup (2.2), we obtain
t
α
2 +δ
∥∥w1(t) − w1s(t)∥∥∞
 t α2 +δ
∥∥e(t/2)(w1(t/2) − w1s(t/2))∥∥∞ + |a|νt α2 +δ
t∫
t/2
∥∥e(t−σ )[∣∣∇w2(σ )∣∣p − ∣∣∇w2s(σ )∣∣p]∥∥∞ dσ
 C sup
t>0
[
tα1+δ
∥∥w1(t) − w1s(t)∥∥r]+ Cνt α2 +δ
t∫
t/2
[∥∥∇w2(σ )∥∥p−1∞ + ∥∥∇w2s(σ )∥∥p−1∞ ]∥∥∇w2(σ ) − ∇w2s(σ )∥∥∞ dσ .
For arbitrary T > 0 and 0< t  T , by (4.17) and (4.5), we compute that
t
α
2 +δ
∥∥w1(t) − w1s(t)∥∥∞
 Cδ + C(M)νt α2 +δ
( t∫
t/2
σ−
β+1
2 p−δ dσ
)
sup
(0,T ]
[
t
β+1
2 +δ
∥∥∇w2(t) − ∇w2s(t)∥∥∞]
 Cδ + C(M)νt α2 − β+12 p+1
( 1∫
1/2
σ−
β+1
2 p−δ dσ
)
sup
(0,T ]
[
t
β+1
2 +δ
∥∥∇w2(t) − ∇w2s(t)∥∥∞],
where M is as in Theorem 4.1. By (1.17) the last inequality becomes
t
α
2 +δ
∥∥w1(t) − w1s(t)∥∥∞  Cδ + C(M, δ)ν sup
(0,T ]
[
t
β+1
2 +δ
∥∥∇w2(t) − ∇w2s(t)∥∥∞].
Also, by the same way we can ﬁnd that
t
α+1
2 +δ
∥∥∇w1(t) − ∇w1s(t)∥∥∞
 Cδ + C(M)νt α2 − β+12 p+1
1∫
1/2
(1− σ)−1/2σ− β+12 p−δ dσ sup
(0,T ]
[
t
β+1
2 +δ
∥∥∇w2(t) − ∇w2s(t)∥∥∞],
thus
t
α
2 + 12+δ
∥∥∇w1(t) − ∇w1s(t)∥∥∞  Cδ + C(M, δ)ν sup
(0,T ]
[
t
β+1
2 +δ
∥∥∇w2(t) − ∇w2s(t)∥∥∞].
Similarly, by using (4.34), (4.5) and (1.17), we have the following inequalities
t
β
2 +δ
∥∥w2(t) − w2s(t)∥∥∞  Cδ + C(M, δ)μ sup
(0,T ]
[
t
α+1
2 +δ
∥∥∇w1(t) − ∇w1s(t)∥∥∞],
t
β+1
2 +δ
∥∥∇w2(t) − ∇w2s(t)∥∥∞  Cδ + C(M, δ)μ sup[t α+12 +δ∥∥∇w1(t) − ∇w1s(t)∥∥∞].
(0,T ]
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sup
(0,T ]
[
t
α
2 +δ
∥∥w1(t) − w1s(t)∥∥∞, t α+12 +δ∥∥∇w1(t) − ∇w1s(t)∥∥∞,
t
β
2 +δ
∥∥w2(t) − w2s(t)∥∥∞, t β+12 +δ∥∥∇w2(t) − ∇w2s(t)∥∥∞] Cδ.
Since the last constant Cδ does not depend on the arbitrary real number T > 0, the last estimates are valid for all t > 0.
This ends the proof of the theorem. 
5. Asymptotic behavior
In this section, we establish the asymptotic behavior results for some of the global mild solutions for the system (1.1).
We ﬁrst establish the following lemma which will be needed in the proof of Theorem 5.2 below.
Lemma 5.1. Let N be a positive integer, p and q be two real numbers such that 1 < p  q < 2 and N pq−12−q(p−1) > 1. Let Ω and Ω˜ be
the sets deﬁned by (1.5) and (1.6) respectively. Let α, β , α˜ and β˜ be real numbers such that (α,β) ∈ Ω and (α˜, β˜) ∈ Ω˜ . Suppose that
α,β < N and α,β < 2min(α˜, β˜). Let r be a real number satisfying conditions in Lemma 2.3, and r˜, s and s˜ be given by (2.5). Let α1 ,
α˜1 , β1 and β˜1 be given by (1.13)–(1.14). Let ri , α1i , si and β1i , for i = 1,2, be as in Lemma 2.5. Let ν , μ be given by (1.17). Let δ > 0
and deﬁne the numbers r′1 , α′11 , s′1 and β ′11 by
1
r′1
= 1
r1
[
1+ 2
β + 2 (1− μ)δ
]
,
1
s′1
= 1
s1
[
1+ 2
α + 2 (1− ν)δ
]
,
α′11 +
1
2
=
(
α11 + 1
2
)[
1+ 2
β + 2 (1− μ)δ
]
, β ′11 +
1
2
=
(
β11 + 1
2
)[
1+ 2
α + 2 (1− ν)δ
]
.
Then there exists a real number δ1 > 0, such that for all 0< δ < δ1 we have the following:
(i) There exist real numbers 0 θ ′1, ϑ ′1  1, such that
1
r′1
= θ
′
1
r
+ 1− θ
′
1
r˜
, α′11 = θ ′1α1 +
(
1− θ ′1
)
α˜1,
1
s′1
= ϑ
′
1
s
+ 1− ϑ
′
1
s˜
, β ′11 = ϑ ′1β1 +
(
1− ϑ ′1
)
β˜1;
(ii) 1<
r′1
q < s, 1<
s′1
p < r;
(iii) N( p
s′1
− 1r ) < 1, N( qr′1 −
1
s ) < 1;
(iv) (α′11 + 12 )q + μδ < 1, (β ′11 + 12 )p + νδ < 1;
(v) α1 − N2 ( ps′1 −
1
r ) − (β ′11 + 12 )p + (1− ν)δ + 1= 0,
β1 − N2 ( qr′1 −
1
s ) − (α′11 + 12 )q + (1− μ)δ + 1 = 0.
Proof. For any δ > 0, (v) follows by simple calculation. Conditions (i)–(iv) are satisﬁed for δ = 0 by Corollary 2.6, so they are
still satisﬁed for δ > 0 and small. Let δ1 be the largest value of δ such that conditions (i)–(iv) are satisﬁed for 0< δ < δ1. 
We now state the following asymptotic behavior results for some of the global solutions of the system (1.8)–(1.9). We
consider small initial values with respect to the norm M deﬁned by (1.10). These allowed initial values (ϕ1,ϕ2) decrease
in space, near inﬁnity, like (|x|−α, |x|−β).
Theorem 5.2 (Different asymptotic behavior). Let N be a positive integer, p and q be two real numbers such that 1< p  q < 2 and
N
pq − 1
2− q(p − 1) > 1.
LetΩ and Ω˜ be the sets deﬁned by (1.5) and (1.6) respectively. Let α, β , α˜ and β˜ be real numbers such that (α,β) ∈ Ω and (α˜, β˜) ∈ Ω˜ .
Suppose that
α,β < N and α,β < 2min(α˜, β˜).
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(1.13)–(1.14). Let Φ and η be as in Proposition 4.2. Also, let Ψ = (1− η)Φ + Ψ0 and Ψ0 = (ψ0,1,ψ0,2) be such that M(Ψ0) is small
and Nδ(Ψ0) < ∞ for some 0< δ < δ′0 , where δ′0 is as in Theorem 4.4. Assume that (3.6)–(3.7) and (4.12) are satisﬁed.
Let Ws(t, x) = (w1s(t, x),w2s(t, x)) = (t− α2 w1s(1, x/
√
t), t−
β
2 w2s(1, x/
√
t)) be the self-similar solution of (1.15)–(1.16) with
initial value Φ given by Theorem 4.4 and let U = (u, v) be the global solution of (1.8)–(1.9) with initial value Ψ constructed by
Theorem 3.1 (we multiply Φ by a small constant so that (3.1) and then (4.3) are satisﬁed with both Φ and Ψ ). Thus there exists a real
number δ′1 > 0 such that for all δ satisfying 0< δ < δ′1 , there exists a positive constant Cδ such that∥∥u(t) − w1s(t)∥∥r  Cδt−α1−δ, ∀t > 0, (5.1)∥∥∇u(t) − ∇w1s(t)∥∥r  Cδt−α1− 12−δ, ∀t > 0, (5.2)∥∥v(t) − w2s(t)∥∥s  Cδt−β1−δ, ∀t > 0, (5.3)∥∥∇v(t) − ∇w2s(t)∥∥s  Cδt−β1− 12−δ, ∀t > 0. (5.4)
Furthermore, we have the following estimates∥∥t α2 u(t, .√t) − w1s(1, .)∥∥r  Cδt−δ, ∀t > 0, (5.5)∥∥t α+12 ∇u(t, .√t) − ∇w1s(1, .)∥∥r  Cδt−δ, ∀t > 0, (5.6)∥∥t β2 v(t, .√t) − w2s(1, .)∥∥s  Cδt−δ, ∀t > 0, (5.7)∥∥t β+12 ∇v(t, .√t) − ∇w2s(1, .)∥∥s  Cδt−δ, ∀t > 0. (5.8)
Moreover,∥∥u(t) − w1s(t)∥∥∞  Cδt− α2 −δ, ∀t > 0, (5.9)∥∥∇u(t) − ∇w1s(t)∥∥∞  Cδt− α+12 −δ, ∀t > 0, (5.10)∥∥v(t) − w2s(t)∥∥∞  Cδt− β2 −δ, ∀t > 0, (5.11)∥∥∇v(t) − ∇w2s(t)∥∥∞  Cδt− β+12 −δ, ∀t > 0, (5.12)∥∥t α2 u(t, .√t) − w1s(1, .)∥∥∞  Cδt−δ, ∀t > 0, (5.13)∥∥t α+12 ∇u(t, .√t) − ∇w1s(1, .)∥∥∞  Cδt−δ, ∀t > 0, (5.14)∥∥t β2 v(t, .√t) − w2s(1, .)∥∥∞  Cδt−δ, ∀t > 0 (5.15)
and ∥∥t β+12 ∇v(t, .√t) − ∇w2s(1, .)∥∥∞  Cδt−δ, ∀t > 0. (5.16)
Hence, U is asymptotically self-similar in the W 1,∞(RN ) × W 1,∞(RN )-norm. Furthermore, there exist positive constants d1 , d2 , d′1
and d′2 such that, for large time, we have
d1t
− α2 
∥∥u(t)∥∥∞  d2t− α2 , d1t− α+12  ∥∥∇u(t)∥∥∞  d2t− α+12 , (5.17)
d′1t−
β
2 
∥∥v(t)∥∥∞  d′2t− β2 , d′1t− β+12  ∥∥∇v(t)∥∥∞  d′2t− β+12 . (5.18)
The real number M appearing in Theorem 4.1must be smaller so that Cδ < 1, where Cδ is given by (4.14).
Remark 5.3. For the particular case ν = μ = 1 in (1.15)–(1.16), that is α = α0 and β = β0, the previous result is established in
[1, Theorem 4.2]. Note that the real numbers δ > 0 in [1, Theorem 4.1(b)] and [1, Theorem 4.2] satisfy also 0< δ < min( N2 −
α0
2 ,
N
2 − β02 ). If ν = μ = 0, then (1.15)–(1.16) is the linear heat system. In this case, the self-similar solution (w1s(t),w2s(t))
is given by w1s(t) = et(ω1(x)|x|−α),w2s(t) = et(ω2(x)|x|−β).
Remark 5.4. Let r and s be two real numbers which are given by Lemma 2.4. Using interpolation argument, (5.1)–(5.2)
and (5.9)–(5.10), we have supt>0[tα1(r′)+δ‖u(t) − w1s(t)‖r′ , tα1(r′)+ 12+δ‖∇u(t) − ∇w1s(t)‖r′ ] Cδ , for any r′ ∈ [r,∞], where
α1(r′) = α2 − N2r′ . Also, there exist positive constants k1 and k2 such that, for large time, we have k1t−α(r
′)  ‖u(t)‖r′ 
k2t−α(r
′) , k1t−α(r
′)− 12  ‖∇u(t)‖r′  k2t−α(r′)− 12 . Using (5.3)–(5.4) and (5.11)–(5.12), we have supt>0[tβ1(s′)+δ‖v(t)−w2s(t)‖s′ ,
tβ1(s
′)+ 12+δ‖∇v(t) − ∇w2s(t)‖s′ ] Cδ , for any s′ ∈ [s,∞] where β1(s′) = β2 − N2s′ . Also, there exist positive constants k′1 and
k′ such that, for large time, we have k′ t−β(s′)  ‖v(t)‖s′  k′ t−β(s′) and k′ t−β(s′)− 12  ‖∇v(t)‖s′  k′ t−β(s′)− 12 .2 1 2 1 2
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may take Ψ0,1 and Ψ0,2 as Gaussian functions.
Proof of Theorem 5.2. The proof is stated in two steps.
Step 1. Let Ψ = (ψ1,ψ2) ∈ S ′(RN )× S ′(RN ) be satisfying the conditions (3.1) and (4.3). Assume also that (3.7) and (4.12)
are satisﬁed. Let U = (u, v) be the solution of (1.8)–(1.9) with initial data Ψ constructed by Theorem 3.1. Let W = (w1,w2)
be the solution of (4.1)–(4.2) with the same initial data Ψ given by Theorem 3.1. We have
∥∥u(t) − w1(t)∥∥r  |a|
t∫
0
∥∥e(t−σ )(∣∣∇v(σ )∣∣p − ν∣∣∇w2(σ )∣∣p)∥∥r dσ , (5.19)
∥∥v(t) − w2(t)∥∥s  |b|
t∫
0
∥∥e(t−σ )(∣∣∇u(σ )∣∣q − μ∣∣∇w1(σ )∣∣q)∥∥s dσ . (5.20)
Let δ be such that 0< δ < δ1, where δ1 is a small positive real number given in Lemma 5.1. We ﬁrst deal with the inequality
(5.19). By Lemma 5.1 and the smoothing properties of the heat semigroup (2.2), we have
∥∥u(t) − w1(t)∥∥r  |a|H
t∫
0
(t − σ)−
N
2 (
p
s′1
− 1r )∥∥∣∣∇v(σ )∣∣p − ν∣∣∇w2(σ )∣∣p∥∥s′1/p dσ .
Let T > 0 be an arbitrary real number. Using Lemma 5.1, (2.4) and the inequality∥∥| f |h − λ|g|h∥∥m/h  h(‖ f ‖h−1m + λ‖g‖h−1m )‖ f − λg‖m, λ = 1 or λ = 0, (5.21)
we get, for 0< t  T ,
tα1+δ
∥∥u(t) − w1(t)∥∥r  C1,δ sup
t∈(0,T ]
[
tβ
′
11+ 12+νδ
∥∥∇v(t) − ν∇w2(t)∥∥s′1], (5.22)
where C1,δ = CMp−1(1 + ν)
∫ 1
0 (1 − σ)
− N2 ( ps′1 −
1
r )
σ−(β ′11+ 12 )p−νδ dσ . By parts (iii)–(iv) of Lemma 5.1 and by the fact that
0< δ < δ1, the positive constant C1,δ is ﬁnite. Also, we ﬁnd that
tα1+
1
2+δ
∥∥∇u(t) − ∇w1(t)∥∥r  C2,δ sup
t∈(0,T ]
[
tβ
′
11+ 12+νδ‖∇v − ν∇w2‖s′1
]
, (5.23)
where C2,δ = CMp−1(1 + ν)
∫ 1
0 (1 − σ)
− 12− N2 ( ps′1 −
1
r )
σ−(β ′11+ 12 )p−νδ dσ . By parts (iii)–(iv) of Lemma 5.1 and by the fact that
0< δ < δ1, C2,δ is a ﬁnite positive constant.
Similarly, we obtain analogous estimates of tβ1+δ‖v(t) − w2(t)‖s and tβ1+δ+ 12 ‖∇v(t) − ∇w2(t)‖s . In fact, (5.20) can be
regarded as (5.19) with u, w1, a, ν and p respectively replaced by v , w2, b, μ and q. Thus we have
tβ1+δ
∥∥v(t) − w2(t)∥∥s  C3,δ sup
t∈(0,T ]
[
tα
′
11+ 12+μδ
∥∥∇u(t) − μ∇w1(t)∥∥r′1], (5.24)
tβ1+δ+
1
2
∥∥∇v(t) − ∇w2(t)∥∥s  C4,δ sup
t∈(0,T ]
[
tα
′
11+ 12+μδ
∥∥∇u(t) − μ∇w1(t)∥∥r′1], (5.25)
where
C3,δ = CMq−1(1+ μ)
1∫
0
(1− σ)−
N
2 (
q
r′1
− 1s )
σ−(α′11+
1
2 )q−μδ dσ ,
C4,δ = CMq−1(1+ μ)
1∫
0
(1− σ)−
1
2− N2 ( qr′1 −
1
s )
σ−(α′11+
1
2 )q−μδ dσ .
By Lemma 5.1 we ﬁnd that the positive constants C3,δ and C4,δ are ﬁnite.
We have to distinguish the cases ν or μ = 0 or 1. As we can observe if ν or μ = 0, the corresponding term in the right-
hand sides of inequalities (5.22)–(5.25) is bounded by M > 0. Otherwise, if ν or μ = 1, then the corresponding term in the
right-hand sides of inequalities (5.22)–(5.25) coincides with one term of the left-hand sides of (5.22)–(5.25). See Lemma 5.1.
Therefore, we get
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[
sup
(0,T ]
tα1+δ
∥∥u(t) − w1(t)∥∥r, sup
(0,T ]
tα1+
1
2+δ
∥∥∇u(t) − ∇w1(t)∥∥r,
sup
(0,T ]
tβ1+δ
∥∥v(t) − w2(t)∥∥s, sup
(0,T ]
tβ1+
1
2+δ
∥∥∇v(t) − ∇w2(t)∥∥s]
 C ′ + C(δ)max
[
sup
(0,T ]
tα1+
1
2
∥∥∇u(t) − ∇w1(t)∥∥r, sup
(0,T ]
tβ1+
1
2
∥∥∇v(t) − ∇w2(t)∥∥s],
where C ′ is a positive constant and C(δ) Cδ , with Cδ given by (4.14). Since Cδ < 1, with M perhaps smaller, we obtain
sup
(0,T ]
(
tα1+δ
∥∥u(t) − w1(t)∥∥r) Cδ, sup
(0,T ]
(
tα1+
1
2+δ
∥∥∇u(t) − ∇w1(t)∥∥r) Cδ,
sup
(0,T ]
(
tβ1+δ
∥∥v(t) − w2(t)∥∥s) Cδ and sup
(0,T ]
(
tβ1+
1
2+δ
∥∥∇v(t) − ∇w2(t)∥∥s) Cδ,
for a given constant Cδ . Since Cδ does not depend on T , the previous inequalities hold on the whole interval (0,∞). It
follows that, for all δ satisfying 0< δ < δ1, there exists a positive constant Cδ such that∥∥u(t) − w1(t)∥∥r  Cδt−α1−δ, ∀t > 0, (5.26)∥∥∇u(t) − ∇w1(t)∥∥r  Cδt−α1− 12−δ, ∀t > 0, (5.27)∥∥v(t) − w2(t)∥∥s  Cδt−β1−δ, ∀t > 0, (5.28)∥∥∇v(t) − ∇w2(t)∥∥s  Cδt−β1− 12−δ, ∀t > 0. (5.29)
Step 2. Let Φ = (ϕ,ψ) be as in Proposition 4.2. Using the results of Theorem 4.4, for all 0 < δ < δ′0, there exists a positive
constant Cδ > 0 such that∥∥w1(t) − w1s(t)∥∥r  Cδt−α1−δ, ∀t > 0, (5.30)∥∥∇w1(t) − ∇w1s(t)∥∥r  Cδt−α1− 12−δ, ∀t > 0, (5.31)∥∥w2(t) − w2s(t)∥∥s  Cδt−β1−δ, ∀t > 0, (5.32)∥∥∇w2(t) − ∇w2s(t)∥∥s  Cδt−β1− 12−δ, ∀t > 0, (5.33)
where δ′0 is as in Theorem 4.4. Here, W = (w1,w2) is the solution of (1.15)–(1.17) with initial data Ψ . Note that M(Ψ ) andNδ(Ψ0) are ﬁnite. Thus, the inequalities (5.1)–(5.4) follow by writing U − Ws = U − W + W − Ws and using (5.26)–(5.33).
The inequalities (5.5)–(5.8) follow by a simple dilation argument.
We now prove the W 1,∞(RN ) × W 1,∞(RN ) asymptotic result. Let δ > 0 be suﬃciently small and recall the following
numbers given in (i) of Lemma 5.1,
θ ′1 = θ1 + 2(1− μ)δ
[
q(α − α˜)]−1, (5.34)
ϑ ′1 = ϑ1 + 2(1− ν)δ
[
p(β − β˜)]−1. (5.35)
In particular, δ is chosen small enough so that θ ′1 and ϑ ′1 belong to [0,1] and 0< δ < δ1. Let us write
u(t) − w1(t) = e(t/2)
(
u(t/2) − w1(t/2)
)+ a
t∫
t/2
e(t−σ )
(∣∣∇v(σ )∣∣p − ν∣∣∇w2(σ )∣∣p)dσ .
Then by (2.2), (5.26) and (5.21) we have
t
α
2 +δ
∥∥u(t) − w1(t)∥∥∞
 t α2 +δ
∥∥e(t/2)(u(t/2) − w1(t/2))∥∥∞ + |a|t α2 +δ
t∫
t/2
∥∥e(t−σ )(∣∣∇v(σ )∣∣p − ν∣∣∇w2(σ )∣∣p)∥∥∞ dσ .
That is
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α
2 +δ
∥∥u(t) − w1(t)∥∥∞
 C sup
t>0
[
tα1+δ
∥∥u(t) − w1(t)∥∥r]+ Ct α2 +δ
t∫
t/2
∥∥∣∣∇v(σ )∣∣p − ν∣∣∇w2(σ )∣∣p∥∥∞ dσ
 Cδ + Ct α2 +δ
t∫
t/2
[∥∥∇v(σ )∥∥p−1∞ + ν∥∥∇w2(σ )∥∥p−1∞ ]∥∥∇v(σ ) − ν∇w2(σ )∥∥∞ dσ .
Using (3.4), (4.5) and interpolation argument, for arbitrary T > 0, we obtain
t
α
2 +δ
∥∥u(t) − w1(t)∥∥∞
 Cδ + C(M)(1+ ν)t α2 +δ
( t∫
t/2
σ−(ϑ ′1
β
2 +(1−ϑ ′1) β˜2 + 12 )p−νδ dσ
)
sup
t∈(0,T ]
[
tϑ
′
1
β
2 +(1−ϑ ′1) β˜2 + 12+νδ
∥∥∇v(t) − ν∇w2(t)∥∥∞]
 Cδ + C(M)(1+ ν)t α2 −(ϑ ′1 β2 +(1−ϑ ′1) β˜2 + 12 )p+(1−ν)δ+1
( 1∫
1/2
σ−(ϑ ′1
β
2 +(1−ϑ ′1) β˜2 + 12 )p−νδ dσ
)
× sup
t∈(0,T ]
[
tϑ
′
1
β
2 +(1−ϑ ′1) β˜2 + 12+νδ
∥∥∇v(t) − ν∇w2(t)∥∥∞].
From the expression of ϑ ′1 given by (5.35), we obtain
t
α
2 +δ
∥∥u(t) − w1(t)∥∥∞  Cδ + C(M, ν, δ) sup
t∈(0,T ]
[
tϑ
′
1
β
2 +(1−ϑ ′1) β˜2 + 12+νδ
∥∥∇v(t) − ν∇w2(t)∥∥∞].
Let us write
∇u(t) − ∇w1(t) = e(t/2)
(∇u(t/2) − ∇w1(t/2))+ a
t∫
t/2
∇e(t−σ )(∣∣∇v(σ )∣∣p − ν∣∣∇w2(σ )∣∣p)dσ .
By the same way we ﬁnd that
t
α+1
2 +δ
∥∥∇u(t) − ∇w1(t)∥∥∞  Cδ + C(M, ν, δ) sup
t∈(0,T ]
[
tϑ
′
1
β
2 +(1−ϑ ′1) β˜2 + 12+νδ
∥∥∇v(t) − ν∇w2(t)∥∥∞].
Similarly, we have
t
β
2 +δ
∥∥v(t) − w2(t)∥∥∞  Cδ + C(M,μ, δ) sup
t∈(0,T ]
[
tθ
′
1
α
2 +(1−θ ′1) α˜2 + 12+μδ
∥∥∇u(t) − μ∇w1(t)∥∥∞],
t
β+1
2 +δ
∥∥∇v(t) − ∇w2(t)∥∥∞  Cδ + C(M,μ, δ) sup
t∈(0,T ]
[
tθ
′
1
α
2 +(1−θ ′1) α˜2 + 12+μδ
∥∥∇u(t) − μ∇w1(t)∥∥∞].
We now proceed as in the proof of the ﬁrst step. If ν = 1 or μ = 1, then θ ′1 = θ1 = 1 or ϑ ′1 = ϑ1 = 1 and we obtain
sup
t∈(0,T ]
[
tθ
′
1
α
2 +(1−θ ′) α˜2 + 12+μδ
∥∥∇u(t) − μ∇w1(t)∥∥∞]= sup
t∈(0,T ]
[
t
α+1
2 +δ
∥∥∇u(t) − ∇w1(t)∥∥∞], (5.36)
sup
t∈(0,T ]
[
tϑ
′
1
β
2 +(1−ϑ ′) β˜2 + 12+νδ
∥∥∇v(t) − ν∇w2(t)∥∥∞]= sup
t∈(0,T ]
[
t
β+1
2 +δ
∥∥∇v(t) − ∇w2(t)∥∥∞]. (5.37)
On the other hand, if ν = 0 or μ = 0, then by (3.4) and interpolation argument we get
sup
t∈(0,T ]
[
tθ
′
1
α
2 +(1−θ ′1) α˜2 + 12+μδ
∥∥∇u(t) − μ∇w1(t)∥∥∞]= sup
t∈(0,T ]
[
tθ
′
1
α
2 +(1−θ ′1) α˜2 + 12
∥∥∇u(t)∥∥∞]< C(M), (5.38)
sup
t∈(0,T ]
[
tϑ
′
1
β
2 +(1−ϑ ′1) β˜2 + 12+νδ
∥∥∇v(t) − ν∇w2(t)∥∥∞]= sup
t∈(0,T ]
[
tϑ
′
1
β
2 +(1−ϑ ′1) β˜2 + 12
∥∥∇v(t)∥∥∞]< C(M). (5.39)
By combining (5.36)–(5.39), we arrive to
992 A. Al Elaiw, S. Tayachi / J. Math. Anal. Appl. 387 (2012) 970–992t
α
2 +δ
∥∥u(t) − w1(t)∥∥∞  Cδ + C(M, ν, δ) sup
t∈(0,T ]
[
t
β+1
2 +δ
∥∥∇v(t) − ∇w2(t)∥∥∞], (5.40)
t
α+1
2 +δ
∥∥∇u(t) − ∇w1(t)∥∥∞  Cδ + C(M, ν, δ) sup
t∈(0,T ]
[
t
β+1
2 +δ
∥∥∇v(t) − ∇w2(t)∥∥∞], (5.41)
as well as,
t
β
2 +δ
∥∥v(t) − w2(t)∥∥∞  Cδ + C(M,μ, δ) sup
t∈(0,T ]
[
t
α+1
2 +δ
∥∥∇u(t) − ∇w1(t)∥∥∞], (5.42)
t
β+1
2 +δ
∥∥∇v(t) − ∇w2(t)∥∥∞  Cδ + C(M,μ, δ) sup
t∈(0,T ]
[
t
α+1
2 +δ
∥∥∇u(t) − ∇w1(t)∥∥∞]. (5.43)
For M suﬃciently small and by the fact that the constants appearing in (5.40)–(5.43) do not depend on T , it follows that
sup
t∈(0,∞)
[
t
α
2 +δ
∥∥u(t) − w1(t)∥∥∞, t α+12 +δ∥∥∇u(t) − ∇w1(t)∥∥∞,
t
β
2 +δ
∥∥v(t) − w2(t)∥∥∞, t β+12 +δ∥∥∇v(t) − ∇w2(t)∥∥∞] Cδ. (5.44)
The conclusion follows by writing ‖u(t)−w1s(t)‖∞  ‖u(t)−w1(t)‖∞ +‖w1(t)−w1s(t)‖∞ and ‖v(t)−w2s(t)‖∞  ‖v(t)−
w2(t)‖∞ + ‖w2(t) − w2s(t)‖∞ and by using (5.44), (4.25)–(4.28). Finally, the proof of (5.17)–(5.18) is similar to that of [1],
so we omit it. The proof of Theorem 5.2 is now complete. 
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