We study a family of McKean-Vlasov type ergodic optimal control problems with linear control, and quadratic dependence on control of the cost function. For this class of problems we establish existence and uniqueness of optimal control. We propose an N -particles Markovian optimal control problem approximating the McKean-Vlasov one and we prove the convergence in total variation of the law of the former to the law of the latter when N goes to infinity. Some McKean-Vlasov optimal control problems with singular cost function and the relation of these problems with the mathematical theory of Bose-Einstein condensation is also discussed.
Introduction
In this paper we want to study a family of mean-field ergodic stochastic optimal control problems, known as optimally controlled McKean-Vlasov dynamics. More precisely here we consider the controlled stochastic differential equation
where α is a smooth control function from R n to R n and W t , t ≥ 0, is an n dimensional standard Brownian motion, with the following cost functional
Here V : R n × P(R n ) → R (where P(R n ) is the space of probability measures on R n endowed with the metric given by the weak convergence) is a regular function satisfying some technical hypotheses (see Section 2 below) and E x0 is the expectation with respect to the solution X t to the SDE (1.1) such that X 0 = x 0 ∈ R n . We prove existence and uniqueness of the optimal control α for the problem given by (1.1) and (1.2) . Furthermore we propose an N -particle Markovian approximation of the previous problem providing a simple proof of the value function convergence which permits us to establish the convergence (on the path space) in total variation of the probability law of the N -particles approximation process to the one of the McKean-Vlasov dynamics (1.1).
The paper contains three main results. The first one is the proof of existence and uniqueness of the optimal control for the problem (1.1) with cost functional (1.2) under the technical Hypotheses V and a convexity request for the cost functional CV. In this case some results ( [12] ) guarantee that under appropriate conditions the control is the logarithmic derivative of the probability density of the process and so the cost functional can be expressed in terms of the process probability density. By exploiting calculus of variations we provide a necessary condition for the optimality of the process probability density (Theorem 14) . The second main result consist in the convergence of value function (or better the constant which gives the value of cost function evaluated at the optimal control) of the Markovian N -particle approximation to the one of the McKean-Vlasov optimal control problem when the number of particles N tends to +∞ (Theorem 20) . This result is achieved using in an essential way de Finetti theorem for exchangeable particles and some important properties of Fisher information. The third main results is the convergence in total variation of the law of the Nparticles approximation to the law the McKean-Vlasov system. In this way we establish (see Theorem 32) that the strong Kac's chaos holds for the probability law of the N -interacting controlled diffusions system in the limit of infinitely many particles (the first introduction of the concept of strong Kac's chaos, a stronger notion with respect to the usual Kac's chaos, was provided in [33] ). Our proof is mainly based on a relative entropy approach.
The plan of the paper is as follows. In Section 2 we define our class of ergodic McKean-Vlasov optimal stochastic control problems, making explicit all our hypotheses and providing a non trivial family of cost functions satisfying them. In Section 3 we prove existence and uniqueness of the optimal control for the previous problem. In Section 4 we introduce the Markovian N -particles controlled system used to approximate the McKean-Vlasov dynamics. In Section 5 we prove the convergence of the value function of the N -particles approximation to the one of the McKean-Vlasov problem. In Section 6 the process convergence result on the path space in the infinite particles limit is established. A comparison with the mathematical physics literature and a comment on the result for the case of singular potentials are performed in Section 7.
The setting and the hypotheses
We consider the following SDE
where X is a n dimensional process, W is an n dimensional Brownian motion and α(X t ) is the control process with α : R n → R n a C 1 function. We denote by L α = 1 2 ∆ + α · ∇ the generator associated with the equation (1.1) and by L * α the adjoint of L α with respect to the Lebesgue measure.
We consider a functional
where P(R n ) is the set of probability measures on R n . We also write for any µ ∈ P(R n )Ṽ (µ) := R n V(x, µ)µ(dx).
(2.1)
If K : P(R n ) → R is a function we say that K is Gâteaux derivable if for any µ, µ ′ ∈ P(R n ) there exists a bounded continuous function ∂ µ K(·, µ) :
Since the function (∂ µ K)(y, µ) is only uniquely determined up to a constant, we choose the normalization condition given by
If a functionK : R n × P(R n ) → R depends also on x ∈ R n we say thatK is Gâteaux differentiable ifK(x, ·) is Gâteuax differentiable for any x ∈ R n .
We formulate the following hypotheses on V:
• Hypotheses V:
i The map V is continuous from R n × P(R n ) to R (where P(R n ) is equipped with the weak topology of convergence of measures).
ii There is a positive function V such that
where α ∈ N n is a multiindex of length at most |α| ≤ 2, C α , C 1 and C 2 are positive constants, and growing to +∞ as |x| → +∞. Furthermore there are three positive constants c 1 , c 2 , c 3 , with c 2 > 0, such that for any µ ∈ P(R n ):
iii The map V is Gâteaux differentiable and ∂ µ V(x, y, µ) is uniformly bounded from below and we have
is a C n 2 + Hölder function. • Hypothesis CV: the functionalṼ is convex. Remark 1. The conditions (2.3) are some standard requests on the weight function V for having good properties in the Sobolev and Besov spaces on R n with weight V (see, i.e., [50; 51; 52] ). We use some of these properties in an essential way in Lemma 31 below.
Remark 2. An important consequence of Hypothesis Vi is that if µ n is a sequence in P(R n ) converging weakly to µ, for any compact set K ⊂ R n we have sup x∈K |V(x, µ) − V(x, µ n )| → 0. This fact is a consequence of the Prokhorov theorem (which says that P(R n ) is a complete metric space) and of the Heine-Cantor theorem (which says that a continuous function from a compact metric space to a metric space is uniformly continuous). Remark 3. Hypothesis CV is essentially used in two points of the present paper: in Theorem 11, where it is exploited for proving the uniqueness of the minimizer ρ 0 , and in Theorem 20, where the uniqueness proved in Theorem 11 is applied to prove that potentials of the form (2.8) (below) satisfy value functions convergence condition (5.1). In both cases Hypothesis CV guarantees uniqueness of the minimizer in the limit problem. If we do not assume Hypothesis CV we have to consider relaxed controls (see [6] for the Markovian ergodic case and [32] for controlled McKean-Vlasov dynamics). It is important also to note that Hypothesis CV plus a monotonicity condition is required in the mean-field games literature in order to have uniqueness of Nash equilibrium (see, e.g. [18; 14] ). More precisely ifṼ is convex then ∂ µṼ is monotone, i.e.
for any probability measures µ, µ ′ ∈ P(R n ).
We consider the following (averaged) ergodic control problem (1.2), i.e.
where X t is the solution to equation (1.1) starting at the point x 0 ∈ R n . In the following we omit the dependence of J from the starting point x 0 ∈ R. Since the cost functional (1.2) depends from the law of the controlled diffusion X t of the time averaged ergodic control problem, it is legitimate to look at it as a McKean-Vlasov control problem.
We define J := ess sup x0∈R n inf
where ess sup is the essential supremum over x 0 ∈ R n . In the ergodic case the value J is the equivalent of the value function of the finite time optimal control problem. With an abuse of name we call J the value function associated with the problem (1.1) and cost functional (1.2). Remark 4. There are two important observations to do about the initial conditions chosen in the definition of value function (2.7). The first one is that the function x 0 −→ inf α∈C 1 (R n ,R n ) J(α, x 0 ) is almost surely constant in x 0 with respect to the Lebesgue measure (see Theorem 14) . This means that the ess sup x0∈R n is used only to exclude a set of measure zero with respect to x 0 . The second observation is that, although in Section 3 we consider only deterministic initial conditions, it is possible to extend, in a straightforward way, our analysis by considerinḡ
where the process X t has an initial probability law which is absolutely continuous with respect to Lebesgue measure of the form p(x)dx and such that
for any p ∈ L 1 (R n ) where J is the same constant as in definition (2.7). We decide to treat in detail only the case of deterministic initial conditions in order to simplify the treatment of the general problem.
A family of potentials satisfying Hypotheses V and CV
In this section we discuss a class of functionals V satisfying Hypotheses V and CV. More precisely we consider the functionals V having the following form
is the space of finite measures on R n ) . Furthermore we require that V 0 grows to plus infinity as |x| → +∞ and that there is a function V , satisfying the relation (2.3), such that V 0 (x) ∼ V (x) as |x| → +∞ (where ∼ stands for V 0 (x) is bounded from above and below by positive constants times V (x) as |x| → +∞). We also assume that v 0 , v 1 are bounded, v 1 (x) = v 1 (−x) and that there exists a positive measure π on R n such that, for any x ∈ R n , v 1 (x) = R n e −ikx π(dk) (i.e. v 1 is the Fourier transform of a positive measure). Proof. Hypothesis Vi follows from the fact that V(x, ·) is a sum of affine bounded functionals on M(R n ). Since v 0 , v 1 are bounded and V 0 grows at +∞ when |x| → +∞, V satisfies Hypothesis Vii. By explicit computation we have
hence V satisfies Viii. Furthermore we get, by the definition (2.1) and the fact that the integral over
and so ∂ 2 µ (Ṽ)(x, y, µ) = 2v 1 (x − y) which is a positive definite operator if and only if v 1 is a positive definite function. By Bochner's theorem (see, e.g., [47, Theorem IX.9] , v 1 is a positive definite function if and only if it is the Fourier transform of a positive measure. This complete the proof of the theorem. Remark 6. Using Theorem 5 it is possible to build other functionals satisfying Hypotheses V and CV. Indeed we can, e.s., compose functionals of the form (2.8) with positive convex functions growing to +∞ for |x| → +∞ and having positive partial derivatives.
The McKean-Vlasov optimal control problem

The ergodic control problem
We are searching for the α ∈ C 1 which minimizes the functional (1.2). First of all we need some results and notations concerning equations of the form (1.1) when α ∈ C 1 is admitting an invariant measure. We denote by µ t,x0 the probability measure on R n giving the distribution of X t when X 0 = x 0 . We also writeμ t,x0 for the following time averaged measurẽ
We denote by T t , t ∈ R + , the (sub)Markovian semigroup associated with SDE
Theorem 7. Consider an SDE of the form (1.1) with α ∈ C 1 , suppose that it admits an invariant measure µ. Then the following assertions hold:
i T t is strong Feller, ii µ is the unique ergodic invariant measure of T t , iii µ is absolutely continuous with respect to the Lebesgue measure, iv for any x 0 ∈ R n ,μ t,x0 → µ weakly as t → +∞, v for any x 0 ∈ R n , µ t,x0 → µ weakly as t → +∞, vi if further |α| 2 ∈ L 1 (µ) then for any f ∈ L 1 (µ) we have lim t→+∞
Proof. By [41, Proposition 2.2.12] T t is irreducible and strong Feller. This implies that X t has an unique ergodic invariant measure, from Doob's Theorem in [22, Theorem 4.2.1] , which means that µ is the unique solution to the Fokker-Planck equation L * α (µ) = 0, where L α is the infinitesimal generator of T t and L * α its adjoint, (proving the point ii). Furthermore, since α is C 1 and L α is uniformly elliptic, by [12, Corollary 1.5.3], we have that µ is absolutely continuous with respect to Lebesgue measure. Points iv and v are consequences of [22, Theorem 4.2.1]. Furthermore, using the fact that |α| 2 ∈ L 1 (µ) and by Theorem 5.2.9 of [12] ,the semigroup T t is a strongly continuous semigroup on L 1 (µ). By Remark 1 in [55, Chapter XII Section 1], this implies point vi.
Remark 8. By a classical result a sufficient condition for the existence of an invariant measure is that α is of the form [41] , Chapter 8). In the next lemma we shall provide a sufficient condition for the existence of an invariant measure for the SDE (1.1) admitting a probability density. This allows to obtain a cost functional expressed in terms of a probability density notably simplifying our minimization problem. Lemma 9. Under hypotheses Vi and Vii, if J(α, x 0 ) as given by (2.6) is not equal to +∞, there exists an unique and ergodic invariant probability density measure ρ for the SDE (1.1) so that µ(dx) = ρ(x)dx, with µ the invariant ergodic probability measure for the SDE (1.1). Furthermore we havẽ
for almost all x 0 ∈ R n with respect to Lebesgue measure, wherẽ
Proof. Under hypothesis Vii when J(α, x 0 ) is finite, for any x 0 ∈ R n ,μ t,x0 , indexed by t ∈ R + , is a family of tight measures. Indeed we have that, for any t > 0:
Since V is a function growing to infinity as |x| → +∞, the family (μ t,x0 (dx), t > 0) is necessarily tight. Now let µ(dx) be any weak limit of a subsequence of µ t,x0 (dx), then µ(dx) is an invariant probability measure for equation (1.1) .
Indeed let f be a C ∞ function with compact support then, by Itô formula, for t > 0:
Since f has compact support we have that lim t→+∞
This means that L * α (µ) = 0 and thus µ is an invariant probability measure for equation (1.1). By Theorem 7 iii, there exists an
ρ(x)dx the stated inequality is proved. Now we want to prove that lim sup
almost surely with respect to x 0 ∈ R n . Let t m → +∞ be a sequence in R + which realizes the lim sup of the limit (3.1). By Theorem 7 vi and denoting by B K the ball of radius K ∈ N and center in 0 we have that
for almost all x 0 ∈ R n and for all K ∈ N. Since the positive measure V (x)ρ(x)dx is regular, it means that the sequence of positive measures V (x)μ tm,x0 (dx) is tight. By Hypothesis Vii, the tightness of V (x)μ tm,x0 (dx) implies the tightness of the sequence of signed measures (with total mass uniformly bounded)
On the other hand, by Remark 2 (in Section 2) and using the fact that, by Theorem 7 iv, µ t,x0 → µ weakly, as t → +∞, we have lim
for any compact set K ⊂ R n . Since 1 tm tm 0 V(x, µ s,x0 )µ s,x0 (dx)ds has uniformly bounded mass and is tight, relation (3.2) implies that 1
, weakly for (Lebesgue) almost all x 0 ∈ R n . This proves equality (3.1) and concludes the proof.
We introduce the following energy functional
where the two terms on the right hand side correspond to the kinetic E K (ρ) and potential E P (ρ) energies, respectively. The next lemma states an useful monotonicity property of the cost functional J.
Proof. By [12, Theorem 3.12] , if ρ is the density of the invariant measure of the SDE (1.1) we have that
with the equality holding if and only if α = ∇ρ ρ . Since R n V(x, µ)ρ(x)dx does not depend on α but only on the invariant measure ρ(x)dx, the theorem is proved.
Existence and uniqueness of the optimal control
We want to minimize the function E(ρ) under the condition R n ρ(x)dx = 1. It is useful to introduce the following variable φ = √ ρ. With this notation the energy functional (3.3) becomes
The following result states that the above energy functional admits a unique minimizer which is strictly positive.
Theorem 11. Under hypotheses V and CV the variational problem (3.3) admits a unique minimizer ρ 0 = φ 2 0 . Furthermore φ 0 is C 2+ǫ (R n ) for some ǫ > 0, it is strictly positive and satisfies (weakly) the equation
where the uniquely determined constant µ 0 given by
Proof. By Hypothesis CV the functional E P (ρ) is convex and by the property of Fisher information (see Theorem 26 below), E K (ρ) is convex and strictly convex when it is finite. Furthermore by Hypothesis Vii E is coercive in φ 0 (in the sense that E(φ 2 ) ≥ C||φ 2 || H 1 ). This implies that there exists a unique minimizer φ 0 = √ ρ 0 . On the other hand, making a variation of the form φ 0 +ǫδφ, where δφ is supposed to be a smooth compactly supported function, under the additional constraint given by the normalization condition for (φ 0 ) 2 , by the regularity property given by Hypothesis Viii, the minimizer φ 0 must satisfy (in a weak sense) equation (3.5) . For determining the Lagrange multiplier µ 0 it is sufficient to multiply both sides of equation (3.5) by φ 0 and then integrate by parts. Using a bootstrap argument, beginning by (∂ µṼ )(·, φ 2 0 ) ∈ C n 2 +ǫ ′ by Hypothesis Viii and by elliptic regularization property of the Laplacian (see Theorem 8.10 in [26] ), we obtain that φ 0 ∈ H n 2 +ǫ loc (R 2 ) and thus φ 0 ∈ C ǫ (R n ). Exploiting the regularity results for the Poisson equation (see Theorem 4.3 in [26] ), we have that φ 0 ∈ C 2+ǫ (R n ). Finally, equation (3.5) implies that φ 0 is the ground state of a quantum mechanical system on R n with potential 2∂ µṼ (x, φ 2 0 ) (whereṼ is defined in (2.1)). Since, by Hypotheses Vii and Vii, 2∂ µṼ (x, φ 2 0 ) is bounded from below and diverges to infinity as |x| → +∞, by [48, Theorem XIII.47] we have that φ 0 is strictly positive.
Remark 12. In Theorem 11 Hypothesis CV is only used to prove the uniqueness of the minimizer ρ 0 . Indeed in order to prove existence and positivity of φ 0 we need only Hypotheses V. Remark 13. The minimizer ρ 0 in Theorem 11 satisfies the following equation
(3.7) as easily deduced from (3.5).
Finally we obtain the explicit form of the optimal control:
Under Hypotheses V and CV, the logarithmic gradient of the unique minimizer ρ 0 = φ 2 0 of E, that is α = ∇ρ0 ρ0 , is the optimal control for the problem (1.2) for almost every x 0 ∈ R n with respect to the Lebesgue measure.
Proof. Given the previous results, in particular Lemma 9, Lemma 10, Theorem 11 and Remark 12, we just have to prove that J ∇ρ0 ρ0 , x 0 = E(ρ 0 ). We have that µ(dx) = ρ 0 (x)dx is the unique ergodic invariant probability measure of the strong Feller SDE (1.1) with α = ∇ρ0 ρ0 . By the definition of E and equation (3.5) we have that |α(x)
. This implies, using Theorem 7 vi, that we have
for (Lebesgue) almost every x 0 ∈ R n (this is due to the fact that µ is absolutely continuous and ρ 0 strictly positive). The proof of the fact that lim sup
is given in Lemma 9 (see equation (3.1) and what follows).
Remark 15. An important consequence of Theorem (14) is that under Hypotheses V and CV we have that
where J is the value function associated with the problem (1.1) and the cost functional (1.2), defined by (2.7).
The N -particles approximation
In order to rigorously justify the limit McKean-Vlasov optimal control problem discussed in Section 3 , in this section we propose for it a natural many particles approximation.We consider the process X t = (X 1 t , ..., X N t ) ∈ R nN satisfying the SDE
where
for some ǫ > 0, and the W i t , i = 1, . . . , n are independent Brownian motions. If V is a functional satisfying Hypotheses V, we introduce the functions sequence
We consider the (normalized with respect to the number of particles N ) ergodic control problem
and also the (normalized) energy functional 
Let us introduce the notation ρ
..dx N for the one-particle probability density and let us finally put φ N = √ ρ N . The next theorem, which is the analogue of Theorem 11 for our N -particles control problem, gives important properties of the minimizer of the above energy functional. In particular, since the unique minimizer is symmetric, our N-particles control problem is intrinsically symmetric: for every fixed N the diffusion components are not independent but they are identically distributed (see [43] ). where µ N = 2E N (φ 2 0,N ). Proof. Theorem 16 can be seen as a special version of Theorem 11 when V does not depend on ρ. The uniqueness of the minimizer is guaranteed from the fact that E N (φ 2 ) is quadratic with coefficients bounded from below (see, e.g., [37] , Chapter 11).
Remark 17. It is important to note that, by uniqueness of the minimizer ρ 0,N of the functional E N , it follows that ρ 0,N must be invariant with respect to coordinates permutations. Indeed it is simple to prove, using convexity of Fisher information (see below), that if ρ 0,N is a minimizer also its symmetrization is a minimizer (see, e.g., [37] , Chapter 7).
Finally the analogue of Theorem 14 provides the optimal control.
Theorem 18. Under Hypotheses V, the logarithmic gradient of the unique minimizer ρ 0,N = φ 2 0,N of E N , that is
is the optimal control of the problem (4.2).
Proof. Theorem 18 can be seen as a special version of Theorem 14 when V does not depend on ρ.
Remark 19. A very useful consequence of Theorem 18 is that
The convergence of value functions
In this section we prove the following convergence theorem. 
where J is as in (2.7). Furthermore we have
where the last limit is understood weakly in L 1 (R n , V (x)dx).
Before proving the theorem we need to introduce some preliminary results.
Some preliminary results
In this section we recall de Finetti's theorem for exchangeable random variables in a setting that is useful for our aims and we discuss some technical questions.
Definition 21. Let ξ 1 , ..., ξ n , ... be a sequence of random variables on R n . We say that the sequence {ξ i } i∈N is exchangeable if for any finite permutation p : N → N we have that {ξ p(i) } i∈N has the same joint probability law of {ξ i } i∈N .
Theorem 22 (de Finetti theorem). Let ξ 1 , ..., ξ n , ... be a sequence of random variables on R n . They are exchangeable random variables if and only if there exists a random measure ν taking values on P(R n ) such that P[(ξ i1 , ..., ξ i k )|ν] = ν ⊗k , for any k ∈ N and i 1 , ..., i k ∈ N such that i j = i ℓ , and P[(ξ i1 , ..., ξ i k )|ν] is the conditional probability law of (ξ i1 , ..., ξ i k ) given the random measure ν.
Proof. The definitions and proof can be found in [30, Theorem 1.1].
Remark 23. A consequence of de Finetti theorem is the following. If f : R nk → R is a measurable function then
where P ν is the probability law of ν on P(R n ). De Finetti theorem is in general not true for finite sequences {ξ N i } i≤N of exchangeable random variables on R n . On the other hand we can take advantage of a limit result as follows. First we introduce the empirical measure associated with the finite sequence {ξ N i } i≤N defined as: Let us recall the definition of the Fisher information associated to a probability measure with density ρ N on R nN (see. e.g. [27] ). ii for 1 ≤ ℓ ≤ N, I ℓ (ρ (ℓ) N ) ≤ I N (ρ N ); iii the (non normalized) Fisher information is super-additive, i.e., for any ℓ = 1, ..., N : 
Proof. By Berge Maximum theorem (see, e.g., [4, Theorem 17.31] ) under the hypotheses of the theorem, V is continuous and x * (t) is an upper semicontinuous correspondence. Since x * (t) is a single value correspondence (namely a function), this implies that x * (t) is continuous (see, e.g., [4, Theorem 17.6] ). On the other hand, by [42, Theorem 3] , we have that F is right and left differentiable and
Since both ∂ t F (by hypothesis) and x * (as shown above) are continuous, we have that V is differentiable and equation (5.4) holds. 
Proof. For any t 0 ∈ I and any ǫ > 0 there is h 0 > 0 such that for any 0 < h ≤ h 0 we have
On the other hand by the concavity of F n we have
Taking the limit as n → +∞ in (5.6) and introducing the result in (5.5) we obtain lim sup n→+∞ F ′ n (t 0 ) ≤ F ′ (t 0 ) + ǫ, that implies, by the arbitrary choice of ǫ, lim sup n→+∞ F ′ n (t 0 ) ≤ F ′ (t 0 ). Using a similar reasoning we are able to prove that lim inf n→+∞ F ′ n (t 0 ) ≥ F ′ (t 0 ) from which we get the thesis.
Proof of Theorem 20
We start by providing three lemmas. Let us denote by ρ 0,N the probability density which is the minimizer of the function E N (ρ) and let us consider a finite sequence of random variables (ξ N 1 , ..., ξ N N ) ∈ R N n having probability density ρ 0,N .
Under the hypotheses of Theorem 20 we have E N (ρ 0,N ) ≤ E(ρ 0 ) for any N ∈ N. Furthermore the sequence {ξ N i } i≤N is a sequence of exchangeable random variables such that the corresponding sequence of probability distributions is tight and converges, as N → +∞, in distribution (up to passing to a subsequence) to some infinite sequence of exchangeable random variables
Proof. The first thesis of the lemma follows from the following inequalities
, where we used the fact that E N (ρ ⊗N ) = E(ρ) for any probability density on R n . First we note that by Remark 17, ρ 0,N is unique and so it is symmetric with respect to permutations of coordinates. This means that {ξ N i } i≤N are exchangeable random variables. We note that
for some constant C ≥ 0, where we used that, by Hypothesis Vii, V(x, µ) is uniformly bounded from below. Using Theorem 26 ii and the inequality E N (ρ 0,N ) ≤ E(ρ 0 ) we have
. By the fact that I k is proper with respect to weak convergence of measures (see Theorem 26 i), we have that ρ (k) N is a sequence of tight probability densities on R nk . Using a diagonalization argument there are a subsequence N j and a sequence of exchangeable and compatible probability measures µ (k) ∞ on P(R nk ) (i.e. they are such that the restriction on the first k coordinates of µ
∞ are compatible and invariant with respect to coordinates permutations, by Kolmogorov extension theorem (see, e.g., [29, Theorem 5.16] ), there is a sequence of exchangeable random variables {ξ i } i∈N such that (ξ 1 , ..., ξ k ) has the law µ Proof. Since by Lemma 29, we have E N (ρ 0,N ) ≤ E(ρ 0 ), in order to prove that E N (ρ 0,N ) → E(ρ 0 ) as N → ∞ it is sufficient to establish a lower bound for lim inf N →∞ E N (ρ 0,N ). Passing to a suitable subsequence we can suppose that lim inf N →∞ E N (ρ 0,N ) = lim N →+∞ E N (ρ 0,N ). Let ξ N i and ξ i be as in Lemma 29, by Lemma 29, by Theorem 24 ii, by Skorohod representation theorem (see, e.g. [29, Theorem 3.2] ) and using an abuse of notation identifying the subsequence with the whole sequence, we can suppose that ({ξ N i } i≤N , ν N ) converges to ({ξ i }, ν) almost surely, as N → +∞. We have that 
Sinceν N − ν N converges to 0 in total variation, by Fatou lemma, Hypothesis Vi and Jensen inequality, we have that
From the previous inequalities and the fact that ρ 0 is the minimizer, we obtain that lim
and this concludes the proof.
We introduce a little modification of the functionals E N and E. More precisely we write
where f ∈ C ∞ b (R n ) and such that f ∞ ≤ 1. If λ ∈ I ⊂ R and λ ′ ∈ I ′ , where I and I ′ are small enough neighborhoods of 1 and 0 respectively, λV, λV N , V + λ ′ f V and V + λ ′ i f V satisfy hypotheses V and CV whenever V and V N satisfy hypotheses V and CV. By Theorem 11 and Theorem 16, this means that there exist some uniquely determined positive functions φ λ
Under the hypotheses of Theorem 20, there are X , X ′ , X N and X ′ N compact subsets of
Proof. We give the proof only for φ λ 0 , the proof for φ ′λ ′ 0 , φ λ 0,N and φ ′λ ′ 0,N being completely analogous. By Theorem 11 we have that φ λ 0 satisfies the equation
where µ 0,λ is given by expression (3.6). By Hypotheses Vii and Viii we have
which is finite for I small enough, by multiplying equation (5.7) by V (x)φ λ 0 and integrating, using integration by parts and formula (3.6) we obtain
for some constant C V,V depending on V . Exploiting the properties (2.3) for V , a weighted Young inequality on φ λ 0 |∇φ λ 0 |, the fact that −kV (x) + V (x) 2 ≥ k ′ V (x) 2 − k ′′ for any k ∈ R + and some k ′ , k ′′ depending on k and V , and multiplying both sides of (5.8) by a suitable constant we obtain that
where C I,V,V is a positive constant depending only on I, V and V. By multiplying equation (5.7) by V (x) 2 φ λ 0 and V (x)∆φ λ 0 , using a similar reasoning and inequality (5.9) we obtain
for some positive constants C ′ I,V,V , C ′′ I,V,V depending only on I, V and V. Using the fact that, by the properties [50, Section 5.1.5] where this assertion is proven for more general Besov spaces, see also [51; 52] ) we get that φ λ 0 is contained in some bounded subset X of H 2 (R n , V (x)dx)∩ L 2 (R n , V (x) 2 dx) . Since V grows to +∞ when |x| → +∞, the embedding of
Proof of Theorem 20. Since, by Lemma 30, E N (ρ 0,N ) → E(ρ 0 ), as N → +∞, we need only to prove the limit equalities (5.2) and (5.3) .
We want to prove equation (5.2) by establishing that E P,N (ρ 0,N ) → E P (ρ 0 ), as N → +∞. We introduce the functions
where X N and X are the compact sets built in Lemma 31. By Lemma 30 we have that E N (λ) → E(λ) for λ in a neighborhood I of 1 small enough, as N → +∞. Furthermore, since, by Lemma 31, we have that X N and X are compact metrizable sets, we can apply Theorem 27 to E N and E getting respectively
On the other hand, since E(λ, φ) and E N (λ, φ N ) are affine functions in λ, we have that E and E N are concave functions, being the minimum of concave functions. This means that, by Lemma 28, ∂ λ E N (1) → ∂ λ E(1), thus proving the thesis. Applying a similar reasoning to
and we prove that
as N → +∞. Since f is any C ∞ (R n ) bounded function we have that ρ (1) 0,N converges to ρ 0 weakly in L 1 (R n , V (x)dx), as N → +∞.
Convergence of the probability law on the path space
In this section we prove the convergence on the path space of the N -particles system control problem (4.2), when the initial condition is the invariant measure ρ 0,N , as N → +∞, to the McKean-Vlasov optimal control problem given by (1.2) and (4.2).
Given the spaces Ω = C([0, T ]; R n ) and Ω N = C([0, T ]; R nN ), we denote by P 0 the law of the solution to the SDE (1.1) at the optimal control α = ∇ρ ρ and with initial condition ρ 0 . Moreover, we denote by P 0,N the law of the system of N interacting diffusions (4.1) at the optimal control A N = ∇ρ0,N ρ0,N and with initial condition ρ 0,N . We write P (k) 0,N (for N ≥ k) for the probability measure obtained by projecting P 0,N on Ω k (the path space of the first k particles).
The following result establishes a strong form of Kac's chaos for the probability laws associated with the N -particles optimal control problem. where d T V is the total variation distance between measures.
Before giving the proof we prove some preliminary lemmas.
Lemma 33. Under hypotheses V, for any N ≥ 2 and s ≥ 0 we have
where µ 0 is defined in (3.6).
Proof. By a simple computation and recalling that, by Theorem 11 and Remark 12, φ 0 is strictly positive and C 2 we have
We now prove that R nN ∇ 1 φ0,N φ0 2 φ 2 0 dx is finite and equal to the right hand side of equation (6.2). Let us denote by Ψ R,N the ground state of equation (4.5) restricted to the ball B R , having radius R and centered in 0, with Dirichlet boundary condition (i.e. Ψ R,N is the solution to equation (4.5) for the minimal constant µ N ). Integrating by parts, and exploiting that Ψ N,R | ∂BR = 0 and equation (3.5) we obtain
Using the fact that R ↑ ∞, and the density of regular functions with compact support is in H 1 (R nN ) we have that E N (|Ψ N,R | 2 ) → E N (|φ 0,N | 2 ). By exploiting a reasoning similar to the one used in the proof of Theorem 20, we prove that |Ψ N,R | 2 converges weakly (in L 1 (V (x)dx)) to |φ 0,N | 2 and that
dx. This concludes the proof of the Lemma 33
Remark 34. An important consequence of Lemma 33 and Theorem 20 is that,
for any s ≥ 0.
We recall the definition of (normalized) relative entropy between two measures.
Definition 35. If P and Q are two probability laws on the same probability space, such that P is absolutely continuous with respect to Q, the relative entropy between P and Q is defined as H(P|Q) = log dP dQ (ω) dP(ω).
When P and Q are defined on Ω N we introduce the normalized relative entropy given, for all N ∈ N, by
The following lemma provides the expression of the normalized relative entropy in our framework.
Lemma 36. Under the Hypotheses V we have that
Proof. The proof is similar to the one performed for the Gross-Pitaevskii scaling limit in [43] .
As a consequence of Lemma 33 we have that ∀T > 0
The inequalities (6.6) and (6.7) are finite entropy conditions (see, e.g. [25] ) which imply that for all T > 0
(where ≪ stands for absolute continuity) By applying Girsanov's theorem, we obtain in a standard way that, for all T > 0, the Radon-Nikodym derivative restricted to the time T is given by
(6.8) The relative entropy reads
Since under P 0,N the nN -dimensional process X is a solution of (4.1) with invariant probability density ρ 0,N , we get, recalling also (6.6) and (6.7), and by using the symmetry of A i N (x) and ρ 0,N with respect to coordinates permutations (see Remark 17)
By definition of normalized relative entropy this concludes the proof of Lemma 36.
We recall an interesting property of the relative entropy in the case in which the second measure is a product measure. Lemma 37. We consider M = X × Y , where X and Y are Polish spaces. Let P be a measure on M and Q 1 and Q 2 probability measures on X and Y respectively. We denote by Q = Q 1 ⊗ Q 2 the product measure on M of the measures Q 1 and Q 2 and we suppose that P ≪ Q. Then we have H(P|Q) ≥ H(P 1 |Q 1 ) + H(P 2 |Q 2 ), (6.10)
where P 1 and P 2 are the marginal probabilities of P.
Proof. The proof can be found in Lemma 5.1 of [23] .
Proof of Theorem 32. We prove the statement by induction on k. Take first k = 1. The well-known Csiszar-Kullback inequality ( [21] , [31] ), which is valid in arbitrary Polish spaces, yields
is the total variation distance between the one-particle measures P (1) 0,N and P 0 . By applying Lemma 37 we have, for N ≥ 2,
), (6.13) and by repeating the same procedure we obtain H(P (1) 0,N |P 0 ) ≤ H(P 0,N , P ⊗N 0 ), (6.14) where H is the normalized entropy introduced in (6.4). Using Lemma 36 and Remark 34 we have proved the thesis for k = 1. For generic k, let us write N = kN k + r k , with N k ∈ N, r k = 0, ..., k − 1, and suppose that the statement is true for any r k < k. By Lemma 37 we have H(P 0,N |P ⊗N 0 ) ≥ N k H(P 
The case of the Dirac delta potential
In this section we propose to the reader a potential V of the following form
where V 0 is a regular positive function growing at infinity at infinity, δ x is the Dirac delta centered at x ∈ R n , g > 0 and * stands for convolution. The potential V δ does not satisfies the regularity Hypothesis Vi and Viii. On the other hand it satisfies Hypothesis Vii and CV, and (when the Gâteaux derivative is well defined) we have ∂ µ (Ṽ δ ) = 2δ x−y , whereṼ δ is defined as in (2.1), which is a positive definite distribution.
Here we do not consider the problem of proving that the optimal control ergodic problem has a unique optimal control and so we suppose that the control α = ∇ρ0 ρ0 , where ρ 0 is the density of the probability distribution minimizing the functional
is the optimal control for the problem (1.1) with cost functional (1.2) and potential V δ (see [3] for an alternative derivation of a stochastic process associated with the above cost functional). What we want to consider here is an N -particle problem converging to the solution of the optimal control ergodic problem just described.
Obviously, since V δ is not well defined for measures that are not absolutely continuous measures µ, we consider here an approximating potential of the form for β > 0, where v 0 is a positive smooth radially symmetric function with compact support. We take the N -particles approximation having the control A(x 1 , ..., x N ) given by the logarithm derivative of ρ 0,N that is the minimal probability density of the energy functional E δ associated with V δ,N , namely E δ,N (ρ) = E K,N (ρ) + E δ,P,N (ρ) =
In the rest of the paper we show how the results on Bose-Einstein condensation (mainly for n = 3, see, e.g., [35; 36; 38; 39; 40; 44; 49] ) can be used to study the convergence of the N -particles approximation of the control problem with potential (7.1). For this reason hereafter we shall limit our discussion to the case n = 3.
Intermediate scaling limit
The case 0 < β < 1, where β is the parameter used in the rescaling (7.3), which is known as intermediate scaling limit, is very similar to the regular case that we treated in the first part of the paper. Indeed in this case we can prove the following theorem.
Theorem 38. Under the previous hypotheses and notations, if 0 < β < 1 we have that E δ,N (ρ 0,N ) → E δ (ρ 0 ), E δ,P,N (ρ 0,N ) → E δ,P (ρ 0 ) and ρ (1) 0,N → ρ 0 (where the last convergence is in the weak L 1 sense) with the constant g = R 3 v 0 (x)dx.
Proof. The proof of the theorem can be found in [36] for 0 ≤ β < 1 3 (for any n and a more general class of potentials v 0 than the one considered here) and in [1] for 0 ≤ β < 1 (for n = 3 and positive-definite interaction potential v 0 ). Theorem 38 is the analogue of Theorem 20 and it proves that E δ,N and E δ satisfy the thesis of Theorem 20. Thanks to Theorem 38 we can repeat the reasoning performed in Section 6.
Theorem 39. Under the previous hypotheses and notations, if 0 < β < 1 we have that the law P (k) 0,N of the first k particles satisfying the system (4.1), with V replaced by V δ , converges in total variation on the path space C 0 ([0, T ], R 3k ) to P ⊗k 0 (where P 0 is the law on C 0 ([0, T ], R 3 ) of the system (1.1) associated with (7.1)).
Proof. The proof can be found in [1] .
Gross-Pitaevskii scaling limit
The case β = 1 is completely different with respect to the previous ones. The main difference between the cases 0 < β < 1 and β = 1 is that in this latter case the value function convergence result (5.2) does not hold.
Theorem 40. Under the previous hypotheses and notations, if β = 1 we have that E δ,N (ρ 0,N ) → E δ (ρ 0 ) and ρ (1) 0,N → ρ 0 (where the latter convergence is in the weak sense in L 1 ) for g = 4πa ( where a > 0 is the scattering length of the interaction potential v 0 (a sort of effective range of the interaction potential, for details see [39] )). Furthermore puttingŝ = 1 g R 3 |∇ρ0| 2 ρ0 dx ∈ (0, 1) we have
Proof. The proof of the first part of the theorem is a, by this time, well-known relevant result proven in [38; 40; 44] . The second part is proven in [40] .
In this case we cannot repeat the reasoning of Section 6 since we are not able to prove that the relative entropy H(P (k) 0,N |P ⊗k 0 ) converges to 0 (in fact we do not know whether the entropy converges to 0 or to another value). On the other hand it is possible to prove a weaker result (see [43] for a different kind of convergence and [53] for a transition to chaos result).
Theorem 41. Under the previous hypotheses and notations, if β = 1 we have that the law P (k) 0,N converges weakly on the path space C 0 ([0, T ], R 3k ) to P ⊗k 0 . Proof. The proof can be found in [2] .
