Abstract. Entity resolution (ER) is a computationally hard problem of data integration scenarios, where database records have to be grouped according to the real-world entities they belong to. In practice these entities may consist of only a few records from different data sources with typos or historical data. In other cases they may contain significantly more records, especially when we search for entities on a higher level of a concept hierarchy than records.
Introduction
Entity Resolution (ER) is the process of identifying groups of records that refer to the same real-world entity. The process was described in several contexts under many different names: duplicate detection, instance identification, heterogeneous join, merge/purge, reference reconciliation, or object matching. Closely related topics include clustering, similarity join, string similarity, data cleaning, data warehousing, data integration and information integration.
In most cases, records are heterogeneous and erroneous and hence the mapping to hidden real-world entities is not straightforward. Structural and syntactic heterogeneity originates mostly from the heterogeneity of source systems, difference in data handling policies, standards, and finally from low data quality due to typos, missing values and other problems. ER can be therefore handled as a data cleansing task, occurring in data integration scenarios often.
Entity resolution is an actively researched area, and the problem can be formulated in many different ways. Input and output can be a set of records with attributes, a set of XML documents or a graph. The algorithms can either produce exact results or probabilistic mappings. Match functions can be defined by exact rules, by similarities or by links between records. Results can be represented by record sets, by representative merged elements, or both. Training data or entity activity log can be present. The architecture used to solve the problem can be distributed, can be a single database server, a standard standalone computer or, for another example, a data mining framework.
Our main contributions are the following. We present an extended data model and problem formulation based on indexable features that facilitate the formulation of the given business logic, concentrating on match functions of independent entity properties, and providing a framework for defining efficient indexes. Based on the model we describe a scalable distributed algorithm for MapReduce. The algorithm is able to scale up to hundreds of millions of records and copes with large entities as well.
The rest of this paper is organized as follows. After giving an overview of the related work, we describe a motivating insurance ER scenario and enumerate issues of creating a client database. We formally define the ER problem in Section 3 based on the concept of indexable features. Our distributed algorithm is described in Section 5. Techniques to define indexable features for efficient resolution are described in Section 6. Finally, evaluation of the proposed methods is given in Section 7.
Related Work
One of the first descriptions of record linkage appears in the influential paper of Fellegi and Sunter [18] in 1969, describing a probabilistic model. Since then, entity resolution problems have been studied in many different disciplines and names. For overview, in [17] a survey is given on duplicate record detection, describing supervised, unsupervised and active learning, and summarizing statistical and machine learning solutions based on various text similarity and match measures. Recently the book [38] introduces key models, methods and new trends from a more practical point of view.
Traditional deduplication approach uses similarity measures for attributes, and learns when two records can be resolved to the same entity. A survey of string similarity functions can be found in [17] , along with a survey of basic duplicate detection algorithms. In [20] a nice solution is presented for implementing stringsimilarity joins using q-grams in an RDBMS environment.
ER can be handled as a supervised learning problem, if training data is present. We can apply data mining classification methods, for example Bayes methods [23, 18] , decision trees [31] or SVM [7, 11] . Unsupervised learning methods such as latent Dirichlet allocation [3] or clustering methods can also be used, if there is no training data. An interesting approach lying between the previous two is called active learning: when a small set of training data is given, the algorithm decides the new elements it could use the best to extend the training set ([34] ). An automated training data selection method is described in [28] . Recently, [10] shows that cost sensitive alternating decision trees are practical for industrial applications weighting type I and II errors, while producing easily interpretable models.
