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COMPLEX QUANTUM GROUPS AND A DEFORMATION OF
THE BAUM–CONNES ASSEMBLY MAP
ANDREW MONK AND CHRISTIAN VOIGT
Abstract. We deﬁne and study an analogue of the Baum–Connes assembly
map for complex semisimple quantum groups, that is, Drinfeld doubles of q-
deformations of compact semisimple Lie groups.
Our starting point is the deformation picture of the Baum–Connes assembly
map for a complex semisimple Lie group G, which allows one to express the
K-theory of the reduced group C∗-algebra of G in terms of the K-theory of
its associated Cartan motion group. The latter can be identiﬁed with the
semidirect product of the maximal compact subgroup K acting on k∗ via the
coadjoint action.
In the quantum case the role of the Cartan motion group is played by the
Drinfeld double of the classical group K, whose associated group C∗-algebra
is the crossed product of C(K) with respect to the adjoint action of K. Our
quantum assembly map is obtained by varying the deformation parameter in
the Drinfeld double construction applied to the standard deformation Kq of K.
We prove that the quantum assembly map is an isomorphism, thus providing
a description of the K-theory of complex quantum groups in terms of classical
topology.
Moreover, we show that there is a continuous ﬁeld of C∗-algebras which
encodes both the quantum and classical assembly maps as well as a natural
deformation between them. It follows in particular that the quantum assembly
map contains the classical Baum–Connes assembly map as a direct summand.
1. Introduction
Let G be a second countable locally compact group. The Baum–Connes conjec-
ture asserts that the assembly map
μ : Ktop∗ (G) → K∗(C∗r (G))
is an isomorphism [2], [3]. Here C∗r (G) denotes the reduced group C
∗-algebra of
G. The conjecture has been established for large classes of groups: in particular, it
holds for Lie groups [18], [38], [29], [22], and in fact for arbitrary almost connected
groups [9]. This part of the Baum–Connes conjecture is also known as the Connes–
Kasparov conjecture.
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2 ANDREW MONK AND CHRISTIAN VOIGT
In the case that G is a Lie group with ﬁnitely many components, there exists
an alternative description of the Baum–Connes assembly map [11], [3]. Namely, if
K ⊂ G is a maximal compact subgroup and k ⊂ g the corresponding inclusion of
Lie algebras, there exists a continuous bundle of groups over [0, 1] deforming G into
its associated Cartan motion group G0 = K  g/k. Moreover, this bundle is trivial
outside 0, and the resulting induced map
K∗(C∗(G0)) → K∗(C∗r (G))
in K-theory identiﬁes naturally with the Baum–Connes assembly map. We refer
to [25] for a detailed discussion. The deformation picture of the Baum–Connes map
can be viewed as a K-theoretic version of the Mackey analogy [24].
In the special case of complex semisimple groups, Higson obtained a proof of the
Connes–Kasparov conjecture in the deformation picture by analyzing the structure
of the C∗-algebras C∗(G0) and C∗r (G), using the representation theory of complex
semisimple groups and the Mackey machine [16].
In the present paper we shall study the K-theory of complex semisimple quan-
tum groups from a similar perspective. These quantum groups are obtained by
applying the Drinfeld double construction to q-deformations of compact semisim-
ple Lie groups [30]. We shall determine the K-theory of the associated reduced
group C∗-algebras in terms of the K-theory of a quantum analogue of the Cartan
motion group. As in [16], we start from an explicit description of the reduced group
C∗-algebras.
Our deﬁnition of the quantum assembly map is very natural from the point of
view of deformation quantization. To explain this, recall that the maximal compact
subgroupK of a complex semisimple group G admits an essentially unique standard
deformation. The classical double of the corresponding Poisson–Lie group [10]
naturally identiﬁes with the group G. Moreover, if we instead consider the trivial
Poisson bracket, then the corresponding classical double is precisely the Cartan
motion group G0. The Baum–Connes deformation may thus be viewed as rescaling
the standard Poisson structure on K to zero and considering the corresponding
classical doubles. In the quantum case we obtain our deformation in the same way
by rescaling the deformation parameter q to 1 and applying the Drinfeld double
construction. Moreover, we show that the various deformations appearing in this
picture are all compatible in a natural sense.
As already indicated above, our approach in the present paper relies on the
representation theory of complex quantum groups [35], [36]. It would be nice to
ﬁnd alternative proofs without having to invoke these results. Such an independent
approach might shed some new light on the Baum–Connes isomorphism for classical
complex semisimple groups as well.
Let us now explain how the paper is organized. In section 2 we collect some
preliminaries and ﬁx our notation. Section 3 contains a review of the deformation
picture of the Baum–Connes assembly map for almost connected Lie groups, and
more speciﬁcally complex semisimple groups. The left-hand side of the assembly
map is identiﬁed with the K-theory of the Cartan motion group K  k∗ associated
with the complex group G; here K is the maximal compact subgroup of K acting
on the dual k∗ of its Lie algebra k by the coadjoint action. The main aim of section 4
is to explain how the Cartan motion group can be quantized in such a way that
one obtains a continuous ﬁeld of C∗-algebras. Section 5 deals with a corresponding
quantization on the level of the complex group itself. Again, we obtain a continuous
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ﬁeld of C∗-algebras. In section 6 we prove our ﬁrst main result; more precisely, we
deﬁne a quantum analogue of the Baum–Connes assembly map from the K-theory
of the quantum Cartan motion group with values in the K-theory of the reduced
group C∗-algebra of the corresponding complex quantum group and show that this
map is an isomorphism. Finally, in section 7 we bring together all the deformations
studied in the previous sections. We introduce the concept of a deformation square,
by which we mean a speciﬁc type of continuous ﬁeld over the unit square. For each
complex semisimple Lie group we construct a deformation square, which encodes
both the quantum and classical assembly maps as well as a deformation between
them.
Let us conclude with some remarks on notation. The algebra of adjointable
operators on a Hilbert space or Hilbert module E is denoted by L(E), and we write
K(E) for the algebra of compact operators. Depending on the context, the symbol ⊗
denotes the algebraic tensor product over the complex numbers, the tensor product
of Hilbert spaces or the minimal tensor product of C∗-algebras.
2. Preliminaries
In this section we review some background material on continuous ﬁelds of C∗-
algebras and on quantum groups.
2.1. Continuous fields of C∗-algebras and K-theory. In this subsection we
recall some basic deﬁnitions and facts on continuous ﬁelds of C∗-algebras and their
K-theory; see [5], [27], [39].
If A is a C∗-algebra, we write ZM(A) for its central multiplier algebra, that is,
the center of the multiplier algebra of A.
Definition 2.1. Let X be a locally compact space. A C0(X)-algebra is a C
∗-
algebra A together with a nondegenerate ∗-homomorphism C0(X) → ZM(A).
We will usually omit the homomorphism C0(X) → ZM(A) from our notation
and simply write fa for the action of f ∈ C0(X) on a ∈ A. A morphism of
C0(X)-algebras is a
∗-homomorphism φ : A → B such that φ(fa) = fφ(a) for all
a ∈ A and f ∈ C0(X). In particular, two C0(X)-algebras are isomorphic if there
exists a ∗-isomorphism between them which is compatible with the C0(X)-module
structures.
Assume that A is a C0(X)-algebra, and let x ∈ X. The ﬁber of A at x is the
C∗-algebra
Ax = A/IxA,
where Ix ⊂ C0(X) is the ideal of all functions vanishing at x. We note that IxA is
a closed two-sided ideal of A due to Cohen’s factorization theorem. If a ∈ A, we
write ax ∈ Ax for the image under the canonical projection homomorphism.
Definition 2.2. Let X be a locally compact space. A continuous ﬁeld of C∗-
algebras over X is a C0(X)-algebra A such that for each a ∈ A the map x → ‖ax‖
is continuous.
A basic example of a continuous ﬁeld over X is A = C0(X,D), where D is
an arbitrary C∗-algebra and the action of C0(X) is by pointwise multiplication.
Continuous ﬁelds which are isomorphic to ﬁelds of this form are called trivial.
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Let A be a C0(X)-algebra, and assume that U ⊂ X is a closed subset. In the
same way as in the construction of the ﬁber algebra Ax, one constructs a C
∗-algebra
AU by setting
AU = A/IUA,
where IU ⊂ C0(X) is the ideal of all functions vanishing on U . Note that we have
(AU )V ∼= AV if V ⊂ U ⊂ X are closed subsets. In particular, AU is a C0(U)-algebra
with the same ﬁbers as A at the points of U . If A is a continuous ﬁeld over X, then
AU is a continuous ﬁeld over U . We call AU the restriction of A to U .
Now let A be a C0(X)-algebra, and assume that U ⊂ X is an open subset. We
let AU be the kernel of the canonical projection A → AX\U . Equivalently, we may
describe AU as
AU = C0(U)A
in this case. In the same way as for closed subsets, we call AU the restriction of A
to U . If A is a continuous ﬁeld over X, then AU is a continuous ﬁeld over U , with
the same ﬁbers as A at the points of U .
A continuous ﬁeld of C∗-algebras A over a locally compact space X is called
trivial away from x ∈ X if the restricted ﬁeld AX\{x} is trivial.
Let us now review a basic fact from the K-theory of continuous ﬁelds which will
play a central role in our considerations. Assume that A is a continuous ﬁeld of
C∗-algebras over the unit interval X = [0, 1]. If A is trivial away from x = 0, then
we obtain a canonical induced homomorphism between the K-groups of the ﬁbers
A0 and A1. Indeed, restriction to 0 yields a short exact sequence
0  A(0,1]  A  A0  0
of C∗-algebras, and triviality of the ﬁeld away from 0 means that the kernel in
this sequence is isomorphic to C0((0, 1], A1). In particular, the K-theory of A(0,1]
vanishes, and therefore the six-term exact sequence yields an isomorphismK∗(A) →
K∗(A0). Combining this with the projection to the ﬁber at 1, the resulting diagram
K∗(A0) 
∼=
K∗(A)  K∗(A1)
yields a homomorphism i : K∗(A0) → K∗(A1). This construction will be used
repeatedly in the sequel.
If the continuous ﬁeld A is unital, it is easy to describe the map i directly on the
level of projections and unitaries. Since this will become important later on, let us
brieﬂy review this. Assume that p0 ∈ Mn(A0) is a projection. We can lift p0 to a
positive element q in Mn(A). Since p0 − p20 = 0, we see that ‖q(τ) − q(τ)2‖ < 14
for τ suﬃciently small. In particular, since 12 is not in the spectrum of q(τ) for
such τ , functional calculus allows us to ﬁnd a lift p ∈ Mn(A) of p0 such that all
elements p(τ) ∈ Mn(Aτ ) are projections for τ small. Since the ﬁeld is trivial outside
0, we can in fact arrange that p(τ) is a projection for all τ ∈ [0, 1]. The image of
[p0] ∈ K0(A0) under the map i is then the class [p(1)] ∈ K0(A1). In particular, on
the level of K-theory the previous construction is independent of the choice of the
lift p.
In a similar way, assume that u0 ∈ Mn(A0) is unitary. Then we can lift u0 to
an element u in Mn(A), and for τ small the resulting elements u(τ) will satisfy
‖u(τ)u(τ)∗ − 1‖ < 1 and ‖u(τ)∗u(τ) − 1‖ < 1. It follows that u(τ) is invertible
for t small, and by triviality of the ﬁeld outside 0 we can assume that u(τ) is
invertible for all τ ∈ [0, 1]. Using polar decomposition, we may as well arrange for
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u(τ) to be unitary. In any case, the image of [u0] ∈ K1(A0) under i is the class
[u(1)] ∈ K1(A1). Again, upon passing to K-theory, this does not depend on the
choice of the lifting section u.
2.2. Quantum groups. In this subsection we give a quick introduction to the
theory of quantum groups with a particular focus on complex semisimple quantum
groups. We refer to [10], [19], [35] for more details.
Let G be a simply connected complex semisimple Lie group, and let g be its
Lie algebra. We will ﬁx a Cartan subalgebra h ⊂ g and a set α1, . . . , αN of simple
roots. Moreover, we let k ⊂ g be the Lie algebra of the maximal compact subgroup
K ⊂ G with maximal torus T such that t ⊂ h, where t is the Lie algebra of T . Let
(·, ·) be the bilinear form on h∗ obtained by rescaling the Killing form such that
(α, α) = 2 for the shortest root of g, and set di = (αi, αi)/2. Moreover, we let
Q ⊂ P ⊂ h∗ be the root and weight lattices of g, respectively. The set P+ ⊂ P
of dominant integral weights is the set of all nonnegative integer combinations of
the fundamental weights 1, . . . , N , with the latter being deﬁned by stipulating
(i, αj) = δijdj . Equivalently, the fundamental weights are the dual basis to the
basis formed by the coroots α∨1 , . . . , α
∨
N , where α
∨
j = d
−1
j αj .
The C∗-algebra C(K) of continuous functions on the maximal compact subgroup
K can be obtained as a completion of the algebra of matrix coeﬃcients of all ﬁnite
dimensional representations of g. In the same way one constructs a C∗-algebra
C(Kq) for q ∈ (0, 1) as the completion of the algebra of matrix coeﬃcients of all
ﬁnite dimensional integrable representations of the quantized universal enveloping
algebra Uq(g) associated with g. Let us brieﬂy review these constructions.
We recall that Uq(g) is generated by elements K
q
μ for μ ∈ P and Eqi , F qj for
1 ≤ i, j ≤ N satisfying a deformed version of the Serre presentation for U(g).
More precisely, we will work with the Hopf algebra Uq(g) as deﬁned in [35]. We let
U1(g) = U(g) be the classical universal enveloping algebra of g and write H
1
i , E
1
i , F
1
i
for the Serre generators of U(g).
In analogy with the classical case one has the notion of a weight module for
Uq(g). Every ﬁnite dimensional weight module is completely reducible, and the
irreducible ﬁnite dimensional weight modules of Uq(g) are parameterized by their
highest weights in P+ as in the classical theory. We will write V (μ)q for the module
associated with μ ∈ P+ and πqμ : Uq(g) → End(V (μ)q) for the corresponding
representation. The direct sum of the maps πqμ induces an embedding π
q : Uq(g) →∏
μ∈P+ End(V (μ)
q). For q ∈ (0, 1) we may use this to deﬁne Hqj to be the unique
element in
∏
μ∈P+ End(V (μ)
q) such that Kqj = q
djH
q
j , where Kqj = K
q
αj .
If we ﬁx a ∗-structure on Uq(g) as in [35], then the representations V (μ)q for
μ ∈ P+ are unitarizable. In fact, one can identify the underlying Hilbert spaces
V (μ)q with the Hilbert space V (μ)1 = V (μ) of the corresponding representation
of U(g), in such a way that the operators Hqi , E
q
i , F
q
i deﬁne continuous families in
K(V (μ)) for all μ ∈ P+; compare [26].
For q ∈ (0, 1) we deﬁne C∞(Kq) to be the space of all matrix coeﬃcients of ﬁnite
dimensional weight modules over Uq(g). This space becomes a Hopf
∗-algebra with
multiplication, comultiplication, counit, and antipode deﬁned in such a way that
the canonical evaluation pairing Uq(g)× C∞(Kq) → C satisﬁes
(XY, f) = (X, f(1))(Y, f(2)), (X, fg) = (X(2), f)(X(1), g)
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and
(Sˆ(X), f) = (X,S−1(f)), (Sˆ−1(X), f) = (X,S(f)),
(X, f∗) = (Sˆ−1(X)∗, f)
for X,Y ∈ Uq(g) and f, g ∈ C∞(Kq). Here we use the Sweedler notation Δˆ(X) =
X(1) ⊗ X(2) for the coproduct of X ∈ Uq(g) and write Δ(f) = f(1) ⊗ f(2) for the
coproduct of f ∈ C∞(Kq). Similarly, we denote by Sˆ, ˆ the antipode and counit of
Uq(g) and write S,  for the corresponding maps for C
∞(Kq), respectively.
By deﬁnition, the Hopf ∗-algebra C∞(Kq) is the algebra of polynomial functions
on the compact quantum group Kq. We note that C
∞(Kq) has a linear basis of
matrix coeﬃcients uμij = 〈eμi |•|eμj 〉, where μ ∈ P+ = Irr(Kq) is the set of equivalence
classes of irreducible representations of Kq and e
μ
1 , . . . , e
μ
n is an orthonormal basis of
V (μ). We will always consider matrix coeﬃcients with respect to a basis of weight
vectors. In terms of matrix elements the normalized Haar functional φ : C∞(Kq) →
C is given by
φ(uμij) =
{
1 if μ = 0,
0 otherwise.
Since Kq is a compact quantum group, the algebra C
∞(Kq) is an algebraic
quantum group in the sense of Van Daele [34]. We shall write D(Kq) for its dual
in the sense of algebraic quantum groups. Explicitly, the dual is is given by the
algebraic direct sum
D(Kq) = alg-
⊕
μ∈P+
K(V (μ)),
with the ∗-structure arising from the C∗-algebras K(V (μ)). We denote by pη the
central projection in D(Kq) corresponding to the matrix block K(V (η)) for η ∈ P+.
The left and right Haar functionals for D(Kq) are given by
φˆ(x) =
∑
μ∈P+
dimq(V (μ)) tr(K2ρpμx), ψˆ(x) =
∑
μ∈P+
dimq(V (μ)) tr(K−2ρpμx),
respectively. Here dimq(V (μ)) denotes the quantum dimension of V (μ), and K2ρ ∈
Uq(g) is the generator associated with 2ρ, where ρ is the half-sum of all positive
roots.
Given the basis of matrix coeﬃcients uμij in C
∞(Kq), we obtain a linear basis of
matrix units ωμij of D(Kq) satisfying
(ωμij , u
ν
kl) = δμνδikδjl.
Both C∞(Kq) and D(Kq) admit universal C∗-completions, which we will denote
by C(Kq) and C
∗(Kq), respectively.
The fundamental multiplicative unitaryW is the algebraic multiplier of C∞(Kq)⊗
D(Kq) given by
W =
∑
μ∈P+
dim(V (μ))∑
i,j=1
uμij ⊗ ωμij .
We may also view W as a unitary operator on the tensor product L2(Kq)⊗L2(Kq),
where L2(Kq) is the GNS-Hilbert space of the Haar integral φ.
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Let us now deﬁne the Drinfeld double Gq = Kq  Kˆq. By deﬁnition, this is the
algebraic quantum group given by the ∗-algebra
C∞c (Gq) = C
∞(Kq)⊗D(Kq),
with comultiplication
ΔGq = (id⊗σ ⊗ id)(id⊗ad(W )⊗ id)(Δ⊗ Δˆ),
counit
Gq = ⊗ ˆ,
and antipode
SGq (f ⊗ x) = W−1(S(f)⊗ Sˆ(x))W = (S ⊗ Sˆ)(W (f ⊗ x)W−1).
Here W denotes the multiplicative unitary from above. A positive left and right
invariant Haar integral for C∞c (Gq) is given by
φGq (f ⊗ x) = φ(f)ψˆ(x),
as seen in [30], [35].
By taking the dual of C∞c (Gq) in the sense of algebraic quantum groups, we
obtain the convolution algebra D(Gq) = D(Kq)  C
∞(Kq), which has D(Kq) ⊗
C∞(Kq) as underlying vector space, equipped with the tensor product comultipli-
cation and the multiplication
(x  f)(y  g) = x(y(1), f(1))y(2)  f(2)(Sˆ(y(3)), f(3))g.
The ∗-structure of D(Gq) is deﬁned in such a way that the natural inclusion homo-
morphismsD(Kq) → M(D(Gq)) and C∞(Kq) → M(D(Gq)) are ∗-homomorphisms.
Here M(D(Gq)) denotes the algebraic multiplier algebra of D(Gq).
Both algebras C∞c (Gq) and D(Gq) admit universal C
∗-completions, which will
be denoted by C0(Gq) and C
∗
f (Gq), respectively.
A unitary representation of Gq on a Hilbert space H is deﬁned to be a non-
degenerate ∗-homomorphism π : C∗f (Gq) → L(H). A basic example is the left
regular representation of Gq. It is obtained from a canonical
∗-homomorphism
C∗f (G) → L(L2(Gq)), where L2(Gq) is the GNS-construction of the left Haar weight
of Gq. By deﬁnition, the reduced group C
∗-algebra C∗r (Gq) of Gq is the image of
C∗f (Gq) under the left regular representation.
3. The classical Baum–Connes deformation
In this section we review the deﬁnition of the Baum–Connes assembly map in
the deformation picture. For background and more information we refer to [11,
section II.10], [3, section 4], [25].
Let us ﬁrst recall a geometric construction called deformation to the normal
cone [11], [16], [13], which is a variant of a classical concept in algebraic geometry.
We start with a smooth manifold M and a closed submanifold Z ⊂ M , and we
write NZ for the normal bundle of this inclusion. The associated deformation to
the normal cone is deﬁned as
DZ⊂M = {0} ×NZ unionsq R× ×M,
which becomes a smooth manifold in the following way. The topology and smooth
structure are the obvious ones on {0}×NZ and R××M , and these subsets are glued
together using an exponential map for the normal bundle. More precisely, assume
8 ANDREW MONK AND CHRISTIAN VOIGT
that exp : V → W is a diﬀeomorphism such that exp(z, 0) = z and d(z,0) exp = id
for all z ∈ Z, where V ⊂ NZ is an open neighborhood of the zero section and
W ⊂ M is an open set containing Z. Then the map θ given by
θ(τ, z,X) =
{
(0, z,X) τ = 0,
(τ, exp(z, τX)) τ = 0
is a diﬀeomorphism from a suitable neighborhood of R× Z ⊂ R×NZ onto {0} ×
NZ unionsq R× ×W ⊂ DZ⊂M .
In the sequel we will always restrict the parameter space in this construction
from R to [0, 1], as this is better suited to the questions we are interested in. That
is, we will consider {0}×NZunionsq(0, 1]×M ⊂ DZ⊂M and, by slight abuse of language,
refer to this again as deformation to the normal cone.
Now let G be a complex semisimple Lie group, and let G = KAN be the Iwasawa
decomposition of G. We consider
GG = {0} ×K × k∗ unionsq (0, 1]×G,
the deformation to the normal cone of the inclusion K ⊂ G. Note here that the
normal bundle NK is the trivial bundle K × an, and that an ∼= k∗ naturally. If
we write G0 = K  k
∗ for the semidirect product of K acting on the abelian Lie
group k∗ via the coadjoint action, then the ﬁberwise group structure on GG turns
the latter into a Lie groupoid over the base space [0, 1].
The corresponding reduced groupoid C∗-algebra C∗r (GG) is a continuous ﬁeld of
C∗-algebras over [0, 1] with ﬁbers C∗(G0) at 0, and C∗r (G) otherwise. Moreover,
the bundle GG is trivial outside 0 and therefore induces a map K∗(C∗(G0)) →
K∗(C∗r (G)) in K-theory. Note that G0 is amenable and that we have C
∗(G0) ∼=
K  C0(k) by Fourier transform.
The following result describes the deformation picture of the Baum–Connes as-
sembly map; see [11, section II.10].
Theorem 3.1. Let G be a complex semisimple Lie group. There exists an isomor-
phism Ktop∗ (G) ∼= K∗(K  C0(k)) such that the diagram
K∗(K  C0(k))





Ktop∗ (G)
∼=

μ
 K∗(C∗r (G))
is commutative, where μ : Ktop∗ (G) → K∗(C∗r (G)) is the Baum–Connes assem-
bly map and the right downward arrow is the map arising from the deformation
groupoid.
This result allows us to reinterpret the Baum–Connes assembly map in terms
of the groupoid GG. For a detailed account of its proof in the setting of arbitrary
almost connected groups we refer to [25].
4. Quantization of the Cartan motion group
In this section we explain how the classical Cartan motion group of G can be
deformed into a quantum group. The corresponding continuous ﬁeld of C∗-algebras
is a variant of the deformation to the normal cone construction.
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4.1. Representations of crossed products by compact groups. Let us review
some general facts regarding crossed product C∗-algebras by actions of compact
groups. For more information see [33], [39].
Let K be a compact group, and let H ⊂ K be a closed subgroup. If V is a
unitary representation of H, then the induced representation is the Hilbert space
indKH(V ) = L
2(K,V )H
equipped with the left regular representation of K, where H acts by (r · ξ)(t) =
r · ξ(tr) on ξ ∈ L2(K,V ). Together with the action of C(K/H) on indKH (V ) by
pointwise multiplication, we obtain a covariant representation on indKH (V ). Hence
indKH (V ) is naturally a representation of KC(K/H). In fact, the passage from V
to indKH (V ) corresponds to Rieﬀel induction under the Morita equivalence between
C∗(H) and K  C(K/H).
Now let X be a locally compact space equipped with a continuous action of K. It
is well known that the irreducible representations of the crossed product KC0(X)
can be described as follows.
Proposition 4.1. Let K be a compact group acting on a locally compact space X.
Then all irreducible ∗-representations of K  C0(X) are of the form
indKKx(V ),
where x ∈ X and where V is an irreducible unitary representation of the stabilizer
group Kx of x. Moreover, two representations ind
K
Kx(V ) and ind
K
Ky (W ) of this form
are equivalent if and only if x = t ·y for some t ∈ K and W corresponds to V under
the identification of Kx and Ky induced by conjugation with t.
Proof. Note that indKKx(V ) is a representation of K  C0(X) by ﬁrst projecting
K  C0(X) → K  C(K · x) ∼= K  C(K/Kx) and then considering the Morita
equivalence between K  C(K/Kx) and C
∗(Kx).
Since Morita equivalence preserves irreducibility, it follows that inducing irre-
ducible representations of stabilizers produces irreducible representations of the
crossed product. In fact, all irreducible representations are obtained in this way;
see, for instance, [39, Proposition 8.7].
If y = t·x for some t ∈ K andW corresponds to V under adt : Kx → Ky, adt(r) =
trt−1, the corresponding isomorphism of stabilizer groups, then we obtain a unitary
intertwiner T : indKKx(V ) → indKKy (W ) by setting T (ξ)(x) = ξ(xt).
Now assume that indKKx(V ) and ind
K
Ky (W ) are equivalent. If x and y are on the
same K-orbit, we can identify the stabilizers Kx and Ky via conjugation, so we
may assume that x = y. In this case we obtain V ∼= W via the Morita equivalence
between K  C(K/Kx) and C
∗(Kx).
If x, y ∈ X are not on the same K-orbit, then the primitive ideals of K C0(X)
corresponding to induced representations at x and y diﬀer, and in particular there
can be no nonzero intertwiner between such representations. 
The following well-known fact regarding the structure of crossed products for
actions of compact groups follows from the Imai–Takai biduality theorem [17].
Proposition 4.2. Let K be a compact group acting on a locally compact space X.
Then the crossed product K  C0(X) is naturally isomorphic to the C
∗-algebra
C0(X,K(L
2(K)))K ,
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where K acts on C0(X) with the given action and on K(L
2(K)) with the conjugation
action with respect to the right regular representation on L2(K).
We note that under the identiﬁcation in Proposition 4.2, the (reduced) crossed
product KC0(X) is the closed linear span of all elements of the form (y⊗ 1)γ(f)
inside K(L2(K)) ⊗ C0(X), where y ∈ C∗(K) and f ∈ C0(X). Here γ : C0(X) →
C(K)⊗ C0(X) is given by γ(f)(t, x) = f(t · x).
4.2. The representation theory of K  C0(k). Using the general method out-
lined above, we shall now compute the irreducible representations of the Cartan
motion group K k∗. For this it will be convenient to identify C∗(K k∗) with the
crossed product K C0(k). Unless explicitly stated otherwise, we assume through-
out that K is a simply connected semisimple compact Lie group.
We note ﬁrst that each point of k is conjugate to a point of t; see, for instance, [6,
chapter IX]. Therefore by Proposition 4.1 all irreducible representations ofKC0(k)
are of the form
indKKX (V ),
where X ∈ t and where V is an irreducible representation of the stabilizer subgroup
KX ⊂ K of X. More concretely, the induced representation indKKX (V ) corresponds
to the covariant pair given by the left regular representation of K on indKKX (V ) and
π(V,X) : C0(k) → L(indKKX (V )), π(V,X)(f)(ξ)(k) = f(k ·X)ξ(k),
where we write k ·X for the adjoint action of k on X.
If W denotes the Weyl group of K, then the intersections of the orbits of K in
k with t are the orbits of W in t. For each X ∈ t the stabilizer subgroup KX is a
connected subgroup, and we have T ⊂ KX ⊂ K. Since KX has again T as maximal
torus, we obtain Irr(KX) = Irr(T )/WX . Here WX is the Weyl group of KX , and we
note that this group identiﬁes with the stabilizer of X in W . Putting all of these
facts together, we see that the spectrum of K  C0(k), as a set, is⊔
X∈t/W
P/WX ∼= (P× t)/W.
Here we have identiﬁed Irr(T ) with the weight lattice P.
In order to describe the algebraKC0(k) more concretely, we use Proposition 4.2
to write
K  C0(k) ∼= C0(k,K(L2(K)))K .
Let K(L2(K))KX be the ﬁxed point subalgebra with respect to the right regular
action of KX on L
2(K). We note that if f ∈ C0(k,K(L2(K)))K , then f(X) ∈
K(L2(K))KX . Using the Peter–Weyl theorem, one obtains
K(L2(K))KX ∼=
⊕
V ∈Irr(KX)
K(L2(K,V )KX )
by inducing the left regular representation of KX to K and then applying Schur’s
lemma. In particular, if f ∈ C0(k,K(L2(K)))K and if V is an irreducible represen-
tation of KX for some X ∈ t, then the projection of f(X) to the direct summand
K(L2(K,V )KX ) in K(L2(K))KX corresponds to indKKX (V ).
Consider the map
π : C0(k,K(L
2(K)))K → C0(t,K(L2(K)))
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obtained by restriction to t ⊂ k. This map is injective since every orbit of the
adjoint action of K on k meets t.
Our aim is to describe the image of π. Given μ ∈ P, let us write V (μ) for the
corresponding representation of T and deﬁne
L2(Eμ) = indKT (V (μ)) = L2(K,V (μ))T .
The ﬁxed point algebra of K(L2(K)) with respect to the action of T is
K(L2(K))T =
⊕
μ∈P
K(L2(Eμ)).
Since T ⊂ KX , we have f(X) ∈ K(L2(K))T for all f ∈ C0(k,K(L2(K)))K and
X ∈ t. In particular, we see that π takes values in C0(P × t,K(H)), where H =
(Hμ,X) denotes the locally constant bundle of Hilbert spaces over P× t with ﬁbers
Hμ,X = L2(Eμ). Here C0(P×t,K(H)) is the C∗-algebra of sections of the C0(P×t)-
algebra of compact operators on the Hilbert C0(P× t)-module corresponding to H.
The Weyl groupW acts naturally on C0(P×t,K(H)) = C0(t,
⊕
μ∈PK(L
2(Eμ))).
Indeed, if w ∈ W , there is a unitary isomorphism Uw : L2(Eμ) → L2(Ewμ) deﬁned by
Uw(ξ)(k) = ξ(kw). Note that here we are viewing w ∈ K, and strictly speaking we
are picking a representative for an element ofW . However, the induced isomorphism
K(L2(Eμ)) ∼= K(L2(Ewμ)) is independent of this choice. The image of π is invariant
under the action of the Weyl group, by the invariance under the action of K.
For X ∈ t and f ∈ C0(P × t,K(H)) denote by fX ∈ K(L2(K)) the element
obtained by evaluating f in the second variable and viewing the resulting section
of the bundle K(H) over P as an element of⊕
μ∈P
K(L2(Eμ)) ⊂ K(L2(K)).
With this notation in place we can describe the image of π as follows.
Theorem 4.3. The C∗-algebra K  C0(k) is isomorphic to the subalgebra
AL0 = {f ∈ C0(P× t,K(H))W | fX ∈ K(L2(K))KX for all X ∈ t}
of C0(P× t,K(H))W .
Proof. We have already observed that the map π deﬁned above is injective and
takes values in AL0 . For surjectivity, we start by understanding the form of the
irreducible representations of AL0 .
Let θ : AL0 → L(V) be an irreducible representation of AL0 on a Hilbert space
V. By standard C∗-algebra theory there exists an irreducible representation Θ :
C0(P × t,K(H)) → L(K) on some Hilbert space K and an AL0 -invariant subspace
L ⊂ K such that the restriction of Θ to AL0 , acting on L, is equivalent to θ. In
particular, we can assume V ⊂ K such that the action of AL0 on V is given by Θ. Now
note that C0(P× t,K(H)) = C0(t,
⊕
μ∈PK(L
2(Eμ))). Then, up to isomorphism, Θ
must be given by point evaluation at an element X ∈ t, followed by projection to
a direct summand of ⊕μ∈PK(L2(Eμ)).
In particular, each irreducible representation of AL0 factors through point evalu-
ation at some element of t. If f ∈ AL0 , then fX ∈ K(L2(K))KX , which we saw has
a direct sum decomposition
K(L2(K))KX ∼=
⊕
V ∈Irr(KX)
K(L2(K,V )KX ).
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We conclude that any irreducible representation of AL0 is given by point evaluation
at an element X ∈ t, followed by projection to one of these direct summands
of K(L2(K))KX . Notice that restricting an irreducible representation of AL0 to
the image of π gives an irreducible representation of the latter, by our concrete
description of the irreducible representations of C0(k,K(L
2(K)))K . By construction
of the algebra AL0 and the structure of the spectrum of KC0(k) explained further
above, any two irreducible representations of AL0 which become equivalent when
viewed as representations of im(π) are already equivalent as representations of AL0 .
The result then follows from Dixmier’s Stone–Weierstrass theorem; see [14, sec-
tion 11.1]. 
In order to illustrate Theorem 4.3, let us consider the special case K = SU(2).
In this case the stabilizer group KX is equal to T if X ∈ t ∼= R is nonzero, and
KX = K if X = 0. It follows that the algebra described in Theorem 4.3 identiﬁes
with
AL0 = {f ∈ C0(Z× R,K(H))Z2 | f0 ∈
⊕
ν∈P+
K(V (ν)) ⊂ K(L2(K))},
where K(V (ν)) is represented via the left regular representation of K.
4.3. The representation theory of K  C(K). Let us next compute the irre-
ducible representations of the C∗-algebra KC(K) of the quantum Cartan motion
group. The arguments are parallel to the ones in the previous subsection. We re-
mark that KC(K) is the group C∗-algebra of the Drinfeld double of the classical
group K.
The irreducible representations of KC(K) are labeled by (P×T )/W . Indeed,
each point of K is conjugate to a point of T , so Proposition 4.1 tells us that all
irreducible representations of K  C(K) are of the form
indKKt(V ),
where t ∈ T and V is an irreducible representation of the centralizer subgroup
Kt ⊂ K of t in K. The intersections of the conjugacy classes in K with T are
the orbits of W on T . For each t ∈ T , the centralizer subgroup Kt is a connected
subgroup, and we have T ⊂ Kt ⊂ K. Therefore Irr(Kt) = Irr(T )/Wt, where Wt is
the Weyl group of Kt, which identiﬁes with the stabilizer of t in W . We conclude
that the spectrum of K  C(K), as a set, is⊔
t∈T/W
P/Wt ∼= (P× T )/W.
In the same way as in the analysis of the classical Cartan motion group, let us
consider the isomorphism
K  C(K) ∼= C(K,K(L2(K)))K
obtained from Proposition 4.2. If f ∈ C(K,K(L2(K)))K , then f(t) is contained
in K(L2(K))Kt , and each irreducible representation of C(K,K(L2(K)))K can be
described as point evaluation at some t ∈ T followed by projection onto a direct
summand of
K(L2(K))Kt ∼=
⊕
V ∈Irr(Kt)
K(L2(K,V )Kt).
The map
π : C(K,K(L2(K)))K → C(T,K(L2(K)))
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obtained by restricting operator-valued functions to T ⊂ K is injective, and the
image of π is contained in C0(P×T,K(H))W , where H = (Hμ,t) denotes the locally
constant bundle of Hilbert spaces over P× T with ﬁbers Hμ,t = L2(Eμ).
For t ∈ T and f ∈ C0(P × T,K(H))W denote by ft ∈ K(L2(K)) the element
obtained by evaluating f in the second variable and viewing the resulting section
of the bundle K(H) over P as an element of⊕
μ∈P
K(L2(Eμ)) ⊂ K(L2(K)).
We then have the following analogue of Theorem 4.3, with essentially the same
proof.
Theorem 4.4. The C∗-algebra K  C(K) is isomorphic to the subalgebra
AL1 = {f ∈ C0(P× T,K(H))W | ft ∈ K(L2(K))Kt for all t ∈ T}
of C0(P× T,K(H))W .
Let us again consider explicitly the case K = SU(2). In this case the centralizer
group Kt is equal to K if t = ±1, and Kt = T ∼= S1 otherwise.
For t ∈ T let us write
Vμ,t = ind
K
Kt(V (μ))
for the induced representation of the irreducible representation V (μ) of Kt as-
sociated with the weight μ ∈ P. Here we tacitly declare V (μ) = V (−μ) if
μ ∈ P+ and t = ±1. Two representations Vμ,t, Vμ′,t′ are equivalent if and only
if (μ′, t′) = (±μ, t±1).
Let us write down the representations Vμ,t explicitly. If t = ±1, then Vμ,t is the
space L2(Eμ) with the action of C(K) given by
(f · ξ)(k) = f(ktk−1)ξ(k),
and the action of K given by
(s · ξ)(k) = ξ(s−1k).
If t = ±1, we have Vμ,t = V (μ) and the action of C(K) reduces to
f · ξ = f(t)ξ.
The algebra described in Theorem 4.4 is
AL1 = {f ∈ C0(Z× S1,K(H))Z2 | f±1 ∈
⊕
ν∈P+
K(V (ν)) ⊂ K(L2(K))},
where K(V (ν)) is again represented via the left regular representation of K.
4.4. The quantization field for the Cartan motion group. In this section
we discuss the quantization of the classical Cartan motion group, represented by
the C∗-algebra K  C0(k), towards the quantum Cartan motion group, which is
represented by the C∗-algebra K  C(K).
Let us consider the deformation to the normal cone construction outlined in
section 3 for the manifoldK and its one-point submanifold consisting of the identity
element of K. We obtain a Lie groupoid GK over the base space [0, 1], also known
as the corresponding adiabatic groupoid [13], with object space
GK = {0} × k unionsq (0, 1]×K,
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equipped with the topology and smooth structure as deﬁned in section 3. The
groupoid structure is given by the ﬁberwise group operations. Since the canonical
projection map GK → [0, 1] is continuous and open, the algebra C0(GK) is naturally
a continuous ﬁeld of C∗-algebras over [0, 1], with ﬁbers
C0(GK)τ =
{
C0(k) if τ = 0,
C(K) otherwise.
For our purposes it is convenient to describe this construction directly on the
level of functions. Given any f0 ∈ Cc(k), we obtain a continuous function f on
GK by considering the family (fτ )τ∈[0,1] of functions deﬁned as follows. We set
fτ (exp(X)) = f(τ
−1X) for τ > 0 small and X in a neighborhood of 0 on which
the exponential map is a diﬀeomorphism. Extending by zero and cutting oﬀ in the
τ -direction, we obtain continuous functions fτ ∈ C(K) for all τ > 0 in this way.
Evaluating the family (fτ )τ∈[0,1] in the ﬁbers of GK then yields f ∈ C0(GK). We
also consider the continuous functions on GK obtained from all families (fτ )τ∈[0,1]
such that fτ = 0 for τ small and (τ, x) → fτ (x) is continuous on (0, 1] × K. By
deﬁnition of the topology of GK , the collection of all functions described above
yields a ∗-algebra which is dense in the C∗-algebra C0(GK) of functions on GK .
Using the fact that continuous ﬁelds are preserved by taking crossed products
with respect to ﬁberwise actions of amenable groups (see [28, Theorem 2.1]), we
obtain the following result.
Proposition 4.5. Let K be a connected compact Lie group, and let GK be the
associated adiabatic groupoid as above. The crossed product L = K  C0(GK) with
respect to the fiberwise adjoint action is a continuous field of C∗-algebras with fibers
L0 = K  C0(k) and Lτ = K  C(K) for τ > 0.
We call the continuous ﬁeld constructed in Proposition 4.5 the quantization field
for the Cartan motion group.
Using Theorems 4.3 and 4.4, let us deﬁne another continuous ﬁeld of C∗-algebras
AL over [0, 1] whose ﬁbers are isomorphic to the ﬁbers of the quantization ﬁeld L.
More speciﬁcally, we stipulate that the ﬁeld AL is trivial away from 0, and if
f0 ∈ K  C0(k) ⊂ C0(P× t,K(H))W has compact support as a function on P× t,
then a continuous section (fτ )τ∈[0,1] of AL is obtained by setting
fτ (μ, exp(X)) = f(μ, τ
−1X)
for τ > 0 small and X in a neighborhood of 0 on which exp is a diﬀeomorphism,
extended by 0 to all of T . Note here that fτ for τ > 0 deﬁnes an element of
K C(K) ⊂ C0(P× T,K(H))W . The ﬁber at τ = 0 of the ﬁeld AL identiﬁes with
AL0 as in Theorem 4.3, and the ﬁbers of A
L at points τ > 0 can be identiﬁed with
AL1 as in Theorem 4.4.
Proposition 4.6. The continuous field AL described above is isomorphic to the
quantization field of the Cartan motion group.
Proof. Let f be an element of the convolution algebra C(K,C0(GK)) ⊂ KC0(GK)
of the form f = g ⊗ h, where g ∈ C(K) and h ∈ C0(GK) is the generating section
associated with a compactly supported function h0 in Cc(k) as in the description of
C0(GK) explained further above. Since linear combinations of elements of this type
form a dense subspace of L, it suﬃces to show that f deﬁnes a continuous section
of AL.
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Under the isomorphism provided by Theorem 4.3, we have
((g ⊗ h0)(μ,X))(ξ)(k) =
∫
K
g(s)h(s−1k ·X)ξ(s−1k)ds
for μ ∈ P, X ∈ t, ξ ∈ L2(Eμ), and k ∈ K. Similarly, under the isomorphism
provided by Theorem 4.4, we have
((g ⊗ hτ )(μ, exp(X)))(ξ)(k) =
∫
K
g(s)h(τ−1s−1k ·X)ξ(s−1k)ds
for τ > 0 small. From these formulas we can see that under these isomorphisms on
each ﬁber, the element f is mapped to a continuous section of AL, as required. 
5. Quantization of complex semisimple Lie groups
In this section we describe a deformation of the reduced group C∗-algebra of a
complex semisimple Lie group G. The resulting continuous ﬁeld of C∗-algebras is
another instance of the deformation to the normal cone construction.
5.1. The tempered representations of classical complex groups. In this
subsection we review the structure of the space of irreducible tempered representa-
tions of complex semisimple groups. Throughout we ﬁx a simply connected com-
plex semisimple Lie group G with maximal compact subgroup K, and a compatible
choice of Borel subgroup B ⊂ G and maximal torus T ⊂ K.
Let μ ∈ P. Then the space of smooth sections Γ(Eμ) ⊂ L2(Eμ) of the induced
vector bundle Eμ = K ×T Cμ over G/B = K/T corresponding to μ is the subspace
of C∞(K) of weight μ with respect to the right translation action of T given by
(t ⇀ ξ)(x) = ξ(xt).
Equivalently, we have
Γ(Eμ) = {ξ ∈ C∞(K) | (id⊗πT )Δ(ξ) = ξ ⊗ zμ},
where πT : C
∞(K) → C∞(T ) is the projection homomorphism and zμ ∈ C∞(T ) is
the unitary corresponding to the weight μ.
Given λ ∈ t∗, we can identify
Γ(Eμ) = {ξ ∈ C∞(G) | (id⊗πB)Δ(ξ) = ξ ⊗ zμ ⊗ χλ+2ρ} ⊂ C∞(G),
where we view G = KAN = K× exp(a)× exp(n) and write χλ+2ρ for the character
on AN given by
χλ+2ρ(exp(a) exp(n)) = e
(λ+2ρ,a);
recall that ρ denotes the half-sum of all positive roots. The left regular action of G
on Γ(Eμ) = Γ(Eμ,λ) deﬁnes a representation of G which is called the principal series
representation with parameter (μ, λ) ∈ P × t∗. Since λ ∈ t∗, the representation
Γ(Eμ,λ) ⊂ C∞(K) is unitary for the standard scalar product on C∞(K) induced
from the Haar measure on K. In particular, we obtain a corresponding nondegen-
erate ∗-representation πμ,λ : C∗f (G) → L(Hμ,λ), where Hμ,λ ⊂ L2(K) is the Hilbert
space completion of Γ(Eμ,λ).
The following result is due to Zˇelobenko [40] and Wallach [37].
Theorem 5.1. For all (μ, λ) ∈ P × t∗ the unitary principal series representation
Hμ,λ is an irreducible unitary representation of G.
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The Weyl group W acts on the parameter space P× t∗ by
w(μ, λ) = (wμ,wλ).
Using this action, one can describe the isomorphisms between unitary principal
series representations as follows; see [21].
Theorem 5.2. Let (μ, λ), (μ′, λ′) ∈ P × t∗. Then Hμ,λ and Hμ′,λ′ are equivalent
representations of G if and only if (μ, λ), (μ′, λ′) are on the same Weyl group orbit,
that is, if and only if
(μ′, λ′) = (wμ,wλ)
for some w ∈ W .
Combining these results with Harish-Chandra’s Plancherel theorem [15], one
obtains the following description of the reduced group C∗-algebra of G.
Theorem 5.3. Let G be a complex semisimple Lie group, and let H = (Hμ,λ)μ,λ be
the Hilbert space bundle of unitary principal series representations of G over P×t∗.
Then one obtains an isomorphism
C∗r (G) ∼= C0(P× t∗,K(H))W
induced by the canonical ∗-homomorphism π : C∗f (G) → C0(P× t∗,K(H)).
5.2. The tempered representations of complex quantum groups. In this
subsection we review some aspects of the representation theory of complex quantum
groups. For more details and background we refer to [35].
Throughout we ﬁx q = eh such that 0 < q < 1 and set
t∗q = t
∗/i−1Q∨,
where  = h2π and Q
∨ is the coroot lattice of g.
Let μ ∈ P. Then we deﬁne the space of sections Γ(Eμ) ⊂ C∞(Kq) of the induced
vector bundle Eμ corresponding to μ to be the subspace of C∞(Kq) of weight μ with
respect to the D(Kq)-module structure
x ⇀ ξ = ξ(1)(x, ξ(2)).
Equivalently, we have
Γ(Eμ) = {ξ ∈ C∞(Kq) | (id⊗πT )Δ(ξ) = ξ ⊗ zμ},
where πT : C
∞(Kq) → C∞(T ) is the canonical projection homomorphism and
zμ ∈ C∞(T ) = C[P] is the generator corresponding to the weight μ.
For λ ∈ t∗q we deﬁne the twisted left adjoint representation of C∞(Kq) on Γ(Eμ)
by
f · ξ = f(1) ξ S(f(3))(K2ρ+λ, f(2)).
Together with the left coaction Γ(Eμ) → C∞(Kq)⊗Γ(Eμ) given by comultiplication,
this turns Γ(Eμ) into a Yetter–Drinfeld module.
It is convenient to switch from the left coaction on Γ(Eμ) to the left D(Kq)-
module structure given by
x · ξ = (Sˆ(x), ξ(1))ξ(2)
for x ∈ D(Kq). The space Γ(Eμ) = Γ(Eμ,λ) with the actions as above is called the
principal series Yetter–Drinfeld module with parameter (μ, λ) ∈ P× t∗q . Since λ ∈
t∗q , the Yetter–Drinfeld module Γ(Eμ,λ) ⊂ C∞(Kq) is unitary for the scalar product
induced from the Haar state on C∞(Kq). In particular, we obtain a corresponding
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nondegenerate ∗-representation πμ,λ : C∗f (Gq) → L(Hμ,λ), where Hμ,λ ⊂ L2(Kq) is
the Hilbert space completion of Γ(Eμ,λ).
The unitary representations of Gq on Hμ,λ for (μ, λ) ∈ P× t∗q as above are called
unitary principal series representations.
For a proof of the following result we refer to [35].
Theorem 5.4. For all (μ, λ) ∈ P × t∗q the unitary principal series representation
Hμ,λ is an irreducible unitary representation of Gq.
As in the classical situation, there are nontrivial intertwiners between unitary
principal series representations of Gq. The classical Weyl group W acts on the
parameter space P× t∗q by
w(μ, λ) = (wμ,wλ).
The following result describes the isomorphisms between unitary principal series
representations in the quantum case [35].
Theorem 5.5. Let (μ, λ), (μ′, λ′) ∈ P × t∗q . Then Hμ,λ and Hμ′,λ′ are equivalent
representations of Gq if and only if (μ, λ), (μ
′, λ′) are on the same Weyl group orbit,
that is, if and only if
(μ′, λ′) = (wμ,wλ)
for some w ∈ W .
Let H = (Hμ,λ)μ,λ be the Hilbert space bundle of unitary principal series rep-
resentations of Gq over P × t∗q . Then we obtain a ∗-homomorphism π : C∗f (G) →
C0(P× t∗q ,K(H)) by setting π(x)(μ, λ) = πμ,λ(x), and this map is used to describe
the structure of the reduced C∗-algebra of Gq as follows [36].
Theorem 5.6. Let Gq be a complex semisimple quantum group, and let H =
(Hμ,λ)μ,λ be the Hilbert space bundle of unitary principal series representations of
Gq over P× t∗q . Then one obtains an isomorphism
C∗r (Gq) ∼= C0(P× t∗q ,K(H))W
induced by the canonical ∗-homomorphism π : C∗f (Gq) → C0(P× t∗q ,K(H)).
In the case Gq = SLq(2,C) the statement of Theorem 5.6 follows already from
the work of Pusz and Woronowicz [32], [31] and Buﬀenoir and Roche [8].
5.3. The quantization field of a complex group. Using the structure of the
reduced group C∗-algebras C∗r (G) and C
∗
r (Gq) described above, we shall now con-
struct a continuous ﬁeld of C∗-algebras relating them.
Consider the parameter space M = P × t∗q of unitary principal series represen-
tations of the quantum group Gq. If we let Z = P × {0} ⊂ M , then we can view
the normal bundle NZ = P× t∗ as the parameter space of unitary principal series
representations of the classical group G. Moreover, due to Peter–Weyl theory the
underlying Hilbert spaces of classical and quantum unitary principal series repre-
sentations associated with the same parameter μ ∈ P can be identiﬁed. Using the
same techniques as in section 4 we obtain a continuous ﬁeld of C∗-algebras B over
[0, 1] with ﬁbers B0 = C0(P× t∗,K(H)) and Bτ = C0(P× t∗/(i−1τ−1Q∨),K(H))
for τ > 0.
The Weyl group action on the bundle H arising from Theorems 5.2 and 5.5
is compatible with this continuous ﬁeld structure; see the explicit formulas for
intertwining operators obtained in [35, section 5]. Therefore we obtain an action of
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W on B. Taking the W -invariant part of B yields a continuous ﬁeld of C∗-algebras
R = BW over [0, 1] with ﬁbers R0 = C
∗
r (G) and Rτ = C
∗
r (Gqτ ) for τ > 0. We shall
refer to this continuous ﬁeld as the quantization field of G.
For our purposes it will be convenient to reparameterize the spaces of principal
series representations of G and Gqτ , respectively. Let X∗(T ) = ker(exp : t → T )
denote the coweight lattice of T . Then we obtain a linear isomorphism γ : t → t∗
determined by (γ(X), μ) = μ(X) for all μ ∈ P. Similarly, let us write tqτ =
t/h−1τ−1X∗(T ). Using this notation, we obtain a linear isomorphism γqτ : tqτ →
t∗qτ determined by the same formula as γ.
These isomorphisms are W -equivariant. According to Theorems 5.3 and 5.6, we
can therefore identify the ﬁbers of the quantization ﬁeld of G with AR0 = C0(P ×
t,K(H))W and ARτ = C0(P×T,K(H))W for τ > 0, taking into account the canonical
rescaling tqτ = t/h
−1τ−1X∗(T ) ∼= t/X∗(T ) ∼= T for all τ > 0. Let us write AR for
the resulting continuous ﬁeld.
The quantization ﬁeld of G can be viewed as a noncommutative deformation to
the normal cone construction applied to the tempered dual of Gq.
6. The quantum Baum–Connes assembly map
In this section we deﬁne a quantum analogue of the Baum–Connes assembly ﬁeld
and show that it induces an isomorphism in K-theory.
6.1. The quantum Baum–Connes field. The key ingredient in our approach is
to obtain a continuous ﬁeld of C∗-algebras by varying the deformation parameter
in the construction of the Drinfeld double. More precisely, we shall ﬁx q = eh
and construct a continuous ﬁeld Q = C∗r (G) of C
∗-algebras over [0, 1] with ﬁbers
Qσ = C
∗
r (Gqσ ).
Let us ﬁrst recall that the family of C∗-algebras (C(Kqσ ))σ∈[0,1] assembles into a
continuous ﬁeld C(K) of C∗-algebras over [0, 1] as follows [26]. If V (μ) denotes the
underlying Hilbert space of the irreducible representation of K of highest weight
μ ∈ P+, and V (μ)σ the corresponding irreducible representation of Kqσ , then
we may ﬁx a continuous family of unitary isomorphisms V (μ)σ ∼= V (μ) which is
the identity for σ = 0. Here continuity means that the unbounded multipliers
Eq
σ
i , F
qσ
i , H
qσ
i of C
∗(Kqσ ) deﬁne continuous families of operators in K(V (μ)) for
σ ∈ [0, 1] under these isomorphisms.
Then for each v ∈ V (μ)∗, w ∈ V (μ) the matrix element 〈v| • |w〉 naturally
becomes a continuous section of the ﬁeld C(K), and this in turn determines the
continuous ﬁeld structure of C(K).
Dually, note that the C∗-algebras C∗(Kqσ ) naturally identify with C∗(K) =⊕
μ∈P+ K(V (μ)) under the above continuous family of isomorphisms. In particular,
these algebras assemble into a constant continuous ﬁeld C∗(K) over [0, 1] in an
obvious way.
Roughly, in order to construct the ﬁeld Q = C∗r (G), we need to combine the
ﬁelds C(K) and C∗(K) as in the Drinfeld double construction.
More precisely, consider the C∗-algebra E =
∏
σ∈[0,1] C
∗
r (Gqσ ) consisting of all
uniformly norm-bounded families of elements in C∗r (Gqσ ). Let C
∗
r (G) ⊂ E be
the C∗-algebra generated by all operators of the form (ωμij  u
ν
kl)f , where f ∈
C[0, 1], μ, ν ∈ P+, and where the indices run over all allowed values. Note that
C∗r (G) is indeed contained in E since the norms of ω
μ
ij and u
ν
kl are uniformly
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bounded by 1; in the case of ωμij this holds because the elements ω
μ
ij for ﬁxed μ
form a full matrix algebra, and for uνkl it suﬃces to note that the matrix u
ν = (uνkl)
over C(Kqσ ) is unitary for all σ.
By construction, the C∗-algebra C∗r (G) is a C[0, 1]-algebra. In order to describe
this algebra further, it is convenient to reparameterize the space of principal series
representations of Gqσ as described at the end of section 5. Then according to
Theorems 4.4 and 5.6 we obtain a natural inclusion
C∗r (G) ⊂
∏
σ∈[0,1]
C0(P× T,K(H))W ,
again taking into account the canonical rescaling tqσ ∼= t/X∗(T ) ∼= T for all σ > 0.
Proposition 6.1. The image of C∗r (G) under the above inclusion map is contained
in C0([0, 1]×P× T,K(H))W .
Proof. We need to show that the sections ωαij  u
β
kl in C
∗
r (Gqσ ) ⊂ C0(P×T,K(H))W
depend continuously on σ. Since the images of these elements in the natural rep-
resentations on Hμ,λ are ﬁnite rank operators, it is enough to show that they
are strongly continuous in σ. For the operators ωαij this is obvious because their
action is constant across the interval. For the operators uβkl strong continuity fol-
lows by inspecting the explicit formulas for the natural representations and the
fact that multiplication of matrix elements in C∞(Kqσ ) depends continuously on
σ ∈ [0, 1]. 
Theorem 6.2. The algebra C∗r (G) is a continuous field of C
∗-algebras over [0, 1]
with fibers C∗r (G)σ = C
∗
r (Gqσ ), trivial away from 0.
Proof. It follows immediately from Proposition 6.1 that C∗r (G) is a continuous ﬁeld
of C∗-algebras over [0, 1], and that the restriction of this ﬁeld to the open interval
(0, 1] agrees with the trivial ﬁeld C0((0, 1]×P×T,K(H))W . This shows in particular
that the ﬁber C∗r (G)σ of C
∗
r (G) for σ > 0 is equal to C
∗
r (Gqσ ).
To compute the ﬁber at σ = 0, remark that C∗r (G1) ∼= KC(K) is a full crossed
product. Therefore the natural quotient homomorphism C∗r (G)0 → C∗r (Gq0) =
C∗r (G1) splits. Moreover, the image of the splitting homomorphism C
∗
r (G1) →
C∗r (G)0 is dense. In other words, the ﬁber of C
∗
r (G) at σ = 0 identiﬁes canonically
with C∗r (G1). 
The continuous ﬁeld obtained in Theorem 6.2 will be called the quantum assembly
field for the group G.
Let us also deﬁne a continuous ﬁeld of C∗-algebras AQ over [0, 1] by setting
AQ = {F ∈ C0([0, 1]×P× T,K(H))W | F0(t) ∈ K(L2(K))Kt for all t ∈ T}.
Here F0 ∈ C0(P× T,K(H))W is the evaluation of F at 0 in the ﬁrst variable. This
ﬁeld is clearly trivial away from 0 and has ﬁbers AQσ
∼= C∗r (Gqσ ) due to Theorems 4.4
and 5.6. From our above considerations we immediately obtain the following result.
Proposition 6.3. The quantum assembly field is isomorphic to the continuous field
AQ defined above.
Proof. Theorem 6.2 shows that C∗r (G) embeds in A
Q, and it is straightforward to
check directly that this embedding is surjective. 
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6.2. The quantum assembly map. In this subsection we show that the quantum
assembly ﬁeld induces an isomorphism
μq : K∗(K  C(K)) → K∗(C∗r (Gq)),
following the approach in [16] for the classical Baum–Connes assembly map.
Recall the following lemma from [16]. For the convenience of the reader we
include a proof.
Lemma 6.4. Let B be a C∗-algebra, and let p ∈ M(B) be a projection. If p
acts as a rank one projection in all irreducible representations of B, then pBp is a
commutative C∗-algebra which is Morita equivalent to B.
Proof. Consider the representation π : B →⊕ω∈PS(B) L(Hω), where ω ranges over
the set PS(B) of pure states of B and Hω is the GNS-representation associated
with ω. Then π is injective, and by assumption the image of p in L(Hω) is a rank
one projection for all ω ∈ PS(B). It follows that pBp ∼= π(pBp) = π(p)π(B)π(p)
is a commutative C∗-algebra.
We claim that B = BpB. Indeed, if BpB ⊂ B is a proper ideal, then there
exists an irreducible representation ρ : B → L(H) which vanishes on BpB. This
implies that ρ(p) = 0, which contradicts our assumption that ρ(p) must be a rank
one projection.
It follows that the Hilbert B-module E = pB with the structure inherited from B
viewed as a Hilbert B-module over itself implements a Morita equivalence between
B and pBp; see, for instance, [33, example 3.6]. 
In particular, under the assumptions of Lemma 6.4 the spectrum of B agrees
with the spectrum of the commutative C∗-algebra pBp.
Due to Theorem 6.2 the quantum assembly ﬁeld C∗r (G) is trivial away from zero.
Hence it induces a map in K-theory
K∗(K  C(K)) = K∗(C∗r (G)0) → K∗(C∗r (G)1) = K∗(C∗r (Gq)),
as in the classical case. We will call this map the quantum assembly map for G.
Theorem 6.5. Let Gq be a semisimple complex quantum group. The quantum
assembly map
μq : K∗(K  C(K)) → K∗(C∗r (Gq))
is an isomorphism.
Proof. We follow closely the argument given by Higson in [16] for the classical
assembly map.
Fix a labeling P+ = {μ1, μ2, μ3, . . .} of the set of dominant integral weights such
that if μi ≤ μj with respect to the natural order on weights, then i ≤ j.
For each n ∈ N we consider the projections pn ∈ C∗r (G) = Q onto the highest
weight vector of the minimal K-type μn and set
Jn = QpnQ.
In this way we obtain a ﬁltration (Fn(Q))n∈N of Q by ideals where
Fn(Q) =
∑
1≤m≤n
Jn.
Let Q1 = F1(Q) and
Qn = Fn(Q)/Fn−1(Q)
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for n > 1 be the corresponding subquotients. The projections pn ∈ Qn satisfy the
assumptions of Lemma 6.4, and according to Theorems 5.6 and 4.4, combined with
Proposition 6.1, we get
pnQnpn ∼= C([0, 1], C(T )Wμn ),
where Wμn ⊂ W is the subgroup ﬁxing μn ∈ P+.
In the same way we obtain a ﬁltration of D = C∗r (Gq) by considering the ideals
Fn(D) =
∑
1≤m≤n
In,
where In = DpnD, and we will write Dn for the resulting subquotients. From the
description of pnQnpn above and pnDnpn ∼= C(T )Wμn it follows that evaluation at
1 yields an isomorphism K∗(pnQnpn) → K∗(pnDnpn) in K-theory.
According to Lemma 6.4, in the commutative diagram
K∗(Qn)  K∗(Dn)
K∗(pnQnpn)  K∗(pnDnpn)
the vertical maps, induced by the canonical inclusions, are isomorphisms. Hence
evaluation at 1 yields isomorphisms K∗(Qn) → K∗(Dn) for all n ∈ N. As a conse-
quence, an iterated application of the six-term exact sequence in K-theory shows
that evaluation at 1 induces isomorphisms K∗(Fn(Q)) → K∗(Fn(D)) for all n ∈ N.
Let us write F∞(Q) and F∞(D) for the union of the subalgebras Fn(Q) and
Fn(D), respectively. Then F∞(Q) ⊂ Q and F∞(D) ⊂ D are dense, and continuity
of K-theory implies that evaluation at σ = 1 induces an isomorphism
K∗(C∗r (G)) = lim−→
n∈N
K∗(Fn(Q)) ∼= lim−→
n∈N
K∗(Fn(D)) = K∗(C∗r (Gq)).
The map K∗(Q) = K∗(C∗r (G)) → K∗(C∗r (G1)) = K∗(Q0) induced by evaluation
at σ = 0 is an isomorphism by the triviality of C∗r (G) away from 0. Hence the
commutative diagram
K∗(C∗r (G))
∼=



 ∼=





K∗(C∗r (G1)) μq
 K∗(C∗r (Gq))
yields the claim. 
7. The deformation square
We shall now assemble the constructions in previous sections and construct the
deformation square of a complex semisimple Lie group. This continuous ﬁeld of
C∗-algebras encapsulates all the deformations that we have studied so far.
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7.1. Deformation squares and their K-theory. In this subsection we introduce
the abstract concept of deformation squares and discuss their basic K-theoretic
properties.
Definition 7.1. Let X = [0, 1]×[0, 1] be the unit square, and let A be a continuous
ﬁeld of C∗-algebras over X. We shall say that A is a deformation square if the
following conditions hold.
(a) The restriction of A to (0, 1]× (0, 1] is a trivial ﬁeld.
(b) The restriction of A to {0} × [0, 1] is trivial away from (0, 0).
(c) The restriction of A to [0, 1]× {0} is trivial away from (0, 0).
If A is a deformation square, then the restriction of A to any boundary edge of
[0, 1] × [0, 1] yields a continuous ﬁeld of C∗-algebras which is trivial away from a
single point. The following result conﬁrms that the corresponding induced maps in
K-theory behave as expected.
Proposition 7.2. Let A be a deformation square. Then one obtains a commutative
diagram
K∗(A0,1)  K∗(A1,1)
K∗(A0,0)  K∗(A1,0)
induced from the restriction of A to the boundary edges of X = [0, 1]× [0, 1].
Proof. Using split exactness of K-theory and [5, Proposition 3.2], it suﬃces to
consider the case in which A is a unital deformation square.
Let p0,0 ∈ Mn(A0,0) be a projection. In the same way as in our discussion in
section 2, we can lift this to a positive element q in Mn(A). Since p
2
0,0 = p0,0, we
know that q(σ, τ)2 − q(σ, τ) has small norm for (σ, τ) near (0, 0). Hence 12 is not in
the spectrum of q(σ, τ), and using functional calculus, we obtain an element p ∈ A
lifting p0,0 such that p(σ, τ) is a projection provided that 0 ≤ σ, τ ≤  for some  > 0.
Using triviality of the ﬁeld along the boundary and the interior, we can actually
assume that p(σ, τ) is a projection for all (σ, τ) ∈ X. By the very construction of
the induced maps in K-theory, both compositions of the above diagram map [p0,0]
to [p(1, 1)] ∈ K0(A1,1). We conclude that the diagram for K0 is commutative.
In a similar way, one proceeds for K1. If u0,0 ∈ Mn(A0,0) is unitary and u ∈
Mn(A) a lift of u0,0, then since u(σ, τ)u(σ, τ)
∗−1 and u(σ, τ)∗u(σ, τ)−1 have small
norm near 0, the elements u(σ, τ) will be invertible provided that 0 ≤ σ, τ ≤  for
some  > 0. Using triviality of the ﬁeld along the boundary and the interior, we can
in fact assume that u(σ, τ) is invertible for all (σ, τ) ∈ X. Again, by construction
of the induced maps in K-theory, both compositions in the above diagram map
[u0,0] ∈ K1(A0,0) to [u(1, 1)] ∈ K1(A1,1). 
7.2. The classical assembly field revisited. In this subsection we shall give an
alternative description of the Baum–Connes assembly ﬁeld for the classical group
G. More precisely, we shall prove that this ﬁeld agrees with the continuous ﬁeld
AC = {F ∈ C0([0, 1]×P× t,K(H))W | F0 ∈ AL0 }
over [0, 1], where AL0 is the C
∗-algebra in Theorem 4.3 and F0 ∈ C0(P× t,K(H))W
is the evaluation of F at 0 ∈ [0, 1]. The ﬁeld AC is clearly trivial away from 0 and
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has ﬁbers AC0
∼= K  C0(k) and ACσ ∼= C∗r (G) for σ > 0 according to Theorems 4.3
and 5.3, respectively.
Recall that the group G admits the Iwasawa decomposition G = KAN . That is,
any element g ∈ G can be uniquely decomposed as g = kb for k ∈ K and b ∈ AN .
In particular, for any b ∈ AN and k ∈ K there exist unique elements b ⇀ k ∈ K
and b ↼ k ∈ AN such that
bk = (b ⇀ k)(b ↼ k).
This leads to a left action of AN on K and a right action of K on AN , respec-
tively, which are called the left and right dressing actions. For more information
see [23], [10, section 1.5].
Theorem 7.3. The continuous field AC defined above is isomorphic to the Baum–
Connes assembly field for the group G.
Proof. We shall verify that a set of generating sections of the assembly ﬁeld deﬁnes
elements of the C∗-algebra AC . For this we need to show that these sections are
norm continuous once we identify all ﬁbers with the corresponding subalgebras of
C0(P× t,K(H))W .
Let us ﬁrst recall that the strong-∗ topology on bounded subsets of L(H) coin-
cides with the strict topology. In particular, for a strong-∗ convergent net (Ti)i∈I of
uniformly bounded operators and a compact operator S, the net (STi)i∈I is norm
convergent.
Now let (fσ)σ∈[0,1] be a generating continuous section of the assembly ﬁeld ob-
tained from a function f ∈ C∞c (K×an) ⊂ C∗(Kk∗) which is invariant under con-
volution with some ﬁnite rank projection inD(K) from the left and right. According
to our above remarks, it suﬃces to show that the operators πμ,X(fσ) ∈ K(L2(Eμ))
depend strong-∗ continuously on σ ∈ [0, 1] and X ∈ t for all μ ∈ P.
Let us compute πμ,X(fσ)(ξ) for a generating section (fσ)σ∈[0,1] associated with
f ∈ C∞c (K × an) as above and ξ ∈ L2(Eμ). That is, we consider
f0(k, a+ n) = f(k, a+ n)
and
fσ(k, exp(a) exp(n)) = f(k, σ
−1a+ σ−1n), σ > 0.
Let S(k) be the Schwartz space of k, and let F : C∞c (an) → S(k) be the Fourier
transform given by
F(h)(Y ) =
∫
an
e−i
(Y,a+n)h(a+ n)dadn.
Here (·, ·) is the imaginary part of the invariant bilinear form (·, ·) on g. We note
that this form induces a linear isomorphism between an and the real dual space
k∗ = Hom(k,R).
Let us also write Fan(f) for the Fourier transform of f in the an-direction and
denote by s ·X the adjoint action of s ∈ K on X ∈ t ⊂ k. Then we have
πμ,X(f0)(ξ)(r) =
∫
K
Fan(f)(k, k−1r ·X)ξ(k−1r)dk
=
∫
K×an
f(k, a+ n)e−(k
−1r·X,a)ξ(k−1r)dkdadn.
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The left Haar measure of G = KAN can be written as dx = e2(ρ,a)dkdadn, where
dk is the Haar measure of K and da, dn is the Lebesgue measure on a ∼= A and
n ∼= N , respectively; see [20, Proposition 8.43]. Under the identiﬁcation of the ﬁber
algebra of the assembly ﬁeld at σ > 0 with C∗r (G), we have to rescale the an-part
of this measure with σ−1. Using our notation b ⇀ k and b ↼ k for the dressing
actions of b ∈ AN on k ∈ K, and vice versa, we therefore obtain
πμ,X(fσ)(ξ)(r)
=
∫
K×an
fσ(k, exp(a) exp(n))ξ(exp(−n) exp(−a)k−1r)e(2ρ,a)dkd(σ−1a)d(σ−1n)
=
∫
K×an
f(k, σ−1a+ σ−1n)ξ(exp(−n) exp(−a)k−1r)e(2ρ,a)dkd(σ−1a)d(σ−1n)
=
∫
K×an
f(k, σ−1a+ σ−1n)ξ(exp(−n) exp(−a) ⇀ (k−1r))
× χσ−1X+2ρ(exp(−n) exp(−a) ↼ k−1r)e(2ρ,a)dkd(σ−1a)d(σ−1n)
=
∫
K×an
f(k, a+ n)ξ(exp(−σn) exp(−σa) ⇀ (k−1r))
× χσ−1X+2ρ(exp(−σa) exp(−σn) ↼ k−1r)e(2ρ,σa)dkdadn
for σ > 0. Here χσ−1X+2ρ denotes the character of AN entering the deﬁnition of
principal series representations as discussed in section 5.
Let us compare the integrand of the last integral with the integrand in our for-
mula for πμ,X(f0)(ξ) above, splitting up the contribution coming from the character
χσ−1X+2ρ as
χσ−1X(exp(−σa) exp(−σn) ↼ k−1r)χ2ρ(exp(−σa) exp(−σn) ↼ k−1r).
Assume that f has support in K ×D, where D ⊂ an is compact. The function
D  a+ n → χ2ρ(exp(−σa) exp(−σn) ↼ k−1r)e(2ρ,σa)
depends continuously on r, k ∈ K and converges uniformly to 1 as σ → 0. Moreover,
if C ⊂ t is compact, we have
lim
σ→0
χσ−1X(exp(−σa) exp(−σn) ↼ k−1r)
= χX
(
d
dσ
(exp(−σa) exp(−σn) ↼ k−1r)σ=0
)
= e−(X,a·(k
−1r)) = e−(k
−1r·X,a),
uniformly in X ∈ C, r, k ∈ K, and a + n ∈ D. Here we use the fact that the
linearization of the right dressing action of K at the identity of AN identiﬁes with
the right coadjoint action.
Consider now ξ ∈ Γ(Eμ) ⊂ L2(Eμ) ⊂ L2(K). Then ξ is a continuous function on
K, and since the dressing action is continuous, it follows that for σ → 0 the function
ξ(exp(−σn) exp(−σa) ⇀ (k−1r)) converges uniformly to ξ(k−1r) as a function of
r, k ∈ K and a+ n ∈ D.
In summary, we see that πμ,X(fσ)(ξ) → πμ,X(f0)(ξ) in L2-norm for all ξ ∈ Γ(Eμ),
uniformly for X ∈ C. Since Γ(Eμ) ⊂ L2(Eμ) is dense, we conclude that [0, 1] × t 
(σ,X) → πμ,X(fσ) ∈ K(L2(Eμ)) is strongly continuous.
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In the same way one checks that [0, 1] × t  (σ,X) → πμ,X(fσ)∗ ∈ K(L2(Eμ))
is strongly continuous; in fact, this follows from our above considerations because
πμ,X(fσ)
∗ = πμ,X((f∗)σ) and f∗ satisﬁes the same conditions as f .
Since the operators πμ,X(fσ) are uniformly bounded, we conclude that [0, 1]×t 
(σ,X) → πμ,X(fσ) ∈ K(L2(Eμ)) is norm continuous. We thus obtain a canonical
C[0, 1]-linear ∗-homomorphism from the assembly ﬁeld into AC , and it is easy to
check directly that this map is an isomorphism. 
7.3. The deformation square of a complex semisimple Lie group. Let G be
a complex semisimple Lie group. In this subsection we shall construct a deformation
square over [0, 1]× [0, 1] such that
A0,0 ∼= K  C0(k),
Aσ,0 ∼= C∗r (G), σ > 0,
A0,τ ∼= K  C(K), τ > 0,
Aσ,τ ∼= C∗r (Gqστ ) otherwise.
More precisely, let R ∼= AR be the quantization ﬁeld for G, and let L ∼= AL ⊂ AR ∼=
R be the quantization ﬁeld of the Cartan motion group. Setting
A = {F ∈ C([0, 1], AR) | F0 ∈ AL}
yields a continuous ﬁeld of C∗-algebras as desired. Here F0 ∈ AR denotes the
evaluation of F at 0.
Theorem 7.4. The above construction yields a deformation square for any complex
semisimple Lie group G.
Proof. Due to Theorem 7.3 and Proposition 6.3, we see that the sections a = (aσ,τ )
of this ﬁeld satisfy the following:
(a) For each ﬁxed τ ∈ [0, 1] the section σ → aσ,τ is a continuous section of the
(quantum) assembly ﬁeld.
(b) For each ﬁxed σ ∈ [0, 1] the section τ → aσ,τ is a continuous section of the
quantization ﬁeld.
(c) On (0, 1] × (0, 1] the section a can be identiﬁed with an element of the trivial
continuous ﬁeld with ﬁber C∗r (Gq).
This yields the claim. 
It is natural to expect that the deformation square in Theorem 7.4 is the total
algebra of a locally compact quantum groupoid obtained from a continuous bundle
of locally compact quantum groups, in the same way as the deformation picture
of the classical Baum–Connes assembly map is associated with a bundle of locally
compact groups. We shall not attempt to make this precise; for recent work relevant
to this problem, we refer the reader to [12].
7.4. Classical and quantum Baum–Connes. We are now ready to assemble
and summarize the results obtained above.
The deformation picture of the classical Baum–Connes assembly map provides
an isomorphism between the K-theory of the Cartan motion group K  k∗ and
the K-theory of the reduced group C∗-algebra C∗r (G). According to Theorem 6.5,
there is an analogous isomorphism between the K-theory of the quantum Cartan
motion group and the K-theory of the reduced group C∗-algebra C∗r (Gq).
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The K-groups of the quantum Cartan motion group have been computed by
Brylinski and Zhang [7], and for the classical Cartan motion group the K-groups
are well known [3]; see also [1] for a quite general treatment. Let us summarize the
results as follows.
Theorem 7.5. Let K be a simply connected compact Lie group of rank N . Then
we have
K∗(K  C0(k)) =
{
R(K) ∗ = dim(K),
0 otherwise,
where K acts on k via the adjoint action. Similarly,
K∗(K  C(K)) = Λ∗R(K)N
for the crossed product with respect to the adjoint action of K on itself.
Here R(K) is the representation ring of K and Λ∗R(K)N denotes the exterior
algebra of the free R(K)-module R(K)N over R(K). In particular, the rank of
K∗(K  C(K)) as an R(K)-module is 2N .
Using the deformation square of G obtained in Theorem 7.4, we see that the
classical and quantum assembly maps are related as follows.
Theorem 7.6. Let G be a simply connected complex semisimple Lie group with
maximal compact subgroup K, and let q ∈ (0, 1). Then we obtain a commutative
diagram
K∗(K  C(K))
μq 

K∗(C∗r (Gq))
K∗(K  C0(k))
μ  K∗(C∗r (G))
in K-theory. Both horizontal maps are isomorphisms, and both vertical maps are
split injective.
Proof. It follows from Theorem 7.4 and Proposition 7.2 that we obtain a commu-
tative diagram as stated. The lower horizontal map is an isomorphism because the
Baum–Connes conjecture holds for G, and the upper horizontal map is an isomor-
phism by Theorem 6.5.
It remains to verify the claim regarding the vertical maps. For this it suﬃces to
consider the map K∗(K  C0(k)) ∼= KK∗ (C0(k)) → KK∗ (C(K)) ∼= K∗(K  C(K))
on the left-hand side. The generator of the free R(K)-module KK∗ (C0(k)) ∼=
KK∗+n(Cτ (k)) is given by the Bott element, here Cτ (k) denotes the Cliﬀord alge-
bra bundle over k and n = dim(k). The map KK∗ (C0(k)) → KK∗ (C(K)) under
consideration can be identiﬁed with ι∗, where ι : C0(k) ∼= C0(U) → C(K) is the
∗-homomorphism corresponding to the inclusion U ⊂ K of an open neighborhood
U of e ∈ K which is K-equivariantly diﬀeomorphic to k.
Let DK ∈ KKK0 (Cτ (K),C) be the Dirac element for K; see [18], [4]. By slight
abuse of notation we shall write again ι for the ∗-homomorphism Cτ (k) → Cτ (K)
corresponding to the inclusion k ∼= U ⊂ K. Then ι∗(DK) ∈ KKK0 (Cτ (k),C)
identiﬁes with the Dirac elementDk ∈ KKK0 (Cτ (k),C) for k. It follows that R(K) ∼=
KK∗ (C0(k)) → KK∗ (C(K)) is split injective, with splitting implemented by DK . 
COMPLEX QUANTUM GROUPS AND THE ASSEMBLY MAP 27
Let us conclude by taking a look at the special case G = SL(2,C). In this case
we have K = SU(2), and Theorem 7.5 reduces to
K∗(K  C0(k)) =
{
0 ∗ even,
R(K) ∗ odd,
K∗(K  C(K)) =
{
R(K) ∗ even,
R(K) ∗ odd.
Moreover, the natural map between these groups obtained from Theorem 7.6 cor-
responds to the identity in degree 1. Using the explicit descriptions given in The-
orems 5.3 and 5.6, respectively, one can of course also calculate the K-groups of
C∗r (G) and C
∗
r (Gq) directly.
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