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Cap´ıtol 1
Introduccio´
Aquest e´s un projecte orientat a la recerca que esta` a cavall de les a`rees del
processament del llenguatge natural i de l’aprenentatge automa`tic.
El processament del llenguatge natural e´s el camp de la intel·lige`ncia
artificial i la lingu¨´ıstica que tracta amb les interaccions entre ordinadors i
humans,que usen llenguatges naturals. Es pot trobar una introduccio´ com-
pleta al processament del llenguatge natural al llibre de Jurafsky and Martin
(2009).
L’aprenentatge automa`tic e´s un camp de la intel·lige`ncia artificial que
esta` dedicat al disseny, ana`lisi i desenvolupament d’algorismes i te`cniques
que permeten que les ma`quines evolucionin, e´s a dir, que aprenguin. Es
pot trobar una introduccio´ completa a l’aprenentatge automa`tic al llibre de
Mohri et al. (2012).
L’objectiu principal d’aquest projecte e´s implementar un sistema d’ana`lisi
automa`tica de la corefere`ncia independent de la llengua, amb te`cniques d’a-
prenentatge automa`tic supervisat (a partir d’un corpus d’exemples). Es
prete´n que aquesta implementacio´ serveixi com a eina potent, robusta i ex-
tensible per fer investigacio´ sobre processament del llenguatge natural.
En fer la implementacio´ d’aquest sistema s’ha parat especial atencio´ en
l’eficie`ncia dels algorismes i s’ha avaluat el seu rendiment en casos realistes
i de grans dimensions. El marc d’avaluacio´ so´n els corpus esta`ndard de
la Shared Task de la confere`ncia CoNLL-20121 que inclouen tres llengu¨es:
angle`s, a`rab i xine`s.
1http://conll.cemantix.org/2012/introduction.html
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Deteccio´ de les mencions.
North Korea1 opened its2 doors to the U.S.3 today, welcoming Secre-
tary of state Madeleine Albright4. She5 says her6 visit is a good
start. The U.S.7 remains concerned about North Korea’s8 missile de-
velopment program and its9 exports of missiles to Iran10.
Agrupament de les mencions.
North Koreaa opened itsa doors to the U.S.b today, welcoming Secre-
tary of state Madeleine Albrightc. Shec says herc visit is a good
start. The U.S.b remains concerned about North Korea’sa missile de-
velopment program and itsa exports of missiles to Irand.
Eliminacio´ de les mencions a¨ıllades.
North Koreaa opened itsa doors to the U.S.b today, welcoming Secre-
tary of state Madeleine Albrightc. Shec says herc visit is a good
start. The U.S.b remains concerned about North Korea’sa missile de-
velopment program and itsa exports of missiles to Iran.
Figura 1: Exemple de resolucio´ de la corefere`ncia
1.1 Resolucio´ de la corefere`ncia
La resolucio´ de la corefere`ncia e´s el problema corresponent a identificar les
expressions en un text, generalment sintagmes nominals, que es refereixen a
una mateixa entitat.
Com a usuaris d’un llenguatge podem ra`pidament i inconscientment re-
soldre corefere`ncies en qualsevol expressio´. Resoldre aquestes depende`ncies
e´s vital per la comprensio´ del discurs i, per tant, per el processament del
llenguatge natural. Tot i aixo`, els processos que intervenen en aquesta accio´
so´n encara desconeguts, aixo` converteix la resolucio´ de la corefere`ncia en un
gran repte. Reproduir els resultats obtinguts per humans e´s dif´ıcil. Malgrat
tot, hi ha un gran intere`s en aconseguir identificar de forma automa`tica les
corefere`ncies ja que e´s de gran utilitat en camps com la traduccio´ automa`tica
per traduir els pronoms correctament, en extraccio´ d’informacio´ per ajuntar
peces d’informacio´ que es refereixen a la mateixa entitat (McCarthy and
Lehnert, 1995) i el resum automa`tic per produir un resum coherent i fluit
(Steinberger et al., 2007) entre d’altres.
Anomenem mencio´ a tota refere`ncia textual a una entitat del mo´n real.
Les mencions que es refereixen a la mateixa entitat s’anomenen mencions
coreferents i formen un grup de mencions. El problema que es vol atacar
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en aquest projecte e´s un problema d’agrupament (clustering) consistent en
identificar els grups de mencions en un document que estiguin formats per
me´s d’una mencio´. Aquest problema generalment es divideix en tres subpro-
blemes: deteccio´ de les mencions, agrupament de les mencions i eliminacio´
dels grups de mencions amb un sol element. La tercera part e´s trivial dona-
des les solucions de les dues primeres. El segon subproblema e´s el me´s dif´ıcil,
ja que te´ una sortida me´s complexa. Actualment la majoria dels esforc¸os es
centren en resoldre aquest subproblema.
A la Figura 1 es mostra un exemple de resolucio´ de la corefere`ncia. En
primer lloc les deu mencions so´n detectades, aquestes es mostren en negreta
i etiquetades amb els nombres 1, . . . , 10. Despre´s les mencions so´n agrupades
en quatre grups etiquetats amb a, b, c, d, on a = {1, 2, 8, 9}, b = {3, 7},
c = {4, 5, 6} i d = {10}. Finalment s’eliminen totes els grups que contenen
una sola mencio´, en aquest cas el d.
1.2 Me`todes usats en la resolucio´ de la core-
fere`ncia
Actualment el problema de la resolucio´ de la corefere`ncia e´s atacat mitjanc¸ant
una gran varietat d’enfocaments i algorismes, per aixo e´s dif´ıcil donar-ne
una arquitectura ba`sica comuna. Tot i aixo`, la majoria de me`todes usats
actualment tenen almenys dues principals tasques en la resolucio´: classificar
i connectar.
• Classificar. En aquesta tasca s’avalua la compatibilitat dels elements
per ser coreferents. Els elements poden ser mencions o entitats parci-
als (grups de mencions). Una implementacio´ t´ıpica e´s un classificador
binari que assigna a cada parella possible de mencions l’etiqueta corefe-
rent o no coreferent. E´s bastant usual tambe´ usar probabilitats o pesos
associats a les etiquetes. Els classificadors tambe´ pot ser que usin rangs
i/o restriccions.
• Connectar. Aquesta tasca connecta mencions i entitats parcials per
formar les entitats finals. Aixo` es pot aconseguir amb me`todes que
poden anar des d’una simple heur´ıstica fins a un algorisme elaborat.
Aquesta tasca es realitza sobre el resultats de l’anterior (classes i pro-
babilitats).
Segons l’u´s d’aquestes dues tasques podem classificar els me`todes de re-
solucio´ de la corefere`ncia en tres paradigmes:
5
• Cerca enrere. La cerca enrere intenta classificar les mencions amb
mencions anteriors buscant els millors antecedents. En aquest cas la
connexio´ de mencions sol ser una heur´ıstica que connecta parelles de
mencions classificades com coreferents.
• Me`tode en dos passos. Aquest so´n els me`todes que tracten sepa-
radament les dues tasques. En un primer pas es classifiquen tots els
elements, i en el segon es connecten les mencions usant algorismes com
graph partioning o clustering per optimitzar els resultats del classifica-
dor.
• Me`todes en un pas. Aquest so´n els me`todes que apliquen directa-
ment el proce´s de connexio´ mentre s’esta` duent a terme la classificacio´.
Es pot trobar una relacio´ me´s detallada dels me`todes emprats en la reso-
lucio´ de la corefere`ncia en els estudis de Sapena et al. (2008) i Ng (2010)
1.3 Resolucio´ de la corefere`ncia usant arbres
latents
Aquest projecte es centra en implementar la proposta descrita a l’article
(Fernandes et al., 2012). Aquesta proposta es basa, d’una banda, en l’u´s i
aprenentatge d’arbres latents de corefere`ncies, i de l’altra, en l’u´s d’un me`tode
per generar atributs guiat per arbres de decisio´. Aquesta proposta treballa
sobre un graf que te´ com a nodes les mencions i on les arestes connecten pare-
lles de mencions que so´n candidates a ser coreferents. El predictor proposat
es resumeix en els segu¨ents passos:
1. Deteccio´ de les mencions. Es crea un node del graf per cada mencio´.
2. Generacio´ del graf. Es crea una aresta dirigida per cada parella de
mencions que siguin candidates a ser coreferents.
3. Obtencio´ dels atributs ba`sics. S’assigna informacio´ a les arestes
dedu¨ıda del text d’entrada.
4. Obtencio´ dels atributs compostos. Combinant els atributs ba`sics
es generen atributs me´s complexos amb una alta capacitat discrimi-
nato`ria mitjanc¸ant un me`tode d’induccio´ guiat per arbres de decisio´.
5. Infere`ncia dels arbres de corefere`ncia. S’utilitza un model entre-
nat per assignar pesos a les arestes i llavors es busca l’arbre de puntuacio´
ma`xima.
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6. Extraccio´ dels grups de corefere`ncia. A partir de l’arbre obtingut
se’n dedueixen els grups de corefere`ncia.
Pel pas 1 s’adapta un predictor proposat per dos Santos and Carvalho
(2011). Pel pas 2 s’adapten les regles proposades per Lee et al. (2013). Pel
pas 3 s’adapten els atributs usats en dos Santos and Carvalho (2011).
Per obtenir els atributs compostos s’usa el me`tode entropy guided feature
induction (EFI) (Fernandes and Milidiu´, 2012; Milidiu´ et al., 2008). Aquest
me`tode permet generar plantilles d’atributs me´s complexos que proporcionen
millor informacio´ sobre la corefere`ncia.
Per torbar l’arbre de puntuacio´ ma`xima en el pas 5 s’ha de solucionar
un problema de optimum branching. Aquest pot ser resolt de forma eficient
mitjanc¸ant l’algorisme de Chu-Liu-Edmonds (Chu and Liu, 1956; Edmonds,
1967). Donat que aquests arbres de corefere`ncies no formen part de les dades
proporcionades s’usa un perceptro´ amb estructura latent com a algorisme
d’aprenentatge (Sun et al., 2009; Yu and Joachims, 2009).
Finalment, extreure de l’arbre els grups de corefere`ncia e´s trivial, ja que
per construccio´ cada sub-arbre que surt de l’arrel conte´ totes les mencions
d’un grup de corefere`ncia.
1.4 Objectius
Els objectius d’aquest projecte so´n els segu¨ents.
1. Comprendre el problema de la resolucio´ de la corefere`ncia i
la solucio´ proposada. Per tal d’aconseguir-ho he de llegir i entendre
l’article (Fernandes et al., 2012) i la bibliografia relacionada. Tambe´
he de familiaritzar-me amb els formats dels conjunts de dades de la
CoNLL-2012 i els seus me`todes d’avaluacio´.
2. Dissenyar l’arquitectura del sistema. He de decidir com organitzar
el sistema, en quin llenguatge implementar-l’ho.
3. Implementar el sistema proposat. He d’implementar l’algorisme
de Chu-Liu-Edmonds, els me`todes per processar les dades en el for-
mat de la CoNLL-2012, la obtencio´ dels atributs ba`sics, l’obtencio´ dels
atributs compostos, el perceptro´ i els me`todes per aplicar un model i
avaluar-lo amb els scripts de la CoNLL.
4. Experimentar sobre aquesta implementacio´. El primer objectiu
e´s intentar reproduir els resultats obtenguts per Fernandes et al.. A
me´s es poden fer experiments amb els para`metres del perceptro´, els
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atributs ba`sics usats, l’obtencio´ i tractament dels atributs compostos,
etc.
5. Documentar el projecte. Aixo` inclou escriure la memo`ria del pro-
jecte i escriure un manual d’usuari pel futur u´s d’aquest sistema.
1.5 Planificacio´ i costos
En la Figura 2 veiem el diagrama de Gantt mostrant el temps que es va per
cada tasca. Del quatrimestre assignat al treball, tenim un mes per compren-
dre la documentacio´, dos mesos per implementar el sistema i, en paral·lel,
testejar les parts que es van implementant. Un mes i mig per experiments
i, finalment, un mes per la documentacio´. A la pra`ctica hi han hagut va-
ris endarreriments no previstos. Hi he dedicat me´s hores de les previstes,
pero` problemes en els fases inicials han fet que no hagi pogut fer una fase
d’experimentacio´ prou completa.
Al ser un projecte de recerca els costos associats so´n simplement el salaris
dels programadors/investigadors. En la planificacio´ preveiem 80 hores d’a-
nalista a 40e/h so´n 3.200e, i 480 hores de programacio´, tests i experiments
a 25e/h so´n un total de 12.000e. Per un total de 15.200e en sous. Tambe´ hi
haurien costos dels equips i instal·lacions dedicats al projecte i de els hores de
ca`lcul del cluster de computacio´ on es fan els experiments, pero` hem decidit
no comptar-los.
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Cap´ıtol 2
Descripcio´ del sistema
L’objectiu del sistema e´s predir els grups de corefere`ncies de les mencions en
un text donat, en aquest cap´ıtol explicare´ els processos necessaris per aconse-
guir aixo`. Com a refere`ncia, la figura 3 conte´ el diagrama dels processos i les
estructures de dades utilitzades, sobre els quals aprofundire´ en els apartats
segu¨ents.
En el primer esquema tenim el predictor. L’entrada d’aquest, x, e´s un
text amb anotacions d’informacio´ le`xica, sinta`ctica i sema`ntica; i la sortida,
yˆ, e´s un conjunt de grups de corefere`ncia. En el primer pas s’obte´ la llista de
mencions i es crea un graf G(x) que te´ per nodes les mencions i les arestes
indiquen possibles parelles coreferents. A me´s cada aresta e te´ associada un
conjunt d’atributs ba`sics φ(e). En el segu¨ent pas es calculen els atributs
compostos de cada aresta Φ(e) amb la llista d’atributs compostos Φ que
s’ha apre`n usant arbres de decisio´. Seguidament es calculen puntuacions
per cada aresta s(e) usant un vector de pesos w apre`s amb un perceptro´.
Finalment del graf se n’infereix l’arbre de corefere`ncies de puntuacio´ ma`xima
hˆ usant un algorisme d’optimum branching i d’aquest se n’extreuen els grups
de corefere`ncies yˆ.
En el segon esquema tenim el sistema d’aprenentatge. Aquest sistema te´
per entrada un conjunt de documents anotats xt i les seves solucions yt, i do´na
com a sortida una llista d’atributs compostos Φ i un vector de pesos w que
utilitzem en el sistema de prediccio´ descrit abans. En el primer pas es genera
tambe´ el graf de parelles candidates G(xt) i per cada aresta els seus atributs
ba`sics φ(e) i, a me´s, la classificacio´ correcta de l’aresta com a coreferent o no
c(e). Amb aquesta informacio´ s’apre`n un arbre de decisio´ C(xt) que classifica
les arestes com a coreferents o no. D’aquest arbre s’extreu la llista d’atributs
compostos Φ. Amb la llista es calculen els atributs compostos de les arestes
de G(xt). Finalment, l’u´ltim proce´s calcula un vector de pesos w sobre els
atributs compostos que doni el millor predictor.
10
Esquema del predictor:
x
Obtenir
mencions
i atributs
ba`sics
G(x),
{φ(e)}
Avaluar
atributs
compostos
Φ (atributs
compostos)
G(x),
{Φ(e)}
Calcular
les pun-
tuacions
G(x),
{s(e)}
w
Infere`ncia
de l’arbre
de core-
fere`ncies
hˆ
Extreure
els grups
de core-
fere`ncies
yˆ
Esquema d’aprenetatge:
xt
yt
Obtenir
mencions
i atributs
ba`sics
G(xt),
{φ(e), c(e)}
Aprendre
l’arbre de
decisio´ per
classificar
arestes
C(xt)
Extreure
atributs
compostos
Φ
G(xt),
{Φ(e), c(e)}
Aprendre el vector de
pesos per predir els
arbres de corefere`ncia
w
Figura 3: Diagrama dels diferents processos i estructures de dades.
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2.1 Sistema de prediccio´
El sistema de prediccio´ pren com a entrades un document anotat, una llista
d’atributs compostos i un vector de pesos i do´na com a sortida l’agrupacio´
de les mencions en grups coreferents excloent els grups d’un sol membre. Els
processos que segueix el sistema i que es descriuen a continuacio´ so´n
1. detectar els mencions,
2. generar el graf de parelles candidates,
3. assignar atributs a les arestes,
4. trobar l’arbre de corefere`ncia,
5. extreure’n els grups de mencions coreferents.
2.1.1 Detectar les mencions
La primera tasca del predictor e´s obtenir la llista de les mencions del text.
Detectar les mencions e´s un problema que se soluciona amb un predictor au-
xiliar. En aquest cas, e´s dif´ıcil entrenar un sistema d’aprenentatge automa`tic
per detectar les mencions amb bons resultats ja que en els documents d’en-
trenament un mateix sintagma pot ser considerat una mencio´ o no segons si
forma part d’algun grup coreferent. La deteccio´ de mencions se sol fer amb
un conjunt de regles heur´ıstiques, en particular nosaltres apliquem el con-
junt de regles proposat per dos Santos and Carvalho (2011). Es consideren
mencions els segu¨ents candidats:
• els sintagmes nominals indicats per l’arbre sinta`ctic;
• els pronoms, inclosos els que formen part d’un sintagma nominal me´s
gran;
• els noms d’entitats corresponents a persones, organitzacions i entitats
geopol´ıtiques, incloses les que formen part d’un sintagma nominal me´s
gran;
• les marques de possessiu (’s).
Les regles 1-3 son independents del llenguatge, pero` la regla 4 e´s especifica
de l’angle`s. Aquestes regles intenten ser el ma`xim de permissives ja que en els
segu¨ents passos es poden eliminar mencions no desitjades pero` no es poden
recuperar mencions no detectades aqu´ı.
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2.1.2 Generar el graf de parelles candidates
La tasca de predir l’arbre de corefere`ncies busca un arbre entre els subr-
grafs del graf dirigit G(x) anomenat graf de parelles candidates. Aquest graf
conte´ un node per cada mencio´ del text d’entrada i arestes entre mencions
que podrien ser coreferents. En una situacio´ ideal s’usaria el graf complet,
permetent aix´ı que qualsevol parella de mencions formi part de l’arbre. Per
alguns documents, pero`, aquest graf pot ser excessivament gran i, a me´s, mol-
tes de les arestes so´n trivialment detectables com incorrectes o innecessa`ries.
Per tant, s’eliminen del graf les parelles de mencions per les quals e´s menys
probable que siguin coreferents mitjanc¸ant un conjunt de regles heur´ıstiques.
Per obtenir un conjunt de regles molt exhaustives i que no siguin depen-
dents del llenguatge s’adapten algunes de les regles proposades per Lee et al.
(2013). En el seu article es proposen un seguit de regles fetes a ma` per resol-
dre corefere`ncies en angle`s. Per evitar que aquest proce´s sigui excessivament
dependent del llenguatge, i com no cal una alta precisio´ com la que han ob-
tingut ells, de les regles de Lee et al. (2013) nome´s s’agafen les me´s generals.
A me´s a me´s, es consideren nome´s les arestes dirigides que van cap endavant
en el text. Aix´ı, donada una parella de mencions (i, j), amb i anterior a j
en el text, es crea l’aresta e = (i, j) si es compleix alguna de les segu¨ents
condicions:
1. La distancia, comptada en nombre de mencions, entre les dues mencions
e´s menor que un cert valor.
2. i i j so´n del mateix tipus de d’entitat nominal. A me´s, si es tracta d’una
persona, la paraula principal d’una mencio´ forma part de l’altra. I si
es tracta d’una organitzacio´, la paraula principal d’una de les mencions
forma part o e´s un acro`nim de l’altra.
3. La paraula principal de i i la de j coincideixen.
4. La regla Shallow discourse proposada per Lee et al. (2013): un pronom
de primera persona esta` relacionat amb el seu orador i un pronom de
segona persona esta relacionat amb l’orador anterior (si es tracta d’una
conversa).
5. j e´s un pronom i i te´ els mateixos ge`nere, nombre i orador que j.
La primera regla ha estat afegida per augmentar l’exhaustivitat de forma
independent del llenguatge, les altres so´n les regles adaptades de Lee et al.
(2013). Al graf obtingut se li afegeix un node artificial que sera` l’arrel de
l’arbre de corefere`ncies predit, aquest node es connecta a totes les mencions.
13
Arrel artificial
North Korea1
its2
U.S.3
Secretary of
State Madeleine
Albright4
She5
her6
U.S.7
North Korea’s8
its9
Iran10
Figura 4: Exemple de graf de parelles candidates basat en la Figura 1
A la Figura 4 veiem graf el resultant d’aplicar aquestes regles al text de
l’exemple de la Figura 1. En l’exemple considerem que la regla 1 nome´s
s’aplica a mencions adjacents (dista`ncia 0) per simplificar el graf. La segona
regla crea les arestes (1, 8) i (3, 7). La tercera crea, a me´s, l’aresta (2, 9).
La quarta no es aplicable i l’u´ltima regla crea, entre altres, les arestes (3, 9)
i (4, 6). Finalment tenim el node artificial unit a totes les mencions, indicat
a la figura amb fletxes discont´ınues.
2.1.3 Calcular el vector d’atributs de les arestes
Per predir la corefere`ncia e´s necessari un conjunt d’atributs que aportin infor-
macio´ u´til per decidir si una parella de mencions so´n coreferents. L’obtencio´
d’aquests atributs e´s una part important de l’aprenentatge amb estructures.
Generalment el conjunt de dades d’entrada inclou diversos atributs natural-
ment presents als documents, com les paraules, o generats per sistemes ex-
terns, com les etiquetes de les categories gramaticals (Part-Of-Speech o POS
en angle`s). Per obtenir atributs me´s complexos tradicionalment un expert
en el camp crea manualment millors atributs fent combinacions a partir dels
atributs ba`sics. En aquest sistema, pero`, s’automatitza la creacio´ d’aquests
nous atributs en un proce´s descrit me´s endavant.
Per cada aresta e del graf es calculen un conjunt d’atributs ba`sics, φ(e),
que aporten informacio´ sobre les mencions que connecta l’aresta i la relacio´
entre elles. Aquesta informacio´ ha d’ajudar a discriminar si dues mencions
connectades per una aresta so´n coreferents o no. En el nostre cas hem imple-
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mentat un con junt d’atributs adaptats d’atributs proposats anteriorment en
altres articles de resolucio´ de la corefere`ncia (dos Santos and Carvalho, 2011;
Sapena et al., 2010; Ng and Cardie, 2002). Aquests atributs es classifiquen
segons si aporten informacio´ le`xica, sinta`ctica, sema`ntica o posicional. A la
Taula 1 es descriuen tots els atributs usats i els valors que poden prendre. El
tipus ternari pren els valors cert, fals i no aplicable. A la Taula 2 es poden
veure alguns exemples d’atributs del text de la Figura 1, d’esquerra a dreta
tenim per cada parella la paraula principal de cada mencio´, l’etiqueta POS
de les respectives paraules, un boolea` indicant si les dues mencions so´n nom
propis i la distancia entre les mencions en nombre de mencions.
2.1.4 Predir l’arbre de corefere`ncies i obtenir els grups
El predictor busca el millor arbre de corefere`ncia entre els possibles. La vali-
desa d’un arbre ve donada per una funcio´ de puntuacio´ S(h) (score function),
en concret definim la puntuacio´ sobre les arestes
s(e) = 〈w,Φ(e)〉,
on w e´s un vector de pesos entrenat segons el procediment que veurem me´s
endavant i Φ(e) e´s el vector d’atributs compostos que representa l’aresta e.
D’aqu´ı la puntuacio´ d’un arbre e´s simplement la suma de les puntuacions de
les seves arestes
S(h) =
∑
e∈h
s(e) =
∑
e∈h
〈w,Φ(e)〉.
Per linealitat del producte escalar, podem definir el vector d’atributs d’un
arbre h com
Φ(h) =
∑
e∈h
Φ(e)
i simplificar l’expressio´ de la puntuacio´ com
S(h) = 〈w,Φ(h)〉.
A l’espai d’arbres possibles dins de G(x) l’anomenem H(x). Tal i com ja s’ha
dit, idealment voldr´ıem poder considerar tots els arbres possibles pero` el graf
G(x) ha estat podat per optimitzar el proce´s.
Resumint, donat el vector de pesos w obtingut en l’entrenament i G(x)
el graf de parelles candidates d’un document, l’arbre de corefere`ncies predit
ve donat per
hˆ = arg max
h∈H(x)
S(h) = arg max
h∈H(x)
〈w,Φ(h)〉.
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N Descripcio´ Tipus
Atributs le`xics
1 La paraula principal de i(j ). paraula
2 El text de i i j coincideix. boolea`
3 Les paraules principals de i i j coincideixen. boolea`
4 i i j so´n ambdues pronoms i el seu text coincideix. ternari
5 Ni i ni j so´n pronoms i el seu text coincideix. ternari
6 Les dues paraules anteriors i les dues segu¨ents de i(j ). paraula
7 Nombre de tokens de i(j ). enter
8 Dista`ncia d’edicio´ entre les paraules principals de i i j. enter
9 Dista`ncia d’edicio´ entre el text de i i j despre´s de treure els
determinants.
enter
10 i(j ) e´s un sintagma nominal definit. boolea`
11 i(j ) e´s un sintagma nominal demostratiu. boolea`
12 Les paraules principals de i i j so´n noms propis ambdues. boolea`
13 i i j so´n noms propis i coincideixen. ternari
14 i i j so´n noms propis i les seves paraules principals coincideixen. ternari
Atributs sinta`ctics
15 Etiqueta de categoria gramatical (POS) de la paraula principal
de i(j ).
POS
16 Les dues etiquetes POS anteriors i les dues segu¨ents de i(j ). POS
17 i(j ) e´s un pronom. boolea`
18 Ge`nere de i(j ) si e´s pronom. f, m, n/a
19 i i j so´n ambdues pronoms i tenen el mateix ge`nere ternari
20 i i j so´n ambdues pronoms i tenen el mateix nombre ternari
21 i(j ) e´s un nom propi. boolea`
22 i i j so´n ambdues noms propis boolea`
23 Anterior i segu¨ent predicat de i(j )en la mateixa frase. verb
24 i i j so´n ambdues pronoms i coincideixen en nombre, ge`nere i
persona.
ternari
Atributs sema`ntics
25 Sentit de la paraula principal de i(j ). sentit
26 Entitat nominal de i(j ). NE
27 i i j tenen el mateix tipus d’entitat nominal. ternari
28 i i j tenen el mateix orador. ternari
Atributs posicionals
29 Dista`ncia entre i i j en nombre de frases. enter
30 Dista`ncia entre i i j en nombre de mencions. enter
31 i i j estan en aposicio´. boolea`
Taula 1: Atributs ba`sics (φ(e)) per una aresta e = (i, j) basats en atributs
de dos Santos and Carvalho (2011), Sapena et al. (2010) i Ng and Cardie
(2002).
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Arrel artificial
North Korea1 U.S.3
Secretary of
State Madeleine
Albright4
Iran10
its2 North Korea’s8 U.S.7 She5
its9 her6
Figura 5: Arbre de corefere`ncies corresponent al text de la figura 1
Calcular arg max e´s fer una cerca dins l’espai d’arbres possibles H(x) per
trobar el millor arbre segons S(h). Aquest problema el resolem utilitzant
l’algorisme proposat per Chu and Liu (1956) i Edmonds (1967) que donat
un graf amb puntuacions a les arestes (en el nostre cas s(e)) troba l’arbre de
puntuacio´ ma`xima dins d’aquest graf utilitzant programacio´ dina`mica. S’ex-
plicara` me´s ne detall el codi d’aquest algorisme al cap´ıtol d’implementacio´
(Algorisme 2).
A la figura 5 hi ha un exemple d’arbre de corefere`ncies hˆ que representa
correctament els grups de corefere`ncies del text de la Figura 1.
Finalment per convertir l’arbre de corefere`ncies en el conjunt de grups de
mencions que demana el problema es segueixen tres simples passos:
• s’elimina el node arrel, i les arestes que surten d’aquest, convertint el
graf en un bosc;
• per cada arbre d’aquest bosc es crea un grups de mencions amb tots
els seus node;
• finalment s’eliminen els grups formats per un sol element.
El conjunt de grups restants d’aquest proce´s e´s la sortida del predictor. Si
apliquem aquest proce´s a l’arbre de la figura 5 obtindrem els grups {1, 2, 8, 9},
{3, 7} i {4, 5, 6} que so´n els indicats a la figura 1.
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2.2 Sistema d’aprenentatge
El sistema d’aprenentatge utilitza dos algorismes d’aprenentatge per calcular
la llista d’atributs compostos Φ i el vector de pesos w que do´na el millor
predictor S(h). Aquest sistema pren d’entrada un conjunt de documents
anotats i les seves solucions correctes i do´na com a sortida una llista d’atributs
compostos i un vector de pesos sobre aquests. Els processos que segueix i
que es descriuen a continuacio´ so´n
1. generar el graf de parelles candidates,
2. aprendre els atributs compostos,
3. aprendre el vector de pesos.
2.2.1 Obtenir les mencions, els grafs de parelles can-
didates i els atributs ba`sics
Per cada document del corpus d’entrenament s’han d’obtenir la llista de
mencions, crear el graf de parelles candidates i generar els atributs ba`sics de
cada aresta. Les mencions s’obtenen directament de les solucions. Un cop
obtinguda la llista de mencions es genera el graf de la mateixa forma que
s’explica a l’apartat 2.1.2: es crea un node per cada mencio´ del document,
es consideren nome´s les arestes indicades per les regles i s’hi afegeix un node
artificial que s’uneix a tots els nodes existents. Seguidament per cada aresta
creada calculen els atributs ba`sics descrits a la taula 1.
2.2.2 Generar els atributs compostos
El me`tode entropy guided feature induction (EFI) de Fernandes and Mili-
diu´ (2012) genera automa`ticament i sense haver de consultar a experts un
conjunt d’atributs amb me´s capacitat discriminato`ria que els atributs ba`sics
descrits anteriorment. Per crear aquest atributs s’entrena una arbre de de-
cisio´ (Quinlan, 1993) que intenti classificar les arestes com coreferents o no,
d’aquests arbre s’extreuen els conjunts d’atributs que aporten me´s informacio´
sobre la corefere`ncia.
En primer lloc es genera un nou conjunt de dades que conte´ una llista
de totes les arestes dels diferents grafs de parelles candidates que s’han creat
en el pas anterior. Per cada aresta, aquesta llista conte´ totes els atributs
ba`sics i la seva classificacio´ bina`ria que anomenem c(e) i indica si la parella
de mencions so´n coreferents o no. La Taula 2 conte´ una exemple parcial
d’aquest conjunt de dades.
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i j i-pp j-pp i-POS j-POS son NP dist c(e)
1 2 Korea its NNP PRP$ No 0 1
1 3 Korea U.S. NNP NNP S´ı 1 0
1 9 Korea its NNP PRP$ No 7 1
7 9 U.S. its NNP PRP$ No 1 0
Taula 2: Exemple d’alguns atributs ba`sics i classificacio´ d’arestes basat en la
Figura 1
j-POS
i-POS mateixa NE
Mateix text Mateix ge`nere 1 0
1 0 1 0
Pronom Nom
Pronom Nom S´ı No
S´ı No S´ı No
Figura 6: Exemple d’arbre de decisio´.
Sobre aquest conjunt de dades s’entrena un arbre de decisio´ que usant els
atributs ba`sics intenti classificar cada aresta com a coreferent o no coreferent.
L’algorisme d’aprenentatge de l’arbre de decisio´ que usarem en aquest treball
(Quinlan, 1993) fa un cerca en l’espai dels atributs i, a cada pas, l’atribut
que aporta me´s informacio´ respecte a la variable de decisio´ (c(e)) e´s afegit
a l’arbre. Com a mesura de la informacio´ que aporta un atribut s’usa el
guany d’informacio´ que e´s una mesura de teoria de la informacio´ basada en
l’entropia de les dades d’entrada. Un dels algorismes me´s usats per la creacio´
d’arbres de decisio´ e´s el C4.5 de Quinlan (1993).
Un cop obtingut l’arbre de decisio´ se n’extreuen plantilles d’atributs mit-
janc¸ant un recorregut en profunditat. Per cada camı´ que surt de l’arrel a
qualsevol node intern de l’arbre creem la plantilla obtinguda d’ajuntar tots
els atributs que apareixen en els nodes d’aquest camı´. Nome´s es tenen en
consideracio´ els atributs, no els seus valors amb els quals es decideix el camı´.
Naturalment, un cop obtingudes s’eliminen les plantilles repetides. A la Fi-
gura 6 veiem un exemple d’arbre de decisio´ on cada node conte´ l’atribut
sobre el qual es decideix en aquell punt, i les fulles contenen la classificacio´
de l’aresta (1 si e´s coreferent i 0 si no). D’aquest arbre n’extraur´ıem les plan-
tilles segu¨ents: {j-POS}, {j-POS, mateixa NE}, {j-POS, i-POS}, {j-POS,
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i-POS, mateix text} i {j-POS, i-POS, mateix ge`nere} que corresponen a tots
els camins que surten de l’arrel cap tots els nodes.
Finalment, per cada plantilla es generen un conjunt d’atributs binaris que
corresponen a totes les possibles combinacions de valors dels atributs simples
que apareixen en el corpus d’aprenentatge. Per exemple de la plantilla {j-
POS, mateixa NE} es crearien atributs com {j-POS: Nom, mateixa NE:
No} i {j-POS: Pronom, mateixa NE: No aplicable}. Aquest atributs prenen
valor 1 si l’aresta te´ els valors corresponents d’atributs ba`sics i 0 altrament.
Aixo` genera potencialment molts atributs per cada plantilla, especialment les
que contenen atributs de valor obert com paraules, pero` una aresta donada
nome´s tindra` un atribut amb valor no nul per cada plantilla. Aquest conjunt
d’atributs binaris sera` l’utilitzat en l’algorisme d’aprenentatge.
2.2.3 Aprendre el vector de pesos w per predir els ar-
bres de corefere`ncies
L’algorisme d’aprenentatge intenta aprendre a predir arbres de corefere`ncia
dels documents donats. Aquest arbres no apareixen ni en les dades d’entrada
ni en les solucions de la tasca per tant s’utilitza un algorisme d’aprenentatge
basat en el perceptro´ amb estructura latent com el proposat per Sun et al.
(2009), en aquest cas l’arbre de corefere`ncies es l’estructura latent sobre la
qual treballa el perceptro´. L’algorisme itera sobre tots els documents del
conjunt d’aprenentatge varies vegades modificant un vector de pesos sobre
els atributs que permet trobar l’arbre correcte dins el graf de mencions. Sun
et al. (2009) assegura que l’algorisme e´s fitat i a me´s convergeix si els dades
so´n separables.
Siguin x les mencions del document i y l’agrupacio´ correcta d’aquestes
mencions, G(x) el graf de mencions que hem calculat anteriorment i H(x)
l’espai d’arbres possibles dins de G(x). Donat un arbre h ∈ H(x), cada
aresta e te´ associada un vector d’atributs Φ(x, e), a partir d’aquests definim
el vector d’atributs de l’arbre com
Φ(x, h) =
∑
e∈h
Φ(x, e).
Ara, donat un vector de pesos w, podem assignar una puntuacio´ a l’arbre
donada pel producte escalar 〈w,Φ(x, h)〉. Aquest e´s el classificador lineal que
intentem aprendre.
L’algorisme 1 mostra el proce´s per optimitzar el vector de pesos. Primer
es calcula l’arbre h˜ que compleix les agrupacions correctes amb la ma`xima
puntuacio´. Per fer aixo` considerem el graf restringit G(x, y) el qual e´s un
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Algorisme 1 Perceptro´ amb marge ample i estructura latent.
Dades: D = {(x, y)} conjunt de documents d’entrenament.
Resultat: w vector de pesos.
w0 ← 0
t← 0
mentre no convergeixi fes
per cada (x, y) ∈ D fes
h˜← arg maxh∈H(x,y)〈w,Φ(x, h)〉
hˆ← arg maxh∈H(x)(〈w,Φ(x, h)〉+ C · lr(h, h˜))
wt+1 ← wt + Φ(x, h˜)− Φ(x, hˆ)
t← t+ 1
fi per
fi mentre
w ← 1
t
∑t
i=1wi
subgraf de G(x) que conte´ nome´s arestes entre mencions coreferents i una
aresta de l’arrel a la primera mencio´ de cada grup. L’espai de possibles arbres
en G(x, y) e´s H(x, y) ⊆ H(x). Llavors l’arbre restringit h˜ ve donat per
h˜ = arg max
h∈H(x,y)
〈w,Φ(x, h)〉.
Aquest e´s l’arbre que es pren com a gold standard en aquesta iteracio´ de
l’algorisme, o sigui, e´s l’arbre solucio´ que volem derivar a partir de S(h).
Teo`ricament h˜ codifica l’agrupacio´ correcta pero`, com que les arestes de
G(x) han estat triades heur´ısticament, pot ser que d’entrada no existeixi cap
arbre en el graf que doni l’agrupacio´ correcta; en aquest cas algun grup estaria
repartit en varis de diferents. Aquest escenari e´s poc probable i igualment h˜
seria l’arbre que dona l’agrupacio´ me´s propera a la correcta possible.
A continuacio´ es calcula l’arbre predit segons el vector de pesos actual,
pero` s’utilitza el predictor modificat amb un me`tode de marge ample com els
proposats per Tsochantaridis et al. (2005). Aquesta modificacio´ afegeix una
funcio´ de pe`rdua al predictor que mesura la distancia entre l’arbre candidat
i el correcte (h˜) permetent aix´ı aprendre un model que separa h˜ de qualsevol
altre arbre de forma proporcional a la funcio´ de pe`rdua d’aquest arbre. El
predictor amb marge ample ve donat per
hˆ = arg max
h∈H(x)
(〈w,Φ(x, h)〉+ C · lr(h, h˜))
on lr e´s la funcion de pe`rdua que mesura com de diferents so´n un arbre h i
el gold standard h˜, i C e´s un para`metre que permet regular l’impacte de la
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funcio´ de pe`rdua en el predictor. En aquest projecte utilitzem una funcio´ de
pe`rdua senzilla proposada per Fernandes and Milidiu´ (2012) que simplement
conta el nombre d’arestes diferents entre els arbres:
lr(h, h˜) =
N∑
j=1
1[h(j) 6=h˜(j)] ·
(
1 + r · 1[h(j)=0]
)
on 1[q] e´s la funcio´ indicadora que val 1 si la condicio´ q e´s certa i 0 altrament,
h(j) indica el pare de la mencio´ j en l’arbre h i r e´s un parametre que escala
el valor per les arestes artificials. L’objectiu del me`tode de marge ample e´s
aprendre un model que separi l’arbre gold standard de qualsevol altre arbre
de forma proporcional a la pe`rdua d’aquest arbre alternatiu.
Finalment, la regla d’actualitzacio´ del perceptro´ e´s sumar al vector de
pesos la diferencia entre els atributs de l’arbre restringit h˜ i els de l’arbre
predit amb marge ample hˆ
wt+1 ← wt + Φ(x, h˜)− Φ(x, hˆ).
Al acabar totes les iteracions es pren com a model apre`s la mitjana aritme`tica
de tots els vectors de pesos intermedis per obtenir un model me´s robust tal
i com proposa l’averaged perceptron de Collins (2002).
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Cap´ıtol 3
Implementacio´
Per aquest sistema, el codi es divideix en sis mo`duls principals:
1. el processament de dades,
2. la generacio´ d’atributs compostos,
3. el perceptro´,
4. el predictor (aplicar un model entrenat),
5. el mo`dul per puntuar un resultat.
En els diagrames de la Figura 3, el primer mo`dul correspon als processos de
obtenir mencions i atributs ba`sics. El segon engloba els processos aprendre
l’arbre de decisio´ i extreure atributs compostos del sistema d’aprenentatge i
avaluar atributs compostos del predictor. El tercer e´s el proce´s de aprendre
el vector de pesos. I el quart correspon a inferir l’arbre de corefere`ncia i
extreure els grups coreferents d’aquest mateix diagrama. El darrer mo`dul te´
d’entrada els grups predits yˆ i els correctes i retorna varies puntuacions que
explicare´ me´s endavant i que indiquen la qualitat de la solucio´.
El codi dels mo`duls 1, 3, 4 i part del codi del modul 2 esta` escrit en C++
ja que e´s en general versa`til, eficient en el temps d’execucio´ i el llenguatge
que me´s domino i, per tant, hi treballo me´s co`modament. Per altra banda,
el mo`dul de generacio´ d’atributs compostos esta` en part implementat tambe´
en Java ja que utilitza la llibreria de processament de dades Weka1 (Hall
et al., 2009) que conte´ algorismes de tractament de dades i aprenentatge
automa`tic. En particular de la llibreria Weka n’utilitzo la seva implementacio´
de l’algorisme C4.5 de Quinlan (1993) per generar un arbre de decisio´. El
1http://www.cs.waikato.ac.nz/ml/weka/
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mo`dul de puntuacio´ dels resultats, que anomenarem scorer, esta` en pearl ja
que el codi ve donat per la tasca CoNLL-2012. Finalment, les connexions
entre els diferents mo`duls es fan mitjanc¸ant scripts de bash.
3.1 Estructura de l’entorn de treball
Tal i com veiem a la Figura 7, podem trobar els arxius de codi font a la
carpeta arrel. Alla` tambe´ hi trobem una carpeta conll-2012 on es troben
els corpus, una altra carpeta reference-coreference-scorers on es troba
l’scorer i l’arxiu weka.jar que conte´ la llibreria Weka. Aqu´ı tenim un breu
descripcio´ dels arxius que hi trobem i que detallarem me´s endavant:
• apply model.cpp conte´ el codi C++ que executa tots els processos del
predictor indicats a l’esquema del predictor de la Figura 3. Per fer-
ho usa me`todes de data extractor.cpp, feature templates.cpp i
Chu-Liu-Edmonds.cpp. Aquest arxiu conte´ els me`todes pels processos
de calcular les puntuacions i extreure els grups de corefere`ncia indicats
a l’esquema.
• Chu-Liu-Edmonds.hpp i Chu-Liu-Edmonds.cpp contenen el codi i les
estructures de dades necessaries per l’algorisme de Chu-Liu-Edmonds
(Algorisme 2) per trobar l’arbre de puntuacio´ ma`xima en un graf. S’u-
tilitza en els processos de inferir l’arbre de corefere`ncies i per resoldre
arg max del perceptro´ (Algorisme 1).
• conll-2012 e´s la carpeta que conte´ els diferents corpus de dades pro-
porcionats per la tasca CoNLL-2012.
• create_arff.cpp e´s simplement una funcio´ que crida el me`tode de
data_extractor.cpp que llegeix els documents donats i genera el fit-
xer format ARFF (format de Weka) amb les dades necessa`ries per la
generacio´ dels atributs compostos. Aixo` correspon al proce´s obtenir
mencions i atributs ba`sics de l’esquema d’aprenentatge de la Figura 3.
• data_extractor.hpp i data_extractor.cpp contenen els diferents
me`todes per llegir els documents d’entrada, obtenir les mencions, ge-
nerar els grafs de parelles candidates i calcular els atributs ba`sics d’a-
questes. Corresponent als dos processos anomenats obtenir mencions i
atributs ba`sics en els esquemes de la Figura 3.
• FeatureTemplates.java conte´ codi en Java que genera i escriu l’arbre
de decisio´ sobre les arestes donades, el proce´s aprendre arbre de decisio´
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./
apply model.cpp
Chu-Liu-Edmonds.cpp
Chu-Liu-Edmonds.hpp
conll-2012/
...
create arff.cpp
data extractor.cpp
data extractor.hpp
english pronouns.data
FeatureTemplates.java
gender.data
learn model.cpp
learn model.sh
makefile
perceptron.cpp
perceptron.hpp
reference-coreference-scorers/
lib/
CorScorer.pm
Algorithm/
Munkres.pm
scorer.pl
README.txt
template features.cpp
template features.hpp
types.hpp
weka.jar
Figura 7: Llista d’arxius del codi font.
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de l’esquema d’aprenentatge. Utilitza va`ries classes de Weka que es
troben a weka.jar.
• gender.data ve donat per la CoNLL i conte´ la informacio´ de ge`nere
i nombre de sintagmes nominals en angle`s. english_pronouns.data
escrit per mi conte´, a me´s, informacio´ de la persona dels pronoms an-
glesos.
• learn_model.cpp crida al me`tode de template_features.cpp que lle-
geix l’arbre de decisio´, els grafs i la informacio´ sobre les arestes i genera
els atributs compostos i els calcula sobre les arestes dels grafs de pare-
lles candidates. Despre´s crida al me`tode principal de perceptron.cpp
entrena el vector de pesos. Aquests me`todes corresponen als processos
extreure atributs compostos i aprendre vector de pesos de la Figura 3
respectivament.
• learn_model.sh e´s un script que uneix els tres components del
sistema d’aprenentatge: create_arff, FeatureTemplates.class i
learn_model.
• makefile indica com compilar els components del sistema.
• perceptron.hpp i perceptron.cpp contenen l’algorisme de avera-
ged large margin latent structured perceptron (Algorisme 1). Utilitza
me`todes de Chu-Liu-Edmonds.cpp.
• reference-coreference-scorer conte´ el programa de la CoNLL-2012
per generar les puntuacions. S’executa cridant l’script scorer.pl.
• template_features.hpp i template_features.cpp contenen tots els
me`todes de tractament d’atributs compostos. Pel sistema d’aprenen-
tatge interessen els me`todes per extreure les plantilles d’atributs com-
postos d’un arbre de decisio´ i instanciar les plantilles amb els diferents
combinacions de valors d’atributs ba`sics que es trobin en al llista de les
arestes. Pel sistema de prediccio´ interessen els me`todes per llegir una
llista d’atributs compostos i aplicar-los a un graf de parelles candidates.
• types.hpp conte´ varies declaracions d’estructures de dades u´tils en
diferents punts dels sistemes. El me´s important dels quals e´s el vector
espars que nome´s guarda valors no nuls.
• weka.jar e´s la llibreria Weka en java que implementa un conjunt de
me`todes de tractament de dades i algorismes d’aprenentatge. Com he
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./
apply model
apply model.o
apply model.d
learn model
Chu-Liu-Edmonds.o
Chu-Liu-Edmonds.d
perceptron.o
perceptron.d
learn model.o
learn model.d
FeatureTemplates.class
create arff
template features.o
template features.d
data extractor.o
data extractor.d
create arff.o
create arff.d
Figura 8: Llista d’arxius creats al compilar.
mencionat d’aqu´ı farem servir l’algorisme arbre de decisio´ C4.5 per a
la creacio´ d’atributs compostos.
Despre´s d’executar make es crearan tot un seguit d’arxius indicats a la
Figura 8. Els arxius .o i .d so´n arxius intermedis pel compilador de C++.
Els fitxers rellevants son els segu¨ents quatre:
• apply_model e´s un executable que pren com a arguments el nom d’un
model i una llista de documents i genera els arxius .key i .response
que contenen l’agrupacio´ de mencions predita en el format que requereix
l’scorer.
• create_arff e´s un executable que pren com a arguments un nom per
donar als arxius que genera i una llista de documents. Genera els
grafs dels documents corresponents amb els seus atributs ba`sics i escriu
la informacio´ en fitxers .arff i .info per ser llegit pels executables
segu¨ents.
• FeatureTemplates.class e´s una classe de Java accepta com a argu-
ment la informacio´ de els arestes, genera l’arbre de decisio´ i l’escriu en
un fitxer .tree.
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Figura 9: Fragment d’un document dels corpus de la CoNLL-2012 Shared
Task
• learn_model e´s un executable que pren per arguments el nom dels
arxius generats anteriorment, i els para`metres del perceptro´ i de la
generacio´ d’atributs compostos. Crea els arxius .feat amb la llista
d’atributs compostos i .model amb el vector de pesos.
3.2 Processament de les dades
Anomenem processament de les dades d’entrada a obtenir les mencions, crear
el graf de parelles candidates i calcular els atributs d’aquestes. Aquest e´s un
procediment comu´ en els sistemes de prediccio´ i d’aprenentatge. Per aixo`
hi ha codi que e´s directament compartit pels dos com la tasca de decidir
quines arestes posar al graf i el ca`lcul dels atributs ba`sics. Per altra banda
la deteccio´ de mencions e´s espec´ıfica de cada part. Tot aquest codi es troba
al fitxer data extractor.cpp.
En aquest problema, els documents venen donats en el format de la tasca
CoNLL-2012 on per cada paraula del document es dona la informacio´ le`xica,
sinta`ctica i sema`ntica indicada en la Taula 3. Com a exemple d’aquestes
dades a la Figura 9 hi ha un fragment d’un document corresponen a un
noticiari. El primer pas e´s obtenir d’aqu´ı les mencions i tota la informa-
cio´ necessa`ria per decidir les parelles candidates (subseccio´ 2.1.2) i generar
els atributs ba`sics d’aquestes (Taula 1). Les mencions s’obtenen segons la
columna de corefere`ncies si e´s un cas d’entrenament o mitjanc¸ant les regles
descrites a la subseccio´ 2.1.1 si es tracta d’un cas d’aplicar un model.
Per la tasca de calcular els atributs ba`sics cal informacio´ de nombre,
ge`nere i persona sobre les mencions que s’obte´ d’altres fonts. En primer lloc,
la tasca CoNLL-2012 incorpora informacio´ de nombre i genere sobre mu´ltiples
sintagmes nominals en angle`s creada per Bergsma and Lin (2006) que es
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Nu´m. col. Contingut Descripcio´
1 ID del document Identificador del document (contin-
gut en el nom del fitxer).
2 Part del document Alguns documents estan dividits en
va`ries parts numerades.
3 Nu´mero de la paraula Posicio´, en nu´mero, de la paraula
dins la frase.
4 La paraula La paraula o s´ımbol tractada en
aquesta fila del document.
5 Categoria gramatical L’etiqueta POS d’aquesta paraula o
s´ımbol.
6 Part de l’arbre sinta`ctic Part de l’arbre sinta`ctic en format
de pare`ntesis que conte´ la fulla re-
presentant aquesta paraula. L’ar-
bre complet es pot aconseguir con-
catenant totes els parts d’una frase.
7 Lema del predicat El lema del predicat nome´s surt en
les files per els quals es te informa-
cio´ sema`ntica.
8 ID del predicat E´s l’identificador del lema de la co-
lumna 7 dins del corpus PropBank.
9 Sentit de la paraula Sentit d’aquesta paraula (per les
quals es tingui aquesta informacio´).
10 Parlant/autor Nom de la persona que parla o ha
escrit el text, en els documents pels
quals existeixi aquesta informacio´.
11 Entitats nominals Aquesta columna indica les entitats
nominals del text en estructura de
pare`ntesis.
12:N-1 Arguments del predicat Una columna per cada argument
del predicat indicat en al columna
7.
N Corefere`ncia L’u´ltima columna conte´ la solucio´
de la classificacio´ de corefere`ncies,
en estructura de pare`ntesis.
Taula 3: Informacio´ per paraula en un document d’entrada dels conjunts de
dades de la CoNLL-2012 Shared Task
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trobar al fitxer gender.data. I en segon lloc, utilitzo una llista completa
dels pronoms en angle`s amb el seu nombre, genere i persona feta a ma` que
es trobar al fitxer english pronouns.data.
En el sistema d’aprenentatge, un cop generat els grafs i calculats els atri-
buts ba`sics, cal passar la informacio´ sobre les arestes al mo`dul que generara` els
atributs compostos. Aquesta informacio´ e´s una llista d’arestes amb els seus
atributs ba`sics i la seva classificacio´ (com en l’exemple de la taula 2). Aques-
tes dades es guarden en un arxiu amb format ARFF (Attribute-Relation File
Format). ARFF e´s un format u´til i versa`til per guardar els atributs d’u-
na llista d’elements i a me´s e´s el format que usa Weka, aix´ı ens estalviem
conversions innecessa`ries.
3.3 Infere`ncia del millor arbre
El predictor calcula l’arbre de corefere`ncies o`ptim partint del graf de parelles
candidates. Per fer aixo` s’utilitza el model calculat en el sistema d’aprenen-
tatge compre`s de la llista d’atributs compostos i el vector de pesos. Tot el
codi necessari pel sistema de prediccio´ esta` escrit en C++, per tant es pot
compilar en un sol executable apply_model i no requereix scripts de bash ni
fitxers intermedis.
En primer lloc es calculen els valors dels atributs compostos per totes
les arestes del graf, sent 1 si compleix la condicio´ indicada per l’atribut
i 0 altrament, tal i com s’explica al final de l’apartat 2.2.2. El codi per
llegir la llista d’atributs compostos i aplicar-la als grafs donats es troba a
template features.cpp. La llista d’atributs e´s un fitxer on cada fila conte´
una o me´s parelles atributs ba`sic i valor, per exemple l’entrada 3:false 18:false
54:not aplicable representa un atribut composts que valdra` 1 en una aresta si,
i nome´s si, els atributs ba`sics 3 i 8 tenen per valor fals i el 54 no aplicable en
aquella aresta. Utilitzant la dades retornades per template features.cpp,
es calculen les puntuacions de les arestes definides com el producte escalar
entre el seu vector d’atributs i el vector de pesos donat.
Fet aixo`, resta resoldre el problema hˆ = arg maxh∈H(x) S(h) descrit en
l’apartat 2.1.4, e´s a dir, trobar l’arbre amb puntuacio´ ma`xima dins d’aquest
graf que hem calculat. Aquest problema de cerca es resol usant l’algorisme
de programacio´ dina`mica de Chu and Liu (1956) i Edmonds (1967) (Algo-
risme 2). Aquest algorisme comenc¸a agafant per cada ve`rtex x l’aresta amb
me´s puntuacio´ que arriba a x. Si el resultat e´s un arbre (no te´ cicles) aquest
sera` l’arbre de puntuacio´ ma`xima. Si aquest arbre te´ algun cicle es genera un
nou graf on tot el cicle esta` representat per un sol ve`rtex c. Per cada aresta
que surt del cicle a un ve`rtex x en el graf original es crea una aresta (c, x) i
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Algorisme 2 Algorisme de optimum branching (Chu and Liu, 1956; Ed-
monds, 1967)
Dades: G = (V,E) graf, s : E 7→ R funcio´ de puntuacio´ de les arestes.
Resultat: y maximum spanning tree.
funcio´ Chu-Liu-Edmonds(G, s)
Sigui M = {(x∗, x) : x ∈ V, x∗ = arg maxx′ s(x′, x)}
Sigui GM = (V,M)
si GM no te´ cap cicle llavors
retorna GM
sino´
Troba un cicle C a GM
Sigui GC = contrau(G,C, s)
Sigui y = Chu-Liu-Edmonds(GC , s)
Troba un ve`rtex x ∈ C tal que (x′, x) ∈ y, (x′′, x) ∈ C
retorna y ∪ C − {(x′′, x)}
fi si
fi funcio´
funcio´ contrau(G = (V,E), C, s)
Sigui GC el subgraf de G excloent els nodes de C
Afegeix un node c a GC que representa el cicle C
per cada x ∈ V − C : ∃x′∈C(x′, x) ∈ E fes
Afegeix l’aresta (c, x) a GC
Defineix s(c, x) = maxx′∈C s(x′, x)
fi per
per cada x ∈ V − C : ∃x′∈C(x, x′) ∈ E fes
Afegeix l’aresta (x, c) a GC
Defineix s(x, c) = maxx′∈C [s(x, x′)− s(a(x′), x′) + s(C)]
on a(v) e´s el predecessor de v en C
i s(C) =
∑
v∈C s(a(v), v)
fi per
retorna GC
fi funcio´
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se li assigna la puntuacio´ ma`xima d’entre les arestes que van d’un ve`rtex del
cicle a x. Per cada ve`rtex x ∈ V −C que te´ una o me´s arestes entrant al cicle
C es crea l’aresta (x, c) i se li assigna la puntuacio´ s(x, c) que e´s la puntuacio´
me´s alta d’una aresta entrant penalitzant amb la puntuacio´ de l’aresta que
s’hauria de treure del cicle si aquesta fos elegida. Aixo` e´s la funcio´ que a
l’Algorisme 2 anomenem contrau. A continuacio´ s’aplica recursivament l’al-
gorisme a aquest nou graf per obtenir-ne l’arbre de puntuacio´ ma`xima. Un
com es te´ s’ajunta aquest arbre amb el cicle eliminat i es treu l’aresta del
cicle que te´ un menor impacte en la puntuacio´. L’arbre obtingut e´s l’arbre
que busca`vem. El cost en temps d’execucio´ d’aquest algorisme e´s O(EV ).
El nombre de ve`rtex V esta` determinat per l’entrada mentre que el nombre
d’arestes e´s fruit de les regles heur´ıstiques per elegir les arestes del graf. D’a-
qu´ı veiem que la permissivitat de les regles heur´ıstiques te´ un impacte lineal
en aquest algorisme. La cerca de l’arbre o`ptim en un graf ponderat es un
problema molt comu´ en la construccio´ d’arbres sinta`ctics (parsing trees) i per
tant he pogut testejar exhaustivament l’algorisme usant tests proporcionats
per gent que treballa en aquest camp.
Finalment, de l’arbre se n’obtenen els grups coreferents agafant com a
grups els nodes de cada sub-arbre obtingut eliminant el node artificial arrel.
I, per poder usar els codis per calcular les puntuacions de la CoNLL-2012
s’eliminen els grups d’una sola mencio´ i es treu el resultat el en mateix format
que l’entrada tal i com esta` indicat per la tasca.
3.4 Generacio´ d’atributs compostos
El nucli de la generacio´ d’atributs compostos e´s l’algorisme C4.5 de Quinlan
(1993) per generar l’arbre de decisio´ sobre les arestes creades. En aquest cas
utilitzo la implementacio´ d’aquest algorisme que es troba en la llibreria de
data mining Weka (Hall et al., 2009). La llibreria Weka conte´ varis algorismes
de tractament de dades i d’aprenentatge automa`tic.
L’entrada d’aquest problema d’aprenentatge e´s una llista d’arestes amb
els seus atributs ba`sics i la seva classificacio´ com en l’exemple de la Tau-
la 2. El conjunt complet d’arestes esta` esbiaixat cap a la classe negativa
(arestes no coreferents) pero` per aprendre e´s millor tenir una distribucio´ me´s
equilibrada. Per tant, abans de calcular l’arbre de decisio´, utilitzo l’eina de
Resample per escollir de forma aleato`ria un subconjunt me´s petit de les ares-
tes negatives i obtenir aix´ı un conjunt d’arestes una millor proporcio´ entre
arestes coreferents i no coreferents. Seguidament es genera l’arbre de decisio´
utilitzant l’algorisme J48 que e´s la implementacio´ de Weka en codi obert de
l’algorisme C4.5. La sortida de l’algorisme e´s un arbre de decisio´ com el
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mostrat en l’exemple de la Figura 6. Aquest algorisme e´s molt intensiu en
memo`ria i pot arribar a necessitar fins a 50GB de memo`ria en els corpus me´s
grans. Per acabar, la llibreria tambe´ proporciona eines per escriure en text
pla l’arbre generat i aix´ı passar-lo al modul del perceptro´ implementat en
C++.
Per obtenir la llista d’atributs compostos a partir de l’arbre, es procedeix
tal i com esta` explicat en la seccio´ 2.2.2: s’extreuen les plantilles resultants
de tots els camins entre l’arrel i els diferents nodes, s’eliminen repetides i
s’instancien amb tots els valors possibles del corpus d’aprenentatge. Aix´ı
s’obtenen atributs compostos com, per exemple, {j-POS: Nom, mateixa NE:
No} i {j-POS: Pronom, mateixa NE: No aplicable}. Si es fa exactament
aixo` s’obtenen molts atributs que no aporten informacio´ nova o que nome´s
so´n rellevants (no nuls) en un nombre massa petit d’exemples. Per aixo`, es
posen dues condicions extra en al implementacio´ proposades per Fernandes
et al. (2012): la primera e´s que les plantilles no estaran compostes de me´s
de 5 atributs ba`sics i la segona es que un atribut derivat d’una plantilla (per
exemple {j-POS: Nom, mateixa NE: No}) ha de ser no nul en almenys 10
exemples dins el corpus d’aprenentatge.
Un cop seguits aquest passos, per cada aresta el seu vector d’atributs
associats conte´ com a molt un valor no nul per cada plantilla i, possible-
ment, una gran quantitat de valors nuls per altres insta`ncies de la plantilla
si aquesta conte´ atributs ba`sics amb molts valors possibles. Per aquest mo-
tiu es necessari implementar un sparce vector : una estructura que guardi en
memo`ria nome´s la informacio´ sobre les entrades no nul·les del vector. Aques-
ta estructura s’utilitza tant pel vector d’atributs d’una aresta com pel vector
d’atributs d’un arbre i el vector de pesos. Aixo` comporta una penalitzacio´
en temps per operacions de modificacio´ dels vectors, pero` a canvi aporta un
gran estalvi de memo`ria i un grane estalvi de temps en els operacions de
producte escalar entre vectors.
3.5 Perceptro´
Aquest mo`dul es´ la implementacio´ del perceptro´ (Algorisme 1) que calcula el
vector de pesos w associats als atributs compostos obtinguts. En aquest algo-
risme, a cada iteracio´ s’han de resoldre dues cerques de l’arbre de puntuacio´
ma`xima sobre dos grafs diferents: un que conte´ nome´s les arestes coreferents
i un que conte´ totes les arestes candidates. Aquestes cerques es resolen amb
l’algorisme de Chu-Liu-Edmonds (Algorisme 2) igual que en el predictor. En
aquest cas l’eficie`ncia de l’algorisme e´s me´s important ja que s’executa dues
vegades per cada document en cada iteracio´.
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Una decisio´ a prendre e´s la condicio´ de parada de l’algorisme. Es podria
pensar que la condicio´ de parada e´s un cop el vector de pesos hagi convergit,
pero` correr´ıem el risc de fer overfitting, e´s a dir, crear un model que soluciona
molt be´ els casos entrenats pero` no generalitza prou be´ fora d’ells. A me´s,
en general, no es assolible un 100% d’encert en l’entrenament del model. La
solucio´ a aquest problema e´s fixar un nombre arbitrari finit d’iteracions com
a condicio´ de parada. Podem ajustar aquest nombre emp´ıricament mirant
com varia la qualitat del resultat donat en variar el nombre d’iteracions usant
un conjunt d’exemples de validacio´. A me´s a me´s aixo` ens permet tenir un
millor control sobre el temps d’execucio´ dels experiments. En la majoria de
casos he decidit fixar el nombre d’iteracions a 20.
Per estalviar temps i poder fer proves incrementals tambe´ he implementat
dins l’algorisme l’habilitat de continuar l’entrenament a partir d’un model ja
entrenat amb un cert nombre d’iteracions. Aix´ı puc, per exemple, entrenar
un model amb 10 iteracions i, si necessito un millorar-lo, reprendre l’entre-
nament en aquest punt i fer 10 iteracions me´s en lloc de tornar a comenc¸ar
l’entrenament des de zero.
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Cap´ıtol 4
Experiments i resultats
Les dades de la tasca CoNLL-2012 venen donades en quatre corpus: trial,
development, train i test. El primer es un corpus amb entrada i solucions
petit amb 10 document i que s’utilitza per comprovar que el sistema s’execu-
ta adequadament i per corregir petits error que puguin apare`ixer. El corpus
development e´s un corpus amb entrada i solucions de uns 222 documents,
aquest inclouen els 10 de trial. La majoria dels experiments fets so´n pre-
diccions sobre aquests documents usant el model entrenat amb el corpus de
train. Train e´s el corpus solucionat me´s gran, consta de 1940 documents. En
la majoria d’experiments fets s’entrena amb un subconjunt d’aquest corpus.
L’objectiu d’aquest corpus en la tasca CoNLL-2012 e´s que els participants
havien d’entrenar sobre aquest corpus. Finalment test e´s el corpus sobre el
qual s’avaluaven els participants a la tasca.
Tots els experiments han sigut executats al clu´ster del LSI. L’alta capa-
citat de ca`lcul ens es u´til pero` el factor me´s rellevant es que tal i com ja hem
dit una execucio´ del sistema pot arribar a usar 50 GB de RAM en temps
d’execucio´ i per tant ens cal algun entorn d’alt rendiment.
La CoNLL-2012 Shared Task aporta codi per calcular la correctesa dels
resultats segons varies mesures (Pradhan et al., 2014). Donades la solucio´
correcta i la solucio´ predita retorna les puntuacions de va`ries mesures d’ava-
luacio´ esta`ndards de la tasca:
1. MUC de Vilain et al. (1995),
2. B3 de Bagga and Baldwin (1998),
3. CEAFm i CEAFe de Luo (2005)
4. puntuacions de la subtasca de deteccio´ de mencions.
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Per cada puntuacio´ do´na tres valors: precisio´ (P), exhaustivitat (R de recall)
i el valor F1 que e´s la mitjana harmo`nica de precisio´ i exhaustivitat. La
puntuacio´ final usada en la tasca CoNLL-2012 va ser la mitjana aritme`tica
de MUC, B3 i CEAFe.
4.1 Experiment 1: test de l’algorisme d’in-
fere`ncia (Chu-Liu-Edmonds)
El primer test parcial que he fet ha estat comprovar el correcte funcionament
de l’algorisme de Chu-Liu-Edmonds per trobar l’arbre o`ptim descrit a la sec-
cio´ 3.3 (Algorisme 2). Per testejar-lo he utilitzat un corpus de la CoNLL-2009
Shared Task d’ana`lisis sinta`ctic que conte´ aproximadament 40.000 frases amb
els seus respectius arbres sinta`ctics. Per cada frase del corpus creo un graf
complet que te´ per nodes les paraules de la frase. Assigno puntuacio´ 1 a
les arestes d’aquest graf que corresponen a una aresta de l’arbre sinta`ctic i
puntuacio´ 0 a la resta, e´s a dir, assumeixo que provenen d’un classificador
perfecte de els arestes. Per posar a prova l’algorisme se li dona aquest graf
com a entrada i es comprova que retorna l’arbre sinta`ctic correcte. I, efec-
tivament, aix´ı e´s. Considero aquest test suficientment exhaustiu ja aquest
mateix corpus ha estat usat per altres investigadors del departament per
testejar algorismes de parsing i asseguren que e´s suficient.
4.2 Experiment 2: test del perceptro´
El segon test parcial fet e´s comprovar que el perceptro´ realment millora la
funcio´ objectiu, e´s a dir, que la puntuacio´ de l’arbre predit en un mateix graf
augmenta a cada iteracio´. Aquest experiment executa el sistema d’aprenen-
tatge amb el corpus de trial i per cada document i cada iteracio´ del perceptro´
treu la puntuacio´ de l’arbre predit. En la Taula 4 podem veure l’evolucio´ de
les puntuacions dels arbres predits (S(h)) per 7 documents segons el model
generat a cada iteracio´. Podem comprovar que les puntuacions milloren al
llarg de l’aprenentatge i que, per tant, l’algorisme apre`n efectivament sobre
la funcio´ objectiu.
4.3 Experiment 3: Execucio´ general
El primer experiment general te´ com a objectiu provar el sistema complet.
El model esta` entrenat amb una fraccio´ del corpus de train per poder fer ex-
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Puntuacions (S(h))
It. Doc. 1 Doc. 2 Doc. 3 Doc. 4 Doc. 5 Doc. 6 Doc. 7
1 -103143 -41918 -48612 -12035 -112599 -66573 -59558
2 -88378 -36683 -39705 8976 -127219 -65812 -60521
3 -75171 -34209 -33898 25237 -135967 -63093 -61343
4 -53223 -28222 -24367 41833 -133049 -54671 -58485
5 -29882 -21603 -14151 57620 -126063 -44243 -54376
6 -6847 -14831 -3989 72921 -116928 -33720 -49743
7 15593 -8012 5989 87460 -106922 -23268 -44924
8 38116 -906 16306 101566 -96209 -12621 -39937
9 60421 6600 26770 115196 -85255 -1971 -34769
10 82153 14063 37214 128190 -74329 8444 -29550
11 103171 21340 47362 140541 -63609 18549 -24418
12 123340 28387 57191 152273 -53182 28267 -19435
13 142430 35122 66559 163308 -43244 37427 -14646
14 160550 41543 75445 173707 -33740 46085 -10025
15 177773 47654 83878 183504 -24681 54264 -5609
16 194160 53473 91875 192750 -16049 62025 -1392
17 209864 59050 99516 201600 -7774 69460 2662
18 224900 64398 106822 210029 199 76581 6601
19 239232 69496 113752 218033 7839 83344 10403
20 252972 74394 120380 225679 15172 89804 14060
Taula 4: Valors de S(h) pels arbres predits al llarg de 20 iteracions del
perceptro´.
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Deteccio´ heur´ıstica Obtingudes de la solucio´
P R F1 P R F1
det. mencions 61.51 42.47 50.25 83.57 100 91.05
MUC 40.71 24.35 30.48 66.07 71.42 68.64
B3 39.43 18.95 35.6 62.07 57.59 59.75
CEAFe 31.76 24.2 27.47 45.12 70.44 55.01
CEAFm 41.17 26.41 32.18 49.75 59.53 54.2
Taula 5: Comparacio´ de les puntuacions detectant mencions heur´ısticament
i amb la solucio´.
periments eficientment i aplicat sobre el corpus development. Els para`metres
utilitzats en aquest cas so´n els determinats com a o`ptims per Fernandes et al.
(2012). Aixo` e´s C = 2000 i r = 6 pel perceptro´ i els atributs compostos es ge-
neren com a molt amb 5 atributs ba`sics i necessiten que existeixin 10 arestes
amb el mateix valor per ser inclosos.
En aquest experiment, a me´s, he calculat tots els models intermedis. Aix´ı
puc obtenir les puntuacions de l’scorer per cada una de les 20 etapes. A la Fi-
gura 10 veiem les puntuacions representades en gra`fiques. Tenim una gra`fica
per cada puntuacio´ (MUC, B3, CEAFm, CEAFe i deteccio´ de mencions) i
cada gra`fica mostra els valors de precisio´, exhaustivitat i F1 explicats al prin-
cipi del cap´ıtol al llarg de les 20 iteracions de l’algorisme d’aprenentatge. En
les gra`fiques podem observar que per totes les puntuacions el seu valor F1
millora al llarg de l’aprenentatge, pero` malauradament, tal i com es discutira`
me´s endavant, el valors finals so´n molt inferiors als desitjables. Tambe´ podem
observar que en les 10 primeres iteracions hi ha la millora me´s pronunciada
de les puntuacions mentre que en les u´ltimes les variacions so´n negligibles.
4.4 Experiment 4: Efecte de la deteccio´ de
mencions
En aquest experiment vull observar l’efecte que la tasca de deteccio´ de men-
cions te´ sobre el resultat. Per aquest experiment utilitzo el mateix model
entrenat en l’experiment anterior. La difere`ncia e´s en el predictor on enlloc
de detectar mencions usant les regles de la seccio´ 2.1.1 s’agafen directament
de la solucio´ correcta. Aixi podem observar com varien els resultats si no hi
ha el soroll de les mencions no necessa`ries.
A la Taula 5 tenim les puntuacions obtingudes amb deteccio´ de mencions
usant les regles envers usant la solucio´. Naturalment la puntuacio´ de deteccio´
de mencions en els segon cas e´s molt millor, on les u´niques difere`ncies amb la
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Figura 10: Puntuacions del primer experiment general.
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Amb atributs compostos Sense atributs compostos
P R F1 P R F1
det. men. 61.51 42.47 50.25 76.79 33.98 47.12
MUC 40.71 24.35 30.48 57.74 18.41 27.92
B3 39.43 18.95 35.6 55.2 5.31 9.64
CEAFe 31.76 24.2 27.47 14.06 21.63 17.04
CEAFm 41.17 26.41 32.18 38.56 15.69 22.3
Taula 6: Comparacio´ de les puntuacions de models amb i sense atributs
compostos.
solucio´ ve´nen de mencions que s’han classificat en grups d’una sola mencio´
i per tant so´n eliminades. En les puntuacions de la corefere`ncia hi ha una
millora important: es passa de valors F1 al voltant de 30 punts a valors al
voltant de 60.
4.5 Experiment 5: Efecte dels atributs com-
postos
En aquest experiment volem observar l’aportacio´ dels atributs compostos al
sistema. Per fer aixo` entrenem un model en les mateixes condicions que en
l’experiment general pero` amb el codi modificat de tal manera que es salti
el pas de generar els atributs compostos i en lloc seu utilitzi directament els
atributs ba`sics. El vector d’atributs de cada aresta que es passa al perceptro´
s’obte´ generant els atributs binaris de cada valor possible de cada atribut
ba`sic (per exemple 1 si l’atribut “paraula principal” e´s “him” i 0 altrament)
aix´ı seguim mantenint el fet que el vector d’atributs d’una aresta es un vector
de uns i zeros. A l’aplicar el model, passo com a llista d’atributs compos-
tos aquesta llista d’atributs ba`sics amb els seus valors possibles i el sistema
segueix funcionant correctament.
A la Taula 6 podem veure la comparacio´ de els puntuacions obtingudes si
el model utilitza atributs compostos respecte a si no els utilitza. Observant
els valors F1 podem veure que la deteccio´ de mencions i la puntuacio´ MUC
varien poc, pero` en les altres puntuacions la diferencia e´s important: de 10
punts en les me`triques CEAF i de 25 punts en la B3. Aixo` ens demostra
que efectivament els atributs compostos aporten informacio´ me´s u´til i que
permet aprendre millors models.
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Temps (s) % del sistema
Sistema d’aprenentatge
create arff 260 14.24%
Llegir els documents 210 11.53%
Crear el graf 49 2.69%
FeatureTemplates.class 832 45.71%
learn model 728 40%
Extreure atributs compostos 144 7.91%
Perceptro´ 581 31.92%
Sistema de prediccio´
apply model 362 100%
Llegir els documents 233 64.36%
Obtenir grups de corefere`ncies 129 35.63%
Taula 7: Temps d’execucio´ dels diferents programes
4.6 Experiment 6: temps d’execucio´ dels pro-
cessos
En aquest experiment entreno el sistema i miro el temps d’execucio´ de les
diferents parts per poder comparar el cost en temps dels diferents processos.
Les execucions es fan en el cluster de computacio´ del LSI. S’entrena amb
200 documents. Calculo tant el temps d’execucio´ dels programes usant la
comanda de unix time i tambe´ implemento codi que calculi i escrigui el
temps d’execucio´ dels principals processos dins de cada programa.
A la Taula 7 podem veure els diferents temps d’execucio´ calculats. L’e-
xecucio´ de create arff tarda 4 minuts i 20 segons, d’aquests 3 min. i 30s
so´n dedicats a llegir els documents i 49s a crear el graf. La creacio´ de l’arbre
de decisio´, executant java FeatureTemplates.class, tarda 13min i 52s. I
l’execucio´ de learn model tarda 12min 8s, dels quals 2min 24s so´n dedicats
a extreure els atributs compostos de l’arbre de decicio´ i 9min 41s so´n de l’e-
xecucio´ del perceptro´. Aix´ı veiem que el proce´s que consumeix me´s temps en
el sistema d’aprenentatge e´s aprendre l’arbre de decisio´ per obtenir els atri-
buts compostos.En aplicar el model, l’execucio´ de apply model dura 6min
2s. Aqu´ı la lectura dels documents dura 3min 53 i els 2 minuts restants so´n
l’aplicacio´ del model per obtenir els grups de corefere`ncia.
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Aquest treball Fernandes et al. (2012)
P R F1 P R F1
MUC 40.71 24.67 30.72 65.83 75.91 70.51
B3 39.42 19.54 26.13 65.79 77.69 71.24
CEAFe 32.29 24.75 28.02 55.00 43.17 48.37
Mitjana 28.29 63.37
Taula 8: Comparacio´ de les puntuacions entre aquest sistema i el de Fernan-
des et al. (2012) sobre el corpus de test de la CoNLL-2012.
4.7 Experiment 7: Comparacio´ amb els re-
sultats de Fernandes et al. (2012)
En aquest experiment avaluo aquest sistema tal i com van ser avaluats els
participants de la tasca CoNLL-2012. Per tant entreno un model amb tot el
corpus de train i l’aplico sobre el corpus de test. En la Taula 8 veiem com
els meus resultats comparen amb els de Fernandes et al. (2012), el millor
sistema en angle`s dels que es van presentar a la tasca i en el qual es basa
aquest treball. Les meves puntuacions so´n clarament pitjors que les seves,
sent la meva mitjana de F1 28.29 i la seva 63.37, me´s de 30 punts de difere`ncia;
fins i tot les puntuacions me´s properes (CEAFe) difereixen de 20 punts. Una
mica de difere`ncia era d’esperar per difere`ncies en al implementacio´, pero`
aquesta gran difere`ncia clarament mostra que hi ha algun problema amb al
meva implementacio´ que no he pogut detectar i solucionar a temps.
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Cap´ıtol 5
Conclusions
En aquest treball he implementat el sistema proposat en l’article de Fernan-
des et al. (2012). El seu va ser el sistema que va obtenir millors resultats en
la tasca de resolucio´ de la corefere`ncia CoNLL-2012.
He seguit l’arquitectura proposada per ells i les implementacions proposa-
des en els articles sobre els quals es basen les diferents parts del seu sistema.
Aixo` ha inclo`s implementar funcions complexes d’aprenentatge i optimitza-
cio´. Aquestes implementacions han resultat eficients en temps d’execucio´ i
en memo`ria, tot i que, pels requeriments de memo`ria dels experiments, e´s
clar que aquest programa necessita ser executar en un entorn de computacio´
especialitzat com e´s el cluster de computacio´ del LSI. Tambe´ he fet varis
experiments amb el sistema proposat i incloent variacions sobre aquest sis-
tema. Aquesta etapa d’experiments, pero`, es va endarrerir considerablement
per problemes de planificacio´. Aixo` ha fet que no hagi pogut complir tots els
objectius originals del projecte.
Malauradament els resultats obtinguts so´n molt pitjors que els indicats
per ells. Aixo` e´s degut segurament a algun error en la meva implementacio´
que no he pogut arreglar a temps. Aquest problema no l’he pogut detectar
en les proves parcials pero` si que es veu que existeix al veure els resultats
globals. Malgrat aquest resultats sub-o`ptims, en els experiments es mostra
la millora que representen algunes de les propostes que fan, com el me`tode
entropy guided feature induction.
Aquest sistema esta` pensat per formar part d’un sistema me´s gran de
tractament del llenguatge natural. Per tant si s’arregla el problema i s’obte-
nen resultats com els indicats en l’article, en un futur es podria afegir a els
eines de tractament del llenguatge natural que te´ el grup de processament de
llenguatge natural (GPLN) del departament de Computer Science (CS) i aix´ı
podria ser usat pels investigadors que ho necessitessin. Un possibles estudi
futur d’aquest sistema e´s aplicar-lo per resoldre corefere`ncies en altres llen-
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guatges, ja que esta` pensat per no ser dependent del llenguatge. Igualment,
es pot estudiar la importa`ncia dels diferents atributs ba`sics i de els diferents
regles heur´ıstiques per seleccionar mencions i per seleccionar parelles candi-
dates a coreferents. Tambe´ es pot estudiar el comportament de l’algorisme
usant altres estructures latents que codifiquin la corefere`ncia.
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