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GRADED DUALITY FOR FILTERED D-MODULES
MORIHIKO SAITO AND CHRISTIAN SCHNELL
Abstract. For a coherent filtered D-module we show that the dual of each graded piece
over the structure sheaf is isomorphic to a certain graded piece of the ring-theoretic local
cohomology complex of the graded quotient of the dual of the filtered D-module along the
zero-section of the cotangent bundle. This follows from a similar assertion for coherent
graded modules over a polynomial algebra over the structure sheaf. We also prove that the
local cohomology sheaves can be calculated by using the higher direct images of the twists of
the associated sheaf complex on the projective cotangent bundle. These are closely related
to local duality, essentially due to Grothendieck.
Introduction
Let (M, F ) be a filtered holonomic left DX-module on a smooth complex algebraic variety
X of dimension n. If GrF
•
M :=
⊕
pGr
F
pM is Cohen-Macaulay over AX := Gr
F
•
DX (for
instance, if (M, F ) underlies a mixed Hodge module, see [Sa1, Lemma 5.1.13]), then its D-
dual (M′, F ) := D(M, F ) is a filtered DX-module, see (2.2) below for D(M, F ). However,
the relation between the graded quotients GrF
•
M and GrF
•
M′ is not obvious, and there were
no results about it in the literature before [Sch1] as far as we know.
Assume first that the restriction of (M, F ) over an open subvariety U of X is a filtered
vector bundle. In case (M, F ) underlies a mixed Hodge module, it underlies a variation of
mixed Hodge structure over U where Fp = F
−p. Let DO(M, F )|U denote the O-dual of
(M, F )|U viewed as a filtered vector bundle. It is known that there is a canonical isomor-
phism
D(M, F )|U = DO(M, F [−n])|U ,
where (F [m])p = Fp−m for p,m ∈ Z. For instance, if M = OX with Gr
F
pOX = 0 (p 6= 0) so
that DO(OX , F ) = (OX , F ), then (OX , F ) has weight n, and hence
D(OX , F ) = (OX , F )(n) (:= (OX , F [n])).
By the above isomorphism we have a canonical isomorphism of graded AU -modules
GrF
•
M′|U = HomOU (Gr
F
n−•M|U ,OU),
where the action of the odd degree part of AU on the right-hand side is twisted by a minus
sign. However, it is not clear how this is extended over X . In this paper we show the
following theorem as a special case of Theorem 2 below. Set I :=
⊕
k>0Gr
F
kDX . This is the
graded ideal sheaf of AX corresponding to the zero-section X of the cotangent bundle T ∗X .
Theorem 1. With the above notation and assumptions, the above isomorphism is extended
to a canonical isomorphism of graded AX-modules
ΓI(Gr
F
•
M′)
•
= HomOX (Gr
F
n−•M,OX),
where the action of AX on the right-hand side is induced by the one on Gr
F
n−•M and is
twisted by a minus sign for the odd degree part of AX .
The left-hand side of the isomorphism is the ring-theoretic local cohomology which is
defined to be the I-primary torsion part of GrF
•
M′, i.e., the union of the Ik-torsion part for
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k ≫ 0, see [Gro1], [Gro2]. (We avoid the notation ΓI(Gr
F
•
M′) since ΓI(Gr
F
pM
′) does not
make sense.) If we take local coordinates x1, . . . , xn of X and set ξi := Gr
F
1 ∂/∂xi ∈ Gr
F
1 DX ,
then
ΓI(Gr
F
•
M′)
•
=
⋃
k≫0
(⋂n
i=1Ker(ξ
k
i : Gr
F
•
M′ → GrF
•+kM
′)
)
.
Let DbcohF (DX) be the derived category of bounded complexes of filtered left DX -modules
with coherent cohomology sheaves. Let DbG(AX) be the derived category of bounded com-
plexes of graded AX-modules.
Theorem 2. For (M, F ) ∈ DbcohF (DX), let (M
′, F ) := D(M, F ) ∈ DbcohF (DX), the
dual filtered complex. Then there is RΓI(Gr
F
•
M′)
•
in DbG(AX) together with a canonical
isomorphism
RΓI(Gr
F
•
M′)
•
= RHomOX(Gr
F
n−•M,OX),
where the action of AX on the right-hand side is induced by the one on Gr
F
n−•M and is
twisted by a minus sign for the odd degree part of AX .
If (M, F ) is a Cohen-Macaulay holonomic filtered DX-module, then the local cohomology
sheaves HiI(Gr
F
•
M′)
•
can be calculated by using the higher direct images of the twists of
the associated coherent sheaf on the projective cotangent bundle together with the long
exact sequence in Proposition (3.9) below. In case the support ofM is not X nor a union of
smooth subvarieties, it is quite nontrivial to calculate both sides of the formula in Theorem 2
even in a simple case where the support is a quadratic surface with an ordinary double point,
see Example (4.3) below.
Theorem 2 follows from the following similar assertion for graded AX-modules. Let
DbcohG(AX) be the full subcategory of D
bG(AX) consisting of complexes with coherent co-
homology.
Theorem 3. For G• ∈ DbcohG(AX), there is RHomAX (G•,AX[n])• in D
b
cohG(AX), which is
denoted by G ′
•
. Moreover, there is RΓI (G ′•)• in D
bG(AX) together with a canonical isomor-
phism
RΓI (G
′
•
)
•
= RHomOX (G−n−•, ωX),
where the action of AX on the right-hand side is induced by the one on G−n−• without sign.
The difference between GrFn−• in Theorem 2 and G−n−• in Theorem 3 comes from the
transformation between left and right D-modules in (2.1.3) since Theorem 3 implies the
assertion for right D-modules. Theorem 3 is a special case of Theorem (1.5) below which
holds for any vector bundle (instead of the cotangent bundle) over any locally Noetherian
scheme or analytic space. We have E = Ω1X if V is the cotangent bundle on a smooth variety
X in (1.1).
The statement of the main theorem in [Sch1] was given by using a combination of the
assertions of Theorem 2 and Proposition (3.9) below. This is useful for explicit calculations,
see Examples (4.1) and (4.3) below. A statement equivalent to Theorem 3 was noted without
proof in Lemma 4.2 as a reformulation of Proposition 2.5 in loc. cit. which was stated
in terms of a spectral sequence. The assertion was essentially proved there for coherent
filtered DX-modules on smooth quasi-projective varieties. So it is enough to construct a
canonical morphism to get the assertion for any bounded complexes of filtered DX -modules
with coherent cohomology sheaves. Here it is rather nontrivial to keep track of the grading for
the quasi-coherent sheaves on the vector bundle V corresponding to quasi-coherent graded
AX-modules, especially when we take the localization and also the local cohomology sheaf
along the zero-section of the vector bundle V in order to get a distinguished triangle in
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the derived category, see Remark (3.11)(iii) below. This is related to Theorem (3.8) and
Proposition (3.9) below (and also to the proof of Theorem in [Sch1, Section 1.2]).
Theorem 3 and Proposition (3.9) may have been known to A. Grothendieck (see, for
instance, [Gro1, Proposition 2.1.5] and also the intended table of contents in [Gro1, p. 81]).
In the non-graded case, assertions similar to Theorem 3 have been studied by many people
including J.P.C. Greenlees, J.P. May, J. Lipman and others (see [GM], [AJL], etc.) where
one has to use completion and the arguments are more complicated. Theorem 3 seems to be
also related to Martineau-Harvey duality ([Ma], [Ha]) for the analytic local cohomology of
the structure sheaf along one point of a complex manifold, see also [Gro2], [RD], [Na], etc.
The first-named author is partially supported by Kakenhi 24540039. The second-named
author is partially supported by NSF grant DMS-1331641.
In Section 1 we prove a generalization of Theorem 3 after explaining some basics about
the ring-theoretic local cohomology. In Section 2 we apply this to filtered D-modules and
prove Theorem 2. In Section 3 we study the graded localization along the zero-section to get
a distinguished triangle in the derived category of graded modules. In Section 4 we calculate
some explicit examples to understand Theorem 2 and Proposition (3.9) more concretely. In
Section 5 we explain an application of Corollary (3.10) in a more general situation than in
[Sch1, Section 1.3].
1. Graded duality for graded modules
In this section we prove a generalization of Theorem 3 after explaining some basics about
the ring-theoretic local cohomology.
1.1. Graded algebra associated to a vector bundle. Let π : V → X be a vector bundle
of rank n > 0, where X is a locally Noetherian scheme or an analytic space. Let E be the
corresponding locally free OX -module. Set
E∨ := HomOX (E ,OX), AX,i := Sym
i
OX
E∨, AX = AX,• :=
⊕
i>0AX,i,
where SymiOXE
∨ denotes the symmetric product, which is the maximal quotient of
⊗iE∨ on
which the symmetric group acts trivially. Then AX is a graded algebra over OX . This is
locally a polynomial algebra, and we have
V = SpecXAX or SpecanXAX .
Let DbG(AX) be the derived category of bounded complexes of graded AX-modules, and
DbcohG(AX) the full subcategory consisting of complexes with coherent cohomology. We have
D+G(AX), D−G(AX) by replacing “bounded” with “bounded below” or “bounded above”,
and similarly for D±cohG(AX).
The notation in this section is compatible with the situation in the introduction by setting
V = T ∗X and E = Ω1X .
1.2. Graded local cohomology. With the notation and the assumption of (1.1), set
I = I• :=
⊕
i>0AX,i ⊂ AX = AX,•.
For a graded AX-module G•, the graded local cohomology sheaf along the graded ideal sheaf
I = I• is defined by
(1.2.1) ΓI (G•)• :=
⋃
k≫0 G
Ik
•
with G I
k
•
:= HomAX (AX/I
k,G•)• ⊂ G•,
where G I
k
•
consists of local sections of G• annihilated by Ik.
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Let G• → K• be an injective resolution, see Remark (1.6) below. Then the derived local
cohomology sheaf complex RΓI (G•)• ∈ D+G(AX) for G• ∈ D+G(AX) is defined by
(1.2.2) RΓI (G•)• :=
⋃
k≫0K
Ik
•
with K I
k
•
:= HomAX (AX/I
k,K•)• ⊂ K•,
Here Ik in (1.2.1–2) can be replaced by a decreasing sequence of coherent ideal sheaves
Jk (k ≫ 0), if there are sequences a(k), b(k) such that
Ia(k) ⊂ Jk, Jb(k) ⊂ I
k (k ≫ 0).
Since K• is an injective complex, we have a canonical isomorphism
(1.2.3) K I
k
•
= RHomAX (AX/I
k,G•)• in D
+G(AX),
i.e., the left-hand side is a canonical representative of the right-hand side. This is needed to
define the inductive limit (using the union).
For an integer p, we will denote by (p) the shift of grading so that
(1.2.4) G(p)• = G•+p.
This is not compatible with the shift of an increasing filtration F via the graded quotient
since the sign differs.
1.3. Lemma. With the above notation there is a canonical isomorphism
(1.3.1) RHomAX (AX/I,AX [n])• =
∧nE (n) in DbG(AX).
Proof. Note first that
∧nE (n) has degree 0 as a complex and pure degree −n as a graded
module by the above definition (1.2.4). We have a graded free resolution of AX/I by the
complex whose i-th component is
(1.3.2) AX⊗OX
∧−iE∨(i) (i ∈ [−n, 0]),
where the differential is naturally defined since AX,1 = E∨. (Here
∧−iE∨ has pure degree 0,
and not −i, as a graded module.) Indeed, this is the Koszul complex if we locally trivialize
V so that AX = OX [ξ1, . . . , ξn] locally. Then the left-hand side of (1.3.1) is represented by
the complex whose i-th component is
(1.3.3) AX⊗OX
∧n+iE(n+ i) (i ∈ [−n, 0]).
This is a Koszul complex up to the twist by
∧nE(n), since we have a canonical isomorphism∧n+iE(n+ i) = ∧nE(n)⊗OX∧−iE∨(−i).
So the assertion follows.
1.4. Lemma. With the notation of (1.1), assume V is trivial so that E is free and AX =
OX [ξ1, . . . , ξn]. Then there is an isomorphism in DbG(AX)
(1.4.1) RΓI
(
OX [ξ1, . . . , ξn]
)
[n] = OX [ξ
−1
1 , . . . , ξ
−1
n ](ξ1 · · · ξn)
−1,
where the ξ−1i have degree −1, and the right-hand side is identified with a quotient of
OX [ξ1, ξ
−1
1 , . . . , ξn, ξ
−1
n ] to define the action of AX = OX [ξ1, . . . , ξn].
Proof. We may assume X = SpecZ or SpecanC since the assertion is reduced to this case
using base change by the canonical morphism from X to SpecZ or SpecanC (depending on
whether X is algebraic or analytic). So OX in (1.4.1) can be replaced by Z or C which will
be denoted by R. Set
Jk := (ξ
k
1 , . . . , ξ
k
n) ⊂ A := R[ξ1, . . . , ξn] ⊂ A˜ := R[ξ1, ξ
−1
1 , . . . , ξn, ξ
−1
n ].
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Consider the shifted Koszul complex
C•k := K
•
(
A; ξk1 , . . . , ξ
k
n
)
[n],
which is associated to the multiplication by ξkj (j ∈ [1, n]) on A. We have an identification
C−ik =
⊕
|J |=iA ξ
k
J with ξ
k
J :=
∏
j∈Jξ
k
j ,
where the J are subsets of {1, . . . , n}, and the differential is given by the sum of natural
inclusions A ξkJ →֒ A ξ
k
J ′ (J ⊃ J
′) with appropriate sings.
Since {ξk1 , . . . , ξ
k
n} is a regular sequence, we have a quasi-isomorphism
(1.4.2) C•k
∼
−→ A/Jk,
By (1.2.3) together with the remark after (1.2.2) applied to Jk, the left-hand side of (1.4.1)
is represented by the inductive limit for k →∞ of
(1.4.3) C′ •k := ξ
−kC•k with ξ :=
∏n
i=1ξi.
Indeed, (1.2.3) for G• = A with Ik replaced by Jk is represented by (1.4.3) which is the dual
over A of C•k in (1.4.2).
By (1.4.2) we have the quasi-isomorphism
(1.4.4) C′ •k
∼
−→ (A/Jk)ξ
−k,
and the canonical surjection A/Jk′ → A/Jk (k < k′) induces the canonical inclusion
(1.4.5) (A/Jk)ξ
−k →֒ (A/Jk′)ξ
−k′,
since the differential of C•k is induced by the natural inclusions of free A-submodules of A˜
up to appropriate signs, and this is the same for the dual C′ •k . So the assertion follows from
(1.4.4–5) by taking the inductive limit.
The following may be known to A. Grothendieck (see the intended table of contents in
[Gro1, p. 81]).
1.5. Theorem. With the notation and the assumption of (1.1), let G• ∈ DbcohG(AX). Then
we have
G ′
•
:= RHomAX (G•,AX [n])• in D
+
cohG(AX),
where n = rankV . Moreover, there is a canonical isomorphism in D+G(AX)
(1.5.1) RΓI (G
′
•
)
•
∼
−→ RHomOX (G−n−•,
∧nE),
where the right-hand side is defined by taking an injective resolution of the OX-module
∧nE ,
and the action of AX is induced by that on G−n−• without sign.
Proof. There is an injective resolution (see Remark (1.6) below):
AX [n]→ K•.
So RHomAX (G•,AX[n])• is represented by HomAX (G•,K•)• in D
+G(AX), We then define
as a complex of graded AX-modules
G ′
•
:= HomAX (G•,K•)•.
We may assume that G• is a complex of flat AX-modules by replacing it with a flat resolution.
Then G ′
•
is an injective complex. Hence we have a canonical isomorphism in D+G(AX)
RΓI (G
′
•
)
•
= ΓI (G
′
•
)
•
.
We have a canonical morphism in C+G(AX)
(1.5.2) ΓI (G
′
•
)
•
→HomAX
(
G•,ΓI (K•)•
)
•.
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By Lemma (1.3) and (1.2.2–3) for G• = AX , we get a canonical morphism of OX -modules
(1.5.3)
∧nE ∼= Extn(AX/I,AX)−n → HnI (AX)−n (∼= ΓI (K•)−n),
and this is an isomorphism by the local calculation in Lemma (1.4). Using the restriction,
we then get canonical morphisms of complexes of graded OX -modules
(1.5.4)
HomAX
(
G•,ΓI (K•)•
)
• →HomOX
(
G−n−•,ΓI (K•)−n
)
→ RHomOX
(
G−n−•,
∧nE),
where the last morphism can be defined by taking an injective resolution of ΓI (K•)−n. The
compatibility with the action of AX follows from the definition of the action of AX on the
first term. Composing (1.5.2) with (1.5.4), we thus get the canonical morphism (1.5.1). By
construction the obtained morphism is functorial for G• contravariantly.
Once the canonical morphism is constructed, the assertion is local, and we may assume
that V is a trivial bundle, i.e. E is a free OX -module, and X is a Noetherian affine scheme or
a closed analytic subspace in a polydisk (which is extendable to a closed analytic subspace
in a slightly larger polydisk). So AX is a polynomial algebra OX [ξ1, . . . , ξn]
Using the canonical morphism (1.5.1) constructed above together with the truncation τ6p
(see [De, 1.4.6]) on G•, the assertion is reduced to the case G• is isomorphic to a coherent
graded AX-module up to a shift in D−G(AX). Replacing G• with a resolution, we may then
assume that G• is bounded above and each component is isomorphic to a finite direct sum
of AX(−pi), where (−pi) is as in (1.2.4). Using the truncation σ>p (see [De, 1.4.7]), the
assertion is further reduced to the case of AX(−pi), where we can apply Lemma (1.4). So
the assertion follows. This finishes the proof of Theorem (1.5).
1.6. Remarks. (i) We can show that the category of graded AX-modules has enough
injective objects by the same argument as in the usual case. Indeed, using the sheaf of
discontinuous sections at each degree, this can be reduced to the case of graded A-modules
G• with A = AX,x. We have a surjection
G˜′
•
→ G′
•
:= HomZ(G−•,Q/Z),
taking generators gα of G
′
•
over A where G˜′
•
is the direct sum of A(−pα) for pα ∈ Z with
gα ∈ G′pα, see (1.2.4) for (−pα). Then we get an injection
G• → HomZ(G˜
′
−•,Q/Z),
and the target is an injective graded A-module.
(ii) The above argument implies that the category of quasi-coherent graded AX-modules
has enough injective objects in the case X is affine by applying it to A = Γ(X,AX). In
general we take an affine covering {Uj}, and use the adjunction between the direct image
and the pull-back since quasi-coherent sheaves are stable by direct images.
(iii) For an injective graded AX-module K•, each Kp is an injective OX-module. Indeed,
we have for any OX -module F
HomOX (F(p),K•) = HomAX (AX⊗OXF(p),K•),
where (p) for p ∈ Z is as in (1.2.4).
1.7. Remark. For a complex manifold X of dimension n, it is well known that there is a
perfect pairing between the topological vector spaces
Hn{x}OX and OX,x = C{{x1, . . . , xn}},
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which is a special case of Martineau-Harvey duality (this is closely related to the theory of
hyperfunctions, see [Ma], [Ha]). Analogues in algebraic geometry have been studied by many
people, see, for instance, [Gro1], [AJL], [GM], [Na], [RD] among others.
2. Application to filtered D-modules
In this section we apply Theorem 3 to filtered D-modules and prove Theorem 2.
2.1. Transformation between left and right D-modules. From now on, assume X
is a smooth complex algebraic variety or a complex manifold of dimension n. The Hodge
filtration F on the right DX -modules ΩnX and ωX is given by
(2.1.1) GrFp Ω
n
X = 0 (p 6= −n), Gr
F
p ωX = 0 (p 6= 0).
This implies
(2.1.2) (ΩnX , F ) = (ωX , F )(−n) := (ωX , F [−n]).
Here (F [m])p = Fp−m in general. Note that (Ω
n
X , F ) and (ωX , F ) have weight n and −n
respectively, see [Sa1]
We have the transformation from filtered left D-modules to filtered right D-modules de-
fined by
(2.1.3) (M, F ) 7→ (rM, F ) := (ΩnX , F )⊗OX (M, F ),
where the action of a vector field v on ΩnX⊗OXM is given by
(2.1.4) (ζ⊗m)v := ζv⊗m− ζ⊗vm for ζ ∈ ΩnX , m ∈M.
The shift of the filtration F is in order to get the isomorphism of the associated filtered de
Rham complexes
DRX(M, F ) = DRX(
rM, F ),
where the left-hand side is defined as usual up to a shift of complex, and the right-hand side
is defined by using
∧−•ΘX , see loc. cit. To indicate left or right D-modules, we will note l or
r at the end of DbF (DX) (for instance, DbF (DX)l for left D-modules). Then (2.1.3) induces
equivalences of categories
(2.1.5) DbF (DX)
l ∼−→ DbF (DX)
r, DbcohF (DX)
l ∼−→ DbcohF (DX)
r, etc.
2.2. Dual of filtered D-modules. Let ωX [n]→ KX be an injective resolution of a complex
of right DX-modules, or more generally, a quasi-isomorphism of complexes of right DX -
modules such that each component of KX is injective over OX . (Here we use the flatness of
DX over OX .) It has the filtration F defined by Gr
F
p KX = 0 for p 6= 0 as in (2.1.1). For
(M, F ) ∈ DbcohF (DX)
r, the dual filtered complex is defined by
(2.2.1) D(M, F ) = HomDX
(
DR−1X DRX(M, F ),KX⊗OX (DX , F )
)
.
Here DR−1X DRX(M, F ) denotes the induced filtered DX -module associated to the filtered de
Rham complex DRX(M, F ), and its i-th component is(
(M, F [−i])⊗OX
∧−iΘX)⊗OX (DX , F ).
Taking local coordinates x1, . . . , xn, this complex is identified with the Koszul complex as-
sociated to the action of ∂/∂xi on M⊗OXDX which is a right DX-bi-module, see loc. cit.
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For (M, F ) ∈ DbcohF (DX)
l, its dual (M′, F ) = D(M, F ) ∈ DbcohF (DX)
l is defined by
combining (2.2.1) with (2.1.5) so that
(2.2.2) (ΩnX , F )⊗OX (M
′, F ) = D
(
(ΩnX , F )⊗OX (M, F ))
)
in DbcohF (DX)
r.
2.3. Proposition. For (M, F ) ∈ DbcohF (DX)
r, let (M′, F ) be the dual filtered complex
D(M, F ) ∈ DbcohF (DX)
r. Then we have a canonical isomorphism in DbG(AX)
(2.3.1) GrF
•
M′ = RHomAX (Gr
F
•
M, ωX⊗OXAX [n])•,
where the action of the odd degree part of AX on ωX⊗OXAX is twisted by a minus sign.
Proof. We have to compare the right-hand side of (2.3.1) with the graded quotient of the
right-hand side of (2.2.1). The twist by the sign of the action of the odd degree part of
AX on ωX⊗OXAX comes from (2.1.4). Concerning (2.2.1), there is a canonical filtered
quasi-isomorphism
DR−1X DRX(M, F )
∼
−→ (M, F ).
Using this, we may replace the representative, and assume that each component of (M, F )
is an induced filtered DX-module, i.e., of the form
(L, F )⊗OX (DX , F ),
where (L, F ) is a filtered OX-module satisfying FpL = 0 for p≪ 0.
For a filtered right DX-module (N , F ), we always assume FpN = 0 for p ≪ 0, and we
have
(2.3.2) HomDX
(
(L, F )⊗OX (DX , F ), (N , F )
)
= HomOX
(
(L, F ), (N , F )
)
.
If the GrFpN are injective OX -modules, we have moreover
(2.3.3) GrF
•
HomOX
(
(L, F ), (N , F )
)
= HomOX
(
GrF
•
L,GrF
•
N
)
.
The above hypothesis is satisfied for KiX⊗(DX , F ) since K
i
X is injective and the Gr
F
pDX are
locally free OX -modules. We have also
(2.3.4) GrF
•
(
(L, F )⊗OX (DX , F )
)
= GrF
•
L⊗OXGr
F
•
DX = Gr
F
•
L⊗OXAX .
For an injective resolution ωX⊗OXAX [n]→ K•, we have
(2.3.5) HomAX (Gr
F
•
L⊗OXAX,K
i
•
)
•
= HomOX (Gr
F
•
L,Ki
•
).
Comparing the right-hand side of (2.3.1) with the graded quotient of the right-hand side of
(2.2.1) and using (2.3.2–5), the assertion (2.3.1) is then reduced to the assertion that for
any injective graded AX-module K•, each graded piece Kj is an injective OX-module, see
Remark (1.6)(iii). So Proposition (2.3) follows.
2.4. Theorem. For (M, F ) ∈ DbcohF (DX)
r, let (M′, F ) := D(M, F ) ∈ DbcohF (DX)
r. Then
there is a canonical isomorphism in DbG(AX)
RΓI (Gr
F
•
M′)
•
= RHomOX (Gr
F
−n−•M, ωX)⊗OXωX ,
where the action of AX on the right-hand side is induced by the one on Gr
F
−n−•M and is
twisted by a minus sign for the odd degree part of AX .
Proof. Note first that ⊗OXωX on the right-hand side of the formula is needed as is seen in
case M =M′ = ωX . This theorem follows from Theorem 3 and Proposition (2.3). Indeed,
set
G• = Gr
F
•
M, G ′
•
:= RHomAX (G•,AX[n])•,
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where the latter is the same as in Theorem 3. By Proposition (2.3) we have
GrF
•
M′ = G ′
•
⊗OXωX ,
where the action of the odd degree part of AX on the right-hand side is twisted by a minus
sign. Since ωX is an invertible sheaf (i.e., a locally free OX -module of rank one), the assertion
then follows from Theorem 3.
2.5. Proof of Theorem 2. Apply Theorem (2.4) to
(rM, F ) := (ΩnX , F )⊗OX (M, F ), (
rM′, F ) := (ΩnX , F )⊗OX (M
′, F ).
Then Theorem 2 follows from this together with (2.2.2) and (2.1.2).
3. Graded localization along the zero-section
In this section we study the graded localization along the zero-section to get a distinguished
triangle in the derived category of graded modules. We assume X is a locally Noetherian
scheme in this section.
3.1. Graded localization. In order to keep track of the grading of the localization along the
zero-section of a vector bundle in [Sch1], we introduce the following ring-theoretic localization
functor for graded AX-modules G• in the notation of (1.1–2):
(3.1.1) G•(∗I)• :=
k→
limHomAX (I
k
•
,G•)•,
where we have in the notation of (1.2.4)
HomAX (I
k
•
,G•)p := HomAX (I
k
•
,G•(p)).
For G• ∈ DbG(AX), its derived functor, denoted by RΓ(∗I)(G•)•, is defined by taking an
injective resolution G• → K• and setting
(3.1.2) RΓ(∗I)(G•)• :=
k→
limHomAX (I
k
•
,K•)•.
Comparing this with the definition of RΓI in (1.1), we get a canonical distinguished triangle
(3.1.3) RΓI (G•)• → G• → RΓ(∗I)(G•)•
+1
→ in DbG(AX).
In [Ka] an analogous construction in the analytic case was used. Combining (3.1.3) with
Theorem (3.7) below, we get a distinguished triangle in Theorem (3.8) which is somehow
related to the proof of Theorem in [Sch1, Section 1.2], see Remark (3.11)(iii) below.
3.2. Associated sheaf. Set P = ProjXAX . Let OP(1) be the associated ample invertible
sheaf on P, and set OP(p) := OP(1)⊗p as usual. Let π¯ : P → X denote the natural
projection. We denote by G˜ the quasi-coherent OP -module associated to a quasi-coherent
graded AX-module G•. Set G˜(p) := G˜⊗OPOP(p). This is identified with G˜(p) where (p)
denote the shift of grading such that G(p)i := Gp+i, see (1.2.4). Note that for g ∈ Γ(U,AX,i)
with U an affine open subvariety of X , the sections of G˜(p) over π¯−1(U) \ g−1(0) is given by
the degree k part of the graded localization of Γ(U,G•|U) by g.
Let
Rj π¯∗G˜(•) :=
⊕
p∈ZR
j π¯∗G˜(p).
We have a canonical morphism of graded AX-modules
(3.2.1) G•(∗I)• → π¯∗G˜(•) :=
⊕
p∈Z π¯∗G˜(p).
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Indeed, a graded AX-linear morphism Ik• → G•(p) induces a morphism of quasi-coherent
OP -modules
OP → G˜(p),
and this induces (3.2.1) by considering the image of the unit section 1, since the inclusions
Ik
•
→֒ Ik
′
•
for k > k′ induce the identity OP → OP . This is compatible with action of
AX =
⊕
p∈N π¯∗OP(p).
We will show that (3.2.1) is an isomorphism in Proposition (3.5) below by using the Koszul
and Cˇech complexes as follows.
3.3. Koszul and Cˇech complexes. Taking a local trivialization of the vector bundle V ,
and shrinking X , assume V trivial. Let ξ1, . . . , ξn be free generators of E∨. Set
Jk := (ξ
k
1 , . . . , ξ
k
n) ⊂ AX = OX [ξ1, . . . , ξn].
Then Ik in (3.1.1–2) can be replaced by Jk. Using (1.4.2), we get a free resolution of Jk by
a complex whose i-th component is ⊕
|I|=1−iAXξ
k
I ,
where the I are subsets of {1, . . . , n}, and ξI :=
∏
i∈Iξi. The differential is induced by the
natural inclusions up to appropriate signs.
The derived graded localization RΓ(∗I)(G•)• for a quasi-coherent graded AX-module G•
is represented by the inductive limit of the complex K ′ •k (G•) whose i-th component is
(3.3.1) K ′ ik (G•) =
⊕
|I|=i+1 G•(k|I|) 〈ξ
−k
I 〉,
where (k|I|) denotes the shift of degree as in (1.2.4), and the 〈ξ−kI 〉 are formal symbols which
are used to define the differential of K ′ •k (G•). Indeed, the latter is induced by the morphisms
(3.3.2) ξki : G•(k|I|) 〈ξ
−k
I 〉 → G•(k|I
′|) 〈ξ−kI′ 〉 for I
′ = I
∐
{i},
with appropriate signs like usual Cˇech complexes. The formal symbols are also useful to
define the canonical morphism between the K ′ •k (G•), which is induced by
(3.3.3) ξk
′−k
i : G•(k|I|) 〈ξ
−k
I 〉 → G•(k
′|I|) 〈ξ−k
′
I 〉.
We then get
ind limk→∞ G•(k|I|) 〈ξ
−k
I 〉 = G•[ξ
−1
I ],
where the right-hand side is the graded localization of the graded AX-module G• by ξI .
As a conclusion, we have the following.
3.4. Proposition. The derived graded localization RΓ(∗I)(G•)• for a quasi-coherent graded
AX-module G• is represented locally on X by the algebraic Cˇech complex K ′
•(G•) whose i-th
component is
(3.4.1) K ′ i(G•) =
⊕
|I|=i+1 G•[ξ
−1
I ].
As a corollary, we get
3.5. Proposition. With the notation of (3.2), the morphism (3.2.1) is an isomorphism for
any quasi-coherent graded AX-module G•, i.e.
G•(∗I)•
∼
−→ π¯∗G˜(•) :=
⊕
p∈Z π¯∗G˜(p).
Proof. Since the assertion is local we may assume V trivial. Then the assertion follows from
Proposition (3.4).
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3.6. Example. Consider the simplest case where X = Spec k with k a field, n = 2, and
G• = AX so that P = P1, G˜ = OP and A = k[x, y]. Then the graded Cˇech complex is given
by
k[x, x−1, y]⊕ k[x, y, y−1]→ k[x, x−1, y, y−1],
and its graded cohomology groups at complex degree 0 and 1 are respectively
k[x, y], k[x−1, y−1] 1
xy
.
This is compatible with a well-known calculation of H•(P1,OP1(i)) (i ∈ Z).
Let DbG(AX)qc denote the derived category of bounded complexes of quasi-coherent
graded AX-modules.
3.7. Theorem. For G• ∈ DbG(AX)qc, let G˜ denote the associated sheaf complex on P. Then
there is a canonical isomorphism
RΓ(∗I)(G•)• ∼= Rπ¯∗G˜(•) :=
⊕
p∈ZRπ¯∗G˜(p) in D
bG(AX)qc.
Proof. Taking an injective resolution, we may assume that G• is represented by a complex
bounded below whose components are injective quasi-coherent graded AX-modules. Then
the associated sheaf complex G˜ is a complex of injective quasi-coherent OP-modules. So the
assertion follows from Proposition (3.5).
Combining Theorem (3.7) with the distinguished triangle (3.1.3), we get the following.
3.8. Theorem. For G• ∈ DbG(AX)qc, there is a canonical distinguished triangle
(3.8.1) RΓI (G•)• → G• → Rπ¯∗G˜(•)
+1
→ in DbG(AX).
It is also possible to prove directly the long exact sequence associated to (3.8.1) in a
special case as below. This is somehow related to [Sch1, Proposition 2.1] as mentioned in
Remark (3.11)(iii) below.
3.9. Proposition. For a bounded complex of coherent graded AX-module G•, there is a
canonical long exact sequence of graded AX-modules
(3.9.1) · · · → HiI (G•)• →H
iG• → R
iπ¯∗G˜(•)→ H
i+1
I (G•)• → · · · ,
where the local cohomology sheaves HiI (G•)• are defined by using a free resolution locally.
If G• is a coherent graded AX-module, i.e. if HiG• = 0 for i 6= 0, then (3.9.1) becomes
isomorphisms
(3.9.2) Ri−1π¯∗G˜(p)
∼
−→ HiI (G•)p (p ∈ Z, i > 2)
and long exact sequences
(3.9.3) 0→ ΓI (G•)p
αp
−→ Gp
βp
−→ π¯∗G˜(p)
γp
−→ H1I (G•)p → 0 (p ∈ Z),
where αp = 0, γp = 0 and βp is bijective if p ≫ 0, and αp = 0, βp = 0 and γp is bijective if
p≪ 0.
Proof. It is sufficient to show the long exact sequence (3.9.1). (Indeed, HiI (G•)p = 0 for
p≫ 0 by Theorem 2 or using the arguments below.) Since the assertion is essentially local,
we may assume that there is a quasi-isomorphism
L• → G•,
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where Li
•
= AX
⊗
OX
L′ i
•
(i ∈ Z60) with L′ i• a free graded OX-module of finite rank. The
local cohomology sheaves can be defined by
HiI (G•)• := H
i−n(HnI (L•)•),
since HkI (L
i
•
)• = 0 for k 6= n. In the notation of (3.2), we have moreover
HnI (L
i
•
)
•
= Rn−1π¯∗L˜
i(•),
and there is a spectral sequence of graded AX-modules
(3.9.4) Ep,q1 = R
qπ¯∗L˜
p(•) =⇒ Rp+qπ¯∗G˜(•).
Here Ep,q1 = 0 unless q = 0 or n− 1, and we have
Ep,01 = π¯∗L˜
p(•) = Lp
•
, Ep,n−11 = R
n−1π¯∗L˜
p(•) = HnI (L
p
•
)
•
.
Then
(3.9.5) Ep,02 = H
pG•, E
p,n−1
2 = H
p+n
I (G•)•.
We have dp,qr = 0 except for
r = 1 with q = 0 or n− 1, or r = n with q = n− 1.
So the spectral sequence induces a long exact sequence
· · · → Ep−n,n−12 → E
p,0
2 → R
pπ¯∗G˜(•)→ E
p+1−n,n−1
2 → E
p+1,0
2 → · · · .
This gives (3.9.1) by (3.9.5). It is independent of the choice of the resolution, and is hence
globally well-defined. So Proposition (3.9) follows.
As a corollary of Theorem (3.8) or Proposition (3.9) together with Theorem 2 in the
introduction, we get the following.
3.10. Corollary ([Sch1]). Let (M, F ) be a Cohen-Macaulay holonomic filtered DX-module.
Let P be the projective cotangent bundle P ∗X := (T ∗X \X)/C∗, and Z be the characteristic
variety of M in P. Let dx := dimZ ∩ Px for x ∈ X. Then
(3.10.1) ExtjOX (Gr
F
pM,OX)x = 0 for any p ∈ Z, if j > dx + 1.
Proof. This follows from Theorem 2 and Theorem (3.8) or Proposition (3.9) applied to
G• := Gr
F
•
M′ with (M′, F ) := D(M, F ).
3.11. Remarks. (i) Proposition (3.4) together with the definition of the algebraic Cˇech
complex K ′ •(G•) in (3.3) can be generalized to the case G• ∈ DbG(AX)qc using the double
complex construction.
(ii) It is well known that the category of quasi-coherent OP-modulesM(OP)qc is equivalent
to the category of quasi-coherent graded AX-modules G(AX)qc modulo the full subcategory
GI(AX)qc consisting of G ′• such that ΓI (G
′
•
)
•
∼
−→ G ′
•
. The inverse functor is given by the
right-hand side of (3.2.1). Proposition (3.5) says that the functor Γ(∗I) gives a canonical
representative among G• ∈ G(AX)qc corresponding to F ∈M(OP)qc, since RΓ(∗I)(G ′•)• = 0
for G ′
•
∈ GI(AX)qc by Proposition (3.4).
(iii) When we consider quasi-coherent OV -modules corresponding to quasi-coherent AX-
modules, the information of the grading is lost. For instance, the twisted sheaves OP(p)
correspond to the shifted graded A-modules A(p), but the pull-backs of OP(p) by the pro-
jection ρ : V \X → P are independent of p ∈ Z where X is identified with the zero-section.
(Indeed, in case V = X ×Cn, ρ∗OP(p) corresponds to a principal divisor on X × (Cn \ {0})
defined by xp1 where x1 is a coordinate of C
n.)
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If we denote by G˜V the coherent sheaf on V associated to a coherent graded AX-module
G•, then, by the definition of G˜ and G˜V , there are natural isomorphisms
ρ∗ρ
∗G˜ ∼=
⊕
p∈Z G˜(p), ρ
∗G˜ ∼= j∗G˜V ,
where j : V \X →֒ V is the inclusion. However, it is not easy to recover the information of
the grading if we use the last isomorphism.
Proposition 2.1 in [Sch1] was actually proved without the grading, and the grading on
the local cohomology sheaves is essentially defined by using the exact sequence and the
isomorphisms there. In this case, it is not completely trivial to show the coincidence of this
grading with the one obtained by taking a locally free resolution L• → G•. This can be
shown, for instance, by using Proposition (3.9). Note also that the argument in loc. cit. is
sufficient for the proof of Corollary (3.10) since we can take the direct sum over p ∈ Z.
(iv) It is not quite trivial to show that the isomorphism in [Sch1], Lemma 2.6 is completely
canonical. In the notation of (3.2) in our paper, this can be proved, for instance, by applying
duality to
Rn−1π¯∗L˜(•) :=
⊕
p∈ZR
n−1π¯∗L˜(p),
where L˜ is the sheaf on P associated to a locally free graded AX-module L• = AX⊗L′ with
L′ a locally free OX-module. In fact, Rn−1π¯∗L˜(•) is essentially used as a replacement for the
graded local cohomology sheaf of L• in loc. cit. The compatibility with the action of AX
follows from the fact that the duality isomorphism is induced by the canonical pairing
π¯∗L˜
∨(•)⊗OXR
n−1π¯∗L˜(•)→ R
n−1π¯∗OP(•),
where L˜∨ := HomO(L˜,O). Here it is rather difficult to show the well-definedness of the
isomorphism by using only the Cˇech calculation since the Cˇech covering itself may depend
on the choice of the local trivialization of the cotangent bundle.
(v) Admitting the above arguments, the main theorem in loc. cit. was essentially proved
there not only for holonomic filtered D-modules underling mixed Hodge modules, but also for
any self-dual Cohen-Macaulay holonomic filtered D-modules on smooth complex algebraic
varieties.
(vi) If a Cohen-Macaulay holonomic filtered DX -module (M, F ) is self-dual up to the shift
of the filtration by w, then the associated OP-module G˜ is Cohen-Macaulay and self-dual up
to the twist by OP(−w). If furthermore Z := supp G˜ (with reduced structure) is smooth and
the multiplicity of G˜ at the generic points is 1, then G˜ is a locally free OZ-module of rank
1. This can be shown for example by taking a local generic projection U → Z ′ inducing a
finite e´tale morphism U ∩ Z → Z ′ where U ⊂ X is an open subvariety and Z ′ is smooth.
(vii) If a Cohen-Macaulay filtered DX-module (M, F ) is supported on a strictly smaller
subvariety Z of X , then ΓI(Gr
F
•
M)
•
= 0. Indeed, it corresponds to a coherent subsheaf
of the coherent sheaf corresponding to GrF
•
M whose support has dimension ≥ dimX by
the involutivity, and the subsheaf is supported on Z ⊂ X ⊂ T ∗X . So it vanishes by the
definition of Cohen-Macaulay modules using depth.
4. Examples
In this section we calculate some explicit examples to understand Theorem 2 and Proposi-
tion (3.9) more concretely.
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4.1. Example (Case n = 1). Let X be an open disk ∆ with coordinate x where n = 1. For
simplicity, assume (M, F )|∆∗ is a nilpotent orbit of weight w with unipotent monodromy and
one Jordan block of size w + 1. Let e0, . . . , ew be a basis of the Deligne extension such that
ej = (x∂x)
w−jew where ∂x := ∂/∂x. Assume the Hodge filtration F
p on M|∆∗ is generated
by ej (j > p), and (M, F ) is the filtered left DX -module underlying a pure Hodge module
with strict support X . The latter has weight w + 1, and hence
(M′, F ) := D(M, F ) ∼= (M, F )(w + 1),
see (2.2) for D(M, F ). Set vp = ∂w−px ew ∈ F−pM. Let [vp] ∈ Gr
F
−pM denote the class of vp
in the graded quotient, and similarly for [ep], etc. Then
(4.1.1) GrFw+1−pM
′ ∼= GrF−pM =

0 if p > w,
OX [vp] ∼= OX if p ∈ [0, w],
OX [vp] ∼= OX/(x
w) if p < 0,
Set ξ = GrF1 ∂x ∈ Gr
F
1DX . By (4.1.1) we get for k ≫ 0
(4.1.2) Ker(ξk : GrF−pM→ Gr
F
k−pM) =
{
OX [xwvp] if p ∈ [0, w],
0 if p /∈ [0, w].
These are compatible with Theorem 1 since
[vp] = [x
p−wep] ∈ Gr
F
−pM|∆∗ , [x
wvw−p] = [x
w−pew−p] ∈ Gr
F
p−wM|∆∗.
Note that there is a self-pairing 〈∗, ∗〉 of M|∆∗ corresponding to the above self-duality, and
〈ei, ej〉 = (−1)
iδi+j−w.
Indeed, we have ej = exp
(
−(log x)N
)
uj with uj locally constant multivalued sections and
N := − log T/2πi. Then uj = Nw−juw, and 〈ei, ej〉 = 〈ui, uj〉 since 〈Nu, v〉 = −〈u,Nv〉.
Set G• := Gr
F
•
M. Since P0 = pt, we have for any p ∈ Z
Riπ¯∗G˜(p) =
{
OX/(xw) if i = 0,
0 if i 6= 0.
Set R := OX,0, a := (xw) ⊂ R, Q := R/a. Then (3.9.3) is identified with
(4.1.3)
0→ 0→ Q→ Q→ 0→ 0 if p > 0,
0→ a→ R→ Q→ 0→ 0 if p ∈ [−w, 0],
0→ 0→ 0→ Q→ Q→ 0 if p < −w.
Note that (H1I G•)p is identified with Ext
1
OX
(GrF−p−wM,OX) by Theorem 2 and that this is
compatible with the isomorphism
Ext1R(Q,R)
∼= Q.
4.2. Remark. Let (M, F ) be a filtered holonomic DX-module underlying a polarizable
Hodge module with strict support X where X is a complex manifold. Let D be a smooth
hypersurface of X defined by a coordinate function x1. Set U = X \D. Assume (M, F )|U
is a variation of Hodge structure of odd weight n. Set m = [n/2] so that n = 2m + 1. Let
T be the local monodromy around D. Assume T is unipotent and rank (T − id) = 1. Then
the reader might expect that the same argument as above would imply locally on X
(4.2.1) Ext1OX (Gr
F
pM,OX)
∼= OD for p > −m,
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contradicting the reflexivity in the universal family case, see [Sch2]. However, the same
argument does not seem to hold in the universal family case as is seen below:
Consider the exact sequence (3.9.3). Its last term corresponds to the left-hand side of
(4.2.1) by Theorem 2. We have locally on X
π¯∗G˜(p) ∼= OD for any p ∈ Z.
However, for p ∈ [−n,−m− 1], γp in (3.9.3) may vanish, i.e., βp may be surjective, and the
cokernel of αp may be locally isomorphic to OD in the universal family case. (Indeed, let (ui)
be a basis of multivalued horizontal sections on U such that Nui = 0 for i 6= 1 and Nu1 = u2,
shrinking X if necessary. Then βp is surjective if there is a nonzero element of Gp = Gr
F
pM
represented by
∑
i giui such that ∂
k
x1
g1|D 6= 0 with p = k −m, where gi ∈ OX (i 6= 2) and
g2 ∈ OX [log x1].)
4.3. Example (Supported on a hypersurface with an ordinary double point). Assume
X = Ank and n > 4, where k is a subfield of C. Let x1, . . . , xn be the coordinates of A
n
k . Set
f =
∑n
i=1 x
2
i , Z = {f = 0} ⊂ X,
and
N = OX(∗Z), N = OX(∗Z)/OX .
These DX -modules have the Hodge filtration F so that they underly mixed Hodge modules.
Let (M, F ) be the filtered DX-module underlying the pure Hodge module ICZQ(−1) of
weight n+1 where (−1) is the Tate twist. Let m := [n/2]. It is well known (see for instance
[DSW], [Sa3], etc.) that there is a natural inclusion
ι : (M, F ) →֒ (N , F ),
underlying an injection of mixed Hodge modules. Moreover,
Coker ι =
{
(B, F [m− 1]) if n is even,
0 if n is odd.
Here B := k[∂1, . . . , ∂n] with ∂i := ∂/∂xi, and it has the filtration F defined by the degree
of polynomials in ∂1, . . . , ∂n.
Since (M, F ) is self-dual up to a Tate twist, and has weight n+ 1, we have
M′ := D(M, F ) = (M, F [n+ 1]), i.e. GrF
•
M′ = GrF
•−n−1M.
Then Theorem 2 implies the duality isomorphisms for q ∈ Z
(4.3.1) RΓI(Gr
F
•
M)q = RHomOX (Gr
F
−1−qM,OX).
We now calculate both sides of (4.3.1) by using (3.9.2–3) for the left-hand side. Let
M := Γ(X,M), N := Γ(X,N ), R := Γ(X,OX), R := Γ(Z,OZ),
so that N = R[f−1], R = k[x1, . . . , xn], R = R/fR.
Set R>p :=
∑
|ν|>p k x
ν ⊂ R with xν :=
∏n
i=1 x
νi
i for ν = (ν1, . . . , νn) ∈ N
n. (Similarly for
Rp, R6p with |ν| > p replaced by |ν| = p or |ν| 6 p.) Let R
>p
, etc. denote the image of R>p
in R. By [DSW, Lemma 1.5], we have
Fp(R[f
−1]) =
{
f−p−1R>p−m+1 ⊂ R[f−1] if p > 0,
0 if p < 0.
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After some calculation we then get the short exact sequences for p > 0 :
(4.3.2)
0→ R>p−m
f
→ R>p−m+1 → GrFpM → 0 if n is odd,
0→ R>p−m
f
→ R>p−m+2 → GrFpM → 0 if n is even.
We first consider the case n odd, i.e., n = 2m+ 1. For p > 0, set
D
j
RGr
F
pM := Ext
j
R(Gr
F
pM,R).
This vanishes for p < 0. Calculating the dual by using (4.3.2), we get for p > 0
(4.3.3) DjRGr
F
pM =

R if j = 1,(
R
6p−m)∨
if j = n− 1,(
R p−m−1
)∨
if j = n,
0 otherwise.
Let G• be the m-adic filtration on G• := Gr
F
•
M where m is the maximal ideal of R
generated by x1, . . . , xn. The induced filtration on G˜ will be denoted also by G
•. Identifying
Rj π¯∗Gr
k
G G˜(q) with H
j(Pn−1,GrkG G˜(q)), we then get for q ∈ Z
(4.3.4) Rj π¯∗Gr
k
G G˜(q) =

R q−m+1 if j = 0, k = 0,
R
q−m+1+k
if j = 0, k > 1,(
R
−q−m−k)∨
if j = n− 2, k > 1,(
R−q−m−2
)∨
if j = n− 1, k = 0.
0 otherwise.
Here the differentials dp,qr of the associated spectral sequence vanish (by using n > 4).
Set p + q = −1 in order to apply (4.3.1). Then (4.3.4) agrees with (4.3.3) via (4.3.1) and
(3.9.2–3). Indeed, ΓI (G•)• = 0 by Remark (3.11)(vii), and via the exact sequence (3.9.3),
π¯∗G˜(q) contributes to Gq for q > 0, and to H1I (G•)q for q ≤ −1 (i.e. for p > 0).
In case n is even, we get for p > 0
(4.3.5) DjRGr
F
pM =

R if j = 1,(
R
6p−m+1)∨
if j = n− 1,
0 if j 6= 1, n− 1,
by using (4.3.2). We have for q ∈ Z
(4.3.6) Rj π¯∗Gr
k
G G˜(q) =

R
q−m+2+k
if j = 0, k > 0,(
R
−q−m−k)∨
if j = n− 2, k > 0,
0 otherwise.
Setting p+ q = −1, we see similarly that (4.3.6) agrees with (4.3.5) via (4.3.1) and (3.9.2–3)
in case n is even. (It is quite difficult to generalize the above calculation to the case of
singularities of more complicated type in [Sa3, Theorem 0.7].)
5. Vanishing of higher extension groups
In this section we explain an application of Corollary (3.10) in a more general situation than
in [Sch1, Section 1.3].
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5.1. Notation. The application to the hypersurface case in [Sch1, Section 1.3] is valid not
only for universal families, but also for families of hypersurfaces whose total space is smooth.
More precisely, let X be a smooth complex projective variety, and assume there is a family
of hypersurfaces
Y =
∐
s∈S Ys →֒ X := X × S,
such that the total space Y and the parameter space S are smooth. Let f : Y → S be
the composition with the projection pr : X → S. Let (M, F ) be a direct factor of the
cohomological direct image H if∗(OY , F ) as a filtered left D-module. (The direct image is
defined as in [Sa1] via the transformation in (2.1.3).) Let P be the projective cotangent
bundle P ∗S := (T ∗S \ S)/C∗ where S is identified with the zero-section of T ∗S. There is a
canonical morphism
φs : Sing Ys → Ps,
such that
(5.1.1) (P ∗YX )y = {pr
∗φs(y)} in P
∗
yX for y ∈ Sing Ys,
where pr∗ : Ps = P ∗s S → P
∗
yX is induced by the projection pr : X → S, and P
∗
YX ⊂ P
∗X is
the projective conormal bundle of Y in X . We have the following (see [Sch1]):
5.2. Corollary. Let (M, F ) be as above. Let s ∈ S, j ∈ Z with j > dimSing Ys + 1, or
more precisely j > dimφs(Sing Ys) + 1. Then we have for any p ∈ Z
(5.2.1) ExtjOS(Gr
F
pM,OS)s = 0,
where the left-hand side is the stalk at s of the coherent sheaf ExtjOS(Gr
F
pM,OS).
Proof. This follows from Corollary (3.10) (see also [Sch1]) by using a well-known estimate of
the characteristic variety of the direct image of a D-module, which is essentially expressed
by the above morphism φs in this special case. (Here the assertion is independent of i since
the assumption about the direct factor is used only for the estimate of the characteristic
variety of M.) This finishes the proof of Corollary (5.2).
5.3. Remark. In examples, we usually have the equality
(5.3.1) dimφs(Sing Ys) = dimSing Ys,
as in Example (5.4) below. It is not easy to get an example where the equality does not
hold, except for the case where the family comes from hypersurfaces of a lower dimensional
variety X ′ via a smooth morphism X → X ′.
5.4. Example. Let X,S be projective space Pn with projective coordinates respectively
x0, . . . , xn and s0, . . . , sn. Consider a family of hypersurfaces defined by
Ys := {
∑n
i=0 six
2
i = 0} ⊂ X.
For I ⊂ {0, . . . , n} with I 6= ∅, set Ic := {0, . . . , n} \ I, and
SI := {si 6= 0 if i ∈ I, and si = 0 if i ∈ Ic} ⊂ S.
Then
Sing Ys = X
I := {xi = 0 (i ∈ I)} ⊂ X for s ∈ SI ,
since we have on (Cn+1 \ {0})2
d(
∑n
i=0 six
2
i ) =
∑n
i=0 2sixidxi +
∑n
i=0 x
2
i dsi.
The latter also implies that the morphism φs in (5.1.1) is expressed for s ∈ SI by
(5.4.1) Sing Ys = X
I ∋ [xi]i∈Ic 7→
[
x2i
]
i∈Ic
∈ Pn−|I|,
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where we use a trivialization of the projective conormal bundle
P ∗SIS
∼= Pn−|I| × SI ,
given by the sections d(si/si0) (i ∈ I
c) choosing some i0 ∈ I.
We have dimSI = |I| − 1, dimXI = n− |I|, and for s ∈ SI , j ∈ [0, 2n− 2]
(5.4.2) Hj(Ys,Q) ∼=

2⊕
Q(−j/2) if j = 2n− |I| with j even,
Q(−j/2) if j 6= 2n− |I| with j even,
0 if j is odd.
This can be shown for example by increasing induction on n > |I| − 1 using the projection
Ys \ Pi0 → Y s := {
∑
i 6=i0
six
2
i = 0} ⊂ P
n−1,
where Pi0 := {xi = 0 (i 6= i0)} ⊂ Ys with i0 ∈ I
c. Indeed, we have an isomorphism
Hjc (Ys \ Pi0 ,Q)
∼
−→ H˜j(Ys,Q),
where H˜j is the reduced cohomology, and Ys \ Pi0 is a line bundle over Y s so that
Hjc (Ys \ Pi0 ,Q) = H
j−2(Y s,Q)(−1).
The above calculation implies the decomposition
(5.4.3) Rf∗QY [2n− 1] ∼=
(⊕n−1
i=0 (QS[n])(−i)[n − 1− 2i]
)
⊕
(⊕
|I|: even (jI)!LI [dI ]
)
,
where jI : SI →֒ S is the canonical inclusion, LI is a Q-local system of rank 1 on SI , and
dI := dimSI = |I| − 1. Moreover, the local monodromy of LI around SJ with |J | = |I| − 1
is given by multiplication by −1. Hence
(5.4.4) (jI)!LI [dI ] = R(jI)∗LI [dI ] = (jI)!∗LI [dI ],
where (jI)!∗ is the intermediate direct image [BBD]. We then get
(5.4.5) f∗(OY , F ) ∼=
(⊕n−1
i=0 (OS, F [−i])[n− 1− 2i]
)
⊕
(⊕
|I|: even (MI , F )
)
,
where the left-hand side is the direct image as a filtered left D-module, and (MI , F ) is a
filtered regular holonomic DS-module corresponding to (jI)!∗LI [dI ]⊗QC by the de Rham
functor DRS, and underlying a pure Hodge module of weight 2n− 1(
(MI , F ), (jI)!∗LI [dI ]
)
.
The Hodge filtration F on MI can be calculated locally on S as in [Sa2, Proposition 3.5].
Locally we have
GrFpMI
∼=
⊕
J⊂I Ep,I,J ,
where the Ep,I,J are locally free OSJ -modules with SJ :=
⋃
K⊂J SK (the closure of SJ), and
Ep,I,J 6= 0 for any J ⊂ I if |I| is even and p≫ 0. Since SJ is smooth with pure codimension
n + 1− |J |, we have
ExtjS(Ep,I,J ,OS) 6= 0 ⇐⇒ j = n+ 1− |J |,
and dimSing Ys = n− |J | for s ∈ SJ . So the estimate in Corollary (5.2) is optimal.
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