In this paper, we consider a general K-user multiple-input multiple-output (MIMO) broadcast channel (BC). We assume that the channel state is deterministic and known to all the nodes. While the capacity region is well known to be achievable with dirty paper coding (DPC), we are interested in the simpler linearly precoded transmission schemes.
I. INTRODUCTION
In a broadcast channel (BC), the transmitter sends a set of independent messages to different subsets of the K receivers. If a message is intended to only one receiver, then it is called a private message. The private-message capacity region of a multi-antenna (MIMO) BC with Gaussian noise has been characterized for more than a decade [1] , [2] . The capacity achieving scheme is essentially the dirty paper coding (DPC) [3] minimum mean square error (MMSE) precoding. This BC capacity region can be conveniently represented with the capacity region of the dual multiple-access channel (MAC) via the so-called MAC-BC duality (also known as the uplink-downlink duality) [4] , [5] . The main role of the DPC can be regarded as interference mitigation at the transmitter side, i.e., part of the interference is pre-cancelled for a given receiver at the transmitter side. The implementation of DPC is however not trivial, due to its non-linear nature and the fact that it is sensitive to the channel state information at the transmitter side (CSIT) [6] . As such, linear precoding is used in most practical systems instead. Apart from the low implementation complexity, it can be shown that linear precoding schemes such as zero-forcing (ZF) achieve the maximum degrees of freedom (DoF) of the system [7] , [8] . Intuitively, ZF is sufficient for the transmitter to exploit all the available dimensions of the signal space in a BC, leading consequently to the DoF optimality.
Despite its simplicity, the dimension-counting DoF metric is coarse since it only characterizes the pre-log factor of the capacity when the channel gains are bounded while the signal-to-noise ratio (SNR) goes to infinity. As a result, it fails to capture the disparity of the channel strengths among users, and thus provides little information on the system behavior for different channel realizations. To account for the relative strength of the channel coefficients, one can let the channel gains of different links grow with the SNR polynomially with different exponents, and the resulting capacity pre-log is called the generalized DoF (GDoF). Finally, if a transmission scheme achieves the capacity to within a constant gap for any channel realization, we call the scheme constant-gap optimal. Therefore, we have the following progressive improvements on the capacity approximation [9] : DoF GDoF constant-gap.
In this work, we are interested in the constant-gap optimality of linearly precoded schemes for MIMO BC. Our first question is:
"Can linear precoding with only private messages be constant-gap optimal?" By analyzing the achievable sum rate of a simple two-user multiple-input single-output (MISO) BC, we answer the question in the negative. In fact, we show that linear precoding with only private messages is not even GDoF optimal. Indeed, the signal space of the two receivers can have a non-negligible overlap so that neither nullifying interference at the transmitter (e.g., ZF) nor treating interference as noise could be optimal.
To circumvent the limitation of interference, we can introduce rate splitting (RS) so that interference is decodable.
The idea of using RS to partially mitigate interference was first proposed for the two-user interference channels [10] , [11] , in which independent messages are sent by independent transmitters to their respective receivers. Essentially, each individual message is split into private and common parts, where the common part is decodable by (though not intended to) both receivers. Each receiver decodes and thus can remove the common message from the interfering transmitter. It turned out that such a scheme achieves the capacity region of the two-user interference channel to within one bit per channel use (PCU) [12] . The same idea can also be applied to the BCs. In [13] , the authors showed that RS can provide a strict sum DoF gain of a BC when only imperfect CSIT is available. Extensions to different settings have been made in later works [14] , [15] , [16] . Besides, RS has also been considered for robust transmissions under bounded CSIT errors in [17] . In contrast to the DPC that pre-cancels interference at the transmitter side, RS enables the interference mitigation at the receivers' side by letting the interference decodable by the receivers. In this context, here comes naturally our second question:
"Can the combination of linear precoding and rate-splitting be constant-gap optimal?" First, we answer the question in the positive for the two-user case. To that end, we propose a general RS scheme with MMSE precoding, and characterize the corresponding achievable rate region. It turns out that, in the two-user case, the entire achievable rate region is within a constant gap to the capacity region. Then, we apply the same scheme to the three-user case, and derive an upper bound on the achievable sum rate. Unfortunately, we show that this upper bound can have an unbounded gap to the sum capacity of the channel. We prove the negative result by constructing a simple three-user BC and show that the proposed RS scheme is not even GDoF optimal. Finally, using the same example, we identify the source of deficiency of the RS scheme beyond two receivers. We argue that without a proper codebook design for interference alignment or interference pre-cancellation (e.g., DPC), the independent interference streams become overwhelming for each individual receiver to decode. Our study thus reveals a fundamental gap between the receiver-side interference mitigation and the transmitter-side interference mitigation.
The remainder of the paper is organized as follows. We present the channel model in Section II, the achievable sum rate of linear precoding schemes in the two-user MISO BC is studied in Section III. In Section IV, we describe the proposed RS and precoding scheme, whereas the two-user case and the three-user case of the proposed scheme are considered in Section V. The paper is concluded in Section VI.
II. SYSTEM MODEL AND PRELIMINARIES

Notation:
In this paper, we use the following notational conventions. For random quantities, we use upper case non-italic letters, e.g., X, for scalars, upper case non-italic bold letters, e.g., V V V, for vectors, and upper case letter with bold and sans serif fonts, e.g., M M M, for matrices. Deterministic quantities are denoted in a rather conventional way with italic letters, e.g., a scalar represents the set {1, . . . , n}. Subsets are denoted with calligraphic capitalized letters, e.g., K and S, |S| represents the cardinality of the set S. "Conv" stands for the convex hull operation.
A. Channel model
We consider a K-user time-invariant and frequency-flat MIMO BC where the transmitter has n t antennas. The channel output at receiver k, k ∈ [K], at time t, t ∈ [n], is
or, in a compact form
where Z Z Z[t] ∼ CN (0, I I I) is the temporally independent and identically distributed (i.i.d.) additive white Gaussian noise (AWGN) with normalized variance; H H H k ∈ C n r,k ×nt is the channel matrix from the transmitter to the receiver k, n r,k being the number of antennas at receiver k; H H H := H H H
T is the global channel matrix assumed to be deterministic and is known globally. The input sequence is subject to the power constraint 1 n n t=1 x x x[t] 2 ≤ P where P is identified with the SNR.
B. Capacity region
In this paper, we are interested in the private message capacity region. Specifically, the transmitter sends an independent message to each receiver k, k ∈ [K], at a rate R k bits PCU. The capacity region, denoted by
, is the set of rate-tuples (R 1 , . . . , R K ) such that the probability of decoding error can be arbitrarily small when n → ∞. This capacity region can be conveniently characterized with the so-called MAC-BC duality.
Namely, the capacity region of a MIMO BC with power constraint P is the union of the capacity regions of the dual MAC over all individual power constraints that sum to P , i.e.,
where the region C MAC ({H H H H k } k , {Q Q Q k } k ) denotes the capacity region of the dual MAC under the individual covariance constraint Q Q Q k , k ∈ [K]. In fact, it is well known that C MAC ({H H H H k } k , {Q Q Q k } k ) is a polymatroid with the set of rate tuples satisfying k∈K R k ≤ log det I I I + k∈K
H H H
Since the log-det function is increasing with the partial ordering of positive semi-definite matrices, it follows from Q Q Q k P I I I, k ∈ [K], that
where n r := K k=1 n r,k . Hence, we have the following lemma.
Lemma 1. The BC capacity region C BC ({H H H k } k , P ) is within γ := n t log n r bits PCU to the MAC capacity region
then ((R 1 − γ) + , . . . , (R K − γ) + ) ∈ C BC ({H H H k } k , P ),
where (x) + := max {x, 0}.
Proof. From (5), we only need to show that C MAC ({H H H H k } k , P nr I I I) is within γ bits PCU to C MAC ({H H H An optimal scheme that achieves the exact capacity region consists in combining the DPC with the MMSE precoding [18] . Specifically, for a given encoding order, each message is first encoded using Costa's DPC that pre-cancels the previously encoded signals, and is then precoded with the MMSE matrix. In this way, each receiver only sees the interference from the messages that are encoded afterward. Here we can clearly see the duality between the successive encoding of the BC and the successive interference cancellation (SIC) decoding of the MAC.
Since part of the interference is pre-cancelled at the transmitter side and the receivers treat the residual interference as additive noise, such a scheme can be regarded as transmitter-side interference mitigation. While the MMSE precoding is linear, the DPC is non-linear and can be implemented with nested lattices [19] .
C. Constant-gap optimality Let C(H H H, P ) be the capacity region of a given channel with power constraint P , and R(H H H, P ) the achievable rate region of some scheme. We recall the progressively stronger DoF, GDoF, and constant-gap optimalities as follows.
The scheme is DoF optimal if lim P →∞ min r r r∈C,r r r∈R r r r − r r r log P = 0, ∀ H H H.
The scheme is GDoF optimal if we let H ij =H ij P αij and lim P →∞ min r r r∈C,r r r∈R r r r − r r r log P = 0, ∀H ij , α i,j .
Finally, the scheme is constant-gap optimal if sup P ≥0,H H H min r r r∈C,r r r∈R r r r − r r r < ∞.
Note that any above optimality still holds when we scale the power P by a constant. Therefore, throughout the paper, we scale the power whenever it is convenient.
D. Linear precoding with point-to-point codes
By removing the DPC from the transmitter, we have a much simpler but strictly suboptimal scheme, namely, the linear precoding scheme. Specifically, by linear precoding, here we refer to a particular class of schemes such that, 1) independent point-to-point Gaussian codebooks 1 are used to encode the K streams; 2) the transmitted signal is a linear combination of the K codewords; and 3) interferences are treated as noise at each receiver. Under these assumptions, a single-letter rate region can be obtained in terms of the input random variable X X X =
Then, the rate region achieved by such a linear precoding is
R k ≤ log det I I I + I I I +
1 A discussion on non-Gaussian signaling is provided in Section III, Remark 3. Note that the region C LP BC ({H H H k } k , P ) is not convex. With a simple time-sharing strategy, we can achieve the convex hull of the region. The time-sharing strategy can also be generalized to resource-sharing strategy. Specifically, one can divide the whole resource (e.g., time and frequency) into orthogonal portions, say, λ 1 , . . . , λ N , such that
In each portion i of the resource, we can perform the linear precoding with covariance matrices {Q Q Q
Although the resource-sharing strategy can improve the achievable rate region, we can show that the improvement is bounded.
Lemma 2. With linear precoding schemes, the achievable rate region with the resource-sharing strategy described above is within n r bits PCU to the region with only time-sharing, that is,
Proof. See Appendix A.
Therefore, it is without loss of constant-gap optimality to focus on the simple time-sharing strategy.
E. Single-antenna (SISO) BC
In the single-antenna case, i.e., when the transmitter and all the receivers have only one antenna each, the analysis becomes easier. We can prove that the rate region of the linear scheme Conv C LP BC ({h k } k , P ) is not constant-gap optimal. Let us consider the two-user case in which |h 1 | |h 2 |. From the MAC-BC duality, let P 1 = P 2 = 1 2 P , the following rates are achievable
where we use "≈" throughout the paper for constant-gap approximation. In contrast, in order for user 2 to achieve log(1 + P |h 2 | 2 ) bit PCU with the linear scheme, the interference term P 1 |h 2 | 2 must remain bounded while the power P 2 should be within a constant factor to P . Consequently, user 1's rate must be bounded by a constant, since
Nevertheless, we know that single-user transmission achieves the sum capacity to within a constant gap. Indeed, if we only serve the user with the strongest channel gain, say, |h 1 | = max k∈[K] |h k |, then the sum rate is
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Remark 1. Note that the capacity region of a SISO BC can be achieved by linear superposition coding, since the channel is stochastically degraded [18] . So a linear scheme does achieve capacity in this case. However, the receivers need to decode a subset of the interfering signals in order to achieve the capacity. Specifically, each receiver needs to first decode all the messages for the receivers with weaker channel gains, then remove the interference before decoding the intended message. In fact, this is a simple form of RS in which the message for the weakest user is indeed a common message that needs to be decoded by (although not intended to) all the users. The performance of linearly precoded RS in a general MIMO setting is the main subject of this paper, and will be treated in Section IV.
III. LINEAR PRECODING ALONE IS NOT GDOF OPTIMAL
In the last section, we have shown that even single-user transmission, as an extreme case of the linear schemes, can achieve the sum capacity to within a constant gap. In this section, we shall show that the same optimality does not hold with multiple antennas with linear precoding alone. For this purpose, we consider a two-user MISO BC with n t = 2 transmit antennas. Note that, in this case, the channel matrix H H H k ∈ C 1×2 is a row vector for each user k, k = 1, 2, therefore, it is instead denoted by h h h k following our notational convention. As discussed in Section II-B, it is without loss of optimality to consider the following quantity as the sum capacity as we are only interested in the capacity to within a constant gap
The above quantity is within log 3 bits PCU to
Note that the first two terms in (21) can be achieved with single-user transmission, by serving the stronger user.
Therefore, the only non-trivial case is when log(1 + P 2 det(H H HH H H H )) is the dominating term in (21) .
While the general case shall be considered later, let us first assume that the channel matrix has the following triangular form
where the normalization can be done by scaling the transmit power; hence, h h h 1 = [1 0] and h h h 2 = [f g]. In this case, the sum capacity (21) becomes
Now let us restrict ourselves to linear precoding schemes at the transmitter and treating interference as noise at the receivers. In particular, we let X X X = X X X 1 + X X X 2 such that E [X X X 1 X X X
with the following eigenvalue decompositions
To that end, we let α f > α g > α f − 1 2 ≥ 0. With this setting, (31) scales as P 1+2αg−2α f and (32) scales as P 1+2αg .
It follows that
Remark 2. When the channel matrix H H H is bounded, the linear precoding schemes do achieve the optimal DoF as shown in [7] , [8] . The above example reveals that, however, no linear precoding schemes can be constant-gap optimal. This is due to the fact that the DoF metric treats all non-zero channels equally strong as discussed in Section II-C.
Now, let us consider the general case with non-triangular channel matrix. We can transform the channel as follows.
Assuming h h h 1 = 0, we use the LQ decomposition
where Q Q Q is unitary and (|f
Then, the received signal becomes
where we definex x x := h h h 1 Q Q Qx x x. Note that the original channel is equivalent to the new one fromx x x to y y y, since Q Q Q is unitary and h h h 1 = 0 and both are known globally. The only difference is that now the maximum sum power becomesP = P h h h 1 2 . Same arguments apply if we swap the roles of user 1 and user 2. We can obtain the following results with the above transform.
Proposition 2. In the two-user MISO BC, the achievable sum rate of linear precoding is upper bounded, to within a constant gap, by
where β ρ := min
Proof. First, let us apply (33) and (34), and we obtain the triangular form (22) with a new power constraint
where
h h h1 h h h2 . Let us define Q as the set of Q Q Q 1 and Q Q Q 2 such that (28) is satisfied, andQ the complementary set. Then, applying Lemma 3 on (30), we have
≈ max log(1 + P h h h 1 2 ), log(1 + P h h h 2 2 ),
where in the first inequality we used λ 1 , λ 2 ≤P := P h h h 1 2 ; (39) can be verified by looking at both cases
For the set of Q Q Q 1 , Q Q Q 2 that do not satisfy (28), we have, from (26) and (27)
The proof is completed by combining both (40) and (42).
Remark 3.
It is important to emphasize that the above results are based on the assumption of Gaussian signaling. In fact, Gaussian input has been proven to be strictly suboptimal in some multi-user settings. For instance, in [20] , the authors have investigated the two-user Gaussian interference channel with point-to-point codes, and showed that a mixed input is needed to achieve the optimal GDoF. There, the mixed input is the sum of a discrete random variable and a Gaussian variable. With the mixed input, the optimal decoding, e.g., maximum likelihood decoding, exploits the structure of the interference and achieves a better performance than in the case with Gaussian interference.
Essentially, as the authors of [20] pointed out, the discrete part carries somehow a sort of "common information" that both receivers can exploit. That explains why RS is not needed with such inputs to achieve the optimal GDoF.
Note however, that the optimal decoding in this case may be much more involved than the one for Gaussian interference. The latter only needs a simple nearest neighbour decoding.
IV. A RATE-SPLITTING SCHEME WITH MMSE PRECODING
In this section, we introduce a RS scheme at the transmitter side, and describe this scheme in the general MIMO case with K users. We shall derive the corresponding achievable rate region in its general form. The special cases for K = 2 and K = 3 users will be discussed in the next section.
A. K-user BC with common messages
The proposed RS scheme builds on a general K-user scheme with common messages. It is worth mentioning that the capacity region of the two-user MIMO BC with common message has been completely characterized in [21] . In that work, the authors showed that Marton's inner bound based on binning is indeed tight with Gaussian signaling. Here, we shall investigate the general K-user case but only on the achievable rate region with independent point-to-point codebooks.
First, let M K : K ⊆ [K], K = ∅ be a set of 2 K − 1 independent messages, each one with rate R K bits PCU.
These messages are encoded with independent Gaussian codebooks, each generated identically and independently
whereK := [K] \ K and H H HK is a matrix formed by the vertical concatenation of the channel matrices of the users in K, with the convention H H H ∅ = 0; the coefficients {P K } are chosen to satisfy the power constraint K tr (Q Q Q K ) ≤ P .
Such a precoding scheme is known as the MMSE precoding. The idea behind the MMSE precoding is to limit the interference power at the unintended receivers. Indeed, the covariance matrix of X X X K at the setK of users is
that is, below the AWGN level. Unlike the ZF precoding that completely nullifies interference, the MMSE precoding is known to achieve a better tradeoff between interference and signal power. Further, the application of the ZF precoding is possible only when a non-empty interference null space exists, whereas the MMSE precoding is feasible in general. The transmitted signal is a superposition of all the streams
Next, each receiver k jointly decodes the set of messages {M K : K k} by treating the interferences {X X X K :
K k} as noise. Thus, for each receiver k, it is equivalent to a virtual MAC whose achievable rate region is the set of rates satisfying, for every collection 2 S k ⊆ {K : K k},
The above rate constraints provide the exact characterization of the achievable rate region. Note that the region is quite involved with a large number of parameters. For our purpose, however, it is enough to have an approximate region, i.e., to within a constant gap. This allows us to simplify the region and obtain the following result.
by the proposed scheme satisfying the power constraint P . Then, it is within a constant number of bits PCU to the set of rates satisfying
for all k ∈ [K] and collections S k ⊆ {K : K k}, where we define for convenience
Note that in the above simplification, we have omitted the interference term and replaced P K by P in Q Q Q K , both of which only incur a bounded power loss in terms of K. The number of constraints in the above region corresponds to the number of non-empty collections S k for all k ∈ [K].
We say that the collection S k is minimal if no element is a proper subset of another element. For example, {{1}, {3}, {1, 2}} is not minimal since {1} ⊂ {1, 2}. One can always obtain a minimal collection by removing the "smaller" elements, e.g., removing {1} in the previous example and we obtain {{3}, {1, 2}} that is minimal. We say that S k can be reduced to a minimal collection denoted by S k . It is readily shown that
which we denote as
Therefore, we can replace Q Q Q S k by Q Q Q S k and only lose up to a constant number of bits PCU. Further, we notice that if both collections S k and S k can be reduced to S k , then S k S k can also be reduced to S k . Hence, in the equivalent class of collections sharing the same minimal S k , there is always a maximal collection that is the union of all the collections that can be reduced to S k . It follows that for every collection S k , there is a minimal S k and a maximal S k such that
For instance, when K = 2, there are three possible collections for S 1 , namely, {{1}}, {{1,2}}, and {{1},{1,2}}.
Similar collections can be found for S 2 . Note that {{1,2}} is both a S 1 and a S 2 . The three collections for S 1 can be divided into two classes according to the minimal/maximal collection pairs as follows.
Now, let us get back to the expression (47). We see that among all the constraints with S k having the same S k , thus having the same right hand side in (47) up to a constant gap due to (49), the constraint corresponding to S k is obviously dominant since it involves all the possible terms on the left hand side. Therefore, we can further simplify the approximate rate region.
Proposition 3. The common message achievable rate region C CM BC ({H H H k } k , P ) is within a constant gap to the set of rates satisfying, for all k ∈ [K] and S k ⊆ {K : K k},
B. K-user BC with only private messages: Rate-splitting Now, let us get back to the original setting with only private messages {M k : k = 1, . . . , K}.
First, we split each message M k of rate R k bits PCU into sub-messages {M
K should be decoded by all users in K, although the message is intended only to user k.
each one of which should be decodable by the users in K by construction. These 2 K − 1 re-assembled messages are transmitted with the scheme described in the previous subsection. At the receivers' side, each user k decodes the set of re-assembled messages {M K : K k}, but only keeps the sub-messages {M 
and
The set of such rate tuples is denoted by
It is worth emphasizing the three choices that we have made for the above RS scheme: 1) independent codebooks for different sets of messages, 2) linear spatial MMSE precoding at the transmitter, and 3) decoding common interfering streams by treating other streams as noise at the receivers. Since the proposed scheme allows the receivers to decode partially the interference, it can be regarded as a receiver-side interference mitigation scheme.
Finally, it is possible to ignore a subset T ⊆ [K] of users and only apply the proposed RS scheme to the remaining users in [K] \ T . Together with time sharing, the achievable rate region is described as follows.
Corollary 1.
The following convex hull of rate-tuples is achievable with the proposed RS scheme and time sharing
V. TWO-AND THREE-USER CASES
A. The optimality in the two-user case
With two users, it follows from Prop. 4 that the achievable rate region includes all the rate pairs (R 1 , R 2 ) that
12 ,R 2 ,R
12 ≥ 0,
12 ,
where the rate constraints are obtained from (51); and we define
Applying the Fourier-Motzkin elimination (FME) [18] on the above constraints, we obtain the following achievable region
which corresponds to the capacity region C MAC ({H H H H k } k , PI I I) of the dual MAC. We thereby establish the constant-gap optimality of the proposed RS scheme with MMSE precoding.
B. The sub-optimality in the three-user case
Let us look at the case with K = 3. The possible minimal collections S 1 are {{1}}, {{1, 2}}, {{1, 3}}, {{1, 2}, {1, 3}}, {{1, 2, 3}}, leading to the following rate constraints,
where Q Q Q {{1,2},{1,3}} is defined as in (48). The fourth constraint cannot be expressed as a linear combination of C K and is removed for convenience. Note that the omission can only enlarge the rate region. By the same reasoning,
we can obtain the following constraints on the rates of the re-assembled messages which should be decoded by receiver 2 and 3,R
Transmitter Unlike the two-user case, completely characterizing the whole private message rate region from the above constraints appears to be quite involved. Instead, we focus on an upper bound on the sum rate, which is enough for our purpose here. By definition, the sum rate can be written as
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Proposition 5. The achievable sum rate R sum of the proposed RS scheme with MMSE precoding in the three-user case is upper bounded, to within a constant gap, by R sum := max C 12 , C 13 , C 23 ,C 123 +
where (x) − := min {x, 0}.
Proof. See Appendix C.
Proposition 6. The proposed scheme is not constant-gap optimal in the three-user case.
In order to prove the above proposition, it is enough to find a class of channel matrices H H H such that C 123 − R sum can be arbitrarily large, where C 123 is the sum capacity of the channel. To that end, it is enough to show that the proposed scheme is not GDoF optimal. Consider a channel with 
Let us focus on the pre-log d K = lim P →∞ C K log P . We have 
Then, from Prop. 5 the sum GDoF upper bound of the proposed scheme is
which is strictly smaller than the optimal sum GDoF d 123 = 3 for any 0 < α < 1. This implies the constant-gap sub-optimality of the proposed RS scheme.
C. Deficiency of receiver-side interference mitigation
One may wonder why the proposed RS scheme is constant-gap optimal in the two-user case but not in the three-user case. In particular, is it possible to improve the current RS scheme with a better precoding (other than the proposed MMSE precoding) or with a more sophisticated decoding scheme? To have a better understanding of why the RS scheme fails in the three-user case, let us have a closer look at the above pathological example.
From the dual MAC, we know that a GDoF triple (1, 1, 1) is achievable, e.g., with joint decoding or successive interference cancellation in the uplink receiver. Specifically, the receiver can first decode user 3's message using only the third antenna, obtaining GDoF 1, and remove it before decoding user 1 and user 2's messages from the first and the second antennas, respectively. In the downlink, with DPC, the exact reverse procedure can be applied and the same GDoF triple can be obtained. This is the advantage of transmitter-side interference cancellation where the transmitter manipulates optimally all the signals so that the interference at the receivers' side is minimized.
With the proposed scheme, however, the receivers are interference-limited. To see this, let us impose that user 1 and user 2 both have GDoF 1. Thus, full power P must be used for antennas 1 and 2 to send the users' signals, which generates an interference power P 1+α at user 3. Note that user 3's signal, in order not to interfere with user 1 and 2's signals, must be essentially sent from antenna 3, arriving at user 3 with power P . Unless the interference could be fully cancelled or decoded and removed, full GDoF 1 would not be achievable. As shown in Figure 1 , we can split the signal 1 into common and private parts √ P X c,1 + √ P 1−α X p,1 with DoF α and 1 − α, respectively. Similarly for signal 2, we use √ P X c,2 + √ P 1−α X p,2 . Signal 3 carries the private information for user 3 and cancels the private parts in signal 1 and 2, namely, √ P X p,3 − √ P X p,1 − √ P X p,2 , so that user 3 receives √ P X p,3 + √ P 1+α (X c,1 + X c,2 ) + Z 3 . Note that X p,3 , X c,1 , X c,2 , with a total DoF 1 + 2α, must be decoded by user 3 in order to recover the private DoF of 1. This is impossible since the maximum GDoF for receiver 3 is 1 + α. Instead, user 3 can only achieve a GDoF of 1 + α − 2α = 1 − α. In other words, the RS scheme achieves the (1, 1, 1 − α) GDoF triple instead of (1, 1, 1). Note that the above discussion is independent of the precoding scheme and the decoding scheme, which implies that the sub-optimality of the RS scheme cannot be resolved in these directions.
In fact, the fundamental issue of the RS scheme in the above example is that independent codebooks are used for different streams. Intuitively, the interference signal space becomes too large for any individual receiver. If one could align different interferers into a reduced subspace, however, then the achievable rate could be improved.
In particular, in the above case, if the information in X c,1 + X c,2 only occupies a DoF of α instead of 2α, then user 3 could decode the sum of the interferences instead of the individual interferences, and achieves the GDoF 1 + α − α = 1. This is precisely the idea of interference alignment [22] , [23] . Instead of using independent codebooks, one could use the same lattice codebook for X c,1 and X c,2 in such a way that the sum is still within the same codebook and thus have a reduced rate. Therefore, combining RS and interference alignment, it is possible to reduce the GDoF gap and may be possible to attain constant-gap optimality. One may also improve the performance by using non-linear precoding for interference cancellation. For example, a recent work [24] proposes a RS scheme with Tomlinson-Harashima precoding which has lower implementation complexity than the DPC and is shown to outperform the linear precoding schemes. Nevertheless, such improvements come at the price of a higher complexity at the transmitter side, which limits the practical and theoretical interests.
In summary, we observe from the above study the fundamental deficiency of receiver-side interference mitigation, as compared to the transmitter-side interference mitigation.
VI. CONCLUSION
While linear precoding alone may have an unbounded gap to the capacity of a MIMO BC, rate-splitting can help to close the gap by allowing the receivers to partially decode the interference. Indeed, we have shown that rate-splitting with MMSE precoding even achieves the whole capacity region to within a constant gap in the two-user case. Nevertheless, this optimality does not extend beyond the two-user setting. Without transmitter-side interference mitigation schemes such as interference alignment or dirty paper coding, the number of independent streams generated by rate-splitting becomes overwhelming for each individual receiver. 
2R sum ≤ C 3 + C 13 + 2C 12 − C 1 ,
2R sum ≤ C 1 + C 13 + 2C 23 − C 3 ,
2R sum ≤ C 2 + C 23 + 2C 13 − C 3 ,
3R sum ≤ C 1 + C 2 + 2C 13 + 2C 23 − C 3 ,
3R sum ≤ C 2 + C 12 + 2C 13 + C 23 ,
3R sum ≤ C 1 + C 12 + C 13 + 2C 23 ,
3R sum ≤ C 3 + 2C 12 + C 13 + C 23 ,
2R sum ≤ C 1 + C 3 − C 13 + 2C 123 ,
3R sum ≤ C 2 + C 3 + C 12 + C 13 + C 123 ,
3R sum ≤ C 1 + C 3 + C 12 + C 23 + C 123 ,
3R sum ≤ C 1 + C 2 + C 3 + 2C 123 .
Note that we can show that the inequalities (128)−(145) are redundant as compared to the constraint R sum ≤ C 123 using the following properties.
For instance, the inequality (144) can be derived from (109)
3R sum ≤ C 123 + C 123 + C 123 (148)
The inequalities (114)−(127) are also redundant with the presence of the first five constraints. For example, if the inequalities (110) and (112) are both satisfied, then we have
On the other hand,
where the inequality comes from (147). From (150) and (151), we can show the inequality (114), namely, 2R sum ≤ C 12 + C 13 + C 23 . By now, we can remove all but the first five inequalities. Finally, we need the following submodularity property to further reduce the number of constraints. 
which implies that the inequality (110) is trivial. Finally, only the following two constraints on R sum remain
2R sum ≤ C 1 + C 2 + C 3 + 3C 123 − C 12 − C 13 − C 23 ,
which can be expressed as the last term in the right hand side of (80). We recall that the constraints (109)−(145) are derived from a subset of the original rate constraints. Hence, the right hand side of (80) may not be achievable and remains an upper bound. The proof is thus complete.
