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Abstract
The primary objective of this work is the development of robust, accurate and eﬃcient
simulation methods for the optimal control of mechanical systems, in particular of con-
strained mechanical systems as they appear in the context of multibody dynamics. The
focus is on the development of new numerical methods that meet the demand of struc-
ture preservation, i.e. the approximate numerical solution inherits certain characteristic
properties from the real dynamical process.
This task includes three main challenges. First of all, a kinematic description of multibody
systems is required that treats rigid bodies and spatially discretised elastic structures in
a uniform way and takes their interconnection by joints into account. This kinematic
description must not be subject to singularities when the system performs large nonlinear
dynamics. Here, a holonomically constrained formulation that completely circumvents
the use of rotational parameters has proved to perform very well. The arising constrained
equations of motion are suitable for an easy temporal discretisation in a structure pre-
serving way. In the temporal discrete setting, the equations can be reduced to minimal
dimension by elimination of the constraint forces. Structure preserving integration is the
second important ingredient. Computational methods that are designed to inherit system
speciﬁc characteristics – like consistency in energy, momentum maps or symplecticity –
often show superior numerical performance regarding stability and accuracy compared
to standard methods. In addition to that, they provide a more meaningful picture of
the behaviour of the systems they approximate. The third step is to take the previ-
ously addressed points into the context of optimal control, where diﬀerential equation
and inequality constrained optimisation problems with boundary values arise. To obtain
meaningful results from optimal control simulations, wherein energy expenditure or the
control eﬀort of a motion are often part of the optimisation goal, it is crucial to approxi-
mate the underlying dynamics in a structure preserving way, i.e. in a way that does not
numerically, thus artiﬁcially, dissipate energy and in which momentum maps change only
and exactly according to the applied loads.
The excellent numerical performance of the newly developed simulation method for opti-
mal control problems is demonstrated by various examples dealing with robotic systems
and a biomotion problem. Furthermore, the method is extended to uncertain systems
where the goal is to minimise a probability of failure upper bound and to problems with
contacts arising for example in bipedal walking.
iii

Zusammenfassung
Ziel der vorliegenden Arbeit ist die Bereitstellung von stabilen, genauen und eﬃzien-
ten Simulationsmethoden fu¨r Optimalsteuerungsprobleme in der Mechanik. Insbeson-
dere werden mechanische Systeme mit Zwangsbedingungen, wie sie zum Beispiel in der
Mehrko¨rperdynamik vorkommen, betrachtet. Ein besonderer Anspruch an die neu en-
twickelten numerischen Methoden ist die so genannte Strukturerhaltung, d.h. die Verer-
bung spezieller charakteristischer Eigenschaften des tatsa¨chlichen dynamischen Prozesses
an die numerische Approximation der Lo¨sung.
Diese Aufgabe beinhaltet drei hauptsa¨chliche Herausforderungen. Zum einen wird eine
kinematische Beschreibung der Mehrko¨rpersysteme gebraucht, die starre Ko¨rper sowie
ra¨umlich diskretisierte elastische Strukturen gleichermaßen behandeln und deren Ver-
bindung durch Gelenke mit einbeziehen kann. Diese kinematische Beschreibung darf
auch bei großen, nichtlinearen dynamischen Bewegungen keine Singularita¨ten aufweisen.
Hier hat sich eine Beschreibung mit holonomen Zwangsbedingungen bewa¨hrt, die Ro-
tationsparameter komplett vermeidet. Die daraus entstehenden Bewegungsgleichungen
mit Zwangsbedingungen sind besonders gut fu¨r eine einfache strukturerhaltende Zeit-
diskretisierung geeignet. Durch Elimination der Zwangskra¨fte im zeitlich Diskreten kann
das Gleichungssystem auf minimale Dimension reduziert werden. Die strukturerhaltende
Zeitdiskretisierung ist der zweite wichtige Bestandteil. Numerische Methoden, welche
die strukturellen Charakteristika des dynamischen Systems – wie Konsistenz von Ener-
gie, Impulsabbildungen und Symplektizita¨t – erben, zeigen im Bezug auf Stabilita¨t und
Genauigkeit oft ein wesentlich besseres Verhalten als Standardmethoden. Außerdem
liefern sie aussagekra¨ftigere Simulationsergebnisse. Der dritte Schritt setzt die bisher ange-
sprochenen Punkte in Zusammenhang mit Optimalsteuerungsproblemen, in denen Diﬀer-
entialgleichungen und Ungleichungsbedingungen ein Optimierungsproblem mit Randbe-
dingungen restringieren. Bei der Simulation von Optimalsteuerungsproblemen werden
oft Energieaufwand oder Steuerungskosten optimiert. Um aussagekra¨ftige Resultate zu
erhalten, ist es entscheidend, die zu Grunde liegende Dynamik strukturerhaltend zu ap-
proximieren, d.h. in einer Art und Weise, in der nicht numerisch, und damit ku¨nstlich,
Energie dissipiert wird und in der sich Impulsabbildungen nur und exakt auf Grund der
aufgebrachten Lasten a¨ndern.
Die hervorragenden Eigenschaften der neu entwickelten Simulationsverfahren fu¨r Opti-
malsteuerungsprobleme werden anhand von zahlreichen numerischen Beispielen aus dem
Bereich der Robotik und biomechanischen Bewegungsproblemen demonstriert. Außerdem
wird die Methode fu¨r Systeme mit Unsicherheiten erweitert, mit dem Ziel, eine obere
Schranke fu¨r die Fehlerwahrscheinlichkeit zu minimieren, sowie auf Kontaktprobleme, die
zum Beispiel beim zweibeinigen Gehen vorkommen.
v
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1 Introduction
When planning or predicting motion of mechanical systems, one can pursue quite diﬀer-
ent strategies, see Figure 1.1. One can rely purely on kinematic considerations, e.g. by
capturing motion with a camera or by simply prescribing certain desired positions for the
motion. In particular, one could request the end-eﬀector of a robot to stay on a prescribed
path, or the hand or feet of an animated character to have certain positions. This infor-
mation is used as input for inverse kinematics, where a trajectory meeting the prescribed
conditions is reconstructed, see e.g. [Zhao 94, Simo 07, Shin 01]. If closed form solutions
are not feasible, numerical approaches like least square ﬁts are used to minimise the dif-
ference between the desired and possible trajectories (see e.g. [Tola 00] for an overview).
This procedure is illustrated in the left branch of the diagram in Figure 1.1. However,
thereby no forcing or dynamics is taken into account.
If one is interested in the forces (or controls) that cause real dynamics, then one is faced
with a control problem. When the complete trajectory is prescribed – e.g. from a pre-
vious inverse kinematic consideration – it is the input for inverse dynamics, whereby the
equations of motion are solved for the right hand side, the necessary forces implying this
particular motion, see e.g. [Stry 98,Blaj 03,Blaj 07,Nagu 90,Acke 07]. This is in contrast
to forward dynamic simulations, where the trajectory in response to the forces is deter-
mined. When only certain positions or parts of the trajectory are prescribed, these can
be included into the equations of motion as rheonomic, i.e. time dependent, constraints,
see e.g. [Bets 07,Uhla 09,Blaj 04,De S 06,Ast 06]. In this case, no optimality criterion is
imposed and the force and state trajectories are obtained by forward constrained dynamic
simulation.
Dynamic optimisation predicts both the state as well as the force trajectory such that
the equations of motion are fulﬁlled, while at the same time, an objective functional (rep-
resenting e.g. the required energy or time) is optimised. This procedure is more general
than the previously described approaches and can be formulated independent of exper-
imental data. When it is used for optimal control, it yields the optimal force and state
trajectory for a particular system, see e.g. [Bull 04, Sten 94,Allg 99,Bind 01,Momb 05,
Momb 10,Gerd 08a,Gerd 08b,Gerd 09]. A more detailed overview on literature about
speciﬁc solution methods for optimal control problems is given in Section 2.3. Dynamic
optimisation can also be used for trend optimisation, where the design of dynamics is
optimised. Assuming that certain parameters in the model have ﬁxed values, the corre-
sponding best possible motion – in the sense of extremising an objective functional – can
be determined. This procedure is also called estimation see e.g. [Sten 94,Bind 01,Allg 99]
and the references cited therein.
For the optimal control simulations of mechanical systems in this work, dynamic optimi-
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sation methods in the form of optimal control, i.e. the very right branch in Figure 1.1, is
used.
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Figure 1.1: Overview over different motion planning strategies.
Simulation techniques for optimal control tasks of mechanical systems are investigated
in this work. The focus is on the development of new numerical methods that meet the
demand of structure preservation, i.e. the approximate numerical solution inherits certain
characteristic properties from the real dynamical process.
Computational methods that are designed to inherit system speciﬁc characteristics of-
ten show superior numerical performance regarding stability and accuracy compared to
standard methods. In addition to that, they provide a more meaningful picture of the
behaviour of the systems they approximate. In the last two decades, a lot of research has
been devoted to structure preserving time stepping schemes, like e.g. variational integra-
tors in space and time (see e.g. [Lew 03a, Lew 04,Reic 94,Mars 99,Mars 98,Mars 01]),
energy-momentum schemes (see e.g. [Gros 09, Uhla 10, Rome 09, Bets 00a, Bets 00b,
Bets 01a, Ibra 99, Ibra 02, Arme 01, Cris 96, Gonz 00, Hugh 78, LaBu 76a, LaBu 76b,
Noel 04,Reic 95,Simo 91a,Simo 91b,Simo 92,Simo 94,Simo 95]), symplectic-momentum
schemes (see e.g. [Bart 98,Hair 04,Jay 96,Leim 94,Leim 96]) or Lie group integrators (see
e.g. [Cell 03,Ge 88,McLa 93,Toum 94]). Their extension to the optimal control regime is
2
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both challenging and promising.
While the research documented in the PhD-thesis [Leye 06a] restricts itself to the simu-
lation of initial value problems in ﬂexible multibody dynamics using energy-momentum
conserving forward integration methods, the class of problems considered in this work is
far more general. It consists of boundary value problems for which an optimal solution
(with respect to an objective functional) needs to be approximated in a structure pre-
serving way. The considered multibody systems consist of rigid and ﬂexible parts that
are interconnected by joints giving rise to holonomic constraints in the equations of mo-
tion. On the one hand, typical applications are all kinds of robot manipulators including
industrial manufacturing robots or conveying machinery, as well as deployable structures
such as space satellites. On the other hand, such multibody systems can also be used to
model (parts of) the human body such that biomechanical problems of human motion like
human gait, grasping processes or athletic motion in sports can be addressed. Further-
more, optimal control processes may support the development of prostheses and implants
in modern medical surgery.
The simulation of forward dynamics of multibody systems combines several issues. First
of all, ﬂexible parts must be discretised in space and a material model for their (elastic)
behaviour has to be identiﬁed. Secondly, the interconnections have to be taken into ac-
count. Typically they give rise to constraints restricting the possible states of the system.
The choice of a method to enforce the constraints completes the formulation of the evolu-
tion equations and side conditions in the mathematical model. Finally, these semi-discrete
equations have to be discretised in time resulting in forward time integration algorithms.
An extensive introduction to these topics including a summary of the state of the art
literature has been given in [Leye 06a]. An overview on existing simulation techniques
for optimal control problems is given in Section 2.3, where also relevant literature is men-
tioned and the proposed approach to simulate optimal control problems for constrained
mechanical systems is classiﬁed within the framework of existing methods.
1.1 Main issues and outline of this work
The primary object of this work is the development of robust, accurate and eﬃcient
simulation methods for the optimal control of mechanical systems, in particular of con-
strained mechanical systems as they appear in the context of multibody dynamics. To
this end, Chapter 2 places the considered optimal control problems in a general mathe-
matical framework and revisits theoretical results on the existence of optimal solutions.
In particular, necessary conditions for optimal solutions are presented together with nu-
merical methods for the approximation of optimal solutions.
Chapter 3 extends the results of the PhD-thesis [Leye 06a] based on an energy-momentum
conserving time stepping method to another class of structure preserving integrators,
namely to the class of symplectic-momentum schemes based on variational integrators,
see [Leye 08b]. A variational formulation of constrained dynamics is presented in the
3
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continuous and in the discrete setting. The existing theory on variational integration
of constrained problems is extended by aspects on the initialisation of simulations, the
discrete Legendre transform and certain postprocessing steps. Furthermore, the discrete
null space method which has been introduced in the framework of energy-momentum
conserving integration of constrained systems is adapted to the framework of variational
integrators. It eliminates the constraint forces (including the Lagrange multipliers) from
the time stepping scheme and subsequently reduces its dimension to the minimum. While
retaining the structure preserving properties of the speciﬁc integrator, the solution of the
smaller dimensional system saves computational costs and does not suﬀer from condition-
ing problems. The performance of the variational discrete null space method is illustrated
by numerical examples dealing with mass point systems, a closed kinematic chain of rigid
bodies and ﬂexible multibody dynamics. The solutions are compared to those obtained
by an energy-momentum scheme.
A convergence result for variational integration of constrained systems is shown in Chapter
4 by means of an analytical proof and of illustrating numerical examples, see [Schm 09].
For a physical system described by a motion in an energy landscape under holonomic
constraints, we study the Γ-convergence of variational integrators to the corresponding
continuum action functional and the convergence properties of solutions of the discrete
Euler-Lagrange equations to stationary points of the continuum problem. This extends
the results in [Mull 04] to constrained systems. The analytical convergence result (which
has been proofed by Bernd Schmidt in [Schm 09]) is illustrated with numerical examples
of mass point systems and ﬂexible multibody dynamics.
The most important piece of work, the contribution which takes all previously addressed
structure preserving simulations of forward dynamical processes into a completely dif-
ferent problem setting, namely that of optimal control, where diﬀerential equation and
inequality constrained optimisation problems with boundary values arise, is presented in
Chapter 5, see [Leye 09b]. The equations of motion of a controlled mechanical system
subject to holonomic constraints may be formulated in terms of the states and controls
by applying a constrained version of the Lagrange-d’Alembert principle. This chapter
derives a structure preserving scheme for the optimal control of such systems using, as
one of the key ingredients, a discrete analogue of that principle. This property is inherited
when the system is reduced to its minimal dimension by the discrete null space method.
Together with initial and ﬁnal conditions on the conﬁguration and conjugate momentum,
the reduced discrete equations serve as nonlinear equality constraints for the minimisation
of a given objective functional. The algorithm yields a sequence of discrete conﬁgurations
together with a sequence of actuating forces, optimally guiding the system from the initial
to the desired ﬁnal state. In particular, for the optimal control of multibody systems, a
force formulation consistent with the joint constraints is introduced. This enables one to
prove the consistency of the evolution of momentum maps. Using a two-link pendulum,
the method is compared to existing methods. Further, it is applied to a satellite reorien-
tation manoeuvre and a biomotion problem.
In Chapter 6, uncertainty is added into the picture. We present an optimal control
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methodology, which we refer to as concentration-of-measure optimal control (COMOC),
that seeks to minimise a concentration-of-measure upper bound on the probability of fail-
ure of a system, see [Leye 10]. The systems under consideration are characterised by a
single performance measure that depends on random inputs through a known response
function. For these systems, a concentration-of-measure upper bound on the probability
of failure of a system can be formulated in terms of the mean performance measure and
a system diameter that measures the uncertainty in the operation of the system. CO-
MOC then seeks to determine optimal controls that maximise the conﬁdence in the safe
operation of the system, deﬁned as the ratio of design margin, measured by the diﬀerence
between the mean performance and the design threshold, to the system uncertainty, mea-
sured by the system diameter. This strategy has been assessed in the case of a robot-arm
manoeuvre for which the performance measure of interest is assumed to be the placement
accuracy of the arm tip. The ability of COMOC to signiﬁcantly increase design conﬁdence
in that particular example of application is demonstrated.
The discrete mechanics approach to the computation of static equilibria for Cosserat rods
in Chapter 7 constitutes an exception in this thesis, in the sense that it is the only con-
tribution that does not consider dynamical problems but static equilibria, see [Jung 10].
However, work that addresses the multisymplectic discretisation of the partial diﬀerential
equations arising in Cosserat beam dynamics is in progress. A theory of discrete Cosserat
rods is formulated in the language of discrete Lagrangian mechanics. By exploiting Kirch-
hoﬀ’s kinetic analogy, the potential energy density of a rod is a function on the tangent
bundle of the conﬁguration manifold and thus formally corresponds to the Lagrangian
function of a dynamical system. The equilibrium equations are derived from a variational
principle using a formulation that involves null space matrices. In this formulation, no
Lagrange multipliers are necessary to enforce orthonormality of the directors. Noether’s
theorem relates ﬁrst integrals of the equilibrium equations to Lie group actions on the
conﬁguration bundle, so called symmetries. The symmetries relevant for rod mechanics
are frame-indiﬀerence, isotropy and uniformity. We show that a completely analogous
and self-contained theory of discrete rods can be formulated in which the arc-length is
a discrete variable ab initio. In this formulation, the potential energy density is deﬁned
directly on pairs of points along the arc-length of the rod, in analogy to Veselov’s discrete
reformulation of Lagrangian mechanics. A discrete version of Noether’s theorem then
identiﬁes exact ﬁrst integrals of the discrete equilibrium equations. These exact conser-
vation properties confer the discrete solutions accuracy and robustness, as demonstrated
by selected examples of application.
A particular optimal control problem is investigated in Chapter 8, namely that of bipedal
walking, see [Leye 09c]. This adds the treatment of contact (between the foot and the
ground) to the problem setting. This work considers the optimal control of a bipedal
compass gait by modelling the double stance conﬁguration as a transfer of contact con-
straints between the feet and the ground. A structure preserving simulation method is
developed for this context and applied to a periodic gait.
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2.1 Optimal control theory
The theory of optimal control problems can be examined on quite diﬀerent levels of
mathematical abstraction. The following chapter intends to present an existence result
and necessary conditions for optimal solutions in a form that covers the case relevant
for this thesis. These results are related to the formulation of optimal control problems
for mechanical systems. Most of the presented results can be found in [Hinz 09] but
also [Wirt 10,Ober 08] and [Gerd 10] have been consulted extensively. Background on
the functional analytical aspects can be found e.g. in [Heus 92,Yosi 06].
Consider the following nonlinear optimal control problem.
Problem 2.1.1 (Optimal control problem)
min
(y,u)∈Y×U
J(y, u) subject to e(y, u) = 0, c(y) ∈ K, u ∈ Uad
where (y, u) ∈ Y ×U are the state and control variable respectively, the objective functional
J : Y × U → R, the state equation e : Y × U → Z and the state constraints c : Y → R
are continuously Fre´chet diﬀerentiable, Y, U,R, Z are Banach spaces, K ⊂ R is a closed
convex cone and Uad ⊂ U is a non-empty closed convex set.
The optimal control Problem 2.1.1 is a special case of the more general optimisation
problem min
w∈W
J(w) subject to conditions on w, where one explicitly distinguishes between
the state y and the control u in w = (y, u), (where the continuously Fre´chet diﬀerentiable
objective functional J : W → R is deﬁned on a Banach space W ).
Deﬁnition 2.1.2 A point (y, u) ∈ Y × U is called feasible or admissible, if it belongs to
the admissible set
Fad = {(y, u) ∈ Y × U |c(y) ∈ K, u ∈ Uad}
The following theorem states the existence of optimal solutions for the case of linear
state constraints, i.e. instead of c(y) ∈ K, here y ∈ Yad is requested (see Theorem 1.45
in [Hinz 09] and its proof).
Theorem 2.1.3 (Existence of an optimal solution) Let R = Y and let c : Y → Y be
the identity, let K = Yad ⊂ Y and let U, Y be reﬂexive. Further, assume that
1. Uad ⊂ U is convex, bounded and closed.
2. Yad ⊂ Y is convex and closed, such that Problem (2.1.1) has a feasible point.
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3. the state equation e(y, u) ∈ Z has a bounded solution operator u ∈ Uad → y(u) ∈ Y .
4. (y, u) ∈ Y × U → e(y, u) ∈ Z is continuous under weak convergence.
5. J is sequentially weakly lower semicontinuous.
Then Problem 2.1.1 has an optimal solution (y¯, u¯).
In the case of general nonlinear state constraints c(y) ∈ K, Robinson’s regularity condition
0 ∈ int
([
0
c(y¯)
]
+
[
ey(y¯, u¯) eu(y¯, u¯)
c′(y¯) 0
] [
Y
Uad − u¯
]
−
[
0
K
])
(2.1)
has to be fulﬁlled for a feasible point (y¯, u¯) to enable the derivation of necessary conditions
for an optimal solution. Here, int(M) denotes the interior of a set M , c′(y) is the Jacobian
matrix of c at y, and ey and eu denote the matrices of partial derivatives with respect to
the components of y and u, respectively.
The following necessary conditions for an optimal solution of Problem 2.1.1 are formulated
as a special case of Theorem 1.56 in [Hinz 09], where also a proof can be found.
Theorem 2.1.4 (Necessary optimality conditions) Let the Lagrangian function
J : Y × U × Z∗ ×R∗ → R be given by
J(y, u, λ, μ) = J(y, u) + 〈γ, e(y, u)〉Z∗,Z + 〈μ, c(y)〉R∗,R (2.2)
where 〈·, ·〉V ∗,V denotes the pairing between a space V and its dual V ∗. For any local
solution (y¯, u¯) of the optimal control Problem 2.1.1 at which Robinson’s regularity condi-
tion (2.1) is fulﬁlled, the following optimality conditions hold. There exists a Lagrange
multiplier ϑ¯ = (γ¯, μ¯) ∈ Z∗ ×R∗ with
e(y¯, u¯) = 0, c(y¯) ∈ K,
〈μ¯, v〉R∗,R ≤ 0 ∀v ∈ K, 〈μ¯, c(y)〉R∗,R = 0,
〈Jy (y¯, u¯, γ¯, μ¯), y − y¯〉Y ∗,Y ≥ 0 ∀y ∈ Y,
〈Ju(y¯, u¯, γ¯, μ¯), u− u¯〉U∗,U ≥ 0 ∀u ∈ Uad, u¯ ∈ Uad
(2.3)
The necessary conditions for (y¯, u¯) to be an optimal solution of the optimal control Prob-
lem 2.1.1 consist of the state and constraint equations (2.3)1, the complementarity con-
ditions (2.3)2, the adjoint equations (2.3)3 and the optimality conditions (2.3)4. They
are known as minimum or maximum principles and fall in the general class of variational
principles. If the underlying Banach spaces are ﬁnite dimensional, they are called Karush-
Kuhn-Tucker conditions. The Lagrange multiplier ϑ is called costate or adjoint variable
of the system. The question whether a local optimal solution is also globally optimal de-
pends on the convexity of the admissible set and on convexity of all functions in Problem
2.1.1. Furthermore, stating suﬃcient conditions for local solutions is an actual research
topic, see e.g. [Gerd 10] for details and references.
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Remark 2.1.5 Without the state constraint c(y) ∈ K (i.e. c(y) = y, R = Y,K = Y , the
constraint is trivial and therefore μ¯ = 0), the necessary optimality conditions read
e(y¯, u¯) = 0,
Jy (y¯, u¯, γ¯) = 0,
〈Ju(y¯, u¯, γ¯), u− u¯〉U∗,U ≥ 0 ∀u ∈ Uad, u¯ ∈ Uad
(2.4)
If further Uad = U , then (2.4)3 becomes
Ju(y¯, u¯, γ¯) = 0 (2.5)
(Note that a slight abuse of notation is present here, since the same symbol J is used for
the Lagrangian depending on three and on four independent variables.)
2.2 Optimal control of mechanical systems
Consider an n-dimensional mechanical system with the time dependent conﬁguration vec-
tor q(t) ∈ Q and velocity vector q˙(t) ∈ Tq(t)Q, where t ∈ [t0, tN ] ⊂ R denotes the time,
n,N ∈ N, further Q ⊆ Rn is the conﬁguration manifold and TQ its tangent bundle. See
e.g. [Mars 94] for the diﬀerential geometric background on geometric mechanics. Denote
the Lagrangian of the mechanical system by L : TQ → R. It usually represents the diﬀer-
ence between kinetic and potential energy and must not be confused with the Lagrangian
of the optimal control problem J deﬁned in (2.2). Let the conﬁguration be inﬂuenced
by the non-conservative force ﬁeld f ∈ T ∗Q. Then, the general Problem 2.1.1 reads for a
mechanical system as follows.
Problem 2.2.1 (Mechanical optimal control problem) Find (q, q˙) ∈ W 1,∞([t0, tN ], TQ)
and f ∈ L∞([t0, tN ], T ∗Q) such that
min
q,q˙,f
J(q, q˙,f) =
∫ tN
t0
B(q, q˙,f) dt+ φ((q(t0), q˙(t0)), (q(tN), q˙(tN)))
subject to
∂L(q, q˙)
∂q
− d
dt
(
∂L(q, q˙)
∂q˙
)
+ f = 0
ψ((q(t0), q˙(t0)), (q(tN), q˙(tN))) = 0
c(q, q˙) ≤ 0
f ∈ Uad ⊆ T ∗Q
Here, B(q, q˙,f) : TQ× T ∗Q → R is a given cost functional, φ : TQ× TQ → R depends
on the boundary values of the states, ψ : TQ × TQ → Rnψ with nψ ∈ N ﬁxes state
boundary values and c : TQ → Rnc with nc ∈ N represents state constraints (also called
path constraints).
Note that the problem as it is speciﬁed in Problem 2.2.1 with both B ≡ 0 and φ ≡ 0 is
in so called Bolza form. In Mayer form, B ≡ 0 and φ ≡ 0. The optimal control problems
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considered later in this work are of so called Lagrange form, i.e. B ≡ 0 and φ ≡ 0.
For optimal control problems in Bolza form (not necessarily mechanical optimal control
problems, where the state equation is given by the equations of motion as in Problem
2.2.1) without state constraints c, the optimal solution can be associated with a saddle
point of the Lagrangian J and the classical way to derive necessary optimality conditions
is the Pontryagin maximum principle. Early works are due to [Pont 62, Isaa 65,Hest 66].
Necessary conditions for problems with state constraints are discussed in [Jaco 71,Krei 82],
see also [Hart 95] for a survey, while the more general case of mixed state and control
path constraints is treated in [Neus 76, Zeid 94]. See also [Gerd 10] for a more detailed
survey of the literature on necessary conditions for optimal control problems.
2.2.1 Optimal control of constrained mechanical systems
In this thesis, we are mostly concerned with mechanical systems that are subject to
holonomic constraints g : Q → Rm with g(q) = 0. This reduces the admissible set of
states from TQ to TC where C = {q ∈ Q|g(q) = 0} is the constraint manifold. In this
case, one could use the constrained equations of motion (5.3) as state equations and add
the corresponding Lagrange multiplier λ ∈ Rm to the unknown optimisation variables.
Work on DAE constrained optimisation can be found e.g. in [Cerv 98,Pytl 99,Busk 00].
However, an elegant way that avoids the enlargement of the system is to use a null space
matrix (see Chapters 3 and 5 for details on the null space method in the time continuous
setting). Then, the state equations in Problem 2.2.1 consist of (3.7) and (5.3)2 and the
theory presented in Section 2.1 applies. The derivation of necessary conditions for state
equations in terms of a reparametrisation of the redundant conﬁguration and force, as
proposed (3.8) in Chapter 3, is not discussed in this theoretical chapter, since we use
a direct approach for the solution of the optimal control problems that circumvents the
treatment of the necessary conditions in the time continuous case.
2.3 Simulation of optimal control problems
One distinguishes between two fundamentally diﬀerent approaches to the numerical solu-
tion of optimal control problems, namely direct and indirect methods. Essentially, they
diﬀer in the point of time when the temporal discretisation takes place, see Figure 2.1
(which is a slightly modiﬁed version of Figure 1.3 in [Ober 08]). Both approaches are
sketched brieﬂy here, see [Bind 01,Ober 08,Gerd 10] for a more detailed introduction and
references. In Section 2.3.3, the method developed in this work is classiﬁed within the
framework of existing methods.
2.3.1 Indirect methods
Indirect methods are based on the numerical solution of the necessary conditions (2.3),
i.e. they follow the steps ‘ﬁrst optimise, then discretise’ represented on the very left branch
in Figure 2.1. In general, this leads to a fully coupled system of discrete equations which
has to be solved for the discrete states, controls and adjoints. However, depending on the
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extent to which the state boundary values and the state and control constraints are spec-
iﬁed, the necessary conditions might decouple to a certain degree which can be exploited
for a more eﬃcient numerical solution.
Consider the case of an optimal control problem for which the ﬁnal state condition is not
speciﬁed strongly (it might still appear weakly in the objective functional in the Mayer
term) and no state and control constraints are present. In the mechanical optimal control
Problem 2.2.1, this means that ψ = ψ(q(t0), q˙(t0)) and c is trivial. In that particu-
lar case, the necessary conditions reduce to a multipoint boundary value problem where
the state equations can be regarded as an initial value problem for the state variables
and the adjoint equations as a ﬁnal value problem for the adjoint variables. Further-
more, the objective functional is reformulated as a so called reduced objective functional
Jˆ(u) = J(y(u), u) depending only on the controls (the dependence on the states is implic-
itly contained through the state equations e(y, u) yielding y = y(u)). Then e.g. gradient
methods (see e.g. [Cauc 47] and the survey paper [Cher 82]) can be used to iteratively
improve an approximation of the reduced objective functional with respect to the controls,
while in each iterations step, the multipoint boundary value problem is integrated forward
for the states and backward for the controls, respectively. In order to avoid the expensive
explicit computation of the gradient of the reduced objective function with respect to
the controls (in the so called sensitivity approach), this is often paired with an adjoint
approach. This circumvents the computation of the gradient of y with respect to u and
with a BFGS approximation of the reduced objective function’s Hessian in the iteration,
see e.g. [Hinz 09]. On the other hand, multiple shooting and collocation methods can be
used to solve the multipoint boundary value problem derived from the necessary condi-
tions of a constrained nonlinear optimal control problem numerically. An introduction
to multiple shooting can be found in [Asch 88, Stoe 02], collocation methods are treated
e.g. in [Asch 79], see also [Bind 01] for more references.
In practice, the exploitation of the necessary conditions’ structure in the multipoint
boundary value problem is a beneﬁt that might also reduce computational costs. In
spite of that, signiﬁcant knowledge about the considered optimal control problem and
experience in optimal control simulations is necessary to use indirect methods. One rea-
son is that they are sensitive to initial guesses for the iterations, and in particular, initial
guesses for the adjoint variables are required. Furthermore, modiﬁcations in the model
equations are diﬃcult to include in the solution procedure, since they lead to changes in
the necessary conditions.
2.3.2 Direct methods
Direct methods are also called direct transcription methods since they transcribe the
inﬁnite dimensional optimal control Problem 2.1.1, or the mechanical optimal control
Problem 2.2.1 into a ﬁnite dimensional nonlinear programming problem [Kraf 85,Bett 98,
Stry 92]. State and control variables are discretised directly following the steps ‘ﬁrst
discretise, then optimise’ illustrated on the middle branch in Figure 2.1. As an approxi-
mation to the continuous objective functional, one obtains a discrete objective function.
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It has to be optimised while at the same time the discretised state equations as well as
discrete versions of all other equations present in Problem 2.1.1 or Problem 2.2.1 must
be fulﬁlled. The resulting ﬁnite dimensional nonlinear constrained optimisation problem
can be solved by standard nonlinear optimisation techniques such as sequential quadratic
programming (see e.g. [Gill 97,Schi 80,Powe 78,Bogg 95,Barc 98]). Sequential quadratic
programming is an iterative method, where in each iteration the optimisation variables
are improved by the solution of a quadratic subproblem. This subproblem is again solved
iteratively, whereby interior point or active set strategies are used to handle the (currently
active or inactive) inequality constraints, see e.g. [Rene 01].
As an alternative, analogous to the Lagrangian J of the optimal control problem in (2.2),
a discrete Lagrangian can be deﬁned in terms of discrete states, controls and adjoints.
The corresponding necessary Karush-Kuhn-Tucker conditions yield a nonlinear algebraic
system of equations that can be solved iteratively using e.g. a Newton-Raphson method,
see [Wirt 10,Lee 09a,Lee 09b].
In direct shooting methods, the control variable is approximated by a ﬁnite dimensional
parametrisation. Using this discrete control sequence, the state equations are integrated
forward in time (using one’s favourite time stepping method). Substituting the obtained
discrete states into the objective function, one obtains an objective function that de-
pends only on the discrete control parameters. Discrete versions of the path constraints
and the state boundary values then serve as constraints for the optimisation of the
discrete objective functional. Direct shooting methods can be split into direct single
shooting (see e.g. [Stoe 02,Kraf 85,Hick 71]) and direct multiple shooting methods (see
e.g. [Deuf 74, Bock 84]). Direct multiple shooting methods are similar to direct single
shooting, however in addition, the time interval is split into subintervals and matching
conditions are imposed on the interior boundaries for the states in terms of so called node
values. While the set of optimisation variables in single shooting consists of the control
parameters only, in multiple shooting the node values also belong to the optimisation
variables and the matching conditions restrict the optimisation procedure together with
the discretised path constraints and the state boundary values. In direct single shooting,
the nonlinear programming problem remains relatively small, however, for highly unsta-
ble systems, where solutions of the initial value problem depend strongly on the initial
value, the direct shooting optimisation algorithm inherits this ill-conditioning, even if the
optimisation problem is well-conditioned. In contrast to that, multiple shooting methods
enable the optimisation of highly unstable or even chaotic problems.
Other examples of direct approaches use discrete approximation techniques like colloca-
tion methods (see e.g. [Stry 91, Bieg 84]), Runge-Kutta discretisations [Hage 00], ﬁnite
diﬀerences [Maed 81] or Galerkin methods [Flet 84]. See also [Bett 98] and [Bind 01] for an
overview of the current state of the art. In [Bott 05], the idea to use a structure preserv-
ing scheme in a direct transcription method for the optimal control of multibody systems
appears. There, an energy conserving scheme is used and applied to two-dimensional ex-
amples. Note that in contrast to DMOCC which reduces the unknown states and controls
to the minimal possible number, in [Bott 04] the constraint forces arising from the joint
coupling between the bodies are included in the set of unknowns.
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2.3.3 DMOC and DMOCC
A recently developed method, DMOC (discrete mechanics and optimal control, see [Ober 08,
Jung 05a]), is used in this work and developed further into DMOCC for constrained me-
chanical systems in Chapter 5 and [Leye 09b]. It is based on the discretisation of the
variational structure of the mechanical system directly. In the context of variational inte-
grators, as described in [Mars 01], the discretisation of the Lagrange-d’Alembert principle
leads to structure preserving time stepping equations which (together with discretised
path constraints and boundary values) serve as equality constraints for the resulting ﬁ-
nite dimensional nonlinear optimisation problem. This procedure is illustrated on the
right branch in Figure 2.1. Here, discretisation takes place at the earliest possible level.
To obtain meaningful results from optimal control simulations, wherein energy expendi-
ture or the control eﬀort of a motion are often part of the optimisation goal, it is crucial
to approximate the underlying dynamics in a structure preserving way, i.e. in a way that
does not numerically, thus artiﬁcially, dissipate energy and in which momentum maps
change only and exactly according to the applied loads.
Another important ingredient of DMOCC is the employed formulation of constrained
multibody dynamics where the constrained equations of motion are discretised in a struc-
ture preserving way and then reduced to the minimum possible dimension via the dis-
crete null space method, see [Leye 06a, Bets 06, Leye 08a] as well as Chapter 3 (see
also [Leye 08b]). Since the complete state and control trajectories are computed in dy-
namic optimisation procedure (in contrast to forward dynamic simulations where the
unknowns are determined at one time node only) it is particularly important that the
discrete time stepping equations’ dimension is minimal. This reduces the number of un-
knowns and constraints in the optimisation procedure and therefore the computational
eﬀort substantially, see Chapter 5 (see also [Leye 09b]). The constrained formulation of
rigid multibody dynamics enables the use of three-dimensional models consisting of many
bodies coupled by diﬀerent type of joints while circumventing completely the diﬃculties
associated with rotational motion. The kinematics is straight forward and closed loops
can be dealt with on an equal footing as chains or tree-structured systems. The contin-
uous equations of motion are formulated entirely in the inertial frame, thus they contain
a constant mass matrix and no Coriolis terms, simplifying temporal discretisation. Fur-
thermore, the treatment of momentum arms is facilitated substantially.
In [Jung 05a, Jung 05b, Jung 06] DMOC is applied to low orbital thrust transfers and
the optimal control of formation ﬂying satellites including an algorithm that exploits a
hierarchical structure of that problem. An analysis of the convergence properties can
be found in [Ober 10]. Other works using DMOC can be found in the context of (non-
holonomicaly constrained) robotics [Kobi 07a,Kobi 07b], two-dimensional compass biped
gait [Peka 07,Peka 08,Peka 10], space mission design [Moor 09] and articulated submerged
bodies [Kans 05,Ross 06].
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Figure 2.1: Overview over different solution methods for optimal control problems (slightly modiﬁed ver-
sion of Figure 1.3 in [Ober 08]).
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3.1 Introduction
The distinguishing feature of variational integrators is that time stepping schemes are
derived from a discrete variational principle based on a discrete action functional that
approximates the continuous one. This is opposed to the standard derivation of integra-
tion methods that start with a continuous equation of motion (which itself might have
been derived from a continuous variational principle) and replace the continuous quanti-
ties, in particular the derivatives with respect to time, by discrete approximations. The
variational theory of discrete mechanics provides a theoretical framework that parallels
continuous variational dynamics. Discrete analogues to the Euler-Lagrange equations,
Noether’s theorem and the Legendre transform are derived from a discrete Lagrangian by
performing similar steps as in the continuous theory. The resulting time stepping schemes
are structure preserving, i.e. they are symplectic-momentum conserving and exhibit good
energy behaviour, meaning that no artiﬁcial dissipation is present and the energy error
stays bounded over long time simulations. There exist many works on symplectic inte-
grators like [Hair 04,Leim 94,Leim 96,Reic 94,McLa 06b,Kane 00,Lew 03b] to mention
just a view. A detailed introduction plus a survey on the history and literature on the
variational view of discrete mechanics is given in [Mars 01].
That work introduces also the theoretical background to deal with holonomically con-
strained systems in the framework of discrete variational mechanics by enforcing con-
straints using Lagrange multipliers or formulating the problem in generalised coordinates
directly in the constraint manifold. A more applied approach to the variational inte-
gration of constrained problems, that already involves the idea of formulating the dis-
crete Lagrangian in terms of a reparametrised redundant conﬁguration variable, is given
in [Wend 97]. However, many issues that are important from a practical point of view
when using variational integrators for the simulation of constrained dynamics, like a con-
sistent initialisation or postprocessing steps necessary to evaluate the obtained discrete
trajectory, have not been addressed yet.
The ﬁrst purpose of the work in this chapter, see also [Leye 08b], is to ﬁll this gap by
providing details on the discrete Lagrangian, the discrete Legendre transform, the calcu-
lation of energy along a discrete trajectory for constrained problems and the fulﬁlment of
constraints on conﬁguration and on momentum level. Secondly the recently in the con-
text of energy-momentum conserving time stepping schemes developed discrete null space
method [Bets 05] is adapted to the framework of variational integrators, in particular it is
shown that the resulting scheme is not only equivalent to the corresponding scheme using
Lagrange multipliers, but that it can be derived itself via a discrete variational principle.
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Using the discrete null space method, the constraint forces are eliminated from the sys-
tem and its dimension is reduced to the minimal possible number by the introduction of
a discrete reparametrisation in one time interval only. Besides leading to lower compu-
tational costs for many applications, this procedure removes the well known conditioning
problems associated with the use of Lagrange multipliers [Petz 86,Hair 89] while fulﬁlling
constraints exactly. Thus it combines a number of advantageous properties compared to
many other possibilities to handle constraints [Leye 04].
The discrete null space method has been applied successfully to the energy-momentum
conserving integration of the dynamics of multibody systems consisting of rigid bodies
connected by joints [Bets 06,Leye 06a] and to ﬂexible multibody systems being composed
of geometrically exact beams and shells [Leye 08a, Leye 06a]. Symplectic-momentum
conserving integration of examples from both ﬁelds are presented in this work and the
performance is compared to that using an energy-momentum scheme. For constrained
problems, the energy-momentum conserving time stepping equations involve the evalu-
ation of more terms at the unknown conﬁguration, wherefore the linearisation is more
complicated and the iterative solution is computationally more expensive.
No attempt to place the employed constrained formulation of rigid body and beam dy-
namics in the existing literature is made in this introduction since such surveys can be
found in the introductions of the works cited in the corresponding sections.
This chapter starts with a presentation of continuous constrained Lagrangian dynamics in
Section 3.2. Then, the discrete counterparts are shown in Section 3.3. In particular, the
discrete null space method with nodal reparametrisation is introduced in the variational
framework and the questions of consistent initialisation, constrained discrete Legendre
transforms and hidden constraints are addressed. The developed theoretical aspects are
illustrated by the simple example of a mathematical pendulum in Section 3.3.1. Section
3.4 recalls the formulation of rigid body dynamics in terms of a constrained conﬁgura-
tion variable and presents the null space matrix and nodal reparametrisation required for
the integration using the discrete null space method. The procedure is extended to rigid
multibody systems in Section 3.5 and an example of a closed kinematic chain is investi-
gated in detail. Finally, aspects of geometrically exact beam dynamics in the framework
of variational integration are discussed in Section 3.6, an example of a multibody system,
consisting of a beam and rigid bodies is investigated and the results are compared to the
those obtained using an energy-momentum scheme.
3.2 Constrained Lagrangian dynamics
Consider an n-dimensional mechanical system in a conﬁguration manifold Q ⊆ Rn with
conﬁguration vector q(t) ∈ Q and velocity vector q˙(t) ∈ Tq(t)Q, where t denotes the time
variable in the bounded interval [t0, tN ] ⊂ R and n,N ∈ N. In general, the Lagrangian of
a mechanical system consists of the diﬀerence of the kinetic energy T (q˙) and a potential
V (q) accounting for elastic deformation and for external loading (if present). Let the
motion be constrained by the vector valued function of holonomic, scleronomic constraints
requiring g(q) = 0 ∈ Rm. It is assumed that 0 ∈ Rm is a regular value of the constraints,
16
3.2 Constrained Lagrangian dynamics
such that
C = g−1(0) = {q|q ∈ Q, g(q) = 0} ⊂ Q
is an (n − m)-dimensional submanifold, called constraint manifold. Just as C can be
embedded in Q via i : C → Q, its 2(n−m)-dimensional tangent bundle
TC = {(q, q˙)|(q, q˙) ∈ TqQ, g(q) = 0,G(q) · q˙ = 0} ⊂ TQ (3.1)
can be embedded in TQ in a natural way by tangent lift T i : TC → TQ. Here and in the
sequelG(q) = Dg(q) denotes the m×n Jacobian of the constraints. Note that admissible
velocities are constrained to the null space of the constraint Jacobian.
A Lagrangian L : TQ → R can be restricted to LC = L|TC : TC → R. To investigate
the relation of the dynamics of LC on TC and the dynamics of L on TQ, the following
notation is used. C(Q) = C([t0, tN ], Q, q0, qN) denotes the space of smooth functions
satisfying q(t0) = q0 and q(tN) = qN , where q0, qN ∈ C ⊂ Q are ﬁxed endpoints. Let
C(C) denote the corresponding space of curves in C and set C(Rm) = C([t0, tN ],Rm) to
be the space of curves λ : [t0, tN ] → Rm with no boundary conditions. This notation
has been introduced in [Mars 01], where a large part of the theory presented here can be
found.
Theorem 3.2.1 Suppose that 0 is a regular value of the scleronomic holonomic constraints
g : Q → Rm and set C = g−1(0) ⊂ Q. Let L : TQ → R be a Lagrangian and LC = L|TC
its restriction to TC. Then the following statements are equivalent:
(i) q ∈ C(C) extremises the action integral SC(q) =
∫ tN
t0
LC(q, q˙) dt and hence solves
the Euler-Lagrange equations for LC.
(ii) q ∈ C(Q) and λ ∈ C(Rm) satisfy the constrained Euler-Lagrange equations
∂L(q, q˙)
∂q
− d
dt
(
∂L(q, q˙)
∂q˙
)
−GT (q) · λ = 0
g(q) = 0
(3.2)
(iii) (q,λ) ∈ C(Q×Rm) extremise S¯(q,λ) = S(q)−〈λ, g(q)〉 and hence, solve the Euler-
Lagrange equations for the augmented Lagrangian L¯ : T (Q× Rm) → R deﬁned by
L¯(q,λ, q˙, λ˙) = L(q, q˙)− gT (q) · λ (3.3)
The proof given in [Mars 01] makes use of the Lagrange multiplier theorem (see e.g.
[Abra 88]). The term −GT (q) ·λ ∈ (TC)⊥ in (3.2)1 represents the constraint forces that
prevent the system from deviation of the constraint manifold. See Corollary 3.3.5 for
further explanation on the space (TC)⊥.
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The continuous null space method For every q ∈ C, the basis vectors of TqC form
an n × (n −m) matrix P (q) with corresponding linear map P (q) : Rn−m → TqC. This
matrix is called null space matrix, since
range (P (q)) = null (G(q)) = TqC (3.4)
Hence admissible velocities can be expressed as
q˙(t) = P (q) · ν(t) (3.5)
with the independent generalised (quasi-) velocities ν ∈ Rn−m. Thus a premultiplication
of the diﬀerential equation (3.2)1 by P
T (q) eliminates the constraint forces including the
Lagrange multipliers from the system. The resulting d’Alembert-type equations of motion
read
P T (q) ·
[
∂L(q, q˙)
∂q
− d
dt
(
∂L(q, q˙)
∂q˙
)]
= 0
g(q) = 0
(3.6)
They are called d’Alembert-type equations of motion, since the elimination of the con-
straint forces from the system by premultiplication with the null space matrix is closely
related to d’Alembert’s principle saying that the virtual work done by constraint forces
is zero. Admissible virtual variations in TqC can be expressed as δq = P (q) · δw with
δw ∈ Rn−m. With these preliminaries, d’Alembert’s principle reads
δqT ·GT (q) · λ = (P (q) · δw)T ·GT (q) · λ = 0 ∀δw ∈ Rn−m
Remark 3.2.2 (Continuous null space matrix) Note that the null space matrix is not
unique, a necessary and suﬃcient condition on P (q) is (3.4). The null space matrix can
be found in diﬀerent ways, either by velocity analysis (i.e. corresponding to (3.5), the map
mapping the independent generalised velocities to the redundant velocities represents a vi-
able null space matrix) or by performing a QR-decomposition of the transposed continuous
constraint Jacobian
GT = Q ·R = [Q1,Q2] ·
[
R1
0(n−m)×m
]
with the nonsingular upper triangular matrix R1 ∈ Rm×m and the orthogonal matrix
Q ∈ O(n), which can be partitioned into the orthogonal matrices Q1 ∈ Rn×m and Q2 ∈
Rn×(n−m). Then P (q) = Q2(q) serves as null space matrix, which is sometimes called
‘natural orthogonal complement’ (see [Ange 89]). The third way to obtain a continuous
null space matrix as the Jacobian of the reparametrisation of the constraint manifold is
often possible, but the resulting continuous null space matrix can in general not be used
to infer a discrete null space matrix. This is due to the fact that the respective discrete
values of the generalised coordinates are not available in the present approach.
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Reparametrisation in generalised coordinates For many applications it is possible
to ﬁnd a reparametrisation of the constraint manifold F : U ⊆ Rn−m → C in terms of
independent generalised coordinates u ∈ U . Then the Jacobian DF (u) of the coordinate
transformation plays the role of a null space matrix. In the sequel, the (n−m)-dimensional
manifold U will be termed generalised manifold. Since the constraints are fulﬁlled auto-
matically by the reparametrized conﬁguration variable q = F (u), the system is reduced
to n−m second order diﬀerential equations. The equations of motion of minimal possible
dimension for the present mechanical system (which consists of precisely n −m degrees
of freedom) then read
DF T (u) ·
[
∂L(q, q˙)
∂q
− d
dt
(
∂L(q, q˙)
∂q˙
)]
= 0 (3.7)
Using (3.7), one can write
d
dt
(
DF T (u) · ∂L(q, q˙)
∂q˙
)
=
(
D
(
DF T (u)
) · u˙) · ∂L(q, q˙)
∂q˙
+DF T (u) · ∂L(q, q˙)
∂q
On the other hand, deﬁning a Lagrangian in generalised coordinates LU : TU → R by
LU(u, u˙) = L(F (u), DF T (u) · u˙), its partial derivatives read
∂LU(u, u˙)
∂u
= DF T (u) · ∂L(q, q˙)
∂q
+
(
D
(
DF T (u)
) · u˙) · ∂L(q, q˙)
∂q˙
∂LU(u, u˙)
∂u˙
= DF T (u) · ∂L(q, q˙)
∂q˙
Thus (3.7) is equivalent to the equations of motion in terms of generalised coordinates
∂LU(u, u˙)
∂u
− d
dt
(
∂LU(u, u˙)
∂u˙
)
= 0 (3.8)
Corollary 3.2.3 The equations of motion (3.2), (3.6), (3.7) and (3.8) are equivalent, they
yield the same motion q(t) in t ∈ [t0, tN ].
Remark 3.2.4 (Restricted Lagrangian) It is important to note that even though the
restricted Lagrangian LC : TC → R can also be written as LC(q, q˙) = L(q, q˙) with
q = F (u) and q˙ = DF (u) · u˙, it is diﬀerent from LU because the two functions are
deﬁned on diﬀerent domains.
Remark 3.2.5 (Projections) The premultiplication of the Euler-Lagrange equations by
the transposed null space matrix in (3.6) can be interpreted as a projection onto the cotan-
gent space of the generalised manifold since P T (q) : T ∗qQ → T ∗uU . The same holds for
the special case in (3.7) where the Jacobian of the reparametrisation serves as a null
space matrix. Alternatively, one could think of premultiplying (3.2)1 by the projection
Q(q) : T ∗qQ → η(T ∗qC) where
η(T ∗qC) =
{
(q,p)|(q,p) ∈ T ∗qQ, g(q) = 0,G(q) · πq˙
(
FL−1(q,p)
)
= 0
} ⊂ T ∗Q (3.9)
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and p ∈ T ∗qQ denotes the conjugate momentum that can be obtained via the Legendre
transform FL : TQ → T ∗Q reading in coordinate form
FL(q, q˙) = (q,p) =
(
q,
∂L
∂q˙
(q, q˙)
)
and πq˙ : TQ → TqQ projects the state (q, q˙) onto the velocity q˙. Even though the
constraint forces are eliminated by this projection, the resulting equations of motion are
redundant, since they have been projected onto a lower dimensional submanifold. η :
T ∗C → T ∗Q is the embedding deﬁned by requiring that the following diagram commutes
(see [Mars 01] for further details).
TQ|C
FL−−−→ T ∗Q
T i
⏐⏐ ⏐⏐η
TC −−−→
FLC
T ∗C
Such a projection can be calculated as
Q = In×n −GT ·
[
G ·M−1 ·GT ]−1G ·M−1 (3.10)
where In×n is the n× n identity matrix and all quantities are evaluated at q.
3.3 Constrained discrete variational dynamics
Corresponding to the conﬁguration manifold Q, the discrete state space is deﬁned by
Q × Q which is locally isomorphic to TQ. For a constant time step h ∈ R, a path
q : [t0, tN ] → Q is replaced by a discrete path qd : {t0, t0 + h, , . . . , t0 + Nh = tN} → Q,
N ∈ N, where qn = qd(t0 + nh) is viewed as an approximation to q(t0 + nh). Similarly,
λn = λd(tn) approximates the Lagrange multiplier at tn = t0 + nh.
According to the key idea of variational integrators, the variational principle is discretised
rather than the resulting equations of motion. The action integral is approximated in a
time interval [tn, tn+1] using the discrete Lagrangian Ld : Q×Q → R via
Ld(qn, qn+1) ≈
∫ tn+1
tn
L(q, q˙) dt (3.11)
In this work, the midpoint approximation
Ld(qn, qn+1) =
1
2h
(qn+1 − qn)T ·M · (qn+1 − qn)− hV
(
qn+1 + qn
2
)
is used. Variation of the discrete action sum
Sd =
N−1∑
n=0
Ld(qn, qn+1)
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reads
δSd =δq
T
0 ·D1Ld(q0, q1) +
N−1∑
n=1
δqTn · (D2Ld(qn−1, qn) +D1Ld(qn, qn+1))+
δqTN ·D2Ld(qN−1, qN)
(3.12)
where DαLd denotes partial diﬀerentiation of the discrete Lagrangian with respect to the
α-th argument. Requiring its stationarity for all {δqn}N−1n=1 and δq0 = δqN = 0 yields the
discrete (unconstrained) Euler-Lagrange equations
D1Ld(qn, qn+1) +D2Ld(qn−1, qn) = 0
The integral in [tn, tn+1] of the scalar product of the constraints and the corresponding
Lagrange multiplier is approximated by
1
2
gTd (qn) · λn +
1
2
gTd (qn+1) · λn+1 ≈
∫ tn+1
tn
gT (q) · λ dt
whereby gTd (qn) = hg
T (qn) is used and let G
T
d (qn) = Dg
T
d (qn).
Analogue to Theorem 3.2.1, the relation between the constrained discrete Lagrangian
system on Q × Q and that corresponding to a discrete Lagrangian restricted to C ×
C is stated in the following theorem which has again been taken from [Mars 01]. Let
Cd(Q) = C({t0, t0+h, . . . , t0+Nh = tN}, Q, q0, qN) denote the space of discrete trajectories
satisfying qd(t0) = q0 and qd(tN) = qN for given q0, qN ∈ C. Let Cd(C) denote the
corresponding set of discrete trajectories in C and set Cd(Rm) = C({t0, t0 + h, . . . , t0 +
(N)h = tN},Rm) to be the set of maps λd : {t0, t0 + h, . . . , t0 + (N)h = tN} → Rm with
no boundary conditions.
Theorem 3.3.1 Suppose that 0 is a regular value of the scleronomic holonomic constraints
g : Q → Rm and set C = g−1(0) ⊂ Q. Let Ld : Q×Q → R be a discrete Lagrangian and
LCd = Ld|C×C its restriction to C × C. Then the following statements are equivalent:
(i) qd = {qn}Nn=0 ∈ Cd(C) extremises the discrete action SCd = Sd|C×C and hence solves
the discrete Euler-Lagrange equations for LCd .
(ii) {qn}N−1n=1 ∈ Cd(C) and {λn}N−1n=1 ∈ Cd(Rm) satisfy the constrained discrete Euler-
Lagrange equations
D1Ld(qn, qn+1) +D2Ld(qn−1, qn)−GTd (qn) · λn = 0
g(qn+1) = 0
(3.13)
(iii) (qd,λd) ∈ Cd(Q×Rm) extremise S¯d(qd,λd) = Sd(qd)−〈λd, gd(qd)〉 and hence, solve
the Euler-Lagrange equations for the augmented Lagrangian L¯d : (Q × Rm) × (Q ×
Rm) → R deﬁned by
L¯d(qn,λn, qn+1,λn+1) = Ld(qn, qn+1)− 1
2
gTd (qn) ·λn−
1
2
gTd (qn+1) ·λn+1 (3.14)
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Remark 3.3.2 (Augmented discrete Lagrangian) The particular choice of the aug-
mented discrete Lagrangian (3.14) has several consequences that are illustrated by nu-
merical examples in Section 3.3.1. First of all, the negative sign in front of the scalar
product of constraints and Lagrange multipliers causes the constraint forces −GT (qn) ·λn
to have the right orientation. Secondly, including the scalar product of the constraints with
the Lagrange multiplier at both time nodes yields contributions of the constraint forces in
both discrete Legendre transforms (3.23), (3.24). One consequence of that is that the ﬁrst
Lagrange multiplier λ0 which is computed together with q1 using (3.23) has the correct
absolute value. Another consequence is that in the absence of a potential, the discrete
Legendre transforms (3.23), (3.24) yield conjugate momenta which are consistent with the
constraints on momentum level.
Discrete null space method The reduction of the time stepping scheme (3.13) can
be accomplished in analogy to the continuous case according to the discrete null space
method. This idea has ﬁrst been introduced in the context of energy-momentum conserv-
ing integration and applied to the constrained dynamics of mass point systems in [Bets 05],
then it has been further developed in [Bets 06, Leye 08a, Leye 06a] for rigid and ﬂexible
multibody systems. In order to eliminate the discrete constraint forces from the equations,
a discrete null space matrix fulﬁlling
range (P (qn)) = null (Gd(qn)) (3.15)
is employed. Analogue to (3.6), the premultiplication of (3.13)1 by the transposed discrete
null space matrix cancels the constraint forces from the system, i.e. the Lagrange multi-
pliers are eliminated from the set of unknowns and the system’s dimension is reduced to
n.
P T (qn) · [D2Ld(qn−1, qn) +D1Ld(qn, qn+1)] = 0
g(qn+1) = 0
(3.16)
Proposition 3.3.3 The d’Alembert-type time stepping scheme (3.16) is equivalent to the
constrained scheme (3.13).
Proof: Recapitulating the construction procedure of the d’Alembert-type scheme from
the constrained scheme, it is obvious that for given values (qn−1, qn), a solution (qn+1,λn)
of the constrained scheme (3.13) is also a solution of the d’Alembert-type scheme (3.16).
Assume that qn+1 solves the d’Alembert-type scheme (3.16) for given (qn−1, qn). Note that
condition (3.15) on the discrete null space matrix implies null
(
P T (qn)
)
= range
(
GTd (qn)
)
(see e.g. [Fisc 97]). Together with (3.16) it follows that
[D2Ld(qn−1, qn) +D1Ld(qn, qn+1)] ∈ null
(
P T (qn)
)
= range
(
GTd (qn)
)
Accordingly, there exists a multiplier λn ∈ Rm such that (qn+1,λn) solve the constrained
scheme (3.13). An explicit formula to compute λn is given in (3.26).
Therefore, the d’Alembert-type scheme has the same conservation properties as the con-
strained scheme. Symplecticity and momentum maps are conserved along a discrete
trajectory qd of (3.16) and the constraints are fulﬁlled exactly at the time nodes.
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Remark 3.3.4 (Difference to energy-momentum scheme) It is important to note,
that the choice to evaluate the constraints and the Lagrange multipliers at the time nodes
in (3.14) causes the evaluation of the constraint Jacobian in (3.13) at the time nodes.
Therefore a discrete null space matrix with the property (3.15) can simply be found by
evaluation of the continuous null space matrix at the time nodes. Acquaintance of the
continuous null space matrix for a speciﬁc mechanical system always yields an explicit
representation of the discrete null space matrix for the variational time stepping scheme
emanating from the discrete variational principle in conjunction with the chosen approx-
imations. This is in contrast to energy-momentum conserving time stepping schemes
based on the concept of discrete derivatives [Gonz 96, Bets 05] or on ﬁnite elements in
time [Bets 02a], where the discrete constraint Jacobian G(qn, qn+1) depends on both the
present and the unknown conﬁguration. As a consequence of the more rare appearance of
qn+1, the linearisation of the variational schemes (3.13) and (3.16), necessary to solve the
nonlinear algebraic system iteratively, is simpler and less computationally cost intensive.
Nodal reparametrisation Similar to the continuous case, a reduction of the system
to the minimal possible dimension can be accomplished by a local reparametrisation
of the constraint manifold in the neighbourhood of the discrete conﬁguration variable
qn ∈ C. At the time nodes, qn is expressed in terms of the discrete generalised coordinates
un ∈ U ⊆ Rn−m, such that the constraints are fulﬁlled.
qn = Fd(un, qn−1) with g(qn) = g(Fd(un, qn−1)) = 0 (3.17)
Note that the discrete generalised coordinates un are incremental variables that describe
the evolution of the conﬁguration variable in one time interval only. This avoids the dan-
ger of encountering singularities which are often present in absolute reparametrisations.
Insertion of the nodal reparametrisations for the conﬁguration (3.17) into the scheme
redundantises (3.16)2. The resulting scheme n−m-dimensional scheme
P T (qn) · [D2Ld(qn−1, qn) +D1Ld(qn,Fd(un+1, qn))] = 0 (3.18)
has to be solved for un+1, then qn+1 is obtained by the reparametrisation (3.17). Equation
(3.18) is equivalent to the constrained scheme (3.13), thus it also has the key properties
of exact constraint fulﬁlment, symplecticity and momentum conservation. While the
constrained scheme becomes increasingly ill-conditioned for decreasing time steps, the
condition number of (3.16), (3.18) is independent of the time step.
Starting with the discrete reparametrisation qn = Fd(un, qn−1), it is possible to derive
(3.18) directly in one step. The variation of a redundant conﬁguration variable can be
expressed in terms of variations of the discrete generalised coordinates as
δqn =
∂Fd
∂un
· δun +
n−1∑
k=1
[(
k∏
i=n−1
∂Fd
∂qi
)
· ∂Fd
∂uk
· δuk
]
+
(
0∏
i=n−1
∂Fd
∂qi
)
· δq0 (3.19)
Here, the discrete variational principle (3.12) requires stationarity for all {δun}Nn=1 with
δq0 = δqN = 0. After inserting (3.19) into (3.12), the variation δuN−1 appears only in the
last term of the sum in (3.12) implying
(
∂Fd
∂uN−1
)T
·[D2Ld(qN−2, qN−1) +D1Ld(qN−1, qN)] =
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0. Repeating this argument, one arrives at the variational d’Alembert-type scheme with
nodal reparametrisation(
∂Fd
∂un
)T
· [D2Ld(qn−1, qn) +D1Ld(qn,Fd(un+1, qn))] = 0 (3.20)
where
∂Fd
∂un
is the discrete null space matrix.
A similar procedure is followed in [Wend 97] to derive a reduced variational time stepping
scheme for constrained systems. However, an absolute reparametrisation qn = F (un) is
used there, thus the variational principle is diﬀerent and the danger of singularities is not
excluded.
Corollary 3.3.5 The discrete time stepping schemes (3.13), (3.16), (3.18) and (3.20) are
equivalent, they yield the same discrete trajectory qd in t ∈ [t0, tN ]. More speciﬁcally,
(3.13), (3.16), (3.18) and (3.20) represent diﬀerent possibilities to realise the conditions
qn ∈ C and
δqTn · (D1Ld(qn, qn+1) +D2Ld(qn−1, qn)) = 0 ∀ δqn ∈ TqnC (3.21)
Equivalently, one can request qn ∈ C and
D1Ld(qn, qn+1) +D2Ld(qn−1, qn) ⊥ TqnC (3.22)
whereby the orthogonality condition only makes sense when D1Ld(qn, qn+1)+D2Ld(qn−1, qn) ∈
T ∗qnQ is identiﬁed with its representing element in TqnQ (using Riez’s theorem, see e.g. [Heus 92]).
Then (3.22) means
D1Ld(qn, qn+1) +D2Ld(qn−1, qn) ∈ ann(TqnC) = {S ∈ T ∗qnQ|S|TqnC = 0}
Remark 3.3.6 (Projections) As mentioned for the continuous case in Remark 3.2.5,
instead of using the discrete null space matrix P T (qn) : T
∗
qnQ → T ∗U , one could realise
condition (3.21) or (3.22) using the projection Q(qn) : T
∗
qnQ → η
(
T ∗qnC
)
where Q(qn) is
given by formula (3.10) and fulﬁls Q(qn) ·GTd (qn) = 0n×m. Thereby the constraint forces
(including the Lagrange multipliers) are eliminated from the system while the number of
equations is not altered. Thus it can not be employed to determine the trajectory since the
projection onto the lower dimensional submanifold yields redundant equations. However,
this projection will be useful later for certain postprocessing steps of the discrete trajectory
where it is important to know conjugate momenta that are consistent with the hidden
constraints.
Remark 3.3.7 (Γ-convergence) The Γ-convergence of discrete action for constrained
systems to the corresponding continuum action functional is proven in [Schm 09] and the
convergence properties of solutions of the discrete Euler-Lagrange equations to stationary
points of the continuum problem is studied. This extends the results in [Mull 04] to
constrained systems. In [Schm 09], the convergence result is illustrated with examples of
mass point systems and ﬂexible multibody dynamics that make use of the discrete null
space method described in detail here in Sections 3.3.1, 3.4, 3.5 and 3.6.1.
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Constrained discrete Legendre transform So far, the derivation of variational time
stepping schemes for constrained systems is based solely on the discrete path of conﬁgura-
tions, i.e. the discrete trajectory qd ∈ C. Thereby, the discrete Lagrangian (3.11) involves
a ﬁnite diﬀerence approximation for the velocity in the kinetic energy and an evaluation
of the potential energy at some midpoint. Such approximated velocities do not fulﬁl the
temporal diﬀerentiated form of the constraints, the so called hidden constraints. However,
information on the systems evolution on velocity or momentum level might be of interest.
This can be obtained using a discrete constrained Legendre transform.
Based on the augmented discrete Lagrangian (3.14), the constrained discrete Legendre
transforms Fc
−
Ld : Q×Q → T ∗qnQ and Fc
+
Ld : Q×Q → T ∗qnQ read
Fc
−
Ld : (qn, qn+1) → (qn,p−n )
p−n = −D1Ld(qn, qn+1) +
1
2
GTd (qn) · λn
(3.23)
Fc
+
Ld : (qn−1, qn) → (qn,p+n )
p+n = D2Ld(qn−1, qn)−
1
2
GTd (qn) · λn
(3.24)
With (3.23), (3.24), the constrained time stepping scheme (3.13)1 can be interpreted as
enforcing the matching of momenta p+n − p−n = 0 such that along the discrete trajectory,
there is a unique momentum at each time node n which can be denoted by pn. When the
discrete null space method is used, the Lagrange multipliers are not at hand as an output
of the simulation. They can be recovered easily using the n×m matrix
Rd(qn) = G
T
d (qn) ·
(
Gd(qn) ·GTd (qn)
)−1
which obviously fulﬁls
Gd(qn) ·Rd(qn) = Im×m (3.25)
where Im×m denotes the m-dimensional identity matrix. Then the Lagrange multipliers
can be recovered by premultiplying (3.13)1 by R
T (qn) and accounting for (3.25). In
particular, this yields
λn = R
T
d (qn) · [D1Ld(qn, qn+1) +D2Ld(qn−1, qn)] (3.26)
whereupon the constrained Legendre transforms can be used. On the other hand, if no
information on the constraint forces is needed, one can avoid to recover the Lagrange mul-
tipliers and use the projected discrete Legendre transforms QFc
−
Ld : Q × Q → η
(
T ∗qnC
)
and QFc
+
Ld : Q×Q → η
(
T ∗qnC
)
reading
Qp−n = −Q(qn) ·D1Ld(qn, qn+1) (3.27)
Qp+n = Q(qn) ·D2Ld(qn−1, qn) (3.28)
whereQ(qn) is given by formula (3.10) and fulﬁlsQ(qn) ·GTd (qn) = 0n×m. Both projected
discrete Legendre transforms yield the same momentum vector denoted by Qpn. Note that
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for the constrained discrete Legendre transforms and for the projected discrete Legendre
transforms, the output is an n-dimensional momentum vector. In the projected case,
it lies in the (n − m)-dimensional submanifold η (T ∗qnC). Yet another possibility is to
compute an (n −m)-dimensional momentum vector by projecting with the discrete null
space matrix. The reduced discrete Legendre transforms PFc
−
Ld : Q × Q → T ∗U and
PFc
+
Ld : Q×Q → T ∗U are given by
Pp−n = −P T (qn) ·D1Ld(qn, qn+1) (3.29)
Pp+n = P
T (qn) ·D2Ld(qn−1, qn) (3.30)
Hidden constraints The temporary diﬀerentiated form of the conﬁguration constraints
yields the so called secondary or hidden constraints, which have been introduced already
without mentioning in (3.1) and (3.9)
f(q, q˙) =
d g(q)
dt
= G(q) · q˙ = 0
h(q,p) =
d g(q)
dt
= G(q) · (FL(p))−1 = 0
(3.31)
Similar to (3.3), in a continuous augmented Lagrangian they could be included as follows
L¯(q,λ, q˙, λ˙,μ, μ˙) = L(q, q˙)− gT (q) · λ− fT (q, q˙) · μ
Their discrete form could be enforced during the simulation by inclusion of discrete ver-
sions in the augmented discrete Lagrangian. However, the investigation of several numer-
ical examples dealing with the energy-momentum conserving integration of point mass
systems, rigid bodies and geometrically exact beams (e.g. in [Bets 02b], [Bets 03]) has
brought forward that the incorporation of the temporally diﬀerentiated form of the con-
straints has not lead to crucial advantages (besides the fulﬁlment of the secondary con-
straints themselves). This fact is also reported in [Gonz 99] and references therein. The
discrete trajectory has not been inﬂuenced considerably by their fulﬁlment. Thus, their
inclusion in the trajectory based approach of variational integrators seems an exaggera-
tion – besides, they are fulﬁlled to some extent by the discrete trajectory. On velocity
level, one possibility is to write the discrete hidden constraints in the form
fd(qn, qn+1) = G
(
qn+1 + qn
2
)
· qn+1 − qn
h
= 0 (3.32)
In the example of the mathematical pendulum where the constraint manifold is an equi-
curved circle, they are fulﬁlled exactly in presence and in absence of the potential energy.
However, for general constraint manifolds, they need not be fulﬁlled. For Lagrangians of
the form L(q, q˙) =
1
2
q˙T ·M · q˙ − V (q), where the conjugate momenta computed by the
continuous Legendre transform are given by p = M · q˙, it can be inferred from (3.31)2
that the discrete hidden constraints on momentum level read
hd(qn,pn) = G (qn) ·M−1 · pn = 0 (3.33)
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Of course, hd(qn,
Q pn) = 0 holds exactly, since null (G(qn)) = TqnC and elements in
η
(
T ∗qnC
)
can be identiﬁed with their representing element in TqnC (using Riez’s theorem,
see e.g. [Heus 92]). To date, experience shows that hd(qn,pn) = 0 is fulﬁlled in the
absence of a potential but not when a potential is present (see Section 3.3.1).
Initialisation of the simulation Another reason for which a discrete constrained Leg-
endre transform is required is the initialisation of the simulation. To simulate the motion
of a constrained dynamical system with one of the equivalent time stepping schemes, it
is necessary to specify an initial conﬁguration q0 ∈ C and a second conﬁguration q1 ∈ C.
Together with the time step h, their diﬀerence quotient represents the velocity of the
system in the ﬁrst time interval [0, h]. For non-trivial mechanical systems, it might be
diﬃcult or even impossible to come up with a reasonable q1 that fulﬁls the constraints.
Since the purpose of numerical time integration schemes is to approximate a continuous
trajectory, it seems appropriate to initialise the simulation by prescribing q(0) ∈ C and
q˙(0) ∈ Tq(0)C. The latter can e.g. be found by choosing generalised velocities ν(0) and
employing formula (3.5). Obviously, an Euler step q1 = hq˙(0) does not yield a second
conﬁguration that fulﬁls the constraints. On the other hand, consistent initial momenta
can be calculated via the continuous Legendre transform p(0) =
∂L
∂q˙
∈ T ∗q(0)C. Finally,
setting p−0 = p(0), one can solve (3.23) together with g(q1) = 0 for q1 ∈ C and λ0.
Alternatively, using the discrete null space method, the reduced continuous momenta are
given by Pp−0 = P
T (q(0)) · p(0). After inserting Pp−0 and q1 = Fd(u1, q(0)) into (3.29),
the latter can be solved for u1, then q1 follows by nodal reparametrisation. In this case,
the corresponding Lagrange multiplier can be recovered as
λ0 = 2R
T
d (q(0)) · [p(0) +D1Ld(q(0), q1)]
Remark 3.3.8 (Unconstrained systems) For unconstrained systems, one can simply
choose q1 ∈ Q. Nevertheless, one has to keep in mind that the diﬀerence quotient q1 − q0
h
determines the initial kinetic energy of the system. Also here, one can use the continuous
initial state to compute q1 from p
−
n = −D1Ld(qn, qn+1). Only when no potential is present
and the motion is rectilinear, an Euler steps coincides with the calculation of q1 from the
discrete Legendre transform.
3.3.1 Numerical example: mathematical pendulum
As an easy but illustrative example, a two-dimensional (n = 2) mathematical pendulum
with mass M = 1, yielding the 2 × 2 mass matrix M = MI2×2, and rod length l = 1 is
studied. The conﬁguration space is Q = R2 and the constraint manifold is C = S1l . First
of all, the gravitation is set to zero such that the mass point moves on the unit circle with
constant angular velocity. The initial position is q(0) = [1, 0]T and the initial generalised
velocity is ν(0) = 1, thus the total energy of the system is 0.5. The m = 1 constraint
function, the constraint Jacobian and the null space matrix read
g(q) =
1
2
(
qT · q − l2) = 0 G(q) = qT P (q) = [−qy
qx
]
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Figure 3.1: Mass point on unit circle: snapshots of the motion and constraint forces (h = 10−1).
During the time stepping scheme, they are evaluated at qn. In the time interval [tn, tn+1],
the mass points rotates about the out of plane axis by the angle un+1 ∈ R, therefore the
discrete reparametrisation is given by
qn+1 = Fd(un+1, qn) =
[
cos(un+1) − sin(un+1)
sin(un+1) cos(un+1)
]
· qn
Using the constrained time stepping scheme (3.13), n+m = 3 equations have to be solved
for qn+1 and λn while the number of equations is reduced to one if the discrete null space
method with nodal reparametrisation (3.18) is used. Figure 3.1 shows conﬁgurations of
the motion and the corresponding constraint forces GT (qn) · λn that point towards the
centre of the unit circle. The diagram on the left in Figure 3.2 shows the evolution of the
discrete energy Ed in the upper graph, calculated in terms of subsequent conﬁgurations
Ed(qn, qn+1) =
1
2
(
qn+1 − qn
h
)T
·M ·
(
qn+1 − qn
h
)
and the lower graph depicts the discrete Hamiltonian Hd in terms of the momenta as
Hd(qn,pn) =
1
2
pTn ·M−1 · pn
Note that the expression for the energy in terms of the momenta exactly preserves the
initial energy while that in terms of velocity preserves a value which is slightly diﬀerent,
see Figure 3.2. This indicates that in the presence of constraints, postprocessing steps
should involve the momenta obtained by the discrete Legendre transform rather than the
velocities.
Furthermore, one can see in Figure 3.1 that besides pointing into the correct direction,
the constraint forces do all have the same value λn = −1.00251257867, in particular, λ0
makes no exception. This is a consequence of the discrete Legendre transform (3.23) being
based in the augmented discrete Lagrangian (3.14) (see also Remark 3.3.2).
The right hand diagram in Figure 3.2 reveals that the primary as well as the secondary
constraints (3.32), (3.33) are fulﬁlled exactly in the absence of a potential.
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Figure 3.2: Mass point on unit circle: total energy and fulﬁlment of the constraints on conﬁguration level,
on velocity level and on momentum level (h = 10−1).
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Figure 3.3: Mass point on unit circle: illustration of the discrete Legendre transform and the matching of
momenta (h = 8 · 10−1).
This is no surprise since one can observe from Figure 3.3 that velocities are tangential at
the midpoints and momenta are tangential to the constraint manifold at the conﬁgurations
themselves. The results obtained using the constrained scheme are indistinguishable from
those using the d’Alembert type scheme with nodal reparametrisation.
Secondly, the motion is inﬂuenced by the potential V (q) = (M · g)T · q whereby
g = [0,−9.81]T . The pendulum is released with no initial velocity from the position
q(0) = [1, 0]T . Figure 3.4 shows that the constraint forces again point towards the pen-
dulum’s suspension point and their absolute value varies according to the actual conﬁgu-
ration.
The energies
Ed(qn, qn+1) =
1
2
(
qn+1 − qn
h
)T
·M ·
(
qn+1 − qn
h
)
+ V
(
qn+1 + qn
2
)
depicted in the upper graph and
Hd(qn,pn) =
1
2
pTn ·M−1 · pn + V (qn)
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Figure 3.4: Pendulum: snapshots of the motion and constraint forces and fulﬁlment of constraints on
conﬁguration level, on velocity level and on momentum level (h = 10−1).
depicted in the lower graph of Figure 3.5 on the left look very much alike, however, the
plot of the total energy on a ﬁner scale on the right reveals that Hd oscillates with smaller
amplitude than Ed and that deviations occur with a diﬀerent sign.
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Figure 3.5: Pendulum: energy in terms of (qn, qn+1) and (qn,pn) (h = 10−1).
In the presence of a potential, the distances between two subsequent conﬁgurations are not
equal as can be observed from Figure 3.4 and 3.6. It is observable from these pictures that
qn+1 − qn is always tangential to the constraint manifold at the midpoint wherefore the
constraints on velocity level are fulﬁlled exactly (see Figure 3.4). However, the momentum
vector pn is not in the direction of the tangent (see Figure 3.6), thus it is not in the null
space of the constraint Jacobian and the hidden constraints are not fulﬁlled. Of course, the
projected momenta fulﬁll them. Despite being not exactly equal, the plots of the evolution
of total energy being computed from pn and
Qpn are indistinguishable, wherefore only
one of them is shown in Figure 3.5.
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3.4 Rigid body dynamics
This work makes use of a constrained formulation of rigid body dynamics [Bets 01b], that
directly ﬁts in the framework of DAEs. It circumvents the need to deal with rotational
parameters, angular velocities and accelerations in the Lagrangian. This formulation is
explained in detail in [Bets 06,Leye 06a] where it is also shown that the reduced equations
of motion (3.6)1 represent the well known Newton-Euler equations for the rigid body
dynamics. The treatment of rigid bodies as structural elements relies on the kinematic
assumptions is illustrated in Figure 3.7 (see [Antm 95]).
Figure 3.7: Conﬁguration of a rigid body with respect to an orthonormal frame {eI} ﬁxed in space.
The fact that the placement of a material point in the body’s conﬁguration X = XIdI ∈
B ⊂ R3 relative to an orthonormal basis {eI} ﬁxed in space can be described as
x(X, t) = ϕ(t) +XIdI(t) (3.34)
is used. Here XI ∈ R, I = 1, 2, 3 represent coordinates in the body ﬁxed director triad
{dI}. The time dependent conﬁguration variable of a rigid body
q(t) =
⎡⎢⎢⎣
ϕ(t)
d1(t)
d2(t)
d3(t)
⎤⎥⎥⎦ ∈ R12 (3.35)
consists of the placement of the centre of mass ϕ ∈ R3 and the directors dI ∈ R3, I =
1, 2, 3 representing the orientation of the rigid body. Due to the body’s rigidity, the
directors are constrained to stay orthonormal during the motion. Thus one works with
the embedding of the constraint manifold C = R3×SO(3) into the conﬁguration manifold
Q = R12. These orthonormality conditions pertaining to the kinematic assumptions of
the underlying theory are termed internal constraints. There are mint = 6 independent
internal constraints for the rigid body with associated constraint functions
gint(q) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
2
[dT1 · d1 − 1]
1
2
[dT2 · d2 − 1]
1
2
[dT3 · d3 − 1]
dT1 · d2
dT2 · d3
dT3 · d1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(3.36)
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For simplicity, it is assumed that the axes of the body frame, i.e. the directors, coincide
with the principal axes of inertia of the rigid body. Then the body’s Euler tensor with
respect to the centre of mass can be related to the inertia tensor J via
E =
1
2
(trJ)I − J
where I denotes the 3 × 3 identity matrix. The principal values of the Euler tensor EI
together with the body’s total massMϕ build the rigid body’s constant symmetric positive
deﬁnite mass matrix
M =
⎡⎢⎢⎣
MϕI 0 0 0
0 E1I 0 0
0 0 E2I 0
0 0 0 E3I
⎤⎥⎥⎦ (3.37)
where 0 denotes the 3× 3 zero matrix. This description of rigid body dynamics has been
expatiated in [Bets 06] where also the null space matrix
Pint(q) =
⎡⎢⎢⎢⎣
I 0
0 −d̂1
0 −d̂2
0 −d̂3
⎤⎥⎥⎥⎦ (3.38)
corresponding to the constraints (3.36) has been derived. Here â denotes the skew-
symmetric 3 × 3 matrix with corresponding axial vector a ∈ R3. The derivation of the
null space matrix in (3.38) makes use of (3.5) and the fact that the independent generalised
velocities of a rigid body are the translational velocity ϕ˙ ∈ R3 and the angular velocity
ω ∈ R3. They can be comprised into the twist of the rigid body
t =
[
ϕ˙
ω
]
(3.39)
whereupon (3.5) yields the director velocities d˙I = ω×dI for I = 1, 2, 3. When the nodal
reparametrisation of unknowns is applied, the conﬁguration of the free rigid body is spec-
iﬁed by six unknowns u = (uϕn+1 ,θn+1) ∈ U ⊂ R3 × R3, characterising the incremental
displacement and incremental rotation, respectively. Accordingly, in the present case the
nodal reparametrisation Fd : U → C introduced in (3.17) assumes the form
qn+1 = Fd(un+1, qn) =
⎡⎢⎢⎢⎢⎢⎣
ϕn + uϕn+1
exp(θ̂n+1) · (d1)n
exp(θ̂n+1) · (d2)n
exp(θ̂n+1) · (d3)n
⎤⎥⎥⎥⎥⎥⎦ (3.40)
where Rodrigues’ formula is used to obtain a closed form expression of the exponential
map, see e.g. [Mars 94].
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Figure 3.8: α-th pair in a kinematic chain.
3.5 Rigid multibody system dynamics
The constrained description of rigid bodies in terms of directors is exceptionally well
suited for the coupling of several bodies in a multibody system. The body ﬁxed directors
oﬀer the possibility to specify the coupling of neighbouring bodies by joints constraining
their relative motion in a straightforward way. These couplings are termed external
constraints. As mentioned in Remark 3.3.4, using a variational integrator based on the
augmented Lagrangian (3.14) simpliﬁes the elimination of the constraint forces from the
system (compared to the use of certain energy-momentum methods), since a discrete
null space matrix can directly be inferred from a continuous one by evaluation at qn.
Therefore, this section summarises in a concise way the necessary ingredients for the
variational integration of the dynamics of kinematic pairs. The idea of this procedure has
been presented already in the framework of energy-momentum conserving time integration
in [Bets 06,Leye 06a].
Simple kinematic chains as well as tree structured multibody systems that can be com-
posed by lower kinematic pairs are considered in the sequel. Let a multibody system
consist of N + 1 rigid bodies numbered by α = 0, . . . , N and N axes n0, . . .nN−1, where
nα is speciﬁed in the α-th body frame by
nα = nαI d
α
I
The N joints connecting the bodies are numbered by α = 1, . . . , N and the location of
the α-th joint in the (α− 1)-st and α-th body is characterised by
	α−1,α = α−1,αI d
α−1
I 	
α,α = α,αI d
α
I
as depicted schematically for two neighboring links in Figure 3.8. Note that for tree
structured multibody systems, the two bodies forming a kinematic pair are not necessarily
numbered consecutively.
Assuming that none of the links is ﬁxed in space, the multibody system can be described
in terms of n = 12(N + 1) redundant coordinates
q(t) =
⎡⎢⎣q
0(t)
...
qN(t)
⎤⎥⎦ (3.41)
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generalising (3.35). The corresponding constant mass matrix is given by
M =
⎡⎢⎢⎢⎣
M 0 0 · · · 0
0 M 1 · · · 0
...
...
. . .
...
0 0 · · · MN
⎤⎥⎥⎥⎦
where each submatrix Mα ∈ R12×12 coincides with (3.37). The rigidity of each link gives
rise to six internal constraints gαint(q
α) ∈ R6 of the form (3.36) for α = 0, . . . , N . They
can be combined to the mint = 6(N +1)-dimensional vector of internal constraints gint(q)
and the mint × n internal constraint Jacobian matrix Gint(q).
Similar to the case of a single rigid body treated in Section 3.4, the twist of a N + 1 free
rigid bodies reads
t =
⎡⎢⎢⎢⎣
t0
t1
...
tN
⎤⎥⎥⎥⎦
where, analogous to (3.39), the twist of the α-th body tα ∈ R6, is given by
tα =
[
ϕ˙α
ωα
]
(3.42)
Now the redundant velocities q˙ ∈ R12(N+1) of the multibody system may be expressed as
q˙ = Pint(q) · t where the 12(N + 1)× 6(N + 1) matrix Pint(q) is given by
Pint(q) =
⎡⎢⎢⎢⎣
P 0int(q
0) 0 · · · 0
0 P 1int(q
1) · · · 0
...
...
. . .
...
0 0 · · · PNint(qN)
⎤⎥⎥⎥⎦ (3.43)
and P αint(q
α) is the null space matrix associated with the α-th free body, which with
regard to (3.38) reads
P αint(q
α) =
⎡⎢⎢⎢⎣
I 0
0 −d̂α1
0 −d̂α2
0 −d̂α3
⎤⎥⎥⎥⎦ (3.44)
Note that by design Gint(q) · Pint(q) = 0, the 6(N + 1)× 6(N + 1) zero matrix.
3.5.1 Kinematic pairs
The coupling of two neighbouring links in Figure 3.8 by a speciﬁc joint J yields m
(J)
ext
external constraints gαext([q
α−1, qα]T ) ∈ Rm(J)ext . In [Bets 06, Leye 06a], lower kinematic
pairs J ∈ {R,P,C, S,E}, i.e. revolute, prismatic, cylindrical, spherical and planar pairs
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have been investigated. Depending on the number of external constraints m
(J)
ext they give
rise to, the degrees of freedom of the relative motion of one body with respect to the
other is decreased from 6 to r(J) = 6 − m(J)ext. After recalling the derivation of the null
space method and nodal reparametrisation for kinematic pairs brieﬂy, details are given for
the spherical and the revolute pair only, since these are used in the numerical examples
presented in Section 3.5.5 and 3.6.2.
Altogether, m = mint + mext constraints pertaining to the multibody system and the
corresponding constraint Jacobians can be combined to
g(q) =
[
gint(q)
gext(q)
]
∈ Rm G(q) =
[
Gint(q)
Gext(q)
]
∈ Rm×n
The remainder of this section presents details of the external constraints caused by lower
kinematic pairs (composed of body 1 and body 2) and their treatment in the framework
of the discrete null space method. With the null space matrices for kinematic pairs at
hand, a generalisation to multibody systems being composed by pairs can be performed
easily by respecting formula (3.5).
Null space matrix In a kinematic pair, the motion of the second body with respect
to an axis ﬁxed in the ﬁrst body (or with respect to a plane for the planar pair) can be
accounted for by introducing r(J) joint velocities τ (J). Thus the motion of the kinematic
pair can be characterised by the independent generalised velocities ν(J) ∈ R6+r(J) with
ν(J) =
[
t1
τ (J)
]
(3.45)
In particular, introducing the 6× (6+ r(J)) matrix P 2,(J)ext (q), the twist of the second body
t2 ∈ R6 can be expressed as
t2,(J) = P
2,(J)
ext (q) · ν(J)
Accordingly, the twist of the kinematic pair can be written in the form
t(J) = P
(J)
ext (q) · ν(J)
with the 12× (6 + r(J)) matrix P (J)ext (q), which may be partitioned according to
P
(J)
ext (q) =
[
I6×6 06×r(J)
P
2,(J)
ext (q)
]
Once P
(J)
ext (q) has been established, the total null space matrix pertaining the kinematic
pair under consideration can be calculated from
P (J)(q) = Pint(q) · P (J)ext (q) =
[
P 1int(q
1) 012×r(J)
P 2int(q
2) · P 2,(J)ext (q)
]
Remark 3.5.1 (Natural orthogonal complement) Similar to the procedure for the de-
sign of appropriate null space matrices outlined above, the relationship between rigid body
twists and joint velocities is used in [Ange 89] to deduce the ‘natural orthogonal com-
plement’ in the context of simple kinematic chains comprised of elementary kinematic
pairs.
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Nodal reparametrisation Corresponding to the independent generalised velocities ν(J) ∈
R6+r
(J)
introduced in (3.45), the redundant coordinates q ∈ R24 of each kinematic pair
J ∈ {R,P,C, S,E} may be expressed in terms of 6+ r(J) independent generalised coordi-
nates. Concerning the reparametrisation of unknowns in the discrete null space method,
relationships of the form
qn+1 = F
(J)
d (μ
(J)
n+1, qn) (3.46)
are required, where
μ
(J)
n+1 = (u
1
ϕn+1
,θ1n+1,ϑ
(J)
n+1) ∈ R6+r
(J)
(3.47)
consists of a minimal number of incremental unknowns in [tn, tn+1] for a speciﬁc kinematic
pair. In (3.47), (u1ϕn+1 ,θ
1
n+1) ∈ R3 × R3 are incremental displacements and rotations,
respectively, associated with the ﬁrst body (see Section 3.4). Furthermore, ϑ
(J)
n+1 ∈ Rr(J)
denote incremental unknowns which characterise the conﬁguration of the second body
relative to the axis (or plane in case of the E pair) of relative motion ﬁxed in the ﬁrst
body. In view of (3.41), the mapping in (3.46) may be partitioned according to
q1n+1 = F
1
d (u
1
ϕn+1
,θ1n+1, q
1
n)
q2n+1 = F
2,(J)
d (μ
(J)
n+1, qn)
Here, F 1d (u
1
ϕn+1
,θ1n+1, q
1
n) is given by (3.40). It thus remains to specify the mapping
F
2,(J)
d (μ
(J)
n+1, qn) for each kinematic pair under consideration.
3.5.2 Spherical pair
The S pair, shown in Figure 3.9, prevents all relative translation between the two bodies,
and thus it gives rise to m
(S)
ext = 3 external constraints of the form
g
(S)
ext (q) = ϕ
2 −ϕ1 + 	2 − 	1 = 0 (3.48)
While the translational motion of the pair can be accounted for by the velocity of one
body’s centre of mass, say by ϕ˙1, both bodies can rotate independently. Thus the rota-
tional motion of body 2 is characterised by r(S) = 3 degrees of freedom. Speciﬁcally, with
regard to (3.45) τ (S) = ω2, the angular velocity of the second body. Accordingly, in the
present case, the vector of independent generalised velocities reads
ν(S) =
[
t1
ω2
]
(3.49)
Recall that the twist of the ﬁrst rigid body given in (3.42) consists of its translational veloc-
ity ϕ˙1 and its angular velocity ω1. Taking the time derivative of the external constraints
(3.48) and expressing the redundant velocities in terms of the independent generalised
velocities (3.49) yields
ϕ˙2 = ϕ˙1 + ω1 × 	1 − ω2 × 	2
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Figure 3.9: Spherical pair.
Now it can be easily deduced from the relationship t2,(S) = P
2,(S)
ext (q) · ν(S), that
P
2,(S)
ext (q) =
[
I −	̂1 	̂2
0 0 I
]
and ﬁnally
P 2int(q
2) · P 2,(S)ext (q) =
⎡⎢⎢⎢⎢⎣
I −	̂1 	̂2
0 0 −d̂21
0 0 −d̂22
0 0 −d̂23
⎤⎥⎥⎥⎥⎦
To specify the reduced set of incremental unknowns (3.47) for the S pair, (3.49) induces
ϑ
(S)
n+1 = θ
2
n+1 ∈ R3, the incremental rotation vector pertaining to the second body. Then
the rotational update of the body frame associated with the second body can be performed
according to
(d2I)n+1 = exp(θ̂
2
n+1) · (d2I)n
Enforcing the external constraints (3.48) at the end of the time step implies
ϕ2n+1 = ϕ
1
n+1 + 	
1
n+1 − 	2n+1 (3.50)
Eventually, the last two equations can be used to determine the mapping
q2n+1 = F
2,(S)
d (μ
(S)
n+1, qn) =
⎡⎢⎢⎢⎢⎣
ϕ1n + u
1
ϕn+1
+ exp(θ̂1n+1) · 	1n − exp(θ̂2n+1) · 	2n
exp(θ̂2n+1) · (d21)n
exp(θ̂2n+1) · (d22)n
exp(θ̂2n+1) · (d23)n
⎤⎥⎥⎥⎥⎦
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Figure 3.10: Revolute pair.
3.5.3 Revolute pair
For the R pair, shown in Figure 3.10, a unit vector n1 is introduced which is ﬁxed in the
ﬁrst body and speciﬁed by constant components n1I with respect to the body frame {d1I}
n1 = n1Id
1
I
The R pair entails m
(R)
ext = 5 external constraint functions which may be written in the
form
g
(R)
ext (q) =
⎡⎣ϕ2 −ϕ1 + 	2 − 	1(n1)T · d21 − η1
(n1)T · d22 − η2
⎤⎦ (3.51)
where η1, η2 ∈ R are constant and need be consistent with the initial conditions.
Remark 3.5.2 (Singularities in the constrained formulation) It is possible that the
constraint Jacobian is singular, when the rotation axis n1 is collinear with either of the
directors d21 or d
2
2 used to check the fulﬁlment of the constraints (3.51). A remedy can be
always found in choosing those two directors of {d2I} that are not collinear with n1, which
is always possible.
The R pair has only one (r(R) = 1) relative degree of freedom which characterises the
rotational motion of the second body relative to the ﬁrst one. In particular, the kinematic
relationship
ω2 = ω1 + θ˙2n1
holds. The translational velocity of the second body can be expressed as
ϕ˙2 = ϕ˙1 + ω1 × (	1 − 	2) + θ˙2	2 × n1
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giving rise to
P
2,(R)
ext (q) =
[
I 	̂2 − 	1 	2 × n1
0 I n1
]
and
P 2int(q) · P 2,(R)ext (q) =
⎡⎢⎢⎢⎢⎣
I 	̂2 − 	1 	2 × n1
0 −d̂21 n1 × d21
0 −d̂22 n1 × d22
0 −d̂23 n1 × d23
⎤⎥⎥⎥⎥⎦
The incremental rotational motion of the second body relative to the axis n1 is speciﬁed
by ϑ
(R)
n+1 = θ
2
n+1 ∈ R. The mapping F 2,(R)d (μ(R)n+1, qn) reads
q2n+1 = F
2,(R)
d (μ
(R)
n+1, qn) =
⎡⎢⎢⎢⎢⎣
ϕ1n + u
1
ϕn+1
+ exp(θ̂1n+1) · [	1n − exp
(
θ2n+1n̂
1
n
) · 	2n]
exp(θ̂1n+1) · exp
(
θ2n+1n̂
1
n
) · (d21)n
exp(θ̂1n+1) · exp
(
θ2n+1n̂
1
n
) · (d22)n
exp(θ̂1n+1) · exp
(
θ2n+1n̂
1
n
) · (d23)n
⎤⎥⎥⎥⎥⎦
3.5.4 Kinematic chains
Combinations of kinematic pairs constitute kinematic chains. Open kinematic chains
can be described as a direct extension of lower kinematic pairs. Thereby the null space
matrix pertaining to the coupling joints of the open chain P oext consists of blocks that
can be inferred from the null space matrices given for the speciﬁc joint connections in
[Bets 06,Leye 06a]. The n× (n−mo) null space matrix of the open chain is given by
P o(q) = Pint(q) · P oext(q)
where Pint(q) is given in (3.43) and m
o = mint+m
o
ext is the sum of the number of internal
and external constraints.
Unlike for open kinematic chains, where any combination of the lower kinematic pairs can
be combined to a movable kinematic chain, the question how many degrees of freedom a
closed kinematic chain has, is much more challenging. Generally, it cannot be determined
by investigation of the topology of the chain alone (see e.g. [Ange 88]). The investigation
of closed kinematic chains usually starts with the associated open kinematic chain, which
is subject to mcext loop closure conditions
gcext(q) = 0
connecting the ﬁrst body with the last one in the open chain. It is reasonable to make
use of the null space matrix of the open chain by introduction of the multiplicative de-
composition
P c(q) = P o(q) · P cext(q)
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For general closed loop systems, it is often hard or even impossible to ﬁnd an explicit
representation of a continuous null space matrix P cext(q) by analysis of the independent
generalised velocities or in terms of a reparametrisation of the constraint manifold. If one
succeeds in ﬁnding an explicit representation, it can be used in the time stepping schemes
(3.16), (3.18). This is in contrast to the treatment of closed kinematic chains in the
framework of certain energy-momentum schemes, where highly nonlinear entries in P cext
make it diﬃcult to infer an explicit representation of a viable discrete null space matrix. In
that case one can revert to an implicit representation that has been introduced in [Bets 05]
and is also described in detail in [Leye 06a]. According to the procedure described there,
an implicit representation of the (n −mo) × (n −mo −mcext) discrete null space matrix
P cext can be found using the QR-decomposition of (G
c
ext(qn) · P o(qn))T (see also Remark
3.2.2).
Remark 3.5.3 (Computational costs) The complexity of the QR-decomposition of an
n×m matrix is of the order nm2. Since the number of constraints in the open kinematic
chain mo = mint + m
o
ext is usually higher than the number of closure conditions m
c
ext,
i.e. mo  mcext, the decomposition of Rn−mo relying on the QR-decomposition of the (n−
mo) ×mcext matrix (Gcext(qn) · P o(qn))T is substantially cheaper, than the decomposition
of Rn based on the QR-decomposition of the n×m = n× (mo +mcext) matrix GT (qn).
3.5.5 Six-body linkage
As an example of a closed loop system, the simple closed kinematic chain consisting of
six rigid bodies interconnected by revolute joints in Figure 3.11 is considered.
0.05
0.1
00.020.040.06
0.080.1
−0.1
−0.08
−0.06
−0.04
−0.02
0
Figure 3.11: Initial conﬁguration of the six-body linkage.
This example has been analysed kinematically in [Witt 77, Lerb 05]. Simulations of the
oscillation of the six-body linkage have been reported by [Fuhr 88,Kim 86]. In [Kreu 79],
the reduced equation of motion is deduced symbolically and its section wise integration is
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Figure 3.12: Six-body linkage: energy in terms of (qn,pn) (energy-momentum scheme, h = 10−2).
proposed. Furthermore, the example has been investigated in [Bets 06] in the context of an
energy-momentum conserving time-stepping scheme. Note that in contrast to [Bets 06],
an explicit representation of P cext could be found for the variational integrator. The
performance of the variational scheme using Lagrange multipliers (3.13) and that using
the discrete null space method (3.18) are compared to the corresponding results from the
energy-momentum scheme. The initial conﬁguration of the six-body linkage forms a cube
of edge length l (see Figure 3.11).
Numerical results Consistent initial velocities q˙ ∈ R72 follow from q˙ = P cθ˙1 using the
continuous null space matrix. In the numerical example θ˙1 = 30 has been chosen. Gravity
is acting on the system with g = −9.81.
Exact algorithmic conservation of the total energyHd(qn,pn) using the energy-momentum
scheme in conjunction with the discrete null space method in [Bets 06,Leye 06a] is corrob-
orated in Figure 3.12. In contrast to that, the evolution of the total energies Ed(qn, qn+1)
and Hd(qn,pn) produced by the variational scheme with the discrete null space method in
Figure 3.13 are not exactly conserved. They oscillate whereby the amplitude of the node
based discrete Hamiltonian Hd(qn,pn) is smaller than that of the interval based discrete
energy Ed(qn, qn+1). Both amplitudes get smaller as the time step decreases, see Figure
3.14.
Table 3.1 shows a comparison of the simulations of the motion of the six-body linkage using
the constrained scheme and the d’Alembert-type scheme with nodal reparametrisation,
respectively for the energy-momentum conserving time-stepping scheme as well as for the
variational integrators (3.13) and (3.18). Although a 143-dimensional system of equations
has to be solved using the constrained scheme, approximately the same computational
time is needed for the setup and solution of the one equation in the d’Alembert-type
scheme with nodal reparametrisation for both integrators. The reason is that the com-
putation of the null space matrix at each time step is computational expensive, since it
involves the derivative of the relations between the angels. However, the fact that the con-
straint Jacobian and the null space matrix are evaluated at given conﬁgurations qn only
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Figure 3.13: Six-body linkage: energy in terms of (qn, qn+1) and (qn,pn) (symplectic-momentum
scheme, h = 10−2).
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Figure 3.14: Six-body linkage: energy in terms of (qn, qn+1) and (qn,pn) (symplectic-momentum
scheme, h = 10−3).
in the variational scheme causes the linearisation of its nonlinear time stepping equation
to involve less terms, wherefore it is about two times faster than the energy-momentum
scheme. Concerning the conditioning issue, the advantageous properties of the advocated
discrete null space method are obvious in view of Table 3.1.
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Table 3.1: Six-body linkage: comparison of energy-momentum scheme and symplectic-momentum
scheme in combination with Lagrange multipliers and the discrete null space method with
nodal reparametrisation respectively.
energy-momentum symplectic-momentum
constrained d’Alembert constrained d’Alembert
number of unknowns 143 1 143 1
n = 72 m˜ = 71
CPU-time 2 2 1 1
condition number
h = 10−2 1 · 105 1 5 · 104 1
h = 10−3 1 · 108 1 3 · 107 1
h = 10−4 1 · 1011 1 3 · 1010 1
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3.6 Flexible multibody system dynamics
In the context of structural mechanics, rigid bodies can be considered as a special case
of geometrically exact beams, for which the spatial distribution is degenerated to a single
point. In modelling the sequel, the treatment of beam dynamics in the framework of
the discrete null space method and its extension to ﬂexible multibody systems presented
in [Leye 08a] will be described brieﬂy.
Figure 3.15: Conﬁguration of a spatially discretised beam
3.6.1 Geometrically exact beam dynamics
This description of a ‘one-node structure’ can be extended easily to the modelling of
geometrically exact beams as special Cosserat continuum (see [Antm 95]). The placement
of a material point of the beam reads
x(Xκ, s, t) = ϕ(s, t) +Xκdκ(s, t) (3.52)
Here (X1, X2, X3 = s) ∈ R3 is a triple of curvilinear coordinates with s ∈ [0, L] ⊂ R
being the arc length of the line of centroids ϕ(s, 0) ∈ R3 in the reference conﬁguration.
{dI} represent an orthonormal triad. The directors dκ(s, t), κ = 1, 2 span a principal
basis of the cross section at s and time t which is accordingly assumed to stay planar. In
the reference conﬁguration, d3(s, 0) is tangent to the central line ϕ(s, 0) but this is not
necessary in a deformed conﬁguration. This allowance of transverse shear deformation
corresponds to the Timoshenko beam theory (see [Warb 76]). In contrast to kinematic
assumption for the placement of a material point in a rigid body (3.34), the sum over
the repeated index in (3.52) comprises κ = 1, 2 and the spatial extension of the beam
in the longitudinal direction is accounted for by the parametrisation in s. A spatial
discretisation of the beams conﬁguration (see Figure 3.15) in terms of isoparametric ﬁnite
elements as proposed by [Rome 02,Bets 02b], using one-dimensional Lagrange-type nodal
shape functions Nα(s) reads
qh(s, t) =
nnode∑
α=1
Nα(s)q
α(t) ∈ R12 (3.53)
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where nnode denotes the number of nodes on the central line. This leads to the 12nnode-
dimensional semi-discrete conﬁguration vector where the conﬁguration qα, α = 1, . . . , nnode
at each node takes the form given in (3.35). Apparently, a spatially discretised beam can
be interpreted as a chain of rigid bodies for which the interconnections are prescribed by
the connectivity of the spatial ﬁnite element method, see e.g. [Hugh 00]. In the sequel,
a rigid body is considered as a special semi-discrete beam, consisting of only one node,
i.e. nnode = 1. The internal (orthonormality) constraints gint : R
12nnode → Rmint with
mint = 6nnode, pertaining to the underlying continuous theory are of the form (3.36) for
α = 1, . . . , nnode.
An inherent property of the interpolation (3.53) is that the constraints on the director
triads are relaxed to the nodes of the mesh.
Remark 3.6.1 Many current semi-discrete beam formulations avoid the introduction of
internal constraints by using rotational degrees of freedom, see e.g. [Jele 98, Ibra 98].
However it has been shown by Chrisﬁeld & Jelenic [Cris 99], that the interpolation of
non-commutative ﬁnite rotations bears the risk of destroying the objectivity of the strain
measures in the semi-discrete model. This can be circumvented by the spatial interpolation
of the director triad in (3.53) as proposed independently in [Rome 02] and [Bets 02b].
The redundant velocities q˙ ∈ R12nnode of the semi-discrete beam may be expressed in
terms of the 6nnode-dimensional twist as q˙ = Pint(q) ·t where the 12nnode×6nnode internal
null space matrix Pint(q) has the same block structure as (3.43) with nodal internal null
space matrices (3.44) and the nodal reparametrisation qαn+1 = Fd(u
α
n+1, q
α
n) assumes the
form (3.40).
Diﬀerentiating the placement of a material point (3.52) in time, one realises the fact that
the beam’s kinetic energy is independent of d˙3. Due to that property, the Lagrangian
is degenerate and it follows that p3 = ∂L/∂d˙3 = 0. The kinetic energy is computed in
terms of the 9-dimensional reduced velocity ˙¯q = [ϕ˙, d˙1, d˙2]
T or the reduced conjugate
momentum vector p¯ = [pϕ,p1,p2]
T and the non-singular reduced 9× 9 mass matrix
M¯ =
⎡⎣AρI 0 00 M1ρI 0
0 0 M2ρI
⎤⎦
where I and 0 denote the 3 × 3 identity and zero matrices respectively, Aρ is the mass
density per reference length and M1ρ ,M
2
ρ can be interpreted as principal mass moments of
inertia of the cross section. See e.g. [Simo 88,Jele 99,Bets 02b,Leye 06b] for the transition
to the mass matrix of the spatially discrete beam formulation.
In a temporally discrete Lagrangian Ld(qn, qn+1) that is formulated in terms of the
12nnode-dimensional conﬁguration vector, a 12nnode × 12nnode singular mass matrix has
to be used whose entries corresponding to dα3 are zero. Note that this does not lead to
problems in determining dα3 from the equations of motion since of course the stored de-
formation energy function and the resulting internal forces do depend on dα3 . Therefore
one has to be careful in computing only p¯αn using the discrete Legendre transforms (3.23),
(3.24). The hidden constraints on momentum level (3.33) now read
h¯d(qn, p¯n) = G¯ (qn) · M¯−1 · p¯n = 0
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where in G¯ (qn) consists of those rows and columns in G (qn) that are not related to d
α
3 .
Accordingly, in the projected discrete Legendre transforms (3.27), (3.28), the projection
reads
Q¯ = I9nnode×9nnode − G¯T ·
[
G¯ · M¯−1 · G¯T ]−1 G¯ · M¯−1
3.6.2 Flexible multibody systems: the three-bar swing
The description of rigid bodies and spatially discretised geometrically exact beams as
constrained continua in terms of the conﬁguration variables given in (3.35) allows their
coupling to a multibody system consisting of rigid and elastic components in a system-
atic way as described in [Leye 08a]. Similar to (3.41), the conﬁguration vectors of all
components in the multibody system are combined into the general conﬁguration vec-
tor q(t) ∈ Rn where n is a 12 times the actual number of spatial nodes present in the
semi-discrete system. The external constraints can arise e.g. due to the coupling of neigh-
bouring components by joints, a rigid connection representing the intersection of beams
or standard Dirichlet boundary conditions.
As a speciﬁc example, the three-bar swing shown in Figure 3.16 is considered. It consists
of an elastic beam hinged at its ends to rigid bodies by revolute joints. The rigid bodies
are ﬁxed in space by spherical joints. An additional point mass is concentrated at the
beams midpoint.
Figure 3.16: Three-bar swing comprising a ﬂexible beam with midspan mass hinged (by revolute joints
R) to rigid bodies ﬁxed in space (by spherical joints S).
This example has been investigated previously in [Bauc 95] using an energy-conserving
scheme and the generalised-α method. In [Ibra 02] results from an energy-conserving and
an energy-decaying scheme are presented. Here, motion and deformation are predicted
by the variational integrator and compared to simulations using the energy-momentum
scheme based on the discrete derivative [Gonz 96]. Both integrators have been imple-
mented using Lagrange multipliers as well as the discrete null space method to treat the
constraints. See [Leye 08a] for a detailed introduction to the energy-momentum con-
serving integration of ﬂexible multibody dynamics where constraints are treated by the
discrete null space method. Besides geometrically exact beams, also shells are treated
in [Leye 08a].
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A major diﬀerence in the performances of the symplectic-momentum conserving varia-
tional integrator and the energy-momentum scheme is the capability to simulate stiﬀ prob-
lems, i.e. ODEs possessing a wide spectrum of frequencies. While the energy-momentum
scheme can reproduce the results in [Bauc 95, Ibra 02] for the set of material parameters
used there (E = 73 · 109N/mm2, ν = 0.3, ρ = 2700kg/mm3) for a beam of rectangular
cross section (5mm× 1mm) oriented such that the smaller of the two bending stiﬀnesses
is about the major bending axis, no time step between 10−1s and 10−5s could be found for
which the symplectic-momentum scheme was able to simulate a period of motion that in-
cludes the ’event X’, as it is called in [Bauc 95] in which the rigid link on the right reverses
its direction of rotation, causing highly vibratory behaviour of the beam. All attempts
resulted in blow up of the total energy at the ’event X’. This indicates in the same di-
rection as the arguments in [Simo 93] saying that temporally unresolved high frequencies
are ’seen by the [symplectic] algorithm as inﬁnite sample frequencies leading inevitably to
[...] instabilities. In sharp contrast with this result, [...] the energy-momentum conserving
scheme remains stable’. However, it is not guaranteed that the energy-momentum scheme
distributes the energy over the frequency spectrum correctly. One possibility to deal with
a large spectrum of frequencies in a problem is to use asynchronous variational integra-
tion [Lew 03a]. The idea is to assign smaller time steps to small elements in the region
where high frequency motion is expected. In order not to slow down the overall simulation
unnecessarily, larger elements in regions performing slower deformation are integrated us-
ing a larger time step. In [Lew 04], this method enables the long term integration of the
motion of a long thin helicopter blade for diﬀerent sets of material parameters ranging
from very stiﬀ almost rigid motion to rather soft material behaviour. Another approach
to address the capturing of high frequency motion in the overall motion is to approximate
the high order modes (e.g. by Fourier transform of the motion of nodes on a ﬁne subgrid
as it is done in [Du T 08]) such that one can explicitly calculate a time dependent force
that represents the inﬂuence of the higher order modes on the main mode.
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Figure 3.17: Three-bar swing: axial force and bending moment with respect to e1 in the element to the
right of the concentrated mass (left) and components of angular momentum L = LIeI in
terms of (qn, qn+1), (qn,pn) and (qn,Q pn) (right, top to bottom), (symplectic-momentum
scheme, h = 10−2).
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Figure 3.18: Three-bar swing: snapshots of the motion and deformation (symplectic-momentum
scheme, h = 10−2).
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Figure 3.19: Three-bar swing: energy in terms of (qn, qn+1), (qn,pn) and (qn,Q pn) (top to bottom)
and orbit of the concentrated mass in the (e2, e3)-plane (symplectic-momentum scheme,
h = 10−2).
The simulations described in the sequel use material properties of a less stiﬀ material with
higher density. Both rigid bodies’ mass is 0.01kg and they have the shape of pyramids
with a square ground face of edge length 0.02m and the height of 0.36m and 0.36
√
2m,
respectively.
A concentrated mass of M = 5kg is rigidly connected at the midspan node of the beam,
which is discretised by 20 linear ﬁnite beam elements. The semi-discrete beam’s response
to loading is based on hyperelastic Saint Venant-Kirchhoﬀ material with stiﬀness parame-
ters GA = 175480.7692N, EA = 547500N, EI1 = 114.0625Nm
2, EI2 = 10.2656Nm
2 and
GJ = 13.7401Nm2. The sectional mass properties are Aρ = 7500kg/m, M
1
ρ = 1.5625kgm
and M2ρ = 0.1406kgm. The cross section is oriented such that the smaller of the two
bending stiﬀnesses is with respect to the axis parallel to e1. (Note that the numbering of
the bending stiﬀnesses corresponds to the numbering of the nodal director triads which
diﬀer from the inertial frame.) The loading is a triangular pulse in e2-direction which is
applied at the midspan mass. It starts with 0N at t = 0s, peaks with 10000N at t = 0.125s
and ends with 0N at t = 0.25s.
Snapshots of the motion and deformation are depicted in Figure 3.18. The elements’
colours represent a linear interpolation in space of the weighted sum of the resulting axial
and shear forces norm and the resulting bending and torsional moments norm. Thereby
blue represents zero and red represents 4000. According to the loading in axial direction of
the beam, the axial forces dominate the stress resultants therefore the resulting moments
have been scaled by a factor of 100.
The evolution of the axial force and bending moments with respect to the axis e1 in the
element to the right of the concentrated mass can be observed from the left diagram in
Figure 3.17.
This ﬁgure shows the high frequency oscillations after the ’event X’ at t ≈ 1.4s. The
diagram on the right hand side illustrates that the motion really takes place in the (e2, e3)-
plane (even though a fully three-dimensional model is used) since the only non-zeros
component of the angular momentum is that with respect to the out of plane axis e1.
The left hand diagram in Figure 3.19 reveals again the good energy behaviour of the
50
3.6 Flexible multibody system dynamics
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
0
50
100
150
t
e
n
e
rg
y
 
 
kinetic energy
potential energy
total energy
0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
140.5851
140.5851
140.5851
140.5851
140.5851
t
 
 
Figure 3.20: Three-bar swing: energy in terms of (qn,pn) (energy-momentum scheme, h = 10−2).
variational scheme.
The diagram on the right hand side of this ﬁgure illustrates the orbit of the concentrated
mass in the (e2, e3)-plane. One can see clearly how the beams deformation superposes the
overall rigid motion of the multibody system. Figure 3.20 shows that after the vanishing
of the external load, energy is conserved exactly by the energy-momentum scheme.
On the other hand, as expected, the symplectic-momentum scheme shows oscillations
with decreasing amplitude for decreasing time steps, see Figure 3.21.
The results presented here have been obtained using the discrete null space method,
i.e. (3.16) with reparametrisation has been solved. The Lagrange multiplier method (3.13)
has been implemented as well. Since both schemes are equivalent, the resulting diagrams
are indistinguishable. However, the constrained scheme (3.13) behaves diﬀerently with
regard to computational costs and the condition number of the iteration matrix, see Table
3.2. The same problem has also been simulated using the energy-momentum scheme in
conjunction with the Lagrange multiplier method and the discrete null space method with
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Figure 3.21: Three-bar swing: total energy for h = 10−2 (left) and h = 10−3 (right), (symplectic-
momentum scheme).
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Figure 3.22: Three-bar swing: convergence of trajectories computed by the energy-momentum scheme
with Lagrange multipliers (left) and with the discrete null space method with nodal
reparametrisation (right) to trajectories obtained by the symplectic-momentum scheme and
vice versa.
nodal reparametrisation. Table 3.2 also compares the performance of these simulations to
that of the d’Alembert-type symplectic-momentum scheme with reparametrisation based
on performing 1000 steps with diﬀerent time steps. It reveals that the solution of the
larger dimensional constrained system takes longer than that of the d’Alembert-type
scheme with local reparametrisation with a relatively simple null space matrix. One can
also observe that the more complicated linearisation of the energy-momentum scheme
requires more computational time. Furthermore, condition numbers increase strongly for
decreasing time steps in both Lagrange multiplier schemes while they remain of moderate
value in the d’Alembert-type schemes.
Besides the analytical proof of convergence of variational integrators for constrained prob-
lems, in Chapter 4 (see also [Schm 09]) the same example is used to verify the second
order convergence numerically. A convergence study is not repeated here, however the ﬁ-
nal Figure 3.22 shows that based on performing 1000 steps with decreasing time steps, the
trajectories of the conﬁguration, velocity, conjugate momentum, projected conjugate mo-
mentum and Lagrange multipliers corresponding to the internal and external constraints,
obtained by the energy-momentum conserving scheme using either Lagrange multipliers or
the discrete null space method with nodal reparametrisation, do approach the trajectories
predicted by the variational scheme and vice versa.
3.7 Conclusion
The deﬁnition of the augmented discrete Lagrangian (3.14) is crucial for the variational
integration of constrained systems. It inﬂuences the form of the discrete Legendre trans-
form, which is necessary for the consistent initialisation of the simulation as well as for
postprocessing steps when evaluating the discrete trajectory.
The discrete null space method, which was originally used with an energy-momentum
conserving time stepping scheme, is adapted to the framework of variational integrators.
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Table 3.2: Three-bar swing: comparison of energy-momentum scheme and symplectic-momentum
scheme in combination with Lagrange multipliers and the discrete null space method with
nodal reparametrisation respectively.
energy-momentum symplectic-momentum
constrained d’Alembert constrained d’Alembert
number of unknowns 430 122 430 122
n = 276 m = 154
CPU-time 1.5 1.2 1.4 1
condition number
h = 10−2 2 · 1012 4 · 104 6 · 1011 5 · 104
h = 10−3 2 · 1014 9 · 104 5 · 1013 9 · 104
h = 10−4 2 · 1017 2 · 105 5 · 1016 2 · 105
Speciﬁcally, it has been shown that the resulting scheme is not only equivalent to the
corresponding scheme using Lagrange multipliers, but that it can be derived itself via
a discrete variational principle. The derivation of viable discrete null space matrices is
simpler in the variational setting, in fact the discrete null space matrix is simply obtained
by evaluating the continuous one at a discrete conﬁguration. This facilitates the solution,
in particular the linearisation of the discrete equations leading to reduced computational
costs for the example of a closed kinematic chain. On the other hand, for the example
of ﬂexible multibody dynamics, the advantageous properties of the smaller dimensional
and always well conditioned time stepping scheme emanating from the discrete null space
method became obvious for both schemes. However, this example also revealed that the
energy-momentum conserving integrator is capable of handling problems with higher stiﬀ-
ness than the variational integrator, although one must say that promising techniques for
handling systems with stiﬀ components is still in development in the variational context.
Finally it has been demonstrated numerically that the discrete trajectories, velocities,
momenta and Lagrange multipliers computed by the energy-momentum scheme approach
those of the variational integrator and vice versa for decreasing time steps.
No attempt on comparing the presented constrained formulation of multibody dynamics
to other kinematic concepts for tree structured systems as in [Feat 87] or [John 08] is made
here. The latter combines a tree representation in generalised coordinates (where parallel
linkages and closed loops are handled with holonomic constraints) with a systematic
caching technique to reduce computational costs. A comparison is certainly of interest
and remains for future work.
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4 Γ-convergence of variational integrators for
constrained systems
4.1 Introduction
Note that this chapter has been taken from [Schm 09] and the analytical results in Section
4.2 and Section 4.3 have been proofed by the ﬁrst author Bernd Schmidt.
In this chapter we investigate mechanical systems in an n-dimensional conﬁguration space
that can be described by the evolution t → u(t) ∈ Rn with time t subject to the potential
V : Rn → R and subject to holonomic constraints. In Lagrangian mechanics the physical
trajectories of this motion arise as stationary points of the corresponding action functional
I which is the kinetic energy minus the potential energy integrated along the trajectory.
In the presence of holonomic constraints, modelled by the so called constraint manifold
M ⊂ Rn, requiring in addition that the trajectories must lie on M gives rise to the
constrained functional IM .
The theory of discrete variational integrators provides approximations of such systems
where now time is viewed as a discrete variable. By discretising the action functional
I, respectively, IM , in time, we arrive at discrete action functionals I
h, respectively, IhM .
(Here we will concentrate on piecewise linear interpolations of trajectories.) A discrete
version of Hamilton’s principle of stationary action applied to these action sums leads
to discrete Euler-Lagrange equations whose solutions should be approximations to the
continuum motion. See [Mars 01], and the references therein, for a general introduction
to the theory of variational integrators. Many structure preserving integration schemes
for ODEs and their properties are investigated extensively in [Hair 04]. Concerning the
symplectic integration of constrained systems, work has been done e.g. by [Jay 96,Jay 98,
Leim 94,Reic 96] and for nonholonomic systems e.g. by [McLa 06a].
It has been ﬁrst noticed by Ortiz and Mu¨ller that the theory of Γ-convergence is a con-
venient tool to investigate the convergence properties of the discrete approximations to
the continuum trajectories. (For a general introduction to the theory of Γ-convergence
see, e.g. [Dal 93].) In [Mull 04] they show that in fact Ih Γ-converges to I and apply
this result to prove that discrete stationary points of Ih converge to continuum station-
ary points of I. Their work as been extended to more general Lagrangians by Maggi
and Morini in [Magg 04]. Γ-convergence provides a powerful – albeit as yet not widely
used – tool for understanding convergence of dynamical problems. Thus, Γ-convergence
establishes convergence of solutions in a global, instead of merely local, sense. In par-
ticular, it allows comparing inﬁnite wave trains. This is in contrast to conventional
methods of analysis, such as Gronwall’s inequality (e. g., [Mars 01]), that merely pro-
vide exponentially divergent local bounds on discretisation errors. The global nature of
Γ-convergence is in analogy to the traditional phase error analysis of time stepping al-
gorithms for linear systems, which regards convergence in terms of dispersion relations
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(e.g. [Bely 76,Bely 81,Hugh 00]). However, Γ-convergence applies to much more general
– possibly strongly nonlinear – dynamical systems. The main goal of the present chapter
is to extend the results of [Mull 04] to systems with holonomic constraints, i.e. motions
conﬁned to lie on some constraint manifold M ⊂ Rn. (Since our variational integrators
will be derived by piecewise linear interpolation of the continuum trajectories, we will
assume a linear ambient conﬁguration space Rn for M .)
In order to describe such constrained systems, it will often be convenient to work in local
coordinates for M – at the expense of a more complicated form of the action functional.
The resulting Lagrangians are in fact of the form considered in [Magg 04]. However,
note carefully that, for the discretised functional IhM , the constraint is enforced only at
the nodal points of the underlying triangulation. As a consequence, our results can not
readily be inferred from the corresponding results in [Magg 04].
On the contrary, for constrained systems we will encounter new phenomena which are
related to the fact that discrete trajectories are in general non-unique for given initial
positions and velocities. The main novelty introduced here for constrained systems is a
selection criterion for the physically relevant solutions that ﬁrstly guarantees that dis-
crete trajectories do in fact converge to the continuum motion and secondly is satisﬁed
in numerical implementations of the scheme. Analytically, the main diﬃculty to over-
come is to obtain improved regularity for the solutions of the discrete Euler-Lagrange
equation. Whereas, e.g. an L∞-bound on positions implies an L∞-bound on velocities for
unconstrained systems, the corresponding result is no longer true for constrained motions
without further assumptions.
We complement our analysis by studying two constrained mechanical system numerically.
Holonomic constraints arise naturally in the description of multibody dynamics comprising
rigid, elastic or both types of components. As an easy, yet non-trivial, example we
will discuss a double spherical pendulum in some detail. In fact, hard conﬁgurational
constraints are also obtained for systems in the realm of ﬁnite elasticity in the limit of
singular geometries, e.g. for plates, beams etc. We will also give an example showing that
our results apply to (ﬁnite element approximations of) multibody dynamical systems
comprising rigid and elastic components. Note that in both examples in addition to
Theorem 4.3.4 our numerical computations also provide the rate of convergence of the
approximating trajectories.
A more precise account of the results in [Mull 04] and of our set up is as follows.
Let X = L2loc(R,R
n), and by E denote the collection of all open bounded intervals of R.
Note that X is a complete metric space when endowed with the distance function inferred
from the seminorms ‖u‖L2((−k,k),Rn), k ∈ N.
Let m > 0 and V ∈ C(Rn). The unconstrained action functional I : X × E → R ∪ {∞}
is deﬁned by
I(u,A) =
{ ∫
A
m
2
|u˙(t)|2 − V (u(t)) dt, u ∈ H1(A,Rn),
+∞, otherwise.
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If V ∈ C1, then the ﬁrst variation of I(·, A) is given by
δI(u, ϕ,A) =
d
dr
∣∣∣∣
r=0
I(u+ rϕ)
=
∫
A
mu˙(t) · ϕ˙(t)−∇V (u(t)) · ϕ(t) dt
for u ∈ H1(A,Rn), ϕ ∈ C∞c (A,Rn). (Note that by the Sobolev embedding theorem
u ∈ H1(A,Rn) implies that u – modiﬁed on a set of measure zero – lies in C(A,Rn).) We
call u a stationary point of I if
I(u,A) < ∞ and δI(u, ϕ,A) = 0
for all A ∈ E and ϕ ∈ C∞c (A,Rn).
Suppose Th is a partition of R of size h, i.e. Th = {ti : i ∈ Z} for some . . . < ti < ti+1 < . . .
such that |ti+1−ti| ≤ h and ti → ±∞ if i → ±∞. Let Xh be the subspace of X consisting
of continuous functions such that u|(ti,ti+1) is aﬃne ∀ti ∈ Th. The unconstrained discrete
action functionals Ih : X × E → R are deﬁned to be
Ih(u,A) =
{
I(u,A), u ∈ Xh,
+∞, otherwise.
The stationary points of Ih are elements uh of Xh such that
I(uh, A) < ∞ and δI(uh, ϕh, A) = 0
for all A ∈ E and ϕh ∈ Xh with ϕh = 0 on R \ A. Note that if uh = 0 on R \ A, then,
setting ui := uh(ti), we can write
Ih(uh, A) =
ν−1∑
i=μ
Ld(ui, ui+1)
where (tμ, tν) ⊂ A is the maximal subinterval of A compatible with Th and
Ld(ui, ui+1) =
m
2
(ui+1 − ui)2
ti+1 − ti −
∫ ti+1
ti
V
(
ti+1 − t
ti+1 − tiui +
t− ti
ti+1 − tiui+1
)
dt. (4.1)
So stationary points of Ih are solutions of the discrete Euler-Lagrange equations
∇2Ld(ui−1, ui) +∇1Ld(ui, ui+1) = 0, i = μ+ 1, . . . , ν − 1.
The connection between I and its discrete counterpart Ih is studied in detail in [Mull 04],
where in particular it is shown that if V ∈ C(Rn) with V (s) ≤ C(1 + |s|2), then
· for all A ∈ E , Γ-limh→0 Ih(·, A) = I(·, A) in X. (For the deﬁnition of Γ-convergence
see below.)
· If in addition V ∈ C2 with |∇2V | ≤ C for some constant C, then sequences of
stationary points of Ih that are uniformly bounded converge – up to subsequences
– weakly* in W 1,∞ to some u ∈ W 2,∞. Moreover the limiting trajectory u is a
stationary point of the continuum action functional I.
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· If moreover the Fourier transforms uˆh of uh are uniformly bounded Radon measures
such that no mass leaks to inﬁnity as h → 0, then uˆh → uˆ as measures in the ﬂat
norm.
(Also compare the results in [Magg 04] for more general functionals I.)
Here we are in particular interested in mechanical systems with holonomic constraints.
This can be modelled by requiring that u ∈ M a.e. for some suitable (k-dimensional)
sub-manifold M of Rn (the ‘constraint manifold’), which we will assume to be at least of
class C3. Accordingly we deﬁne the constrained action functional IM : X×E → R∪{∞}
by
IM(u,A) =
{
I(u,A), u ∈ M a.e. on A,
+∞, otherwise.
The constrained discrete action functionals IhM : X × E → R are
IhM(u,A) =
{
Ih(u,A), u(t) ∈ M ∀t ∈ Th ∩ A,
+∞, otherwise.
In view of our examples in the Section 4.4 let us also mention that our results can be
extended in a straightforward way to systems with a general positive deﬁnite mass matrix
m, i.e. whose kinetic energy is given by 1
2
u˙Tm u˙ rather than m
2
|u˙|2.
The stationary points for constrained systems are most conveniently deﬁned in terms of
local coordinates for M . Suppose A ∈ E and u is such that IM(u,A) is ﬁnite. (So in
particular u is continuous and takes values in M on A.) Assume that u(A) is covered by
the domain U ⊂ M of a single coordinate chart, whose inverse is denoted ψ : Rk ⊃ V → U .
Deﬁne the curve v : A → V by u|A = ψ ◦ v. Then u is said to be a stationary point of
IM(·, A) if v is a stationary point of
J˜ψ(v, A) := I(ψ ◦ v, A),
which means that
δJ˜ψ(v, ϕ,A) =
d
dr
∣∣∣∣
r=0
J˜ψ(v + rϕ,A) = 0
for all ϕ ∈ C∞c (A,Rk). (By density it follows that then in fact J˜ψ(v, ϕ,A) = 0 for all
ϕ ∈ H10 (A,Rn). It is not hard to see that this, in particular, implies that stationary points
of IM(·, A) are well-deﬁned.) We say that u is a stationary point for IM if there exists a
covering R =
⋃
i∈I Ai with Ai ∈ E such that u(Ai) is covered by a single chart and u|Ai is
a stationary point of I(·, Ai) for all i. (Using a partition of unity it is again easy to see
that this notion is well-deﬁned.)
With the notation introduced above the discrete stationary points of IhM are functions in
uh ∈ Xh such that
∇vi
ν−1∑
j=μ
Ld(ψ(vi), ψ(vi+1)) = 0,
where ψ(vj) = uj, or, equivalently,
∇2Ld(ui−1, ui) +∇1Ld(ui, ui+1) ⊥ TuiM. (4.2)
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4.2 Γ-convergence
Our ﬁrst aim is to obtain a Γ-convergence result for constrained systems. Recall that a
sequence of functionals F h : Y → [−∞,∞] on a metric space Y is said to Γ-converge to
the functional F if the following two conditions are satisﬁed.
(i) (‘lim inf-inequality’) Whenever yh → y in Y then
lim inf
h→0
F h(yh) ≥ F (y).
(ii) (‘recovery sequence’) For each y ∈ Y there exists a sequence yh → y such that
lim
h→0
F h(yh) = F (y).
Proposition 4.2.1 Let V ∈ C(Rn) with |V (s)| ≤ C(1 + |s|2), A ∈ E . Then IM(·, A)
Γ-converges in X and
Γ− lim
h→0
IhM(·, A) = IM(·, A).
We will ﬁrst prove two preparatory results. Assume that V ∈ C(Rn) with |V (s)| ≤
C(1 + |s|2) throughout this section. Part (i) of the following lemma is contained in
[Mull 04].
Lemma 4.2.2 Let A ∈ E.
(i) Then I(·, A) is lower semicontinuous in X and continuous in H1(A,Rn).
(ii) If, for a sequence hk → 0, uhk ∈ Xhk converges to u in X such that IhM(uhk , A) is
bounded. Then u ∈ M a.e. on A.
Proof: (i) Due to our assumptions on V , u → ∫
A
V (u)dt is continuous on L2(A,Rn) and
thus on X and on H1(A,Rn). Now u → ∫
A
m
2
u˙2dt is clearly continuous on H1(A,Rn),
which proves the second claim. But it is also lower semicontinuous on L2(A,Rn) since it
is lower semicontinuous H1(A,Rn) with respect to the weak topology and takes the value
∞ outside H1(A,Rn).
(ii) IhM(uhk , A) and
∫
A
V (uhk) being bounded, in fact uhk converges weakly to u inH
1(A,Rn).
So by the Sobolev embedding theorem we may assume that uhk → u uniformly in
C(A,Rn). But again because IhM(uhk , A) is bounded, uhk(t) ∈ M for all t ∈ Th ∩ A,
and the claim follows.
We will also need the following approximation result extending the corresponding assertion
in [Mull 04] to our setting of constrained Lagrangians.
Lemma 4.2.3 Let A ∈ E . For every u ∈ X with IM(u,A) < ∞ there is a sequence
uh ∈ Xh such that uh → u in X and uh|A → u|A in H1(A,Rn) and uh(t) ∈ M for all
t ∈ Th ∩ A.
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Proof: Let A = (a, b), η ∈ C∞c (−1, 1) be a standard molliﬁer and deﬁne ηh(x) =
h−1η(x/h). Let Nhw denote the nodal interpolation of a function w with respect to the
triangulation Th. By the Sobolev embedding theorem may assume that u ∈ C([a, b],Rn).
As in [Mull 04] we deﬁne approximations of u which are continuous in the slightly larger
interval (a− 2h, b+ 2h):
vh(t) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
u(t), t ≤ a− 2h,
u(a), a− 2h < t ≤ a,
u(t), a < t < b,
u(b), b ≤ t < b+ 2h,
u(t), t ≥ b+ 2h.
With the help of standard estimates on nodal interpolations and convolutions such as∫ s
r
∣∣∣∣ ddt(Nhw − w)
∣∣∣∣2 dt ≤ C ∫ s+h
r−h
|w˙|2 dt,∫ s
r
∣∣∣∣ ddt(Nhw − w)
∣∣∣∣2 dt ≤ Ch2 ∫ s+h
r−h
|w˙|2 dt and∫ s
r
|ηh ∗ w|2 dt ≤ C
∫ s+h
r−h
|w|2 dt
(4.3)
(which are included here for later reference), in [Mull 04] it is shown that
Thvh := Nh(ηh ∗ vh) → u in X and in H1(A,Rn). (4.4)
Let g, to be speciﬁed later, be a positive function on (0,∞) such that g(h) → 0 as h → 0.
Since in a suitable neighbourhood of M the orthogonal projection P of the ambient space
Rn onto M is well deﬁned, smooth and globally Lipschitz, we may choose neighbourhoods
Uh of M and α : M → (0,∞) such that
{x ∈ Rn : dist(x,M) ≤ α(Px)g(h)} ⊂ Uh ⊂ {x ∈ Rn : dist(x,M) < g(h)},
where α > c(K) > 0 on compacts K ⊂ M , and functions ph ∈ C∞(Rn,Rn) that are
globally Lipschitz continuous with Lipschitz constant independent of h such that ph ≡ P
on Uh and ph ≡ id on {x ∈ Rn : dist(x,M) ≥ g(h)}. Set Shw := Nh(ph(ηh ∗ w)). Then
‖Thvh − Shvh‖L∞ ≤ g(h) and thus Shu → u in X by (4.4).
Since u is uniformly continuous on [a, b], we can choose g = g(h) to be the modulus of
continuity of u|A such that if |t−s| ≤ h, then |u(t)−u(s)| ≤ g(h) and g(h) → 0 as h → 0.
But then
dist(ηh ∗ vh(t),M) ≤ Cg2(h) (4.5)
on [a− 2h, b+2h]. So by construction of ph we obtain that ph(ηh ∗ vh) ∈ M on A, whence
indeed Shvh(t) ∈ M for all t ∈ Th ∩ A.
It remains to estimate∫ b
a
∣∣∣∣ ddt(Shvh − Thvh)
∣∣∣∣2 dt ≤ C ∫ b+h
a−h
∣∣∣∣ ddt(ph(ηh ∗ vh)− ηh ∗ vh
∣∣∣∣2 dt
= C
∫ b+h
a−h
|∇ph(ηh ∗ vh) · (ηh ∗ v˙h)− ηh ∗ v˙h|2 dt,
(4.6)
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where the inequality followed from (4.3). Again by (4.5), ∇2ph is bounded on [ηh ∗
vh(t), vh(t)] and thus
|∇ph(ηh ∗ vh(t))−∇ph(vh(t))| ≤ Cg(h). (4.7)
For t ∈ (a − h, b + h) we can decompose v˙h(s) into one part v˙‖h(s) which lies in Tvh(t)M
and an orthogonal part v˙⊥h (s). If |t− s| ≤ h, then |v˙⊥h (s)| ≤ Cg(h)|v˙‖h(s)| ≤ Cg(h)|v˙h(s)|.
Noting that ∇ph(vh(t)) · (ηh ∗ v˙‖h(t)) = ηh ∗ v˙‖h(t) we can estimate
|∇ph(vh(t)) · (ηh ∗ v˙h(t))− ηh ∗ v˙h(t)|
= |∇ph(vh(t)) · (ηh ∗ v˙⊥h (t))− ηh ∗ v˙⊥h (t)| ≤ Cg(h)(ηh ∗ |v˙h|)(t).
It then follows from (4.3) that∫ b+h
a−h
|∇ph(vh) · (ηh ∗ v˙h)− ηh ∗ v˙h|2 dt ≤ Cg2(h)
∫ b+2h
a−2h
|v˙h|2 dt. (4.8)
Now combine (4.6), (4.7) and (4.8) and apply (4.3) once more to arrive at∫ b
a
∣∣∣∣ ddt(Shvh − Thvh)
∣∣∣∣2 dt
≤ Cg2(h)
∫ b+h
a−h
|ηh ∗ v˙h|2 dt+ C
∫ b+h
a−h
|∇ph(vh) · (ηh ∗ v˙h)− ηh ∗ v˙h|2 dt
≤ Cg2(h)
∫ b+2h
a−2h
|v˙h|2 dt → 0
as h → 0, whence indeed Shvh → u in H1(A,Rn) by (4.4).
Remark 4.2.4 Note that if u˙ is bounded on A, then the above constructed approximations
Shuh satisfy ‖ ddt(Shuh)‖L∞(A,Rn) ≤ C‖u˙‖L∞(A,Rn).
With these preparations we can now prove Proposition 4.2.1.
Proof of Proposition 4.2.1: Let uh ∈ X be a sequence converging to u ∈ X. We may
assume that Ih(uh, A) is bounded and so uh(t) ∈ M for all t ∈ Th ∩ A and u ∈ M on A
by Lemma 4.2.2(ii). Since Ih(·, A) ≥ I(·, A), we therefore obtain by Lemma 4.2.2(i)
lim inf
h→0
IhM(uh, A) = lim inf
h→0
Ih(uh, A) ≥ lim inf
h→0
I(uh, A)
≥ I(u,A) = IM(u,A).
To provide a recovery sequence for u ∈ X we may w.l.o.g. assume that IM(u,A) < ∞.
By Lemma 4.2.3 there is a sequence uh ∈ Xh such that uh → u in X, uh|A → u|A in
H1(A,Rn) and uh(t) ∈ M for all t ∈ Th ∩ A. So by Lemma 4.2.2(i)
IhM(uh, A) = I
h(uh, A) = I(uh, A) → I(u,A) = IM(u,A).
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4.3 Stationary points
In this section we will investigate the limiting behaviour of a sequence uh of stationary
points of IhM . For the unconstrained case it is shown in [Mull 04] (also compare [Magg 04])
that if uh is stationary for I
h and ‖uh‖L∞ is bounded independently of h, then also
‖u‖W 1,∞ is bounded and in particular – for a subsequence – uh ∗⇀ u for some u in W 1,∞.
Furthermore, u is a stationary point of the limiting functional I. We will ﬁrst see that this
does in general not hold for constrained systems. An easy example shows that a sequence
of stationary points of IhM , although bounded in L
∞, might blow up in W 1,∞loc . However,
we will see that this can not happen if the action IhM(uh, A) over bounded intervals A
remains bounded. In this case our main result will be that in fact – up to subsequences
– uh converges weakly* in W
1,∞
loc to some stationary point u of IM .
Example 4.3.1 (Motion on the unit circle.) Suppose M = S1 ⊂ R2. Let Th = hZ,
m = 1 and V ≡ 0. Let ui = uh(ih). Then uh is stationary if
ui+1 + ui−1 ∈ Rui.
The easiest example is given by ui = (cos(iα), sin(iα)) where α = α(h) is ﬁxed. However,
if α  h, then |u˙| = |2 sin(α
2
)h−1| a.e. diverges.
But even if the trajectory behaves nicely initially, |u˙| does not have to remain bounded.
Let, e.g. ui = (cos(ih), sin(ih)) if i ≤ 0. For positive i, set ui = (cos((i− 2)h+π), sin((i−
2)h+π)) (see Fig. 4.1(b)) or, even worse, ui = (− cos(h), sin(h)), (−1, 0), (cos(h),− sin(h)), (1, 0)
for i ≡ 1, 2, 3, 4 mod 4, respectively (see Fig. 4.1(c)). In both cases u˙ blows up in W 1,∞
(and in H1).
(a) (b) (c)
Figure 4.1: Motion on the unit circle.
Lemma 4.3.2 Suppose u ∈ Xh is a stationary point of IhM , t∗ ∈ R, c > 0 is a constant
and V ∈ C2. Let A = (a, b) ∈ E be a suﬃciently small neighbourhood of t∗ and assume
that ‖u˙‖L∞(A,Rn) < c. Then there exists a constant C > 0 such that, for all u′ ∈ Xh with
‖u˙′‖L∞(A,Rn) ≤ c, |u′(a)− u(a)| ≤ ε and |u′(b)− u(b)| ≤ ε,
IhM(u
′, (a, b)) ≥ IhM(u, (a, b))− Ch− Cε.
Proof: For |b − a| small enough, the c|b − a|-neighbourhood of u(A) lies in the domain
U ⊂ M of a single chart ψ−1 : U → V ⊂ Rk, say. For curves v with values in V we deﬁne
J˜ = J˜ψ = I ◦ ψ as before and J by
J(v) := I(Nhψ(v)).
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Note that, for w ∈ Xh with nodal points wi ∈ M , the linear interpolation v of ψ−1(wi)
satisﬁes J(v) = Ih(w) and ‖v˙‖L∞(A,Rk) ≤ C‖w˙‖L∞(A,Rn).
Assume ﬁrst that a, b ∈ Th and that u′(a) = u(a), u′(b) = u(b). We have to show that,
for all piecewise aﬃne functions v′ with ‖v˙′‖L∞ ≤ c′ for some constant c′,
J(v′) ≥ J(v)− Ch,
where v = Nhψ
−1(u).
Let w be a piecewise aﬃne curve with values in V . Then by Taylor expansion∫ b
a
|Nhψ(w)− ψ(w)|2 dt ≤ Ch2
∥∥∥∥ ddtψ(w)
∥∥∥∥2
L∞(A,Rk)
≤ Ch2‖w˙‖2L∞(A,Rk)
and ∫ b
a
∣∣∣∣ ddt (Nhψ(w)− ψ(w))
∣∣∣∣2 dt ≤ Ch2 ∥∥∥∥ d2dt2ψ(w)
∥∥∥∥2
L∞(A,Rk)
= Ch2
∥∥∇2ψ(w)(w˙, w˙)∥∥2
L∞(A,Rk) ≤ Ch2‖w˙‖4L∞(A,Rk),
where d
2
dt2
ψ(w) is the absolute continuous part of the second derivative of ψ ◦ w. Thus, if
‖w˙‖L∞(A,Rk) is bounded,
|J(w)− J˜(w)| = |I(Nhψ(w))− I(ψ(w))|
=
∣∣∣∣∣
∫ b
a
∣∣∣∣ ddtNhψ(w)
∣∣∣∣2 − V (Nhψ(w)) dt− ∫ b
a
∣∣∣∣ ddtψ(w)
∣∣∣∣2 − V (ψ(w)) dt
∣∣∣∣∣ ≤ Ch.
We also need to compare the ﬁrst variations of J and J˜ . Let ϕ be a piecewise aﬃne curve
such that w(t) + rϕ(t) ∈ V for all t ∈ [a, b], r ∈ [0, 1]. Then
d
dr
∣∣∣∣
r=0
J˜(w + rϕ)
=
∫ b
a
m
(
d
dt
ψ(w)
)
·
(
d
dt
(∇ψ(w)ϕ)
)
−∇V (ψ(w))∇ψ(w)ϕdt
and
d
dr
∣∣∣∣
r=0
J(w + rϕ)
=
∫ b
a
m
(
d
dt
Nhψ(w)
)
·
(
d
dt
Nh[∇ψ(w)ϕ]
)
−∇V (Nhψ(w))Nh[∇ψ(w)ϕ] dt.
Now similar estimates as above show that∣∣∣∣∣ ddr
∣∣∣∣
r=0
J˜(w + rϕ)− d
dr
∣∣∣∣
r=0
J(w + rϕ)
∣∣∣∣∣ ≤ Ch.
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Now choose ϕ such that v+ϕ = v′. Since v is a stationary point of J , the above estimates
show that
J(v + ϕ)− J(v) ≥ J˜(v + ϕ)− J˜(v)− Ch
=
d
dr
∣∣∣∣
r=0
J˜(v + rϕ) +
∫ 1
0
(1− r) d
2
dr2
J˜(v + rϕ) dr − Ch
≥ d
dr
∣∣∣∣
r=0
J(v + rϕ) +
∫ 1
0
(1− r) d
2
dr2
J˜(v + rϕ) dr − Ch
=
∫ 1
0
(1− r) d
2
dr2
J˜(v + rϕ) dr − Ch.
But
d2
dr2
J˜(v + rϕ)
=
∫ b
a
m
∣∣∇ψ(v + rϕ) · ϕ˙+∇2ψ(v + rϕ)(v˙ + rϕ˙, ϕ)∣∣2
+m(∇ψ(v + rϕ) · (v˙ + rϕ˙))·
· (∇3ψ(v + rϕ)(v˙ + rϕ˙, ϕ, ϕ) + 2∇2ψ(v + rϕ)(ϕ˙, ϕ))
−∇2V (ψ(v + rϕ))(∇ψ(v + rϕ) · ϕ,∇ψ(v + rϕ) · ϕ)
−∇V (ψ(v + rϕ))∇2ψ(v + rϕ)(ϕ, ϕ) dt
≥
∫ b
a
C ′|ϕ˙|2 − C(|ϕ|+ |ϕ|2)|ϕ˙|2 − C(|ϕ|+ |ϕ|2)|ϕ˙| − C|ϕ|2 dt
for some C ′ > 0.
So if |b− a| and hence ‖ϕ‖L∞ is small enough, we have
d2
dr2
J˜(v + rϕ) ≥
∫ b
a
C ′
2
|ϕ˙|2 − C|ϕ| · |ϕ˙| − C|ϕ|2 dt ≥
∫ b
a
C ′
4
|ϕ˙|2 − C|ϕ|2 dt
≥
∫ b
a
C ′π2
4|b− a|2 |ϕ|
2 − C|ϕ|2 dt ≥ 0
by Poncare´’s inequality, which concludes the ﬁrst part of the proof.
Now in the general case we can choose a maximal interval (ah, bh) ⊂ (a, b) compatible
with Th and an aﬃne function lh such that v′(ah)+ lh(ah) = v(ah), v′(bh)+ lh(bh) = v(bh).
Then ‖lh‖W 1,∞ ≤ C(ε+ h) and so |J(v′+ lh, (ah, bh))− J(v′, (ah, bh))| ≤ C(ε+ h). By our
bounds on v′ and v we also have
|J(v′, (ah, bh))− J(v′, (a, b))|+ |J(v, (ah, bh))− J(v, (a, b))| ≤ Ch.
So by the ﬁrst part of the proof we obtain
J(v′, (a, b)) ≥ J(v′, (ah, bh))− Ch ≥ J(v′ + lh, (ah, bh))− Ch− Cε
≥ J(v, (ah, bh))− Ch− Cε ≥ J(v, (a, b)− Ch− Cε.
We now investigate the limiting behaviour of a sequence uh of stationary points of I
h
M .
Assuming that (uh) is locally bounded we clearly have that – for a subsequence – uh
∗
⇀ u
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in L∞loc for some u. However, as seen in Example 4.3.1, in general the limit u does not even
have to be continuous or to lie on the constraint manifold M . Note that in all these cases
the discrete action functional IhM(uh, A) blows up as h → 0 even over bounded intervals
A. To avoid such pathological limiting behaviour we will assume that action IhM(uh, A)
remains bounded for each A ∈ E . Then we can in fact prove a positive result:
Lemma 4.3.3 Let V ∈ C1 such that |V (s)| ≤ C(1+|s|2) and suppose that uh is a sequence
of stationary points for IhM such that |uh(0)| and, for each A ∈ E , IhM(uh, A) is bounded.
Then uh is bounded in W
1,∞
loc (R,R
n).
Proof: Let a < b. Using the elementary bounds
‖u‖L2((a,b),Rn) ≤
√
b− a|u(a)|+ (b− a)‖u˙‖L2((a,b),Rn) and
|u(t)| ≤ √1 + b− a
√
|u(a)|2 + ‖u˙‖2L2((a,b),Rn), t ∈ [a, b],
we see that
|u(t)| ≤ 2
√
|u(a)|2 + 1
m
I(u, (a, b))
for t ∈ [a, b], whenever b − a is so small that 8(1 + C)(b − a) ≤ m and (1 + b − a)(m +
8(b − a)) ≤ 4m. An analogous inequality holds with the roles of a and b interchanged.
So inductively we see that (uh) is bounded in L
∞
loc(R,R
n) and hence, by boundedness
of the actions, in H1loc(R,R
n). In particular, a suitable subsequence converges to some
continuous u uniformly on compact subsets of R.
Let A = (a, b) ∈ E and cover a neighbourhood of u([a, b]) with ﬁnitely many domains
U1, . . . , UN ⊂ M such that on each Uj
|y − x| ≤ |Px(y − x)|+ C ′|Px(y − x)|3 ∀x, y ∈ Uj,
where Px is the projection onto TxM . The discrete Euler-Lagrange equations yield
Pui
[
m
(
ui+1 − ui
ti+1 − ti −
ui − ui−1
ti − ti−1
)
+
∫ ti+1
ti
∇V (uh(t)) ti+1 − t
ti+1 − ti dt+
∫ ti
ti−1
∇V (uh(t)) t− ti−1
ti − ti−1 dt
]
= 0
and so∣∣∣∣Pui (ui+1 − uiti+1 − ti − ui − ui−1ti − ti−1
)∣∣∣∣ ≤ C|ti+1 − ti−1|.
Now if h is small enough, then for every i, the points ui−1, ui and ui+1 lie in a single
domain Uj, say. But then
|ui+1 − ui| ≤ |Pui(ui+1 − ui)|+ C ′|Pui(ui+1 − ui)|3
and thus∣∣∣∣ui+1 − uiti+1 − ti
∣∣∣∣ ≤ ∣∣∣∣ui − ui−1ti − ti−1
∣∣∣∣+ C(ti+1 − ti−1)
+ C ′(ti+1 − ti)2
(∣∣∣∣ui − ui−1ti − ti−1
∣∣∣∣+ C(ti+1 − ti−1))3 . (4.9)
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Since ‖u˙h‖L2(A,Rn) is bounded, there is a constant c, independent of h, such that
∣∣∣ui0−ui0−1ti0−ti0−1 ∣∣∣ ≤
c for some i0 = i0(h) with ti0 ∈ A. Set γi :=
∣∣∣ui−ui−1ti−ti−1 ∣∣∣, fi := C(ti−ti−2), gi := C ′(ti−ti−1)2.
Then (4.9) reads
γi+1 ≤ γi + fi+1 + gi+1(γi + fi+1)3, γi0 ≤ c.
For i ≥ i0 with ti ≤ b+ h we let
Fi =
i∑
j=i0+1
fj and Gi =
i∑
j=i0+1
gj
and claim that, for small h,
γi ≤ c+ Fi +Gi(c+ Fi + 1)3. (4.10)
This can be easily seen by induction on i. The case i = i0 is clear. If (4.10) holds for
i ≥ i0, then
γi+1 ≤ γi + fi+1 + gi+1(γi + fi+1)3
≤ c+ Fi+1 +Gi(c+ Fi + 1)3 + gi+1
(
c+ Fi+1 +Gi(c+ Fi + 1)
3
)3
!≤ c+ Fi+1 +Gi+1(c+ Fi+1 + 1)3,
and the last inequality follows if
gi+1
(
c+ Fi+1 +Gi(c+ Fi + 1)
3
)3
≤ gi+1(c+ Fi+1 + 1)3,
i.e. if Gi(c+ Fi + 1)
3 ≤ 1. But this is satisﬁed for small h because
Fi = C
i∑
j=i0+1
(tj − tj−2) = C(ti + ti−1 − ti0 − ti0−1) ≤ C(b− a+ 2h) (4.11)
and
Gi = C
′
i∑
j=i0+1
(tj − tj−1)2 ≤ C ′ max
i0+1≤j≤i
(tj − tj−1) ·
i∑
j=i0+1
(tj − tj−1)
≤ C ′h(b− a+ h).
(4.12)
Now applying (4.11) and (4.12) to (4.10), we see that in fact |u˙h| ≤ C on [ti0−1, b]. A
similar argument yields that |u˙h| is bounded on [a, ti0 ], too, which concludes the proof.
We are now in a position to state and prove our main result on the limiting behaviour of a
sequence of discrete trajectories. Note, in particular, that we also have strong convergence
of the velocities.
Theorem 4.3.4 Assume that V ∈ C2 satisﬁes |V (s)| ≤ C(1 + |s|2). Suppose uh is a
sequence of stationary points for IhM such that |uh(0)| and IhM(uh, A) are bounded uniformly
in h for all A ∈ E. Then there exists a subsequence such that uh ∗⇀ u in W 1,∞loc (R,Rn),
uh → u in W 1,ploc (R,Rn) for all 1 ≤ p < ∞ and u is a stationary point of IM .
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Proof: By Lemma 4.3.3, (uh) is weak*-precompact inW 1,∞loc (R,R
n), so it has a convergent
subsequence (not relabelled) uh
∗
⇀ u (and in particular uh → u uniformly on compact
subsets of R). Let A ∈ E . By Proposition 4.2.1
∞ > lim inf
h→0
IhM(uh, A) ≥ IM(u,A).
In order to prove that u is a stationary point of IM we will show that, for every t
∗ ∈ R, u
is in fact a W 1,∞-local minimiser of IM(·, A) with respect to its own boundary values on
A whenever A = (a, b) is a suﬃciently small neighbourhood of t∗. By density this implies
that u is a stationary point of IM(·, A).
Let u˜ be a curve with u˜(a) = u(a), u˜(b) = u(b) and ‖u˜ − u‖W 1,∞(A) suﬃciently small.
Choose a recovery sequence u˜h for u˜ as in the proof of Proposition 4.2.1 such that u˜h → u˜
uniformly on A. Note that by Remark 4.2.4 we may assume that ‖ ˙˜uh‖L∞(A,Rn) is bounded
independently of h. Since uh → u and u˜h → u˜ uniformly on A,
|u(a)− u˜(a)|, |u(b)− u˜(b)| ≤ ε(h)
for some ε(h) → 0 as h → 0. But then, if |b − a| is suﬃciently small, we obtain from
Lemma 4.3.2
IM(u˜, A) = lim
h→0
IhM(u˜h, A) ≥ lim sup
h→0
(
IhM(uh, A)− Ch− Cε(h)
)
≥ lim inf
h→0
(
IhM(uh, A)− Ch− Cε(h)
) ≥ IM(u,A),
which proves the local minimality of u.
Setting u˜ = u, the above argument shows that limh I
h
M(uh, A) = IM(u,A), whence
IM(u,A) = lim
h→0
∫
A
m
2
(|u˙|2 + 2u˙ · (u˙h − u˙) + |u˙h − u˙|2)− V (uh) dt
= IM(u,A) + 0 + lim
h→0
‖u˙h − u˙‖2L2 .
But then u˙h → u˙ in L2(A,Rn) and so, u˙h being bounded in L∞(A,Rn), u˙h → u˙ in
Lp(A,Rn) for all 1 ≤ p < ∞.
4.4 Numerical examples
In this section, the statements of Theorem 4.3.4 will be illustrated by means of numerical
examples. The discrete path {ui}Ni=0 ⊂ Xh of a mechanical system is determined as a
stationary point of the constrained discrete action functional IhM . According to (4.2), the
stationary points are characterised by
∇2Ld(ui−1, ui) +∇1Ld(ui, ui+1) ⊥ TuiM. (4.13)
In the sequel it is assumed that the triangulation Th is equispaced, and the constant
time step is denoted by h = ti+1 − ti. There are several methods for the implementation
of an algorithm that ﬁnds discrete paths matching condition (4.13). Assume that the
constraint manifold is speciﬁed by the holonomic constraint functions g(u) = 0 ∈ Rm,
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m = n− k, in particular if zero is a regular value of the constraints, then = g−1(0) = M
is a k-dimensional submanifold of Rn. Let G(u) = ∇g(u) denote the Jacobian of the
constraints, then Rn = TuiM ⊕ (TuiM)⊥ = null(G(u))⊕ range(GT (u)). Thus it is possible
to use the Lagrange multiplier method to ﬁnd appropriate paths. The corresponding
discrete Euler-Lagrange equations then read
∇2Ld(ui−1, ui) +∇1Ld(ui, ui+1) + hGT (ui) · λi = 0,
g(ui+1) = 0.
(4.14)
Since the vector of Lagrange multipliers λi ∈ Rm has to be determined as a variable
by the algorithm, the system has to be augmented by the constraint equations (4.14)2
and is then n + m-dimensional. Being a two-step method, the algorithm (4.14) is not
self-starting. From given initial conﬁguration u0 and initial conjugate momentum p0, the
conﬁguration u1 (and the Lagrange multiplier λ0) can be calculated via the constrained
discrete Legendre transform
p0 +∇1Ld(u0, u1) + h2GT (u0) · λ0 = 0,
g(u1) = 0.
in a way that is consistent with the constrained dynamics.
Alternatively, the discrete null space method can be used. Besides leading to a k-
dimensional system of equations, it also bears the advantage of removing the conditioning
problems associated with the use of the Lagrange multiplier method. The discrete null
space method relies on a transformation of (4.14) in two steps. First of all, (4.14)1 is
premultiplied with the transpose of the null space matrix P (u) : Rk → TuM , having the
property range(P (u)) = null(G(u)). Secondly, (4.14)2 is redundantised introducing the
nodal reparametrisation ui+1 = Fd(wi+1, ui) ∈ M . The resulting time-stepping scheme
P T (ui) · [∇2Ld(ui−1, ui) +∇1Ld(ui, Fd(wi+1, ui))] = 0 (4.15)
has to be solved for wi+1 whereupon the redundant conﬁguration variable can be updated
using the nodal reparametrisation Fd. A consistent conﬁguration u1 can be found from
the equation
P T (u0) · [p0 +∇1Ld(u0, Fd(w1, u0))] = 0.
It is important to note that (4.15) and (4.14) are equivalent and both schemes are vari-
ational. See [Leye 08b] for a detailed investigation of the discrete null space method
for the variational integration of constrained dynamical systems. Previous works on the
discrete null space method in conjunction with an energy-momentum conserving scheme
are [Bets 05,Bets 06,Leye 08a].
In the following examples, the midpoint rule has been used to approximate the integral
of the potential energy over one time step in the discrete Lagrangian given in (4.1), thus
the discrete Lagrangian reads
Ld(ui, ui+1) =
m
2
(ui+1 − ui)2
h
− hV
(
ui+1 + ui
2
)
. (4.16)
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Using the variational integrator with Lagrange multipliers for constraint enforcement
(4.14), the resulting implicit scheme is similar to the SHAKE algorithm. However, SHAKE
is based on a trapezoidal rule (instead of the midpoint rule) yielding the evaluation of
the potential gradient at one given conﬁguration only, which can have unfavourable con-
sequences on the robustness of simulations, in particular in the context of stiﬀ nonlinear
elasticity problems as beam dynamics. In contrast to the so far mentioned algorithms that
enforce conﬁguration constraints only, the velocity Verlet integrator RATTLE enforces the
temporally diﬀerentiated form of the constraints on velocity level as well, see [Ande 83].
4.4.1 Double spherical pendulum
The motion of a double spherical pendulum in three dimensional space has been simu-
lated using the discrete null space method, i.e. (4.15) is solved to determine the stationary
points of the constrained discrete action functional IhM . The double spherical pendulum
in Figure 4.2 is suspended at the origin of the inertial frame {eI}. Massless rigid rods
of lengths l1, l2 ∈ R connect the masses m1,m2 ∈ R to each other and to the origin, re-
spectively. The gravitational acceleration with value g points in the negative e3-direction.
The conﬁguration variable u ∈ R6 is composed of the placement in space u1 ∈ R3 of the
ﬁrst mass and the placement u2 ∈ R3 of the second mass m2 ∈ R relative to the ﬁrst one.
The constraints represent the constancy of the lengths of the rigid rods. They restrict
possible conﬁgurations to the constraint manifold M = S2l1×S2l2 consisting of two spheres,
one about the origin with radius l1 and one about the ﬁrst mass with radius l2.
Figure 4.2: Double spherical pendulum.
In the simulation of the double spherical pendulum’s motion, the following parameters
have been used. The masses are m1 = 10 and m2 = 5 and the rigid rods have the lengths
l1 = 1 and l2 = 1.5. The gravitational acceleration is given by g = 9.81. The initial
positions of the point masses are u1(0) = l1e1 and u
2(0) = l2e1 and initial velocities
are given by u˙1(0) = e2 and u˙
2(0) = e3. These initial velocities are consistent with the
constraints, i.e. they lie in the tangent space Tu0M . The considered motion takes place
in the time interval A¯ = [0, 10].
Snapshots of the motion of the double spherical pendulum are shown in Figure 4.3 on the
left. The diagram on the right conﬁrms the algorithmic conservation of the component
L3 of the angular momentum corresponding to the gravitational direction. Furthermore,
the good energy behaviour of the variational integrator is revealed by the evolution of the
total energy which appears to be conserved. In fact, the total energy oscillates around
the correct value with amplitudes in the range of 10−3.
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Table 4.1 shows that for the considered example, velocities are indeed bounded indepen-
dently of h.
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Figure 4.3: Double spherical pendulum: snapshots of the motion and energy and components of angu-
lar momentum L = Liei (h = 10−5).
h max
tj∈{ti}Ni=0
||u˙h(tj)||
10−1 14.437579674951671
10−2 11.992045771547241
10−3 11.979460050283279
10−4 11.979355188823591
10−5 11.979353929835233
Table 4.1: Double spherical pendulum: boundedness of velocity.
A reference solution uhref has been calculated using the time step href = 10
−5. The
convergence statement of Theorem 4.3.4 is illustrated by Figure 4.4. It reveals the well
known fact that variational integrators based on a discrete Lagrangian given in (4.16) are
second order convergent also holds for constrained problems.
4.4.2 Three-bar swing
The second example deals again with the swing from Chapter 3 shown in Fig. 3.16.
Here, the example illustrates that Theorem 4.3.4 is applicable in the presence of highly
nonlinear elastic behaviour where, despite the fact that the elastic energy is given by a
fourth order term in the conﬁguration variables, V satisﬁes the quadratic energy bound
|V (s)| ≤ C(1 + |s|2) in a neighbourhood of the constraint manifold M .
Convergence of conﬁguration and velocity to reference solution is visible in Fig. 4.5. Fur-
thermore, boundedness of the velocities can be observed from Table 4.2.
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Figure 4.4: Double spherical pendulum: second order convergence to reference solution for h ∈
[10−1, . . . , 10−4].
h max
tj∈{ti}Ni=0
||u˙h(tj)||
10−2 21.264358970618083
5 · 10−3 21.502895414634740
10−3 29.211974341839312
5 · 10−4 29.414409469970764
10−4 28.986258982641335
5 · 10−5 28.970130936433204
10−5 28.964966706946093
Table 4.2: Three-bar swing: boundedness of velocity.
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Figure 4.5: Three-bar swing: convergence of conﬁguration and velocity to reference solution for h ∈
[10−2 . . . , 5 · 10−5].

5 Discrete mechanics and optimal control for
constrained systems
5.1 Introduction
This work combines two recently developed methods, namely the discrete null space
method which is suitable for the accurate, robust and eﬃcient time integration of con-
strained dynamical systems (in particular for multibody dynamics) and an approach to
discrete mechanics and optimal control (DMOC) based on a discretisation of the Lagrange-
d’Alembert principle, see also [Leye 09b]. The new method’s acronym is DMOCC. The
idea of this combination has been introduced brieﬂy in [Leye 07] and is investigated in
detail for three-dimensional multibody systems consisting of rigid bodies interconnected
by joints in this work.
From various available methods used to enforce holonomic constraints in the framework
of the Hamiltonian or Lagrangian formalism (see e.g. [Bert 95,Luen 84] and for a compu-
tational approach [Leye 04]), the focus in this chapter is on two methods yielding exact
constraint fulﬁlment, the Lagrange multiplier method and a null space method, described
in, for example, [Benz 05].
Because of the relatively simple structure of the evolution equations derived from the
Lagrange multiplier method, their temporal discrete form can be derived easily using
mechanical integrators as demonstrated among others in [Bets 02a,Gonz 99,Wend 97].
However, the presence of Lagrange multipliers amongst the set of unknowns enlarges the
number of equations and causes the discrete system to be ill-conditioned for small time
steps as reported (amongst others) by [Petz 86, Hair 89]. In contrast to this undesir-
able situation, the use of a speciﬁc null space method, especially in conjunction with a
reparametrisation in generalised coordinates, has the advantageous property of a small
dimensional system of equations. On the other hand, these evolution equations have a
highly complicated structure, causing the derivation of their temporal discrete form to be
expensive and therefore, in most cases, not recommended [Leim 04,Rhei 97].
A remedy for these diﬃculties is found in the discrete null space method introduced
in [Bets 05], which proposes a reversal of two of the main steps when designing a speciﬁc
numerical method. In the ﬁrst step, the discrete form of the simple structured DAEs
resulting from the use of the Lagrange multiplier method is derived using a mechanical
integrator, e.g. an energy-momentum conserving integrator [Bets 02a,Gonz 99] or a vari-
ational integrator leading to a symplectic-momentum conserving scheme [Wend 97]. For
forced systems, both methods correctly compute the change in momentum maps. Then,
in the second step, the transition to the reduced scheme and ﬁnally the nodal reparametri-
sation are performed in the temporal discrete setting in complete analogy to the procedure
described in the continuous case according to the discrete null space method. The result-
ing time stepping scheme performs excellently in all relevant categories. First of all, it
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yields the smallest possible dimension for the system of equations, promising lower com-
putational costs than other schemes. Secondly, it is second order accurate and inherits the
conservation properties from the constrained scheme and thirdly, the condition number of
the scheme is independent of the time step. Summarising, the discrete null space method
is especially suited for the accurate simulation of large dimensional systems subject to
a large number of constraints. In particular the resulting equations lend themselves as
dynamic constraints in an optimisation algorithm since their dimension is minimal, thus
only the exactly required number of unknowns has to be determined.
To ﬁnd local solutions of nonlinear optimal control problems consisting of a given ob-
jective functional and equations describing the underlying dynamics of the system, a
numerical method falling into the class of direct methods is used here. Thereby, the state
and control variables are discretised directly in order to transform the optimal control
problem into a ﬁnite dimensional nonlinear constrained optimisation problem that can
be solved by standard nonlinear optimisation techniques such as sequential quadratic
programming (see [Gill 97, Schi 80]). In contrast to other methods like, e.g. shoot-
ing [Stoe 02,Kraf 85,Hick 71], multiple shooting [Deuf 74,Bock 84], or collocation meth-
ods [Stry 91,Bieg 84], relying on a direct integration of the associated ordinary diﬀeren-
tial equations parametrised by states and controls or the controls only (see also [Bett 98]
and [Bind 01] for an overview of the current state of the art), a recently developed method
DMOC (Discrete Mechanics and Optimal Control, see [Ober 08, Jung 05a]) is used here.
It is based on the discretisation of the variational structure of the mechanical system
directly. In the context of variational integrators, as in [Mars 01], the discretisation of
the Lagrange-d’Alembert principle leads to structure preserving time stepping equations
which serve as equality constraints for the resulting ﬁnite dimensional nonlinear optimi-
sation problem. In [Jung 05a, Jung 05b, Jung 06] DMOC was ﬁrst applied to low orbital
thrust transfers and the optimal control of formation ﬂying satellites including an algo-
rithm that exploits a hierarchical structure of that problem.
In this work, DMOC is used to ﬁnd optimal trajectories of state and control variables
for systems of rigid bodies subject to joint constraints. Each rigid body is viewed as a
constrained continuum, i.e. it is described in terms of redundant coordinates subject to
holonomic constraints [Bets 01b,Reic 96]. This is in contrast to rotation based approaches
taken e.g. in [Krys 06, Bou 09]. Here, the equations of motion assume the form of
DAEs with a constant mass matrix. Their temporal discrete form can be derived and
reduced according to the discrete null space method. This procedure has the advantage
of circumventing the diﬃculties associated with rotational parameters [Bauc 03] and it
can be generalised easily to the modelling of geometrically exact beams and shells and
to multibody systems consisting of theses structures as developed in [Leye 06b,Bets 06,
Leye 08a].
The combination of the two proposed methods involves several speciﬁc beneﬁts. First of
all, the discrete dynamics equation constraining the optimal control problem in DMOC
can be formulated easily. Using the discrete Lagrange-d’Alembert principle, they are
derived as the discrete analogue to the simple structured evolution equations where the
conﬁguration constraints are enforced using Lagrange multipliers. Secondly, the discrete
null space method reduces the dynamics constraints to the smallest possible number of
equations and variables which leads to lower computational costs for the optimisation
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algorithm. Thirdly, the beneﬁt of exact constraint fulﬁlment and correct computation
of the change in momentum maps is guaranteed by the optimisation algorithm. These
beneﬁts are important, especially for high dimensional rigid body systems with joint
constraints.
An outline of the chapter is as follows. Section 5.2 ﬁxes the formulation of the continuous
optimal control problem of constrained dynamics which is formulated in the discrete set-
ting in Section 5.3. Techniques for rigid body systems are set up in Section 5.4. The main
contribution is contained in Section 5.5 and Section 5.6. In particular, actuating forces
being consistent with the speciﬁc joint constraints are given in Section 5.5 and structure
preservation of the resulting time stepping scheme is proved. Section 5.6 applies the the-
ory developed in the chapter to the optimal control of multibody systems. Numerical
examples from the ﬁeld of satellite reorientation manoeuvres and biomotion as well as a
comparison to existing methods are presented in Section 5.7.
5.2 Constrained dynamics and optimal control
This section derives the equations of motion for forced holonomically constrained systems;
these equations are to be fulﬁlled as constraints in the optimisation problem. The transfor-
mation of the diﬀerential algebraic equations by the null space method with reparametri-
sation, and in particular the equivalence of the resulting equations of motion, is described
in detail in Chapter 3 (see also [Leye 08b]) for conservative systems.
Consider an n-dimensional mechanical system with the time-dependent conﬁguration vec-
tor q(t) ∈ Q and velocity vector q˙(t) ∈ Tq(t)Q, where t ∈ [t0, tN ] ⊂ R denotes the time
and n,N ∈ N. Let the conﬁguration be constrained by the function g(q) = 0 ∈ Rm
with constraint manifold C = {q ∈ Q | g(q) = 0} and inﬂuenced by the force ﬁeld f :
Rn−m × TQ → T ∗Q.
The optimisation problem The goal is to determine the optimal trajectory and force
ﬁeld, such that the system is moved from the initial state (q0, q˙0) ∈ TC to the ﬁnal state
(qN , q˙N) ∈ TC, obeying the equations of motion and at the same time, the objective
functional
J(q, q˙,f) =
∫ tN
t0
B(q, q˙,f) dt (5.1)
is to be minimised. Here, B(q, q˙,f) : TC × T ∗Q → R is a given cost function.
The constrained Lagrange-d’Alembert principle As already mentioned, the motion
has to obey the equations of motion which, in the present case, are based on a constrained
version of the Lagrange-d’Alembert principle (see e.g. [Mars 94]), which requires that
δ
∫ tN
t0
[
L(q, q˙)− gT (q) · λ] dt+ ∫ tN
t0
f · δq dt = 0 (5.2)
for all variations δq ∈ TQ vanishing at the endpoints and δλ ∈ Rm. The Lagrangian
L : TQ → R equals the kinetic energy 1
2
q˙T ·M · q˙ including the consistent mass matrix
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M ∈ Rn×n minus a potential function V : Q → R. Furthermore, λ(t) ∈ Rm represents
the vector of time dependent Lagrange multipliers. The last term represents the virtual
work resulting from the force ﬁeld. The constrained Lagrange-d’Alembert principle (5.2)
leads to the diﬀerential-algebraic system of equations of motion
∂L(q, q˙)
∂q
− d
dt
(
∂L(q, q˙)
∂q˙
)
−GT (q) · λ+ f = 0
g(q) = 0,
(5.3)
where G(q) = Dg(q) denotes the Jacobian of the constraints. The vector −GT (q) · λ
represents the constraint forces that prevent the system from deviations oﬀ the constraint
manifold.
The null space method Assuming that the constraints are independent, for every
q ∈ C the basis vectors of TqC form an n×(n−m) matrix P (q) with corresponding linear
map P (q) : Rn−m → TqC. This matrix is called null space matrix, since range (P (q)) =
null (G(q)) = TqC. Thus, a premultiplication of the diﬀerential equation (5.3)1 by P
T (q)
eliminates the constraint forces including the Lagrange multipliers from the system.
Reparametrisation For many applications, it is possible to ﬁnd a local parametrisation
of the constraint manifold F : U ⊆ Rn−m → C in terms of independent generalised
coordinates u ∈ U . Then the Jacobian DF (u) of the coordinate transformation plays
the role of a null space matrix. Since the constraints (5.3)2 are fulﬁlled automatically
by the reparametrised conﬁguration variable q = F (u), the system is reduced to n −m
second order diﬀerential equations
P T (q) ·
[
∂L(q, q˙)
∂q
− d
dt
(
∂L(q, q˙)
∂q˙
)
+ f
]
= 0. (5.4)
Due to the presence of constraints, the forces f are not independent. They can be calcu-
lated in terms of the time dependent generalised control forces τ (t) ∈ T ∗U . Consequently,
there are n−m independent generalised forces acting on the generalised degrees of free-
dom. These can be calculated as τ =
(
∂F
∂u
)T · f , see e.g. [Gold 02]. On the other hand, a
redundant force vector f ∈ T ∗Q can be computed via
f = BT (q) · τ , (5.5)
with the n× (n−m) conﬁguration dependent input transformation matrix BT : T ∗U →
T ∗Q. Thereby, the choice of the transformation matrix must ensure consistency of mo-
mentum maps in the sense that they change only and exactly according to the generalised
force.
Thus, the optimal control of constrained dynamics gives rise to the optimisation problem
in Lagrange form consisting of the optimisation of the objective function (5.1) subject to
the reduced equations of constrained motion (5.4).
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5.3 Constrained discrete dynamics and optimal control
Analogous steps are performed in the temporal discrete variational setting to derive the
forced constrained discrete Euler-Lagrange equations and their reduction to minimal di-
mension. Corresponding to the conﬁguration manifold Q, the discrete phase space is de-
ﬁned by Q×Q which is locally isomorphic to TQ. For a constant time step h ∈ R, a path
q : [t0, tN ] → Q is replaced by a discrete path qd : {t0, t0 + h, , . . . , t0 + Nh = tN} → Q,
N ∈ N, where qn = qd(tn) is viewed as an approximation to q(tn) at tn = t0 + nh.
Similarly, λn = λd(tn) approximates the Lagrange multipliers, while the force ﬁeld f is
approximated by two discrete forces f−n ,f
+
n : T
∗U × Q → T ∗Q in a way that respects
work, as is explained below.
Discrete constrained Lagrange-d’Alembert principle According to the derivation
of variational integrators for constrained dynamics in Chapter 3 (see also [Leye 08b]),
the action integral in (5.2) is approximated in a time interval [tn, tn+1] using the discrete
Lagrangian Ld : Q×Q → R and the discrete constraint function gd : Q → R via
Ld(qn, qn+1)− 1
2
gTd (qn) ·λn −
1
2
gTd (qn+1) ·λn+1 ≈
∫ tn+1
tn
L(q, q˙)− gT (q) ·λ dt. (5.6)
Among various possible choices to approximate this integral, in this work the midpoint
rule is used for the Lagrangian, i.e.
Ld(qn, qn+1) = hL
(
qn+1 + qn
2
,
qn+1 − qn
h
)
(5.7)
and for the constraints gTd (qn) = hg
T (qn) is used. Likewise, the virtual work is approxi-
mated by
f−n · δqn + f+n · δqn+1 ≈
∫ tn+1
tn
f · δq dt, (5.8)
where f+n ,f
−
n are called the left and right discrete forces, respectively. They are speciﬁed
in (5.11).
The discrete version of the constrained Lagrange-d’Alembert principle (5.2) requires the
discrete path {qn}Nn=0 and multipliers {λn}Nn=0 to fulﬁl
δ
N−1∑
n=0
Ld(qn, qn+1)− 1
2
gTd (qn) ·λn −
1
2
gTd (qn+1) ·λn+1 +
N−1∑
n=0
f−n · δqn + f+n · δqn+1 = 0
for all variations {δqn}Nn=0 and {δλn}Nn=0 with δq0 = δqN = 0, which is equivalent to the
constrained forced discrete Euler-Lagrange equations
D2Ld(qn−1, qn) +D1Ld(qn, qn+1)−GTd (qn) · λn + f+n−1 + f−n = 0
g(qn+1) = 0
(5.9)
for n = 1, . . . , N − 1, where Gd(qn) denotes the Jacobian of gd(qn). Note that the time
stepping scheme (5.9) has not been deduced by discretising (5.3), but rather via a discrete
variational principle.
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Figure 5.1: Relation of redundant forces f+n−1,f
−
n to discrete generalised forces τn−1, τn.
The discrete null space method Analogous to the continuous case, to eliminate the
discrete constraint forces from (5.9), a discrete null space matrix fulﬁlling range (P (qn)) =
null (Gd(qn)) is employed. Premultiplying (5.9)1 by the transposed discrete null space
matrix cancels the constraint forces; i.e. the Lagrange multipliers are eliminated from the
set of unknowns and the system’s dimension is reduced to n.
Nodal reparametrisation As in the continuous case, a reduction of the system to the
minimal possible dimension can be accomplished by a local reparametrisation of the con-
straint manifold in the neighbourhood of the discrete conﬁguration variable. At the time
nodes, qn is expressed in terms of the discrete generalised coordinates un ∈ U ⊆ Rn−m
by the map F : U ⊆ Rn−m ×Q → C, such that the constraints are fulﬁlled.
qn = F (un, qn−1) with g(qn) = g(F (un, qn−1)) = 0 (5.10)
The discrete generalised control forces are assumed to be constant in each time interval,
see Figure 5.1. First of all, the eﬀect of the generalised forces acting in [tn−1, tn] and in
[tn, tn+1] is transformed to the time node tn via τ
+
n−1 =
h
2
τn−1 and τ−n =
h
2
τn. Secondly,
the components of the discrete force vectors f+n−1,f
−
n ∈ T ∗qnQ can be calculated similar
to (5.5) as
f+n−1 = B
T (qn) · τ+n−1 f−n = BT (qn) · τ−n
fn = f
+
n + f
−
n fd = {fn}N−1n=0 .
(5.11)
Thus f+n−1 denotes the eﬀect of the generalised force τn−1 acting in [tn−1, tn] on qn while
f−n denotes the eﬀect on qn of τn acting in [tn, tn+1].
Insertion of the nodal reparametrisation for the conﬁguration (5.10) into the scheme
redundantises (5.9)2. The resulting scheme
P T (qn) ·
[
D2Ld(qn−1, qn) +D1Ld(qn,F (un+1, qn)) + f+n−1 + f
−
n
]
= 0 (5.12)
has to be solved for un+1 whereupon qn+1 is obtained from (5.10). (5.12) is equivalent
to the constrained scheme (5.9), thus it also has the key properties of exact constraint
fulﬁlment, symplecticity and momentum consistency, i.e. any change in the value of a
momentum map reﬂects exactly the applied forces as will be shown in Section 5.7. When
no load is present, momentum maps are conserved exactly. While the constrained scheme
(5.9) becomes increasingly ill-conditioned for decreasing time steps, the condition number
of (5.12) is independent of the time step.
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Boundary conditions In the next step, the boundary conditions q(t0) = q0, q˙(t0) = q˙0
and q(tN) = q
N , q˙(tN) = q˙
N have to be formulated in the discrete setting. Let q00 ∈ C
be a ﬁxed reference conﬁguration, relative to which the initial conﬁguration is computed
as q0 = F (u0, q00). To prescribe an initial conﬁguration at t0, one can request u0 = u
0.
If an absolute reparametrisation is used, i.e. (5.10) is changed to qn = F (un, q00), then
uN = u
N deﬁnes the ﬁnal conﬁguration qN uniquely (see Sections 5.7.2 and 5.7.3 for
examples). However, for the relative reparametrisation (5.10), n − m independent ﬁnal
conﬁguration conditions have to be identiﬁed with the function D : Q × Q → Rn−m
depending on the speciﬁc system under consideration. Since in the present formulation
of constrained forced discrete variational dynamics on Q×Q, velocities are not properly
deﬁned, the velocity conditions have to be transformed into conditions on the conjugate
momenta, which are deﬁned at each and every time node using the discrete Legendre
transform. Three diﬀerent versions have been deﬁned in Chapter 3 (see also [Leye 08b]) for
the conservative case. Now, the presence of forces at the time nodes has to be incorporated
into that transformation leading to the constrained forced discrete Legendre transforms
Fcf
−
Ld : Q×Q → T ∗Q and Fcf+Ld : Q×Q → T ∗Q reading
Fcf
−
Ld : (qn, qn+1) → (qn,p−n ) p−n = −D1Ld(qn, qn+1) +
1
2
GTd (qn) · λn − f−n
Fcf
+
Ld : (qn−1, qn) → (qn,p+n ) p+n = D2Ld(qn−1, qn)−
1
2
GTd (qn) · λn + f+n−1.
(5.13)
As in the conservative case, the time stepping scheme (5.9)1 can be interpreted as match-
ing of momenta p+n − p−n = 0 such that along the discrete trajectory, there is a unique
momentum at each time node n which can be denoted by pn. However, just as the appear-
ance of Lagrange multipliers is avoided in the discrete equations of motion (5.12), their
presence in the initial and ﬁnal momentum conditions complicates matters unnecessarily.
A formula to recover the Lagrange multipliers from the discrete trajectory in a post pro-
cessing step can be found in Chapter 3 (see also [Leye 08b]). The following versions of
the discrete Legendre transforms do not use Lagrange multipliers. The projected discrete
Legendre transforms QFcf
−
Ld : Q×Q → η
(
T ∗qnC
)
and QFcf
+
Ld : Q×Q → η
(
T ∗qnC
)
read
Qp−n = Q(qn) ·
[−D1Ld(qn, qn+1)− f−n ] Qp+n = Q(qn) · [D2Ld(qn−1, qn) + f+n−1] ,
(5.14)
where Q(qn) is given by Q = In×n−GTd ·
[
Gd ·M−1 ·GTd
]−1
Gd ·M−1 and fulﬁls Q(qn) ·
GTd (qn) = 0n×m. Note that for the constrained discrete Legendre transforms and for
the projected discrete Legendre transforms, the output is an n-dimensional momentum
vector. In the projected case, it lies in the (n − m)-dimensional submanifold η (T ∗qnC)
being the embedding of T ∗qnC into T
∗
qnQ. Yet another possibility is to compute an (n−m)-
dimensional momentum vector by projecting with the discrete null space matrix. The
reduced discrete Legendre transforms PFcf
−
Ld : Q × Q → T ∗U and PFcf+Ld : Q × Q →
T ∗U are given by
Pp−n = P
T (qn)·
[−D1Ld(qn, qn+1)− f−n ] Pp+n = P T (qn)·[D2Ld(qn−1, qn) + f+n−1] .
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This version is most appropriate to be used as a constraint in the optimisation problem,
since it yields the minimal number of independent conditions, while conditions formulated
using (5.14) are redundant and (5.13) involves the Lagrange multipliers.
Note that according to the range of the projection, Qpn fulﬁls the constraints on the
momentum level; i.e., hd(qn,
Q pn) = G (qn) ·M−1 ·Q pn = 0 while this is not in general
the case for pn. This question is superﬂuous for
Ppn.
Prescribed initial and ﬁnal velocities of course should be consistent with the constraints
on velocity level. Using the standard continuous Legendre transform FL : TC → T ∗C
FL : (q, q˙) → (q,p) = (q, D2L(q, q˙))
yields momenta which are consistent with the constraints on momentum level as well.
With these preliminaries, the velocity boundary conditions are transformed to the fol-
lowing conditions on momentum level: p(t0) = D2L(q(t0), q˙(t0)) = p
0 and p(tN) =
D2L(q(tN), q˙(tN)) = p
N , respectively. Then, p0 = p−0 and p
N = p+N are the correspond-
ing conditions on the discrete level which read in detail
P T (q0) ·
[
D2L(q0, q˙0) +D1Ld(q0, q1) + f
−
0
]
= 0
P T (qN) ·
[
D2L(qN , q˙N)−D2Ld(qN−1, qN)− f+N−1
]
= 0.
(5.15)
The discrete constrained optimisation problem Now the optimal control problem
for the constrained discrete motion can be formulated. To begin with, an approximation
Bd(qn, qn+1,fn) ≈
∫ tn+1
tn
B(q, q˙,f) dt
of the continuous objective functional (5.1) has to be deﬁned. As with the approximations
(5.7), the midpoint rule is used:
Bd(qn, qn+1,fn) = hB
(
qn+1 + qn
2
,
qn+1 − qn
h
,fn
)
.
This yields the discrete objective function
Jd(qd,fd) =
N−1∑
n=0
Bd(qn, qn+1,fn), (5.16)
where the discrete conﬁgurations and forces are expressed in terms of their corresponding
independent generalised quantities ud = {un}Nn=0 and τd = {τn}N−1n=0 , respectively. Alter-
natively, a new objective function can be formulated directly in the generalised quantities
J¯d(ud, τd) =
N−1∑
n=0
B¯d(un,un+1, τn) (5.17)
depending on the desired interpretation of the optimisation problem. In any case, (5.16)
or (5.17) has to be minimised with respect to ud, τd subject to the initial and ﬁnal conﬁgu-
ration constraints u0−u0 = 0, D(qN , qN) = 0, the initial and ﬁnal momenta constraints
(5.15), and the discretised dynamics (5.12).
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Accuracy and efﬁciency The order of approximation of the discrete Lagrangian and
the discrete virtual work given in (5.7) and (5.8), respectively, determines the accuracy
and the order of convergence of the optimal control method. In general, one uses poly-
nomial approximations to the trajectories and numerical quadrature to approximate the
integrals. Then, the order of the discrete Lagrangian and the discrete virtual work is
given by the order of the quadrature rule in use. In [Ober 08,Ober 10] it is shown for
DMOC (unconstrained dynamics) that a discrete Lagrangian and discrete virtual work
of order κ lead to an optimal control scheme of order κ.1 That means, the state and
control trajectories as well as the Lagrange multipliers resulting from the Pontryagin
Maximum Principle are approximated with an accuracy of O(hκ). This is in contrast to
other schemes, e.g. standard Runge-Kutta or collocation methods, where the approxima-
tion of the Lagrange multipliers may be of one or more orders less and is a result of the
symplectic nature of the underlying discretisation.
When accuracy is improved by increasing the number of discretisation points, an imple-
mentation on conﬁguration level Q × Q only, rather than on conﬁguration-momentum
or conﬁguration-velocity level, leads to a smaller number of optimisation parameters
and therefore to a smaller number of SQP iterations2 compared to collocation methods.
Thereby, the optimal trajectory for the conﬁguration and the control forces is deter-
mined while the corresponding momenta and velocities are reconstructed. Note that the
purely conﬁguration based formulation of DMOC leads to equivalent discrete solution as
the conﬁguration-momentum based collocation resulting from symplectic Runge-Kutta
methods, see [Ober 10].
In the case of constrained dynamics, the use of the discrete null space method with nodal
reparametrisation in DMOCC yields a constrained optimisation problem of minimal pos-
sible dimension: the optimisation of (5.16) or (5.17) subject to the discretised equations
includes (2N + 1)(n−m) variables and (N + 3)(n−m) constraints. In contrast to that,
the optimisation problem resulting from the Lagrange multiplier formulation involves
N(2n + m) + n unknowns and (N − 1)(n + m) + 4n constraints (i.e. (3N + 1)m more
variables and (N + 1)2m more constraints). Certainly, this inﬂuences the computational
costs of the SQP solver substantially. Both formulations, DMOC in generalised coor-
dinates and DMOCC, converge to the same solution as shown for a simple example in
Section 5.7.1.
Of course, the SQP solver provides only local solutions that are strongly dependent on the
initial guess. Since the focus of this work is on the structure preserving approximation of
the optimal control of constrained motion, the problem of ﬁnding global solutions is not
pursued here.
1Here, smoothness and coercivity of the solution as well as bounded variation of the controls are assumed.
2By exploiting the sparse structure of the optimisation problem, the number of SQP iterations grows
approximately linearly w.r.t. the number of optimisation variables, see [Ober 10].
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Figure 5.2: Conﬁguration of a rigid body with respect to an orthonormal frame {eI} ﬁxed in space.
5.4 Optimal control for rigid body dynamics
A constrained formulation of rigid body dynamics (see [Antm 95, Bets 01b]) is used in
this work. The time dependent conﬁguration variable of a rigid body
q(t) =
[
ϕ(t) d1(t) d2(t) d3(t)
]T ∈ R12 (5.18)
consists of the placement of the centre of massϕ ∈ R3 and the directors dI ∈ R3, I = 1, 2, 3
which are constrained to stay orthonormal during the motion, see Figure 5.2. Of course
this is equivalent to specifying that the conﬁguration manifold is the Euclidean group,
SE(3), which is common in other treatments, such as [Mars 94]. These constraints on the
directors are called internal constraints, since they represent the underlying kinematic
assumptions. Then the body’s Euler tensor with respect to the centre of mass can be
related to the inertia tensor J via E = 1
2
(trJ)I − J , where I denotes the 3× 3 identity
matrix. The principal values of the Euler tensor Ei together with the body’s total mass
Mϕ are ingredients in the rigid body’s constant symmetric positive deﬁnite mass matrix
M = diag(MϕI E1I E2I E3I).
The angular momentum of the rigid body can be computed as
L = ϕ× pϕ + dI × pI , (5.19)
where summation convention is used to sum over the repeated index I.
Null space matrix An account of rigid body dynamics is given in [Bets 06, Leye 06a]
where also the null space matrix
Pint(q) =
⎡⎢⎢⎢⎣
I 0
0 −d̂1
0 −d̂2
0 −d̂3
⎤⎥⎥⎥⎦ (5.20)
has been derived. Here â denotes the skew-symmetric 3 × 3 matrix with corresponding
axial vector a ∈ R3. For a single rigid body moving free in space, no external constraints
are present, therefore P (q) = Pint(q).
Nodal reparametrisation When the nodal reparametrisation of unknowns is applied,
the conﬁguration of the free rigid body is speciﬁed by six unknowns un+1 = (uϕn+1 ,θn+1) ∈
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U ⊂ R3 × R3, characterising the incremental displacement and incremental rotation, re-
spectively. Accordingly, in the present case the nodal reparametrisation F : U ×Q → C
introduced in (5.10) assumes the form
qn+1 = Fd(un+1, qn)
=
[
ϕn + uϕn+1 exp(θ̂n+1) · (d1)n exp(θ̂n+1) · (d2)n exp(θ̂n+1) · (d3)n
]T
,
(5.21)
where Rodrigues’ formula is used to obtain a closed form expression of the exponential
map, see e.g. [Mars 94].
Actuation of the rigid body Consider a single rigid body that is actuated by gener-
alised forces τrb = [τϕ τθ]
T ∈ R6 consisting of a translational force τϕ ∈ R3 and a torque
τθ ∈ R3. Assume that the force is not applied in the centre of mass, but in material points
of the rigid body located at 	rb = rbI dI away from the centre of mass. This results in a
force τϕ applied at the centre of mass and a torque 	
rb × τϕ + τθ that are given by[
τϕ
	rb × τϕ + τθ
]
= Crb(q) · τrb Crb(q) =
[
I 0
	̂rb I
]
∈ R6×6.
As with (5.5), the redundant forces can be computed according to
f = [fϕ f1 f2 f3]
T = BT (q) · τrb ∈ R12,
with
BT (q) = Pint(q) ·
[
I 0
0
1
2
I
]
·Crb(q) ∈ R12×6.
A straightforward calculation shows
P T (q) · f = Crb(q) · τrb. (5.22)
The resulting reduced forces in (5.12) represent the eﬀect of the applied forces and torques
τrb on the generalised degrees of freedom. The same holds in the discrete setting, where
the resulting reduced forces in (5.12)
P T (qn) · (f+n−1 + f−n ) = Crb(qn) ·
(
τrb
+
n−1 + τrb
−
n
)
represent the eﬀect of the applied forces and torques at tn on the generalised degrees of
freedom.
Proposition 5.4.1 The above deﬁnition of the redundant left and right discrete forces
guarantees that, in the absence of a potential energy, the change in angular momentum
along the solution trajectory qd of (5.12) is induced only by the eﬀect of the discrete
generalised forces.
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Proof: Computation of p+n+1 and via p−n the discrete Legendre transforms (5.13) and
insertion into the deﬁnition of angular momentum (5.19) yields
Ln+1 −Ln = ϕn+1 × pϕ+n+1 + dIn+1 × pI+n+1 −ϕn × pϕ−n − dIn × pI−n
= ϕn+1 ×
(
fϕ
+
n
)
+ dIn+1 ×
(
fI
+
n
)−ϕn × (−fϕ−n )− dIn × (−fI−n )
= ϕn+1 × τϕ+n + dIn+1 ×
(
1
2
(
	rbn+1 × τϕ+n + τθ+n
)× dIn+1) (5.23)
+ϕn × τϕ−n + dIn ×
(
1
2
(
	rbn × τϕ−n + τθ−n
)× dIn)
= ϕn+1 × τϕ+n + 	rbn+1 × τϕ+n + τθ+n +ϕn × τϕ−n + 	rbn × τϕ−n + τθ−n .
A straightforward calculation shows that all terms stemming from the kinetic energy and
the constraint forces cancel.
Remark 5.4.2 (The presence of gravity) With an acceleration g ∈ R due to gravity in
the negative e3-direction, the corresponding potential reads
V (q) = [0 0 −Mϕg 0 · · · 0] · q.
In this case, (5.23) yields
Ln+1 −Ln = ϕn+1 × τϕ+n + 	rbn+1 × τϕ+n + τθ+n +ϕn × τϕ−n + 	rbn × τϕ−n + τθ−n
− (ϕn+1 +ϕn)× h
2
[0 0 −Mϕg]T ,
meaning that the third component of the angular momentum changes only according to
the applied forces while the change in the ﬁrst and second component is inﬂuenced by
gravity as well. In particular in the absence of any external forces, this shows that the
third component of the angular momentum is conserved exactly.
5.5 Optimal control for kinematic pairs
In the sequel, actuating forces being consistent with the speciﬁc joint constraints are given
and structure preservation of the resulting time stepping scheme is proved.
The coupling of two neighbouring links (body 1 and body 2) by a speciﬁc joint J yields
m
(J)
ext external constraints on the conﬁguration variable
q =
[
q1 q2
]T ∈ R24 (5.24)
consisting of qα, α = 1, 2 of the form (5.18). The degrees of freedom of the relative motion
of one body with respect to the other is decreased from 6 to r(J) = 6−m(J)ext. The location
of a speciﬁc joint in the α-th body is characterised by coordinates αi in the body frame
{dαI } as 	α = αi dαi for α = 1, 2.
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Null space matrix The total null space matrix associated with a kinematic pair can be
calculated from
P (J)(q) =
[
Pint(q
1) 012×r(J)
Pint(q
2) · P 2,(J)ext (q)
]
, (5.25)
where the internal null space matrix of each body is given in (5.20) and the 6× (6+ r(J))
matrix P
2,(J)
ext (q) accounts for the coupling induced by a speciﬁc joint.
Nodal reparametrisation The redundant coordinates q ∈ R24 of each kinematic pair
may be expressed in terms of 6 + r(J) independent generalised coordinates. When using
a reparametrisation of unknowns in the discrete null space method, relationships of the
form
qn+1 = F
(J)(μ
(J)
n+1, qn) (5.26)
are required, where
μ
(J)
n+1 = (u
1
ϕn+1
,θ1n+1,ϑ
(J)
n+1) ∈ R6+r
(J)
(5.27)
consists of a minimal number of incremental unknowns in [tn, tn+1] for a speciﬁc kinematic
pair. In (5.27), (u1ϕn+1 ,θ
1
n+1) ∈ R3 × R3 are incremental displacements and rotations,
respectively, associated with the ﬁrst body (see Section 5.4). Furthermore, ϑ
(J)
n+1 ∈ Rr(J)
denotes incremental unknowns which characterise the conﬁguration of the second body
relative to the axis (or plane in case of the E pair) of relative motion ﬁxed in the ﬁrst
body. In view of (5.24), the mapping in (5.26) may be partitioned according to
q1n+1 = F
1(u1ϕn+1 ,θ
1
n+1, q
1
n), q
2
n+1 = F
2,(J)(μ
(J)
n+1, qn),
where F 1(u1ϕn+1 ,θ
1
n+1, q
1
n) is given by (5.21) and F
2,(J)(μ
(J)
n+1, qn) remains to be speciﬁed
for each kinematic pair.
Actuation of a kinematic pair The actuation of kinematic pairs is twofold. First of
all, the overall motion of the pair can be inﬂuenced by applying translational forces and
torques τrb ∈ R6 to one of the bodies, say body 1. Any resulting change in the ﬁrst
bodies velocities will be transferred to the second body via the constrained equations of
motion. Secondly, the relative motion of the pair can be inﬂuenced. Actuation of the
joint connection itself by joint forces τ (J) ∈ Rr(J) eﬀects both bodies, where according
to “action equals reaction”, the resulting generalised forces on the bodies are equal, but
opposite in sign, see e.g. [Bull 04]. The dimension of the joint force τ (J) is determined by
the number of relative degrees of freedom r(J) permitted by the speciﬁc joint.
Altogether, the generalised forces[
τrb τ
(J)
]T ∈ R6+r(J) (5.28)
act on the kinematic pair. The redundant forces can then be computed similar to (5.5)
as
f =
[
f 1 f 2
]T
= BT (q) · [τrb τ (J)]T ∈ R24, (5.29)
85
5 Discrete mechanics and optimal control for constrained systems
with the 24× (6 + r(J)) matrix
BT (q) =
[
Pint(q
1) 0
0 Pint(q
2)
]
·
⎡⎢⎢⎢⎢⎢⎣
I 0 0 0
0
1
2
I 0 0
0 0 I 0
0 0 0
1
2
I
⎤⎥⎥⎥⎥⎥⎦ ·
[
Crb(q
1) C1,(J)(q)
0 C2,(J)(q)
]
(5.30)
and the 6× r(J) matrices Cα,(J)(q), α = 1, 2 being speciﬁed according to the speciﬁc joint
in use.
As with equation (5.22), the product of the transposed null space matrix and the redun-
dant forces yields the eﬀect of the generalised forces on the generalised degrees of freedom
of the kinematic pair.
5.5.1 Spherical pair
Figure 5.3: Spherical pair.
The S pair (Figure 5.3) prevents all relative translation between the two bodies. The null
space matrix and nodal reparametrisation for the S pair do not diﬀer from those given
in [Bets 06,Leye 06a].
Actuation of the spherical pair A torque τ (S) ∈ R3 can be applied at the spherical
joint. Then the forces on each body are computed according to (5.29) with
C1,(S)(q) = [0 − I]T C2,(S)(q) = [0 I]T .
The generalised forces eﬀect the following actuation of the generalised degrees of freedom
of the spherical pair. In addition to the rigid body actuation, the ﬁrst body’s rotation
is inﬂuenced by the joint torque, which also actuates the relative rotation of the second
body.
(
P (S)(q)
)T · f = [τϕ 	rb × τϕ + τθ − τ (S) τ (S)]T
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Proposition 5.5.1 This deﬁnition of the redundant left and right discrete forces guar-
antees that the change of angular momentum along the solution trajectory qd of (5.12)
is induced only by the eﬀect of the discrete generalised forces τrb. In particular, it is
conserved exactly, if the motion of the pair is induced by shape changes only.
Proof: In proving the second statement, it is assumed that only the joint is actuated,
i.e. τrb = 0. Computation of p
+
n+1 and via p
−
n the discrete Legendre transform (5.13) and
insertion into the deﬁnition of angular momentum (5.19) yields
Ln+1 −Ln = ϕ1n+1 × p1ϕ+n+1 + d1In+1 × p1I
+
n+1 +ϕ
2
n+1 × p2ϕ+n+1 + d2In+1 × p2I
+
n+1+
−ϕ1n × p1ϕ−n − d1In × p1I
−
n −ϕ2n × p2ϕ−n − d2In × p2I
−
n
= d1In+1 ×
(
−1
2
τ (S)n
+ × d1In+1
)
+ d2In+1 ×
(
1
2
τ (S)n
+ × d2In+1
)
+ (5.31)
d1In ×
(
−1
2
τ (S)n
− × d1In
)
+ d2In ×
(
1
2
τ (S)n
− × d2In
)
= −τ (S)n
+
+ τ (S)n
+ − τ (S)n
−
+ τ (S)n
−
= 0.
The ﬁrst statement follows by combining (5.31) and (5.23).
5.5.2 Cylindrical pair
Figure 5.4: Cylindrical pair.
Let {m11,m12,n1} constitute a right-handed orthonormal frame which is ﬁxed in the ﬁrst
body and speciﬁed by n1 = n1Id
1
I and m
1
κ = (m
1
κ)Id
1
I for κ = 1, 2. The motion of the
second body relative to the axis n1 can be described by r(C) = 2 degrees of freedom:
translation u2 along n1 and rotation θ2 about n1.
Remark 5.5.2 (Comparison with [Bets 06,Leye 06a]) The assumption
ω2 = ω1 + θ˙2n1 (5.32)
used in [Bets 06,Leye 06a] induces the second body to perform the same rotational motion
as the ﬁrst one and to additionally rotate relative to it about the axis n1. In particular,
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the second body follows the ﬁrst bodies rotation about n1 if the relative velocity is zero.
For example a pure rotation of the ﬁrst body about n1 would aﬀect the second body, but
not vice versa according to (5.32). The new kinematic assumptions, to be introduced in
(5.33), in combination with the new update formula (5.35) completely decouple the bodies
with respect to rotations about and translations along n1. Therefore it is easier to apply
joint actuations that lead to momentum consistent dynamics.
Null space matrix Speciﬁcally, the new relation between the angular velocities reads
ω2 = I11 · ω1 + θ˙2n1. (5.33)
It ensures that the translation along and rotation about the axis n1 of one body leaves
the other body motionless. With I11 = I −n1 ⊗n1, the null space matrix for the C pair
can be inferred from (5.25) with
Pint(q
2) · P 2,(C)ext (q) =
⎡⎢⎢⎢⎢⎣
I11 	̂2 · I11 − 	̂1 − û2n1 n1 	2 × n1
0 −d̂21 · I11 0 n1 × d21
0 −d̂22 · I11 0 n1 × d22
0 −d̂23 · I11 0 n1 × d23
⎤⎥⎥⎥⎥⎦ .
Nodal reparametrisation For the C pair, the conﬁguration of the second body with
respect to the axis n1 can be characterised by ϑ
(C)
n+1 = (u
2
n+1, θ
2
n+1) ∈ R2. Here θ2n+1
accounts for the incremental rotation. The rotation of the second body’s directors consist
of this rotation and that part of the rotation of body one which is not about the axis n1.
Using the notation
R1,2 = exp(θ̂1n+1) · exp(− ̂(n1n ⊗ n1n) · θ1n+1), (5.34)
it may be expressed via the product of exponentials formula
q2n+1 = F
2,(C)(μ
(C)
n+1, qn) =⎡⎢⎢⎢⎣
ϕ1n + I
11
n · u1ϕn+1 + exp(θ̂1n+1) · [	1n + (u¯2n + u2n+1)n1n]−R1,2 · exp
(
θ2n+1n̂
1
n
) · 	2n
R1,2 · exp (θ2n+1n̂1n) · (d21)n
R1,2 · exp (θ2n+1n̂1n) · (d22)n
R1,2 · exp (θ2n+1n̂1n) · (d23)n
⎤⎥⎥⎥⎦ ,
(5.35)
where u¯2n = n
1
n · (ϕ2n + 	2n −ϕ1n − 	1n) denotes the translation of the second body relative
to the ﬁrst one in the direction of the axis n1n at time tn.
Actuation of the cylindrical pair The two relative degrees of freedom allowed by the
cylindrical joint can be actuated by a translational force τ
(C)
ϕ ∈ R that acts in the direction
of the axis n1 and a torque τ
(C)
θ ∈ R about n1. Even if the joint is located away from
the centres of mass, translational force along n1 can not cause a relative rotation of the
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second body for this pair. However, it causes the pair to rotate according to a torque
(ϕ1 −ϕ2)× n1, which is assigned to the ﬁrst body. Using the matrices
C1,(C)(q) =
[ −n1 0
(ϕ1 −ϕ2)× n1 −n1
]
C2,(C)(q) =
[
n1 0
0 n1
]
,
consistent forces can be computed from (5.29). The actuation of the generalised degrees
of freedom reads(
P (C)(q)
)T · f = [τϕ − τ (C)ϕ n1 	rb × τϕ + τθ − τ (C)θ n1 τ (C)ϕ τ (C)θ ]T . (5.36)
Proposition 5.5.1 stating the consistency of angular momentum holds for the C pair and
can be proved in exactly the same steps as for the S pair.
5.5.3 Revolute and prismatic pair
The revolute and the prismatic pair are both special cases of the cylindrical pair, having
one of the two relative degrees of freedom present in the C pair, respectively. Their null
space matrices, nodal reparametrisation and actuation can be inferred from the previous
treatment of the C pair by eliminating the translational degree of freedom in case of the
R pair and the rotational degree of freedom in case of the P pair.
5.5.4 Planar pair
Figure 5.5: Planar pair.
For the E pair (Figure 5.5), the second body may rotate about the axis speciﬁed by n1
and translate in the plane spanned by m11 and m
1
2.
Null space matrix Using I12 = I −m11 ⊗m11 −m12 ⊗m12, the relation between the
angular velocities reads ω2 = I11 ·ω1+ θ˙2n1. With regard to (5.25), the null space matrix
for the E pair is given by
Pint(q
2) · P 2,(E)ext (q) =
⎡⎢⎢⎢⎢⎣
I12 	̂2 · I11 − 	̂1 − û2κm1κ m11 m12 	2 × n1
0 −d̂21 · I11 0 0 n1 × d21
0 −d̂22 · I11 0 0 n1 × d22
0 −d̂23 · I11 0 0 n1 × d23
⎤⎥⎥⎥⎥⎦ .
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Nodal reparametrisation In the present case the conﬁguration of the second body can
be characterised by the incremental variables ϑ
(E)
n+1 = (u
2
1n+1
, u22n+1 , θ
2
n+1) ∈ R3. Accord-
ingly, the mapping q2n+1 = F
2,(E)
qn (μ
(E)
n+1) can be written in the form
F 2,(E)qn (μ
(E)
n+1) =
⎡⎢⎢⎢⎢⎣
ϕ1n + (I
12)n · u1ϕn+1 +R1,2 · [	1n + ((u¯2κ)n + u2κn+1)(m1κ)n]−R1,2 · exp
(
θ2n+1n̂
1
n
) · 	2n
R1,2 · exp (θ2n+1n̂1n) · (d21)n
R1,2 · exp (θ2n+1n̂1n) · (d22)n
R1,2 · exp (θ2n+1n̂1n) · (d23)n
⎤⎥⎥⎥⎥⎦ .
Here, (u¯2κ)n = (m
1
κ)n · (ϕ2n+	2n−ϕ1n−	1n) denotes the translation of the second body
relative to the ﬁrst one in the direction of the axis (m1κ)n at time tn.
Actuation of the planar pair The three relative degrees of freedom allowed by the
planar joint can be actuated by translational forces τ
(E)
ϕ1 , τ
(E)
ϕ2 ∈ R acting in the directions
of m11,m
1
2 and a torque τ
(E)
θ ∈ R about n1. In (5.29), they are accounted for using
C1,(E)(q) =
[ −m11 −m12 0
(ϕ1 −ϕ2)×m1 (ϕ1 −ϕ2)×m2 −n1
]
C2,(E)(q) =
[
m11 m
1
2 0
0 0 n1
]
.
Similar to (5.36), the torque induced by a translational joint force away from the centre of
mass eﬀects the generalised rotational degrees of freedom only with respect to the allowed
rotation around n1
(
P (E)(q)
)T · f =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
τϕ − τ (E)ϕ1 m11 − τ (E)ϕ2 m12
	rb × τϕ + τθ +
(
n1
)T · (	2 × (τ (E)ϕ1 m11 + τ (E)ϕ2 m12)) · n1 − τ (E)θ n1
τ
(E)
ϕ1
τ
(E)
ϕ2
− (n1)T · (	2 × (τ (E)ϕ1 m11 + τ (E)ϕ2 m12))+ τ (E)θ
⎤⎥⎥⎥⎥⎥⎥⎥⎦
.
Again, Proposition 5.5.1 stating the consistency of angular momentum holds and the
proof is straightforward.
5.6 Optimal control for multibody systems
In a kinematic chain or tree structured system, where N bodies are interconnected by
N − 1 joints, the multibody system consists of N − 1 pairs. The conﬁguration variable
q =
[
q1 · · · qN]T ∈ R12N
is a generalisation of (5.24).
Actuation of a multibody system As a generalisation of (5.28), the forces and torques
acting on the multibody system can be collected in
[
τrb τ
(J1) · · · τ (JN−1)]T ∈ R6+N−1∑i=1 r(Ji) .
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The redundant forces for each body can be computed as
f =
[
f 1 · · · fN]T = BT (q) · [τrbτ (J1) ... τ (JN−1)]T ∈ R12N , (5.37)
with the 12N × (6 +
N−1∑
i=1
r(Ji)) matrix BT (q) being the product of three matrices as in
(5.30). The ﬁrst matrix corresponds to the internal constraints of each body and consists
of N blocks Pint(q
α), α = 1, . . . , N . The second 6N × 6N diagonal matrix is an obvious
extension of the one given in (5.30) consisting of multiples of the identity matrix. The third
matrix is given by concatenating column-wise the matrices Crb(q
1) and C1,(Ji),C2,(Ji) for
each joint Ji, i = 1, . . . , N − 1 into a 6N × (6+
N−1∑
i=1
r(Ji)) matrix. The ﬁrst 6N × 6 column
consists of Crb(q
1) and a zero matrix below. In the following 6N×r(Ji) columns, C1,(Ji)(q)
and C2,(Ji)(q) occur in the rows corresponding to the forces fα and fβ (if the α-th and
β-th body are connected by the joint Ji), respectively. See Section 5.7.2 and Section 5.7.3
for examples of this matrix in the context of a tree structured multibody system and a
kinematic chain.
5.7 Numerical examples
For all numerical examples, we apply the midpoint rule to approximate the relevant
integrals leading to second order optimal control schemes. The solution of the result-
ing restricted optimisation problem is solved using a sparse SQP optimisation algo-
rithm based on SNOPT (see [Gill 97] for details) that is implemented in the routine
nag opt nlp sparse of the NAG library3.
5.7.1 Two-link pendulum
As a ﬁrst numerical example, the optimal control of a two-link pendulum is considered
that was already investigated in [Ober 08,Ober 10]. In the mentioned work, the system
was directly formulated in generalised coordinates which is easily possible for this two-
dimensional problem. For this system, a comparison between DMOC and a collocation
method was performed with respect to convergence rates, the consistency of momentum
maps, and number of iterations executed by the SQP solver. In this contribution, the
numerical example is completed by a comparison with DMOCC.
Set up and problem statement The two-link pendulum in Figure 5.6 consists of two
coupled planar rigid bodies, of which one is ﬁxed in space. θi, i = 1, 2, denotes the
orientation of the i-th link measured counterclockwise from the positive horizontal axis.
The conﬁguration of the system is speciﬁed by q = (θ1, θ2).
The control torques τ1, τ2 are applied at the base of the ﬁrst link and at the joint between
the two links. The two-link pendulum is to be steered from the stable equilibrium point
3www.nag.com
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Figure 5.6: Model of a two-link pendulum.
q0 = (−π
2
,−π
2
) with zero angular velocity q˙0 = (0, 0) to the unstable equilibrium point
qT = (π
2
, π
2
) with velocity q˙T = (0, 0). For the motion of the pendulum, the control eﬀort
J(τ1, τ2) =
∫ T
0
1
2
(τ 21 (t) + τ
2
2 (t)) dt (5.38)
is to be minimised, where the ﬁnal time T = 1 is ﬁxed.
Problem solution Three diﬀerent methodologies are compared. Firstly, a collocation
method of order 2 is applied to two diﬀerent models: the diﬀerential equation systems
resulting from the Hamiltonian system with generalised coordinates (q, p) as well as the
system formulated on the tangent space with generalised coordinates (q, q˙) = (q, v). Sec-
ondly, DMOC in generalised coordinates, and thirdly, DMOCC is performed. To insure
that the same local minimum is found by the SQP solver for diﬀerent numbers of dis-
cretisation points, the reference solution with N = 512 is computed ﬁrst, while initial
guesses for coarser discretisations are extracted from the reference trajectory. Note, that,
as already described in [Ober 10], identical solutions are obtained for DMOC and the
equivalent collocation method for the Hamiltonian formulation.
In Figure 5.7 (left) the convergence rates for the conﬁgurations ud and the control torques
τd are depicted. Here, for each method a reference trajectory has been created with
N = 512 discretisations points and time step h = 1.9 · 10−3, and the maximum norm is
used to compute the error. For all methods the convergence rate for the conﬁguration
and control trajectory is quadratic. Note, that for the conﬁguration the convergence rate
for DMOCC is slightly better as for DMOC in generalised coordinates. For all methods
also the objective function value converges quadratically as shown in Figure 5.7 (right).
In Figure 5.8 (left) the convergence of the DMOCC solution to the DMOC solution in
generalised coordinates is depicted. Indeed, both methods converge to the same discrete
solution.
In Figure 5.8 (right), the consistency in the momentum map for all methods is shown. For
the solution resulting from DMOC, the collocation approach applied to the Hamiltonian
system and DMOCC, the change in angular momentum exactly equals the sum of the
applied control forces (to numerical accuracy). These results are consistent with the
well known conservation properties of variational integrators, that provide discretisations
that preserve continuous properties such as momentum maps in the discrete setting in
a natural way. On the other hand, the collocation method applied to the tangent space
system described in velocities fails to capture the change in angular momentum accurately
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Figure 5.7: Two-link pendulum. Comparison of the convergence rates for DMOCC, DMOC, and a collo-
cation approach. Left: Conﬁguration and control. Right: Objective function value.
because the discrete tangent space formulation destroys the discrete Hamiltonian structure
and the resulting scheme is not momentum-preserving anymore.
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Figure 5.8: Two-link pendulum. Left: Convergence of DMOCC solution to DMOC solution in generalised
coordinates. Right: Momentum map consistency.
The methods based on a formulation in generalised coordinates behave equally well com-
pared to DMOCC for the two-dimensional example under consideration. However, for the
optimal control of more complex three-dimensional systems as the examples described
next, a discrete formulation in generalised coordinates becomes cumbersome and the
structure preserving discrete equations of motion are far more complicated.
5.7.2 Optimal control of a rigid body with rotors
Fully actuated case – set up and problem statement Inspired by space telescopes
such as the Hubble telescope, whose change in orientation is induced by spinning rotors,
a multibody system consisting of a main body to which rotors are connected by revolute
joints has been analysed. The revolute joints allow each rotor to rotate relative to the
main body around an axis through its centre which is ﬁxed in the main body and are
actuated by torques τ (R1), τ (R2), τ (R3) ∈ R. No other force and torque is applied to this
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tree structured system, therefore in (5.30), the last matrix reduces to⎡⎢⎢⎣
C1,(R1)(q) C1,(R2)(q) C1,(R3)(q)
C2,(R1)(q) 0 0
0 C2,(R2)(q) 0
0 0 C2,(R3)(q)
⎤⎥⎥⎦ ,
which is then used in (5.37) to compute the redundant forces on each body.
The goal is to determine optimal torques to guide the main body from the initial orienta-
tion u0θ = [0, 0, 0] into the ﬁnal position u
N
θ =
π
14
[1, 2, 3], where the absolute reparametri-
sation qn = F (un, q00) is used instead of (5.10) here. The motion starts and ends at rest.
The manoeuvre time is T = 5 and the time step is h = 0.1, thus N = 50. As in the ﬁrst
example, the objective function represents the control eﬀort which has to be minimised.
Due to the presence of three rotors with non-planar axes of rotation, this problem is fully
actuated.
Fully actuated case – problem solution The employed initial guess does not fulﬁl the
discrete equations of motion, the main body rotates uniformly into the ﬁnal orientation
while the rotors do not move and the control torques are set to zero. Figure 5.9 shows the
conﬁguration of the system at t = 0, 1, . . . , 5. The static frame represents the required
ﬁnal orientation where the axes must coincide with the centres of the rotors as the motion
ends (see last picture). The optimal torques which are constant in each time interval
are depicted in Figure 5.10. They yield a control eﬀort of J¯d = 2.8242 · 106. Finally,
Figure 5.10 illustrates the evolution of the kinetic energy and a special attribute of the
system under consideration. Due to a geometric phase, the motion occurs although the
total angular momentum remains zero at all times. As shown in Proposition 5.5.1, the
algorithm is able to represent this correctly.
Remark 5.7.1 (Dimension of the constrained optimisation problem) Using the ad-
vocated method, the problem consists of 909 unknowns and 477 constraints, rather than
6798 variables and 4555 constraints using the Lagrange multiplier formulation.
Underactuated case The same rest to rest manoeuvre is investigated for the under-
actuated system where one momentum wheel has been removed. The fully actuated
manoeuvre serves as an initial guess. The reorientation manoeuvre depicted in Figure
5.11 requires only slightly more control eﬀort J¯d = 2.9168 · 106 than the fully actuated
case. Here, the optimal solution for the fully actuated system served as initial guess for
the optimisation procedure.
Consistency of angular momentum is observable from Figure 5.12. It also shows that the
energy does not evolve as symmetrically as for the fully actuated problem. That means
that acceleration phase and braking phase are not exactly inverse to each other. This
becomes also obvious from Figure 5.12 showing the evolution of the optimal generalised
forces.
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Figure 5.9: Rigid body with three rotors. Conﬁguration at t = 10nh, n = 0, . . . , 5 (h = 0.1).
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Figure 5.10: Rigid body with three rotors. Left: Torque [Nm]. Right: Energy [J] and components of
angular momentum vector L = LIeI [Nms] (h = 0.1).
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Figure 5.11: Rigid body with two rotors. Conﬁguration at t = 10nh, n = 0, . . . , 5 (h = 0.1).
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
−1500
−1000
−500
0
500
1000
1500
t
to
rq
ue
τθ1
τθ2
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
0
1000
2000
3000
4000
t
en
er
gy
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
−1
−0.5
0
0.5
1
x 10
−6
t
an
gu
la
r 
m
om
en
tu
m
L
1
L
2
L
3
Figure 5.12: Rigid body with two rotors. Left: Torque [Nm]. Right: Energy [J] and components of angular
momentum vector L = LIeI [Nms] (h = 0.1).
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5.7.3 Optimal control of a pitcher’s motion
As an example of biomotion in sports, the optimal pitch of an athlete is investigated in
this section. For simplicity, a kinematic chain representing the pitcher’s arm is considered
including the collarbone, the upper arm and the forearm (see Figure 5.13). Here, the
control torques in the joints represent the muscle activation.
Set up and problem statement The ﬁrst rigid body, representing the collarbone, is
assumed to be ﬁxed in the inertial frame via a revolute joint modelling the rotation of the
torso around the e3-axis, thus the axis of the ﬁrst revolute joint is n
1 = e3. Collarbone
and upper arm are connected via a spherical joint, representing the three-dimensional
rotation of the shoulder. A revolute joint serves as the elbow between upper and forearm
allowing the forearm to rotate around a prescribed axis n2 ﬁxed in the upper arm.
It is assumed that all degrees of freedom, that is the rotations of the collarbone θ1 ∈ R, the
shoulder θ2, θ3, θ4 ∈ R and the elbow θ5 ∈ R, are directly steerable. There is a rotational
torque τ (S) ∈ R3 acting in the shoulder joint and two scalar torques τ (R1), τ (R2) ∈ R acting
in the ﬁrst revolute joint and the elbow joint, respectively. Since the ﬁrst body is ﬁxed in
space, the last matrix in (5.30) reduces to⎡⎣C2,(R1)(q) C1,(S)(q) 00 C2,(S)(q) C1,(R2)(q)
0 0 C2,(R2)(q)
⎤⎦ .
Figure 5.13: The optimal pitch. Model for the arm consisting of collarbone, upper arm, and forearm.
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Remark 5.7.2 For the pitcher, the eﬀect of the actuating torques in the joints on the
generalised degrees of freedom takes the form
P T (q) · f =
[
τ (R1) − (n1)T · τ (S) τ (S) − τ (R2)n2 τ (R2)]T .
The control torque τ (S) in the spherical joint acts with diﬀerent signs on the collarbone
and on the upper arm. Only (n1)
T ·τ (S), the part of τ (S) in the direction of n1, inﬂuences
the collarbone’s rotation, since the collarbone is constrained to perform rotational motion
around n1 only. Similarly, τ (R2) acts on the upper and forearm with diﬀerent signs,
therefore it inﬂuences the three generalised degrees of freedom in the shoulder by τ (R2)n2.
The pitcher is assumed to begin the motion with prescribed initial conﬁguration and zero
velocity. Rather than prescribing ﬁnal conﬁgurations for all present bodies, a limited
but not ﬁxed ﬁnal conﬁguration is deﬁned for the hand position4, for example positive
e2- and e3-position. Due to the human body’s anatomy, the relative motion in each
joint is limited. To obtain a realistic motion, each generalised conﬁguration variable is
bounded, for example the forearm is assumed to bend in only one direction. In addition,
the incorporation of bounds on the control torques is needed, since the muscles are not
able to create an arbitrary amount of strength.
The goal is to maximise the ﬁnal momentum of the hand in e2-direction. More speciﬁcally,
the projected discrete Legendre transform (5.14) is used to compute the discrete objective
function Jd(qd,fd) = −eT2 ·
(
Qp+N
)
hand
. During the optimisation the ﬁnal time is free, that
means also the optimal duration of the pitch is determined as a variable.
Problem solution The number of time nodes has been set to N = 35. Starting from an
initial position of the joints as θ10 = θ
2
0 = θ
3
0 = θ
4
0 = 0, θ
5
0 = −π4 , diﬀerent local solutions
for the optimal motion are obtained, depending on the initial guess in use, where initial
guesses were constructed by interpolating coarse pitch sequences and setting the control
parameters to zero. In Figure 5.14 snapshots of a particular locally optimal motion are
depicted with the optimal ﬁnal time T = 0.41545, i.e. h = 0.01187. Starting from the
initial conﬁguration shown in the ﬁrst picture, the pitcher strikes his arm out, moves it
rearwards, pulls it above his head, before he ﬁnally moves his arm like a whip to ob-
tain the necessary swing to maximise the ﬁnal momentum Jd = 24.502. The evolution
of discrete generalised coordinates and torques can be observed from Figure 5.15. Fig-
ure 5.16 illustrates the consistency of angular momentum. Due to the presence of gravity
and the ﬁxing of the chain in space by a revolute joint with rotation axis e3, the only
symmetry of the augmented discrete Lagrangian (5.6) is rotation about e3. Therefore,
the corresponding component of the angular momentum L3 changes exactly according to
the torque τ (R1), applied in the supporting joint. The kinetic energy, which is increasing
substantially towards the end of the movement, is shown in Figure 5.16.
Remark 5.7.3 (Dimension of the constrained optimisation problem) Including the
free ﬁnal time, the number of variables is 356 and the initial conditions and dynamic
4Since the hand is not modelled as a separate rigid body within the system, it is assumed to be located
at the endpoint of the forearm.
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constraints sum up to 190. In the Lagrange multiplier formulation, one is faced with 3641
variables and 2422 constraints.
The next step is to consider more complex models that behave more realistically. For
example, the interaction of the muscles and the resulting muscle force can be included, see
[Timm 08]. Due to the constrained formulation of multibody dynamics, model extensions
can easily be incorporated by coupling new bodies to the system via constraints.
t = 0.0 t = 0.044 t = 0.107
t = 0.123 t = 0.154 t = 0.261
t = 0.328 t = 0.344 t = 0.364
t = 0.384 t = 0.404 t = 0.415
Figure 5.14: The optimal pitch. Snapshots of the motion sequence (h = 0.01187).
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Figure 5.15: The optimal pitch. Left: Evolution of discrete generalised coordinates [rad]. Right: Torque
[Nm] (h = 0.01187).
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Figure 5.16: The optimal pitch. Left: Consistency of angular momentum [Nms]. Right: Evolution of
kinetic, potential and total energy [J] (h = 0.01187).
5.8 Conclusion
This chapter proposes a new approach, DMOCC, to the solution of optimal control prob-
lems for constrained mechanical systems via the combination of two recently developed
methods: the discrete null space method and the optimal control method DMOC.
DMOCC is used to compute trajectories for a mechanical system that is optimally guided
from an initial to a ﬁnal conﬁguration via external forces. The given objective func-
tion is extremised subject to the reduced discrete dynamic equations of the constrained
mechanical system.
The proposed method beneﬁts from an easy derivation and implementation of the con-
straint equation for the optimisation algorithm and ensures exact constraint fulﬁlment
and structure preserving properties of the computed solutions. In particular, actuating
forces being consistent with the speciﬁc joint constraints are given and angular momen-
tum consistency of the resulting time stepping scheme is proved analytically and veriﬁed
numerically with a satellite reorientation problem and the optimisation of a pitcher’s
motion.
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6.1 Introduction
The objective of this work is the development of an optimal control methodology for the
minimisation of the probability of failure of a system. Thus, we consider systems that
are stochastic and whose operation can succeed or fail with a certain probability. In
addition, the operation of the system depends on a certain set of control variables. For
these systems, the mathematical and computational problem that we address concerns
the determination of optimal control laws that result in the least possible probability of
failure of the system.
Often, the probability of failure of a system – and its dependence on the control variables
– is not known. However, for certain classes of systems, upper bounds of the probability of
failure can be formulated – and computed – with some generality. For instance, consider
systems that are deterministic except for the randomness of their inputs X. Suppose,
in addition, that the safe operation of the system requires that a certain performance
measure Y be below a threshold a, and that the performance measure depends on the
inputs through a response function F (X). Under these assumptions, concentration-of-
measure inequalities (conﬁrm e.g. [Ledo 01,Bouc 04,Luca 08], Section 6.2 of this paper for
a brief review) provide convenient upper bounds for the probability of failure of the system.
These upper bounds are attractive because they depend solely on two quantities: the mean
performance of the system and a system diameter that measures the uncertainty in the
operation of the system. The computations of both parameters is straightforward, albeit
possibly costly: the mean performance can be computed by Monte Carlo sampling and the
diameter by a global optimisation over the space of inputs. In lieu of an exact probability
of failure, we may instead seek optimal controls that minimise a probability of failure
upper bound, such as supplied by concentration-of-measure inequalities. The proposed
methodology, called concentration-of-measure optimal control (COMOC), is introduced
in Section 6.3. The resulting optimal controls then maximise the design margin, i.e. the
diﬀerence between the threshold and the mean performance for safe operation, or reduce
the uncertainty in the operation of the system, as measured by the system diameter, or
both.
We assess the COMOC in a speciﬁc area of application: positioning accuracy in robotic
arm manoeuvres, modelled as three-dimensional systems of rigid bodies [Leye 07,Leye 09b].
The system is made stochastic by ﬁrst assuming that the lengths of the various segments
of the arm are random and secondly, that in addition, the system experiences random
forcing due to side wind. We investigate a particular robot arm manoeuvre whose suc-
cessful operation requires a minimum arm tip positioning accuracy, both by deterministic
analysis of the nominal geometry of the system without wind forces and by COMOC. For
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completeness, a brief account of the discrete mechanics and optimal control for constrained
systems (DMOCC) methodology employed in the deterministic calculations is included
in Section 6.4. DMOCC is a direct transcription method transforming the optimal con-
trol problem into a constrained optimisation problem, where boundary conditions and
the discrete equations of motion serve as equality constraints. In particular, DMOCC
is designed for mechanical systems whose dynamics itself is holonomically constrained.
Results of numerical experiments are collected in Section 6.5. In the particular example
under consideration, COMOC reduces the concentration-of-measure probability of failure
upper bound by about one order of magnitude with respect to the deterministic optimal
control.
6.2 Concentration-of-measure inequalities for
uncertainty quantiﬁcation and certiﬁcation
The application of concentration-of-measure inequalities for uncertainty quantiﬁcation
and certiﬁcation of engineering systems is relatively new [Luca 08]. For completeness, we
proceed to give a brief account of concentration-of-measure inequalities as they bear on
the type of systems and applications under consideration here.
The goal is to certify whether a system is likely to perform safely and reliably within
design speciﬁcations. Suppose that the system operates safely if its performance measure
Y ∈ A ⊂ E is in the admissible set A and is considered to fail if Y ∈ Ac = E \ A is in
the inadmissible set Ac, where E is an Euclidian space. For systems characterised by a
single performance measure, the admissible set often is of the form A = (−∞, a], where
a is the threshold for the safe operation of the system. The system is certiﬁed when the
probability of failure P[Y ∈ Ac] is less than a prespeciﬁed tolerance , i.e. if
P[Y ∈ Ac] < .
Often, however, the probability of failure of a system is not known, and its direct com-
putation, e.g. by Monte Carlo sampling is prohibitively expensive. Such is the case, for
instance, of systems of large dimensionality for which failure is a rare event. In these cases,
rigorous certiﬁcation can still be achieved if a probability of failure upper bound can be
determined, namely, by requiring that the probability of failure upper bound be less than
the tolerance . For systems whose randomness can be characterised by means of ran-
dom inputs, a convenient class of upper bounds is supplied by concentration-of-measure
inequalities, which we brieﬂy summarise in subsequent sections. A rigorous certiﬁcation
methodology can then be formulated based on such concentration-of-measure inequalities,
see [Luca 08].
For present purposes, it suﬃces to assume that a perfect model for the system’s response
is available, i.e. a mathematical model that describes the system exactly. In particular,
errors stemming from numerical approximations are neglected. For simplicity, we restrict
attention to the quantiﬁcation of uncertainty of a single performance measure Y ∈ E
and assume that the relation Y = F (X) describes the system exactly in terms of the
the random vector X : Ω → χ1 × . . . × χM , where (Ω,U ,P) is a probability space, see
e.g. [Lawr 04]. Let E[Y ] denote the mean performance of the system and assume that
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it belongs to the interior of A. Then, if F is integrable and the input parameters are
independent, McDiarmid’s inequality (see [McDi 89]) states that
P[Y − E[Y ] ≤ −r] ≤ exp
(
−2 r
2
D2F
)
(6.1)
where r ≥ 0 and the diameter of the system is deﬁned as
D2F =
M∑
k=1
sup
X1,...,Xk−1,Xk+1,...,XM∈X1×...Xk−1×Xk+1,...×XM
sup
(Ak,Bk)∈X 2k
|F (X1, . . . , Ak, . . . , XM)− F (X1, . . . , Bk, . . . , XM)|2.
(6.2)
Thus, the diameter is the sum of maximum squared oscillation in response from a random
variable pair (independent and identically distributed) varying in turn when all random
variables are allowed to vary over their entire ranges, and provides a measure of the
uncertainty in the operation of the system. Using r = (a − E[Y ])+ = max(0, a − E[Y ]),
the bound (6.1) can be rewritten as an upper bound on the probability of failure
P[Y ∈ Ac] ≤ exp
(
−2(a− E[Y ])
2
+
D2F
)
. (6.3)
Often, however, the mean performance E[Y ] is not known a priori and must be estimated.
For instance, the mean performance can be estimated by performing m evaluations of the
model F (X) based on unbiased Monte Carlo sampling of the input parameters, resulting
in predicted performance measures Y 1, . . . , Y m. The corresponding mean performance
estimate is
〈Y 〉 = 1
m
m∑
i=1
Y i. (6.4)
When the mean performance is estimated by sampling, the probability of failure can only
be determined to within a predeﬁned estimation tolerance ′ reﬂecting the randomness of
〈Y 〉. Speciﬁcally, if
α = DFm
− 1
2 (− log ′) 12 ,
then, with probability 1− ′,
P[Y ∈ Ac] ≤ exp
(
−2(a− 〈Y 〉 − α)
2
+
D2F
)
. (6.5)
A rigorous certiﬁcation criterion can now be obtained by requiring that this bound be less
than the probability of failure tolerance, with the result
CF ≡ M
U
≡ (a− 〈Y 〉 − α)+
DF
≥
√
log
√
1

(6.6)
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Here M = (a− 〈Y 〉 − α)+ may be interpreted as a design margin, U = DF as a measure
of the uncertainty in the operation of the system, and CF as a conﬁdence factor. Cer-
tiﬁcation then requires the conﬁdence factor CF to be in excess of the value
√
log
√
1

.
It is interesting to observe, comparing (6.5) to (6.3), that the estimation of the mean
performance reduces the margin by the value α to account for statistical deviations. This
margin hit can be reduced to an arbitrary small value by carrying out a suﬃciently large
number of model evaluations.
It is instructive to compare the probabilities of failure bounds obtained from concentration-
of-measure inequalities with those determined directly by random sampling. Consider an
empirical probability measure
μm =
1
m
m∑
i=1
δY i
obtained via traditional random sampling methods. Here, δY =
{
1 for Y ∈ Ac
0 for Y ∈ A . Then
Hoeﬀding’s inequality [Hoef 63] gives
P [Y ∈ Ac] ≤ μm [Ac] +
√
1
2m
log
1
′
with probability 1 − ′. This bound reveals that the number of experiments required to
certify a system based on statistical sampling alone is of the order of 1
2
−2 log 1
′ . For com-
putationally expensive models, the number of function evaluations becomes restrictive and
unreasonable as ′ decreases. By contrast, the diameter in the concentration-of-measure
inequality (6.5) is independent of , which confers concentration-of-measure inequalities a
considerable advantage when failure is a rare event and the required probability of failure
is low.
6.3 Concentration-of-measure optimal control
With this concept to compute probability of failure upper bounds at hand, one can design
the system such that conﬁdence in its safe operation is improved via concentration-of-
measure optimal control (COMOC).
Suppose that the system under consideration is a controlled dynamical system with time
dependent states x : [t0, tN ] → Rnx and controls τ : [t0, tN ] → Rnτ , where t ∈ [t0, tN ] ⊂ R
denotes the time and N, nx, nτ , nh ∈ N. Let the dynamical system be speciﬁed by
x˙(t) = φ(x(t), τ (t))
x(t0) = x0
h(x(t)) = 0
(6.7)
with the smooth function φ : Rnx × Rnτ → Rnx , the initial value x0 ∈ Rnx and the path
constraints h : Rnx → Rnh . In general, the quantiﬁcation of uncertainty of a performance
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measure Y and the corresponding conﬁdence factor CF are dependent on the complete
system, i.e. on x0,φ,h and τ , and one could aim at improving the system such that the
probability of failure decreases. However, in many practical situations, one has to deal
with given system equations, initial conditions and path constraints, but can manipulate
the controls more easily. Therefore, we seek to determine optimal control laws that result
in the least possible probability of failure by identifying the objective function for optimal
control with the probability of failure P[Y > a]. Often, however, the probability P[Y > a]
is not known explicitly. In these cases, we seek instead to minimize a concentration-of-
measure upper bound of the probability of failure such as (6.5).
Indicate the dependence of the performance measure on a given control law by Y τ =
F τ (X). Then one is faced with the following optimal control problem.
min
τ (·)
(−CF(τ )) ≡ −M
τ
U τ
≡ −(a− 〈Y
τ 〉 − ατ )+
DF τ
subject to (6.7)
(6.8)
where the system equations, initial conditions and path constraints serve as constraints
for the optimisation. Evidently, by this choice of objective function the optimal control
τ seeks to maximise conﬁdence in the safe operation of the systems either by increasing
the placement margin M τ , i.e. by decreasing a−〈Y τ 〉, or by reducing the uncertainty U τ
of the manoeuvre, i.e. by reducing the diameter DF τ , or both.
6.4 Discrete mechanics and optimal control of
constrained multibody dynamics
The equations of motion of a controlled mechanical system subject to holonomic con-
straints may be formulated in terms of the states and controls by applying a constrained
version of the Lagrange-d’Alembert principle. Discrete mechanics and optimal control for
constrained systems (DMOCC), a structure preserving scheme for the optimal control of
such systems, is derived in [Leye 07,Leye 09b], using a discrete analogue of that principle.
Structure preservation is inherited when the system is reduced to its minimal dimension by
the discrete null space method. Together with initial and ﬁnal conditions on the conﬁgura-
tion and conjugate momentum, the reduced discrete equations serve as nonlinear equality
constraints for the minimisation of a given objective functional. The algorithm yields a
sequence of discrete conﬁgurations together with a sequence of actuating forces, optimally
guiding the system from the initial to the desired ﬁnal state. In particular, for the optimal
control of three-dimensional multibody systems, a force formulation consistent with the
joint constraints is introduced in Chapter 5 (see also [Leye 09b]) and consistency of the
evolution of momentum maps is proved for diﬀerent types of joints. [Ober 10] focuses on
the analysis of discrete mechanics and optimal control (DMOC in the unconstrained case)
and gives a proof of convergence of the DMOC solution to that of the original (continuous)
optimal control problem.
In this section, the formulation of discrete mechanics and optimal control for constrained
systems (DMOCC) is summarised brieﬂy. Then, it is described how the robot arm is
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modeled as a spatially ﬁxed spherical pair and a short overview on the main ingredients
for the optimal control of the robot arm is given. Finally, DMOCC will be used to
determine a cost minimising robot arm manoeuvre in the deterministic setting.
6.4.1 Discrete mechanics and optimal control for constrained
systems (DMOCC)
The equations of motion for forced, holonomically constrained systems can be derived
via a variational principle. Quite diﬀerent strategies for the treatment of the constraints
are at the disposal. One possibility described for conservative systems in Chapter 3 (see
also [Leye 08b]) is to transform the diﬀerential algebraic equations by a null space method
with reparametrisation. Analogous steps can be performed in the temporal discrete vari-
ational setting to derive the forced constrained discrete Euler-Lagrange equations and
their reduction to minimal dimension. Again, these steps have been investigated in de-
tail in Chapter 3 (see also [Leye 08b]) for conservative systems and in Chapter 5 (see
also [Leye 09b]) for forced systems and the method is summarised here.
Consider an n-dimensional mechanical system with the time dependent conﬁguration
vector q(t) ∈ Q and velocity vector q˙(t) ∈ Tq(t)Q in the tangent space Tq(t)Q to the
conﬁguration manifold Q. Let the conﬁguration be constrained by the function g(q) =
0 ∈ Rm with constraint manifold C = {q ∈ Q | g(q) = 0} and inﬂuenced by the force
ﬁeld f : Rn−m × TQ → T ∗Q.
Corresponding to the conﬁguration manifold Q, the discrete phase space is deﬁned by
Q × Q which is locally isomorphic to TQ. For a constant time step h ∈ R, a path
q : [t0, tN ] → Q is replaced by a discrete path qd : {t0, t0 + h, , . . . , t0 + Nh = tN} → Q,
N ∈ N, where qn = qd(tn) is viewed as an approximation to q(tn) at tn = t0 + nh. The
action integral is approximated in a time interval [tn, tn+1] using the discrete Lagrangian
Ld : Q×Q → R and the discrete constraint function gd : Q → R. Similarly, λn = λd(tn)
approximates the Lagrange multiplier, while the force ﬁeld f is approximated by two
discrete forces f−n ,f
+
n : T
∗U ×Q → T ∗Q.
Discrete constrained Lagrange-d’Alembert principle The discrete version of the
constrained Lagrange-d’Alembert principle requires the discrete path {qn}Nn=0 and multi-
pliers {λn}Nn=0 to fulﬁl
δ
N−1∑
n=0
(
Ld(qn, qn+1)− 1
2
gTd (qn) · λn −
1
2
gTd (qn+1) · λn+1
)
+
N−1∑
n=0
(
f−n · δqn + f+n · δqn+1
)
= 0
for all variations {δqn}Nn=0 and {δλn}Nn=0 with δq0 = δqN = 0, which is equivalent to the
constrained forced discrete Euler-Lagrange equations
D2Ld(qn−1, qn) +D1Ld(qn, qn+1)−GTd (qn) · λn + f+n−1 + f−n = 0
g(qn+1) = 0
(6.9)
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Figure 6.1: Relation of redundant forces f+n−1,f
−
n at tn to piecewise constant discrete generalised
forces τn−1, τn.
for n = 1, . . . , N − 1 where Gd(qn) denotes the Jacobian of gd(qn) and DαLd denotes the
derivative of the discrete Lagrangian with respect to the α-th variable. Due to the vari-
ational derivation of this scheme, the discrete trajectory conserves a discrete symplectic
form and is consistent in momentum maps, i.e. any change in the value of a momentum
map reﬂects exactly the applied forces, see [Mars 01]. Furthermore, the solution shows
‘good energy behaviour’ in the sense that energy is not gained or dissipated numerically,
which is typical for symplectic methods, see [Hair 04].
The discrete null space method To eliminate the discrete constraint forces from the
equations, a discrete null space matrix fulﬁlling range (P (qn)) = null (Gd(qn)) is em-
ployed. Premultiplying (6.9)1 by the transposed discrete null space matrix cancels the
constraint forces; i.e. the Lagrange multipliers are eliminated from the set of unknowns
and the system’s dimension is reduced to n.
Nodal reparametrisation A reduction of the system to the minimal possible dimension
can be accomplished by a local reparametrisation of the constraint manifold. At the time
nodes, qn = F (un, qn−1) is expressed in terms of the discrete generalised coordinates
un ∈ U ⊆ Rn−m by the map F : U ⊆ Rn−m × Q → C, such that the constraints are
fulﬁlled. The discrete generalised control forces are assumed to be constant in each time
interval, see Figure 6.1. First of all, the eﬀect of the generalised forces acting in [tn−1, tn]
and in [tn, tn+1] is transformed to the time node tn via τ
+
n−1 =
h
2
τn−1 and τ−n =
h
2
τn.
Secondly, the components of the discrete force vectors f+n−1,f
−
n ∈ T ∗qnQ can be calculated
as
f+n−1 = B
T (qn) · τ+n−1 f−n = BT (qn) · τ−n
with the n× (n−m) conﬁguration dependent input transformation matrix BT : T ∗U →
T ∗Q.
Upon insertion of the nodal reparametrisation, the resulting scheme
P T (qn) ·
[
D2Ld(qn−1, qn) +D1Ld(qn,F (un+1, qn)) + f+n−1 + f
−
n
]
= 0 (6.10)
has to be solved for un+1 whereupon qn+1 is obtained from local reparametrisation F of
the constraint manifold. Note that locality of this reparametrisation avoids the danger of
singularities which is present in formulations that start with a Lagrangian in generalised
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coordinates. The reduced scheme (6.10) is equivalent to the constrained scheme (6.9), thus
it also has the key properties of exact constraint fulﬁlment, symplecticity and momentum
consistency. While the constrained scheme (6.9) becomes increasingly ill-conditioned for
decreasing time steps, the condition number of (6.10) is independent of the time step.
Boundary conditions In the next step, the boundary conditions q(t0) = q0, q˙(t0) = q˙0
and q(tN) = q
N , q˙(tN) = q˙
N are formulated in the discrete setting. Let q00 ∈ C be a
ﬁxed reference conﬁguration, relative to which the initial conﬁguration is computed as
q0 = F (u0, q00). To prescribe an initial conﬁguration at t0, one can request u0 = u
0.
However, since the relative reparametrisation computes qN in terms of uN and qN−1, pre-
scribing uN does not enforce a unique ﬁnal conﬁguration. Final conﬁguration conditions
have to be formulated in terms of qN depending on the speciﬁc system under considera-
tion (see Section 6.4.2 for an example). Since in the present formulation of constrained
forced discrete variational dynamics on Q×Q, velocities are not properly deﬁned, velocity
conditions have to be transformed into conditions on the conjugate momentum, which are
deﬁned at each and every time node using a discrete Legendre transform. Three diﬀer-
ent discrete Legendre transforms have been deﬁned in Chapter 5 (see also [Leye 09b]).
The reduced discrete Legendre transforms are the most appropriate version to formulate
boundary conditions on momentum level as
P T (q0) ·
[
D2L(q
0, q˙0) +D1Ld(q0, q1) + f
−
0
]
= 0
P T (qN) ·
[
D2L(q
N , q˙N)−D2Ld(qN−1, qN)− f+N−1
]
= 0.
(6.11)
Here, the continuous Legendre transform p0 = D2L(q
0, q˙0) and pN = D2L(q
N , q˙N) is
applied to the prescribed boundary velocities.
The discrete constrained optimisation problem To formulate the optimal control
problem for the constrained discrete motion, an approximation
Jd(ud, τd) =
N−1∑
n=0
Bd(un,un+1, τn) (6.12)
of the continuous objective functional J(q, q˙,f) =
∫ tN
t0
B(q, q˙,f) dt has to be deﬁned,
where B(q, q˙,f) : TC × T ∗Q → R is a given cost function. The objective function (6.12)
has to be minimised with respect to ud = {un}Nn=0 and τd = {τn}N−1n=0 subject to a minimal
set of initial and ﬁnal conﬁguration constraints, initial and ﬁnal momentum constraints
(6.11) and the discrete equations of motion (6.10) for n = 1, . . . , N−1. Furthermore, time
dependent path, constraints prescribing (parts of) the motion, and inequality constraints
bounding the optimisation variables can be present.
Remark 6.4.1 (Dimension of the constrained optimisation problem) The use of the
discrete null space method with nodal reparametrisation yields a constrained optimisation
problem of minimal possible dimension: the optimisation of (6.12) subject to boundary
conditions and (6.10) includes the (2N + 1)(n−m) variables ud, τd and (N + 3)(n−m)
constraints. In contrast to that, the constrained optimisation problem resulting from the
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Figure 6.2: Conﬁguration of a rigid body (left) and initial conﬁguration of the robot arm consisting of two
rigid bodies combined into a spherical pair by the joint S1 and ﬁxed in space by the spherical
joint S2 (right).
Figure 6.3: Final conﬁguration of the robot arm showing the director triads {dαI }, α = 1, 2, I = 1, 2, 3
(left) and the joint location vectors ραβ , β = 1, 2 (right).
Lagrange multiplier formulation (6.9) involves the N(2n + m) + n unknowns qd,fd,λd
and (N − 1)(n+m) + 4n constraints (this are (3N + 1)m more variables and (N + 1)2m
more constraints). Of course, this inﬂuences the computational costs and the spectrum of
available methods to solve the problem substantially.
6.4.2 Deterministic optimal control of the robot arm
This section describes the constrained formulation of the crane-like robot arm and its
optimal control using DMOCC to compute the optimal trajectory and control sequence
steering the arm form its initial position depicted in Figure 6.2 (right) to the ﬁnal position,
where the tip is located in xH , in Figure 6.3. The objective of this rest to rest manoeuvre
is the minimisation of the control eﬀort Jd(ud, τd) =
∑N−1
n=0 ‖τn‖2. The robot arm model
consists of two rigid bodies and two spherical joint connections, the ﬁrst body being a
cone and the second body a cylinder, see Figure 6.2 (right). The ﬁrst spherical joint S1
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connects the two bodies by preventing relative translation. However, relative rotation of
the bodies is not constrained. The second joint S2 ﬁxes the end of the cylinder in space
at xG.
In contrast to rotation based approaches to rigid body dynamics taken e.g. in [Krys 06,Bou
09], here, each rigid body is viewed as a constrained continuum, described in redundant
coordinates subject to holonomic constraints, see e.g. [Antm 95,Reic 96]. The α-th rigid
body’s conﬁguration variable
qα =
⎡⎢⎢⎣
ϕα
dα1
dα2
dα3
⎤⎥⎥⎦ ∈ R12 α = 1, 2 (6.13)
consists of the placement of the centre of mass ϕα ∈ R3 and the directors dαI ∈ R3, I =
1, 2, 3 which are constrained to stay orthonormal during the motion, see Figure 6.2 (left)
and Figure 6.3 (left). The equations of motion assume the from of DAEs with a con-
stant mass matrix. This formulation circumvents many diﬃculties associated with rota-
tional parameters [Bets 98, Bauc 03] and can be generalised easily to three-dimensional
multibody systems consisting of many rigid bodies and also elastic structural elements
[Bets 06, Leye 08a]. The location of the β-th joint in the α-th body is characterised by
coordinates
(
ραβ
)
i
in the body frame {dαI } for α, β = 1, 2
ραβ =
(
ραβ
)
i
dαi ,
see Figure 6.3 (right).
Null space matrix The null space matrix associated with the robot arm is given by
P (q) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
ρ̂11 ρ̂
2
2 − ρ̂12
−d̂11 0
−d̂12 0
−d̂13 0
0 ρ̂22
0 −d̂21
0 −d̂22
0 −d̂23
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
with the hat mapˆ: R3 → so(3) and 0 denoting the 3× 3 zero matrix.
Nodal reparametrisation Let θ1n+1,θ2n+1 represent the incremental rotation vectors
pertaining to the two bodies, respectively. In particular, the nodal reparametrisation
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reads
qn+1 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
xG + exp(θ̂2n+1) · (− (	22)n + (	21)n)− exp(θ̂1n+1) · (	11)n
exp(θ̂1n+1) · (d11)n
exp(θ̂1n+1) · (d12)n
exp(θ̂1n+1) · (d13)n
xG − exp(θ̂2n+1) · (	22)n
exp(θ̂2n+1) · (d21)n
exp(θ̂2n+1) · (d22)n
exp(θ̂2n+1) · (d23)n
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Rodrigues’ formula is used to obtain a closed form expression of the exponential map exp :
so(3) → SO(3) mapping skew-symmetric matrices to proper rotations, see e.g. [Mars 94].
Actuation of the robot arm The actuation of the arm is twofold. First of all, the
spherical joint connection S1 is actuated by the joint torque τθ1 ∈ R3. It eﬀects both
bodies, where according to ‘action equals reaction’, the resulting generalised forces on the
bodies are equal, but opposite in sign, see e.g. [Bull 04]. Secondly, the torque τθ2 ∈ R3
actuates S2 and eﬀects the second body only.
The redundant forces on the bodies’ centre of mass and the directors corresponding to
the conﬁguration variable (6.13) can then be computed as
f =
[
f 1
f 2
]
= BT (q) ·
[
τθ1
τθ2
]
,
with the 24× 6 input transformation matrix
BT (q) =
1
2
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0
d̂11 0
d̂12 0
d̂13 0
0 0
−d̂21 d̂21
−d̂22 d̂22
−d̂23 d̂23
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Angular momentum of the robot arm reads L =
2∑
α=1
ϕα × pαϕ + dαI × pαI , where the
summation convention is used to sum over the repeated index I. In the discrete setting,
angular momentum at tn can be computed in terms of conjugate momenta obtained via
the constrained discrete Legendre transform, or equivalently, via the projected discrete
Legendre transform, see Chapter 5 (see also [Leye 09b]).
In the present case of the robot arm, change in angular momentum is induced by τθ2 and
the force due to the gravitational potential
V (q) = [0 0 −M1ϕg 01×9 0 0M2ϕg 01×9] · q
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with the acceleration g ∈ R and the total massesMαϕ , α = 1, 2 of the bodies. In particular,
change of angular momentum in one time interval is given by
Ln+1−Ln = (τθ2)+n +(τθ2)−n −(ϕ1n+1+ϕ1n)×
h
2
[0 0 −M1ϕg]−(ϕ2n+1+ϕ2n)×
h
2
[0 0 −M2ϕg].
(6.14)
The consistency of momentum maps can be proved analytically and is illustrated numer-
ically in Figure 6.4.
Robot arm manoeuvre in the deterministic setting
The particular robot arm we consider consists of a cone of radius r1 = 0.05 length l1 = 0.6
and mass M1ϕ = 10 and a cylinder of radius r
2 = 0.05, length l2 = 0.5 and mass M2ϕ = 5.
One end of the cylinder is ﬁxed in space at xG = [0 0 0] by the spherical joint S2, the
other end is coupled to the cylinder via S2. In the reference conﬁguration q00 depicted
in Figure 6.2 (right), both bodies are tilted from a vertical position by a rotation of π
4
around the axis e1. The directors are aligned with the bodies’ principal axes of inertia
such that dα3 coincides with the longitudinal axis, respectively.
At the start of the manoeuvre, the initial conﬁguration must coincide with the reference
conﬁguration, thus q0 = q00 and the initial conﬁguration condition for the optimal control
problem reads u0 = 06×1. In the ﬁnal conﬁguration, the tip of the cone must coincide
with a prescribed location xH = [0 − 1.131 0.283] in space. Using the vector ρ1H spec-
ifying the location of the tip in the body frame {d1I} (see Figure 6.3 (right)), the ﬁnal
conﬁguration condition reads ϕ1N + (ρ
1
H)N − xH = 03×1. The desired motion is a rest to
rest manoeuvre, thus p0 = pN = 024×1 in the boundary conditions on momentum level
(6.11). In the deterministic setting, the objective function (6.12) represents the control
eﬀort, therefore the convex objective function Jd(ud, τd) =
∑N−1
n=0 ‖τn‖2 is minimised sub-
ject to the described boundary conditions and the discrete equations of motion (6.10).
Furthermore, bound constraints insure that the components of the applied torques are
in the range −120 ≤ ((τθα)i)n ≤ 120 for α = 1, 2, i = 1, 2, 3 and n = 0, N − 1. The
manoeuvre takes place in tN = 1.5 and N = 15 time steps of size h = 0.1 are used.
The left hand plot in Figure 6.4 shows the evolution of kinetic, potential and total energy.
In particular, the ﬁrst plot illustrates that the manoeuvre starts and ends at rest. The
evolution of the components of angular momentum is shown on the right hand side.
The bottom plot veriﬁes equation (6.14) numerically (note that (τ+n + τ
−
n ) in the plot
represents the entire right hand side of (6.14)). The evolution of the components of the
torques in each joint can be observed from Figure 6.5 (left). As described before, the
torques are constant in each time interval. Finally, the resulting tip trajectory is depicted
in Figure 6.5 on the right hand side.
Remark 6.4.2 (Implementation) The constrained minimisation has been performed by
the SQP solver fmincon in Matlab which can handle bound constraints on the optimi-
sation variables as well as linear and nonlinear equality and inequality constraints. The
gradient of the objective function and the Jacobian of the nonlinear equality constraints
have been derived analytically and given as user supplied derivatives to Matlab. This sub-
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Figure 6.4: Evolution of kinetic, potential and total energy (left) and components of angular momen-
tum (right). The bottom plot on the right shows that momentum maps are represented
consistently.
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Figure 6.5: Evolution of torques (left) and trajectory of the tip (right).
stantially reduces the computational costs compared to the case when Matlab approximates
the derivatives via ﬁnite diﬀerencing.
Remark 6.4.3 (Inequality constraints) No inequality constraints have been imposed on
the minimisation in this simulation. To obtain more realistic manoeuvres, it is necessary
to prevent interpenetration of the two bodies via appropriate inequality constraints. This
is left for future work.
6.5 Test case: minimising the probability of failure for a
robot arm manoeuvre
In this section, the deterministic robot arm manoeuvre from Section 6.4.2 is reconsid-
ered in the presence of uncertainty. Speciﬁcally, we consider two diﬀerent uncertainty
cases. First, there is uncertainty in the geometry of the robot arm, i.e. the lengths l1, l2
are uncertain. Secondly, uncertain operating conditions are represented by the presence
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of uncertain wind forces in addition to the uncertain lengths. In all calculations we
use the reduced variational time stepping scheme (6.10) obtained via the discrete null
space method with nodal reparametrisation. By design, this scheme is symplectic and
represents changes in momentum maps exactly. Furthermore, energy is not gained or
dissipated numerically. As it is typical for the integration of constrained dynamics, the
discrete equations of motion are implicit and need to be solved iteratively, e.g. by means
of a Newton-Raphson iteration.
The performance measure Y of interest is assumed to be the placement accuracy of the
arm tip, i.e. the distance from the arm tip and its prescribed location xH at the end of
the manoeuvre’s duration of tN = 1.5. Thus, in this case Y
τd = ‖ϕ1N + (ρ1H)N − xH‖
is obtained for a candidate control sequence τd by stepping forward in time using (6.10)
and the initial conditions described in Section 6.4.2. From an optimal control point of
view, this is similar to a shooting approach to solve the concentration-of-measure optimal
control problem (6.8). We additionally suppose that a positioning accuracy a is prescribed,
so that the robot arm operates safely if Y ≤ a and fails if Y > a. The goal is to ﬁnd a
control sequence τd for which the conﬁdence in safe operation is maximal, i.e. the resulting
objective function to be minimised is
−CF(τd) ≡ −M
τd
U τd
≡ −(a− 〈Y
τd〉 − ατd)+
DF τd
(6.15)
The evaluation of the objective function (6.15) requires the evaluation of the mean re-
sponse and the diameter. In all calculations presented here, the mean response (6.4)
is computed by random Monte Carlo sampling and the system diameter (6.2) and op-
timal controls τd are computed by simulated annealing. The basic simulated annealing
algorithm is that described in [Kirp 83] and has been enhanced with several user speci-
ﬁed options to suit our needs. Details are as given below. The starting controls for the
iteration are set to the deterministic controls computed in Section 6.4.2.
Optimisation algorithm The basic simulated annealing algorithm is that described
in [Kirp 83] and has been enhanced with several user speciﬁed options to suit our needs.
Deﬁne T as ‘temperature’ and N as the number of function evaluations. We use a de-
fault cooling schedule of Tnew = 0.8 × T old with T0 = 1.0. The optimisation stops if
T ≤ 1.0e − 8, N > Nmax = 2000, or NR > 300 where NR is the number of successive
rejected states. Temperature decrease happens if NT > 30 or NS > 20, i.e. if 30 function
evaluations are made or if there are 20 successive accepted optimal states found at the
current temperature. The Boltzmann constant is set to 1.0.
The bound constraints on the random variables need to be satisﬁed in the optimisation
algorithm as well. The neighbour ﬁnding routine intelligently seeks out neighbouring
states that assert compliance of any permutations of these constraints to ﬁnd a new
neighbour by projecting a randomly generated neighbour into a parametrised point within
the constrained design space.
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Figure 6.6: Uncertain geometry: Simulated annealing iteration for the determination of the optimal con-
trols. Evolution of: a) mean performance; b) system diameter; and c) concentration-of-
measure probability of failure upper bound.
6.5.1 Uncertain geometry
First, there are M = 2 uncertain variables. The lengths l1 can vary randomly in a range
of 5% and l2 varies randomly in the range of 0.1% around the given value, respectively.
These values assure that their inﬂuence on the system’s uncertainty is of the same order
of magnitude.
The evolution of the mean performance, system diameter and concentration-of-measure
probability of failure upper bound along the simulated annealing iteration for the deter-
mination of the optimal controls is shown in Figure 6.6. As expected, both the positioning
accuracy of the manoeuvre, measured by the mean response 〈Y 〉 with m = 100, and the
uncertainty in the operation of the manoeuvre, measured by the diameter DF , show a
decreasing tendency. Correspondingly, the concentration-of-measure probability of fail-
ure upper bound decreases from initially P = 0.49 to Pbest = 0.013722. This reduction
in probability of failure may be alternatively interpreted as an increase in the conﬁdence
that may be placed in the safe operation of the manoeuvre, as measured by the conﬁ-
dence factor (6.6). Recall that the right hand side of (6.5) is a random variable and with
probability at most ′, it may fail to be an upper bound on the probability of failure. This
is why, for the optimal control sequence with with Pbest = 0.013722 computed via (6.5)
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(using the empirical mean which is subject to large deviations as rare events), the mean
has been recomputed with m = 10000. Assuming that the latter empirical mean is an
‘accurate’ approximation of the exact mean in (6.3) results in the even lower probability
of failure bound Pbest = 0.00047207.
It bears emphasis that high conﬁdence in the safe operation of a system requires achieving
a large design margin and a low uncertainty simultaneously. More precisely, conﬁdence
requires that the design margin be large in relation to the uncertainty in the operation of
the system, which underscores the importance of quantifying – and mitigating by means of
optimal control – system uncertainties for purposes of certiﬁcation. Here, again, the ability
of concentration-of-measure optimal control (COMOC) to increase design conﬁdence in
the particular example of the robot-arm manoeuvre becomes obvious.
6.5.2 Uncertain wind forces and uncertain geometry
Secondly, in addition to the uncertain lengths, each body is aﬀected by a random wind
force in every time step, hitting the body’s surface around the centre of mass in a pre-
scribed location. Each component of the two three-dimensional force vectors varies ran-
domly between in [−0.001, 0.001]. Altogether, M = 92 uncertain variables are present in
this simulation. Figure 6.7 shows the evolution of the mean performance with m = 100,
system diameter and concentration-of-measure probability of failure upper bound along
the simulated annealing iteration. The probability of failure upper bound has been im-
proved from P = 1 to Pbest = 0.11581. Also here it can be observed that the Pbest has
been found for a control sequence that leads to (local) minima in the mean and diameter,
respectively. Again, assuming that the mean resulting from m = 10000 samples yields
exactly the mean performance, (6.3) bounds the probability of failure by Pbest = 0.0567.
6.6 Summary and conclusions
We have presented an optimal control methodology, which we refer to as concentration-
of-measure optimal control (COMOC), that seeks to minimise a concentration-of-measure
upper bound on the probability of failure of a system. The systems under consideration
are characterised by a single performance measure that depends on random inputs through
a known response function. In addition, the safe operation of the system is characterised
by a threshold value of the performance measure. For these systems, a concentration-
of-measure upper bound on the probability of failure of a system can be formulated
in terms of the mean performance measure and a system diameter that measures the
uncertainty in the operation of the system. COMOC then seeks to determine optimal
controls that maximise the conﬁdence in the safe operation of the system, deﬁned as
the ratio of design margin, measured by the diﬀerence between the mean performance
and the design threshold, to the system uncertainty, measured by the system diameter.
This strategy has been assessed in the case of a robot arm manoeuvre for which the
performance measure of interest is assumed to be the placement accuracy of the arm
tip. The ability of COMOC to increase design conﬁdence in that particular example of
application is remarkable and bodes auspiciously for the approach.
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Figure 6.7: Uncertain wind forces and uncertain geometry: Simulated annealing iteration for the deter-
mination of the optimal controls. Evolution of: a) mean performance; b) system diameter;
and c) concentration-of-measure probability of failure upper bound.
The most severe limitation of the COMOC implementation presented in this paper is
its computational expense. Each evaluation of the conﬁdence factor objective function
requires the calculation of the mean response and system diameter for a particular control,
which in turn requires multiple solutions of the equations of motion of the system. In order
to reduce the computational expense to a tractable level, in the calculations presented here
the controls have been constrained to remain close to the initial deterministic solution. It is
conceivable that further gains in design conﬁdence could be achieved from an unrestricted
control optimisation, but the computational resources and infrastructure required for such
an optimisation are beyond the scope of this paper. In view of these present limitations,
the formulation of eﬃcient COMOC implementations that alleviate its computational
expense clearly suggests itself as a subject of further research.
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7 A discrete mechanics approach to Cosserat
rod theory – static equilibria
7.1 Introduction
Over the past two decades, the theory of discrete mechanics (conﬁrm e.g. [Mars 01] for a
review) has received the focus of intense research and attained a considerable degree of
development. Numerical integrators that are derived from a discrete variational principle
have favourable conservation properties. The aim of this article is the systematic applica-
tion of concepts that have been developed in the context of discrete mechanics (and also
concepts from classical mechanics) to the formulation of a theory of discrete Cosserat rods,
analogous in structure and scope to the classical theory of Cosserat rods, in which the arc
length is a discrete variable ab initio. Thus, whereas the potential energy density of a rod
is a function on the tangent bundle TQ of a one-dimensional manifold Q parametrised
by arc length, the discrete rod theory formulated here is predicated on potential energy
densities deﬁned over Q×Q, i.e. on pairs of points along the arc length of the rod, in anal-
ogy to Veselov’s discrete reformulation of Lagrangian mechanics, see [Vese 88]. On this
foundation, a complete and selfcontained theory of discrete rods, including the derivation
of discrete equations of equilibrium and of exactly conserved arc length wise momentum
maps, can be formulated that is in analogy with discrete Lagrangian mechanics.
First steps in this direction were taken by Bobenko and Suris. In their paper [Bobe 99] they
derived an integrable discretisation of a Lagrange top as an application case of their general
approach to formulate continuous as well as discrete time Lagrangian mechanics on Lie
groups. Using a discrete version of Kirchhoﬀ’s kinetic analogy (see Love [Love 27], Section
260) they obtained an edge-based, equidistantly discretised version of an inextensible,
unshearable and isotropic Kirchhoﬀ rod model which, like its rigid body counterpart, turns
out to be a discrete integrable system. In our article we apply the discrete Lagrangian
mechanics approach to a more general rod model of Cosserat type. We formulate two
discrete models, possibly with non-equidistant step size. In the vertex-based approach,
displacements and rotational degrees of freedom are deﬁned on the grid nodes while the
edge-based approach associates the rotational degrees of freedom with the edges between
the nodes.
As the conﬁguration space SE(3) of a Cosserat rod is a Lie group, it is possible to apply the
general approach developed in [Bobe 99] in the continuous as well as in the discrete setting.
However, in the context of geometrically exact rod mechanics the spatial or material
representation of physical quantities is a more appropriate concept than an equivalent,
but rather abstract reformulation of the theory in terms of the right or left trivialisation
of a Lagrangian system on a Lie group. We formulate a Cosserat rod model, without
explicitly exploiting the Lie group structure, as a Lagrangian system whose conﬁguration
space consists of a six-dimensional submanifold of R12. This submanifold structure is
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generated by internal holonomic constraints on the rod directors, which we enforce by the
method of null space matrices. In the discrete setting we use the corresponding discrete
null space method which has been proposed by Betsch in [Bets 05] and developed for
multibody systems in [Bets 06] and for ﬂexible multibody systems in [Leye 08a].
The potential energy density (or stored energy function) is an object of central importance
in rod theory: it speciﬁes the constitutive properties of the rod and implies the consti-
tutive equations which relate strains to forces and moments. Kirchhoﬀ’s kinetic analogy
suggests that this energy density function (depending on the curve parameter) is formally
equivalent to the Lagrangian function of a time dependent mechanical system, such that
the static equilibrium equations of a rod correspond to the Euler-Lagrange equations of
the latter. The possibility to generalise Kirchhoﬀ’s classical kinetic analogy to Cosserat
rods has been utilised in the articles by Kehrbaum and Maddocks [Kehr 97] and Chouaieb
and Maddocks [Chou 04] to investigate static equilibrium problems for both Kirchhoﬀ and
Cosserat rods as Hamiltonian systems (see also Chouaieb [Chou 03]). Starting from the
energy density, which is assumed to be uniform and may be augmented by various con-
straints to enforce inextensibility or unshearability, they directly proceed to deﬁne the
respective Hamiltonians via a Legendre transform. In this way, they obtain a variety of
Hamiltonian systems whose canonical equations are equivalent to the static equilibrium
equations of the respective rod model. However, these authors do not explore the formu-
lation of static equilibrium problems for Cosserat rods as constrained Lagrangian systems
on manifolds. We present such a Lagrangian formulation of the continuum theory of
Cosserat rods to provide a starting as well as a reference point for our discrete mechanics
formulation of the theory.
Like all systems of non-relativistic classical mechanics, the theory of Cosserat rods is
formulated on the background of Galilean space-time [Arno 78]. As part of the gen-
eral requirement of Galilei invariance of all equations this implies that frame-indiﬀerence
(i.e. invariance under rigid body motions) is a fundamental property for all internal quan-
tities in three-dimensional elasticity as well as in one and two-dimensional theories of
structural members (i.e. rods and shells). This holds in particular for the equilibrium
equations, any measure of strain as well as the constitutive relations relating the latter
to the former (see Truesdell and Noll [True 65] and Antman [Antm 05] for a detailed
discussion).
Likewise frame-indiﬀerence is required also for corresponding discrete structure models. In
the context of ﬁnite element discretisations of Cosserat rods this subject is discussed in de-
tail by Crisﬁeld and Jelenic´ [Cris 99]. We would like to add that frame-indiﬀerence already
implies a speciﬁc form (7.18) of the equilibrium equations and ensures the existence of six
ﬁrst integrals that can be recovered as momentum maps in the context of Noether’s the-
orem. This theorem is a powerful tool to identify ﬁrst integrals in Lagrangian mechanics
due to invariance properties of the Lagrangian function under symmetry transformations
(see Marsden and Ratiu [Mars 94]). Two more integrals not depending on space-time
symmetries, but rather on the constitutive properties of a rod appear in the special cases
of uniform or isotropic material and geometric behaviour. Frame-indiﬀerence in the dis-
crete setting requires special attention, as it can be violated by certain interpolations of
rotations (see [Cris 99] or [Rome 04]).
Discrete Lagrangian mechanics for Cosserat rods is also a topic in Dixon [Dixo 07]. He
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gives a variational formulation of rod dynamics next to and motivated by a comprehensive
treatment of rigid bodies in the discrete setting. Our approach is similar, but we restrict
ourselves to static rod conﬁgurations and spatial momentum maps. Also, we note that
our formulation is diﬀerent in many aspects, as we use diﬀerent techniques to discrete the
Lagrangian function and to handle constraints.
An outline of the article is as follows. In Section 7.2, we deﬁne the conﬁguration of a rod
and introduce strain measures. Using the tools from variational calculus, we derive the
equilibrium equations as constrained Euler-Lagrange equations in Sections 7.3 and 7.4. In
Section 7.5, we formulate a theory of discrete rods involving discrete pendants of energy
density, stress quantities and equilibrium equations. Numerical examples, including a
comparison with a ﬁnite-element discretisation, are presented in Section 7.7. The article
concludes with a summary in Section 7.8.
7.2 Kinematics of Cosserat rods
We brieﬂy summarise the basic kinematics of the special Cosserat theory of rods using a
notation adopted from Antman [Antm 05]. Generally, a rod is a ﬁbre-like elastic body,
i.e. it is possible to specify a family of cross sections which have small proportions com-
pared to the length of the rod. This suggests a mathematical model of a rod in terms of
a spacecurve corresponding to its centerline and a director frame which deﬁnes the orien-
tation of the local cross section plane. For a thorough discussion of the physical aspects
of Cosserat rod theory and its relation to three-dimensional, ﬁnite deformation elasticity
we refer to the seminal article [Simo 85] of Simo and the recent textbook [Gera 01] of
Ge´radin and Cardona.
Notation 7.2.1 Throughout this work, we denote three-dimensional Euclidean space by
(E3, 〈 · , · 〉) and choose a ﬁxed right-handed orthonormal triple (e1, e2, e3) of basis vectors.
We denote vectors w ∈ E3 by boldface roman italic letters. Any vector quantity w ∈ E3
may be decomposed with respect to the basis (e1, e2, e3) in the form w = w1e1 + w2e2 +
w3e3. We denote the triple w = (w1, w2, w3)
T ∈ R3 of the cartesian components wk =
〈w, ek〉 by roman italic letters and isomorphically identify real column vectors w ∈ R3
with their Euclidean counterparts w ∈ E3. In the same way, any vector equation in E3
can be isomorphically written in R3 using real column vectors.
7.2.1 Conﬁguration variables
A conﬁguration of a special Cosserat rod is deﬁned by a regular spacecurve r : [sc, sf ] →
E3, which corresponds to the centerline of the rod and continuously connects the position
vectors r(s) of the cross section centroids, together with a pair d(1),d(2) : [sc, sf ] → E3 of
director ﬁelds spanning the family of cross section planes along the centerline (see Figure
7.1). The directors are required to satisfy the orthonormality conditions
〈d(1)(s),d(2)(s)〉 = 0, ‖d(k)(s)‖ = 1, k = 1, 2 (7.1)
at any s ∈ [sc, sf ]. The orientation of a cross section is given by its unit normal vec-
tor d(3)(s) = d(1)(s) × d(2)(s) in accordance with the condition 〈d(3)(s), r′(s)〉 > 0
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Figure 7.1: Conﬁguration of a Cosserat rod.
which prevents degenerate rod conﬁgurations and assures that the cross section nor-
mal d(3)(s) and the centerline tangent vector r′(s) point into the same half space. The
triple (d(1)(s),d(2)(s),d(3)(s)) of orthonormal director ﬁelds is related to the ﬁxed basis
(e1, e2, e3) by a proper orthogonal linear map R(s) : E
3 → E3 deﬁned by the set of
equations
d(k)(s) = R(s) ek, k = 1, 2, 3.
The matrix representation of R(s) with respect to the basis (e1, e2, e3) is an element
R(s) ∈ SO(3) i.e. R(s)T = R(s)−1, det(R(s)) = 1, and the k-th column of R(s) consists
of the column vector d(k)(s) ∈ R3 corresponding to d(k)(s). In summary, we arrive at
a mathematical description of the conﬁgurations of a Cosserat rod in terms of a curve
within the product manifold R3×SO(3), which is completely deﬁned by specifying a pair
(r, R) of curves
r : [sc, sf ] → R3 and R : [sc, sf ] → SO(3) (7.2)
that are both assumed to be suﬃciently smooth.
7.2.2 Submanifolds and nullspace matrices
Disregarding the orthonormality conditions in (7.1), the mapping s → (r(s), R(s)) corre-
sponds to a regular curve in R12. Since there are six independent constraints, the curve
is constrained to a diﬀerentiable manifold of dimension six.
Let Q be a (n− k)-dimensional submanifold of Rn and let TqQ denote the tangent space
of Q at q ∈ Q. Here, k is the number of independent constraints imposed on Rn. A null
space matrix at q is a matrix P (q) ∈ Rn×(n−k) such that
range(P (q)) = TqQ for all q ∈ Q .
Clearly, the columns of P (q) for each q ∈ Q form a basis for TqQ and, as a consequence,
the matrix P (q) induces a linear isomorphism P (q) : R(n−k) → TqQ. For the terminology
of null space matrices see Betsch [Bets 05], Leyendecker et al. [Leye 08b] and references
therein. By the deﬁnition of submanifolds of Rn and the implicit function theorem (see
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[Flem 77], Sections 4.7 and 8.2) we may assume the existence of a neighbourhood U ⊂ Rn,
of each q ∈ Q, and a function g : U → Rk such that Q∩U = g−1({0}). Then, while G(q)
denotes the Jacobi-matrix of g at q, we have
range(P (q)) = null(G(q)). (7.3)
In the setting of Cosserat rods, we have Q = R3 × SO(3) (conﬁrm (7.2)), and for q ∈ Q
we write
q =
⎡⎢⎢⎣
r
d(1)
d(2)
d(3)
⎤⎥⎥⎦ .
For each q ∈ Q, there exists a neighbourhood U of q such that Q ∩ U = g−1({0}) with
the constraint function
g(q) =
⎡⎢⎢⎢⎢⎢⎢⎣
1
2
(‖d(1)‖2 − 1)
1
2
(‖d(2)‖2 − 1)
1
2
(‖d(3)‖2 − 1)
〈d(1), d(2)〉
〈d(1), d(3)〉
〈d(2), d(3)〉
⎤⎥⎥⎥⎥⎥⎥⎦
that consists of the six orthonormality conditions 〈d(j), d(k)〉 = δjk which constitute inter-
nal holonomic constraints on the director degrees of freedom. We choose the corresponding
null space matrix to be
P (q) =
⎡⎢⎢⎢⎣
13 03
03 −dˆ(1)
03 −dˆ(2)
03 −dˆ(3)
⎤⎥⎥⎥⎦ for q ∈ Q . (7.4)
Notation 7.2.2 Let d ∈ R3. By dˆ ∈ so(3) we denote the skew-symmetric matrix that is
uniquely determined by the relation dˆ y = d× y for all y ∈ R3. In (7.4), 13 and 03 denote
the 3× 3 identity and zero matrices, respectively.
Obviously, P is a valid null space matrix according to (7.3).
7.2.3 Strain measures
The strain vectors u and v take values in R3 and are frame-indiﬀerent quantities which
fully describe the internal deformation of the rod as well as its conﬁguration up to a rigid
body motion. For a detailed discussion of the strain variables we refer to Chapter 8.6 in
Antman [Antm 05].
The local change of the moving frame consisting of the directors d(k)(s) is uniquely de-
termined through the set of evolution equations
d
ds
d(k)(s) = u(s)× d(k)(s), k = 1, 2, 3 . (7.5)
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The vector function u : [sc, sf ] → E3 is called the Darboux-vector corresponding to the
director ﬁeld. From now, we will drop the argument s as long as there is no danger of
confusion. Let us consider the components of u with respect to the basis (d(1),d(2),d(3)):
u = u¯1 d
(1) + u¯2 d
(2) + u¯3 d
(3) (7.6)
Notation 7.2.3 To distinguish between the decompositions of a vector quantity with respect
to the ﬁxed basis (e1, e2, e3) and the director basis (d
(1),d(2),d(3)), vector components with
respect to the latter are denoted by sans-serif boldface letters, e.g. u = (u¯1, u¯2, u¯3)T is called
the material description of the Darboux-vector u, whereas u (with uk = 〈u, ek〉) is called
its spatial description.
Equations (7.5) and (7.6) imply that the skew-symmetric matrix associated with u can
be expressed by:
uˆ = RT
d
ds
R (7.7)
From this expression, we see that the material components u¯k of u are invariant under
arbitrary rotations of the director ﬁeld, i.e. they are frame-indiﬀerent quantities. This
will become important in the subsequent sections. A second look at (7.7) reveals that
the components (u¯1, u¯2) of u describe ﬂexure, as they result from projecting the local
change d
ds
d(3) of the cross section normal onto the cross section plane. Likewise the third
component u¯3 of u measures the local twist of the rod. The material description of the
centerline tangent vector
d
ds
r = v¯1 d
(1) + v¯2 d
(2) + v¯3 d
(3)
yields the strain variables v¯1, v¯2, associated with shear, and v¯3 associated with dilatation.
A more compact and obviously frame-indiﬀerent expression for v is
v = RT
d
ds
r . (7.8)
The frame-indiﬀerent material vector quantities u(s) and v(s) are diﬀerential invariants
of the framed curve (r, R) which determine the conﬁguration of a Cosserat rod up to
an overall rigid body motion, qualifying them as proper strain variables of a Cosserat
rod. If the six components of the pair (u, v) are given as continuous functions of the real
variable s ∈ [sc, sf ], one may ﬁrst solve the director frame evolution equation ddsR = R · uˆ
with an arbitrarily chosen frame R0 = R(s0) ﬁxing the value of R(s) at some particular
s0 ∈ [sc, sf ]. Using this known frame R(s;R0) as well as the given material shear strains
v(s) we obtain the centerline curve by means of integrating (7.8) with the ﬁnal result
r(s) = r0 +
∫ s
sc
R(s;R0) · v(s) ds, which indicates how the solution s → (r(s), R(s))
depends parametrically on rigid body motions (r0, R0) as integration constants. More
speciﬁcally one can show that for given (u, v) any two solutions diﬀer by at most a rigid
body motion (see [Antm 05], Chapter 8.6 for a detailed proof).
Remark 7.2.4 One can think of the strain vectors u and v as functions on [sc, sf ] as
they describe the deformation along the rod. However, it is also possible to treat them as
functions on the tangent bundle TQ since in (7.7) and (7.8) only elements of Q and their
derivatives occur. This is the crucial step that establishes the link to geometric mechanics.
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7.3 Variational formulation: uniform rods
The fact that the equations of motion for a Lagrange top are formally equivalent to
the equilibrium equations of an isotropic Kirchhoﬀ rod is known in the literature as
Kirchhoﬀ’s kinetic analogy (see Love [Love 27]; a modern treatment can be found in
Nizette and Goriely [Nize 99]). In the setting for the Lagrange top, the independent
variable denotes time whereas for the Kirchhoﬀ rod it denotes arc length. Likewise, the
body frame of the top corresponds to the director frame of the rod. It is important to
note that the Lagrangian function formally corresponds to the potential energy density
of the rod conﬁguration, since this is the starting point for the kinetic analogy. Unlike
for the Kirchhoﬀ rod, it is questionable if there exists a dynamical system in the real
world which has the same mathematical formulation as a Cosserat rod. However, this
does not touch the mathematical theory, so we are going to use mathematical tools from
classical mechanics [Mars 94,Mars 01] to derive the equilibrium equations. In summary, we
give a variational method to derive the equilibrium equations which is diﬀerent from the
procedure in Antman [Antm 05] or Simo [Simo 85]. In this section, we restrict ourselves
to the theory for uniform rods. Some aspects of the non-uniform theory, involving more
technicalities, are presented in Section 7.4.
7.3.1 Derivation of the equilibrium equations
First of all, we assume a hyperelastic material behaviour. The potential energy density
has the same domain as the strain vectors u and v, i.e. it is described by a function
W : TQ → R
and the total potential energy is then obtained by
V (q) =
∫ sf
sc
W
(
q(s),
d
ds
q(s)
)
ds, q ∈ C(Q).
Generally, the domain C(Q) of V is a subset of C2([sc, sf ], Q), the set of twice continuously
diﬀerentiable curves in Q and depends on the imposed boundary conditions.
Without loss of generality, the energy density W = W int + W ext splits into an internal
component W int, associated to strain and an external component W ext associated to
external loads such as gravity. The internal potential energy is required to be frame-
indiﬀerent as it is associated only with elastic deformation. This means thatW int remains
constant if rigid body transformations
r → y + r, y ∈ R3
(r, R) → (Y r, Y R), Y ∈ SO(3)
(and compositions thereof) are applied. By an argument analogous to [Antm 05], it can
be shown that a frame-indiﬀerent energy density takes the most general form
W int(r, R, r′, R′) = W
int
(u, v). (7.9)
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We deﬁne internal forces n and moments m as
n =
∂W int
∂r′
, m =
3∑
k=1
d(k) × ∂W
int
∂d(k) ′
(7.10)
and the external forces f and moments l (n, m, f and l are spatial quantities) as
f = −∂W
ext
∂r
, l = −
3∑
k=1
d(k) × ∂W
ext
∂d(k)
. (7.11)
It can be shown that the material counterparts of (7.10) respectively take the equivalent
form
n =
∂W
int
∂v
, m =
∂W
int
∂u
which are possibly more familiar expressions.
Lemma 7.3.1 Frame-indiﬀerence of W int implies the relations
∂W int
∂r
= 0
3∑
k=1
d(k) × ∂W
int
∂d(k)
+
3∑
k=1
d(k) ′ × ∂W
int
∂d(k) ′
+ r′ × n = 0
(7.12)
that become useful when analysing the equilibrium equations.
Proof: Let t ∈ R, ξ ∈ R3 then
W int(r, R, r′, R′) = W int(r + tξ, R, r′, R′) (7.13)
due to frame-indiﬀerence. Diﬀerentiating (7.13) with respect to t and setting t = 0 yields
0 =
〈
∂W int
∂r
, ξ
〉
.
Since ξ can be chosen arbitrarily, (7.12)1 follows. Next, set Y (t) = exp(tξˆ), and again due
to frame-indiﬀerence we have
W int(r, R, r′, R′) = W int(Y (t)r, Y (t)R, Y (t)r′, Y (t)R′). (7.14)
Diﬀerentiating (7.14) with respect to t and setting t = 0 yields
0 =
〈
∂W int
∂r
, ξˆr
〉
+
3∑
k=1
〈
∂W int
∂d(k)
, ξˆd(k)
〉
+
〈
∂W int
∂r′
, ξˆr′
〉
+
3∑
k=1
〈
∂W int
∂d(k) ′
, ξˆd(k) ′
〉
By cyclic permutation, this computes to
0 =
〈
ξ, rˆ
∂W int
∂r
〉
+
3∑
k=1
〈
ξ, dˆ(k)
∂W int
∂d(k)
〉
+
〈
ξ, rˆ′
∂W int
∂r′
〉
+
3∑
k=1
〈
ξ, dˆ(k) ′
∂W int
∂d(k) ′
〉
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Now we use ∂W
int
∂r
= 0 and ∂W
int
∂r′ = n to obtain (7.12)2.
The equilibrium conﬁgurations of any static system coincide with the critical points of
the potential energy. This means, for hyperelastic rods, a (stable or unstable) equilibrium
conﬁguration satisﬁes
dV (q) δq = 0 in any direction δq ∈ TqC(Q) (7.15)
where dV (q) ∈ TqC(Q)∗ denotes the derivative of V at q. Equation (7.15) formally
corresponds to Hamilton’s principle of critical action, yet the physical dimension of the
integral is energy and integration is taken with respect to the curve parameter s. For
simplicity, we assume ﬁxed endpoints qc, qf and set
C(Q) = {q ∈ C2([sc, sf ], Q) | q(sc) = qc, q(sf ) = qf}.
For (7.15), the following are necessary and suﬃcient:
P (q)T
(
d
ds
∂W
∂q′
− ∂W
∂q
)
= 0,
g(q) = 0
(7.16)
with P given in (7.4). The details of the derivation are omitted and can be found
in [Jung 09] and in [Leye 08b]. Equations (7.16) are the Euler-Lagrange equations cor-
responding to the variational principle (7.15) with respect to the boundary conditions
speciﬁed in C(Q). There is another set of equations which is also equivalent to (7.15) and
possibly more familiar reading
d
ds
∂W
∂q′
− ∂W
∂q
+G(q)Tλ = 0,
g(q) = 0.
(7.17)
Here, λ : [sc, sf ] → R6 is a Lagrange multiplier associated to the orthonomality constraints
in Q.
Remark 7.3.2 The equivalence of (7.15), (7.16) and (7.17) holds for arbitrary submani-
folds Q. However, in the setting for special Cosserat rods, Q = R3 × SO(3) is the case of
interest.
As s denotes the curve parameter, we will call (7.16) or (7.17) spatial Euler-Lagrange or
equilibrium equations. It is interesting to see that, as a consequence of frame-indiﬀerence,
the Euler-Lagrange equations attain a speciﬁc form (see also [Jung 09]).
Lemma 7.3.3 Consider a hyperelastic rod with W ext = W ext(r, R). Using the deﬁnitions
(7.10) and (7.11), the spatial Euler-Lagrange equations (7.16) can be rewritten in the form
d
ds
n+ f = 0
d
ds
m+
(
d
ds
r
)
× n+ l = 0.
(7.18)
127
7 A discrete mechanics approach to Cosserat rod theory – static equilibria
Proof: The spatial Euler-Lagrange equations on Q = R3 × SO(3) can be split in two
components:
d
ds
∂W
∂r′
− ∂W
∂r
= 0
3∑
k=1
d(k) ×
(
d
ds
∂W
∂d(k) ′
− ∂W
∂d(k)
)
= 0
Using (7.10), (7.11) and (7.12), the ﬁrst equation becomes
d
ds
∂W int
∂r′
− ∂W
int
∂r
− ∂W
ext
∂r
=
d
ds
n+ f = 0
and the second equation becomes
3∑
k=1
d(k) × d
ds
∂W int
∂d(k) ′
−
3∑
k=1
d(k) × ∂W
int
∂d(k)
−
3∑
k=1
d(k) × ∂W
ext
∂d(k)
=
3∑
k=1
d(k)× d
ds
∂W int
∂d(k) ′
+
3∑
k=1
(
d
ds
d(k)
)
×∂W
int
∂d(k) ′
+
(
d
ds
r
)
×n+l = d
ds
m+
(
d
ds
r
)
×n+l = 0.
Remark 7.3.4 The equilibrium equations (7.18) can be rewritten, in the equivalent form
d
ds
n+ u× n+ f = 0
d
ds
m+ u×m+ v × n+ l = 0
in which only material quantities appear. This can be seen by using the chain rule on
m = Rm and n = R n and then applying (7.7).
7.3.2 Spatial symmetries and momentum maps
It is well known that the static equilibrium equations (7.18) feature various ﬁrst integrals
due to frame-indiﬀerence as well as further, constitutively determined, symmetries. In
the absence of external forces and moments, (7.18) immediately imply the conservation
of both the spatial force n as well as the total momentum m + r′ × n. Two additional
integrals, namely the twist moment 〈m, d(3)〉 and the quantity 〈n, v〉 + 〈m,u〉 −W arise
in the isotropic and in the uniform case, respectively. A comprehensive analysis within
the framework of rod dynamics is given in Maddocks and Dichmann [Madd 94]. The
conservation of the corresponding static integrals follows immediately from the vanishing
time derivatives (see also Dichmann, Li and Maddocks [Dich 96], Section 4.4). In the
following we explicitly show how these integrals may be derived in a constructive way via
Noether’s theorem.
Noether’s theorem, as ﬁrst formulated by E. Noether [Noet 18], provides a systematic
framework that recovers conserved quantities as a result of Lie group symmetries. We
now give a few deﬁnitions that are needed to formulate Noether’s theorem in a version
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similar to the one given in Marsden and West [Mars 01]. Let G be a Lie group acting on
the conﬁguration manifold Q and let
Φ : G×Q → Q
denote the group action of G on Q. The tangent lift
ΦTQ : G× TQ → TQ
of Φ is deﬁned by ΦTQg (δq) =
d
dt
Φg(c(t))
∣∣
t=0
for g ∈ G, δq ∈ TQ and c being a curve in Q
such that c(0) = q and d
dt
c(t)
∣∣
t=0
= δq.
Let g denote the Lie algebra corresponding to G and g∗ its dual space. Given an energy
density W and a group action Φ, the corresponding momentum map J : TQ → g∗ is
given by
J(q, q′) ξ =
〈
∂W
∂q′
, ξQ(q)
〉
, ξ ∈ g (7.19)
where
ξQ(q) =
d
dε
Φ(exp(εξ), q)
∣∣∣∣
ε=0
∈ TqQ
denotes the inﬁnitesimal generator.
An energy density W : TQ → R is said to be invariant under Φ if
W ◦ ΦTQg = W for all g ∈ G
which implies that the potential energy integral is invariant under pointwise transforma-
tion by Φg. If W is Φ-invariant then Φ is called a symmetry and by Noether’s theorem,
there exists a momentum map (ﬁrst integral of the equilibrium equations) associated with
this symmetry.
Theorem 7.3.5 (Noether’s theorem) Consider a hyperelastic rod in equilibrium, W de-
noting the potential energy density and q denoting the corresponding conﬁguration map.
If W is invariant under the action Φ : G×Q → Q then
d
ds
J(q(s), q′(s)) = 0
i.e. the momentum map J of Φ is conserved.
A proof can be found e.g. in [Mars 01]. In the following, we list symmetries for the Cosserat
rod (Q = R3 × SO(3)) and construct the associated integrals via Noether’s theorem.
Frame-indifference Recall from Section 7.3.1 that spatial quantities (e.g. strains, forces,
moments and energy density) are frame-indiﬀerent, or objective, if they are invariant un-
der rigid motions. i.e. under the group actions
Φtransy : (r, R) → (y + r, R), y ∈ R3
ΦrotY : (r, R) → (Y r, Y R), Y ∈ SO(3)
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on the conﬁguration manifold Q. What could eventually be seen from the fact that (7.16)
and (7.18) are equivalent can also be derived in a more formal way via Noether’s theorem.
AssumeW = W int that is no external loads act on the rod. First, we consider translational
invariance: Let ξ ∈ R3, then the inﬁnitesimal generator reads ξQ(q) = (ξ, 0) and
J trans(q, q′)ξ =
〈
∂W
∂q′
, (ξ, 0)
〉
= 〈n, ξ〉
i.e. the stress force n is a momentum map of the Cosserat rod. Secondly, rotational
invariance is considered. Let ξˆ ∈ so(3), then ξQ(q) = (ξˆr, ξˆR) and
J rot(q, q′) ξˆ =
〈
∂W
∂q′
, (ξˆr, ξˆR)
〉
= 〈n, ξˆr〉+
3∑
k=1
〈
∂W
∂(d(k) ′)
, ξˆd(k)
〉
= 〈r × n+m, ξ〉
where the last equality follows by cyclic permutation. The duality on so(3) is as follows:
〈ψˆ, ξˆ〉so(3) = 12(ψˆξˆT ) = 〈ψ, ξ〉R3 for ψˆ, ξˆ ∈ so(3). Thus, the total momentum m + r × n is
another momentum map of the Cosserat rod.
Isotropy A rod is called isotropic, if its energy density W is invariant under the action
Φisoα : (r, R) → (r, RQ(α))
where
Q(α) =
⎡⎣cos(α) − sin(α) 0sin(α) cos(α) 0
0 0 1
⎤⎦
rotates the cross section around d(3) by the angle α. Let ξ ∈ R then d
dt
cos(tξ)
∣∣
t=0
= 0,
d
dt
sin(tξ)
∣∣
t=0
= ξ and consequently ξQ(q) = (0, d
(2)ξ,−d(1)ξ, 0). Thus,
J iso(q, q′) ξ =
〈
∂W
∂q′
, ξQ(q, s)
〉
=
〈
d(2),
∂W
∂(d(1) ′)
〉
ξ −
〈
d(1),
∂W
∂(d(2) ′)
〉
ξ = 〈m, d(3)〉ξ
where the last equality follows with (7.10). Hence the third momentum map is the twist
moment 〈m, d(3)〉.
Remark 7.3.6 From (7.7) and (7.8), we see that the strain vectors are compatible with
the action of Φiso in the following sense:
u ◦ Φisoα TQ = Q(α)Tu
v ◦ Φisoα TQ = Q(α)Tv
(7.20)
which are helpful relations when testing isotropy.
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Example 7.3.7 In the range of small strains one expects – in analogy to linear beam
theory – the energy density to be quadratic in the strains. The most frequently encountered
example of a frame-indiﬀerent energy density of this type is given by the function
W (q, q′) = W int(q, q′) =
1
2
〈
u− u0, C1(u− u0)
〉
+
1
2
〈
v − v0, C2(v − v0)
〉
, (7.21)
where
C1 =
⎡⎣EI1 0 00 EI2 0
0 0 GJ
⎤⎦ and C2 =
⎡⎣GA 0 00 GA 0
0 0 EA
⎤⎦
are the positive deﬁnite stiﬀness matrices of a pre-deformed prismatic rod with a constant
cross section area A and geometric area moments I1, I2 and J = I1 + I2, consisting of an
isotropic, elastic material characterised by the shear modulus G and Young’s modulus E.
The pre-deformed geometry is given by its strain measures v0 = (0, 0, 1)T , corresponding
to centerline parametrized by arc length and cross sections orthogonal to its tangent, and
u0, describing the initial curvature and twist of the rod. The constitutive equations
m = C1(u− u0), n = C2(v − v0)
derived from this energy density provide a linear relation of the forces and moments to
the strains. The energy density (7.21) is obviously frame-indiﬀerent. Note that despite
the spatial isotropy of the rod material, the eﬀective constitutive behaviour of the rod is
anisotropic unless the shape of the cross section displays kinetic symmetry (I1 = I2 = I).
One may consider more general rod geometries with cross sections varying smoothly along
the centerline, which yields variable geometry parameters A(s) and I1(s), I2(s) and eﬀec-
tively leads to an explicit dependence of the energy density on the curve parameter. This
likewise happens if the curvature and twist of the undeformed rod are not constant. More
general rod models of this type are treated in the following section.
7.4 Variational formulation: non-uniform rods
Until now we only considered uniform rods but we did not deﬁne the actual concept of
uniformity. In order to do this properly, we have to reﬁne the theory presented so far by
choosing a diﬀerent domain for W . In the dynamical setting, the theory from this section
corresponds to non-autonomous systems, such as considered in [Mars 01], Part 4.
7.4.1 Derivation of the equilibrium equations
Generally, the potential energy density may depend on the curve parameter s. It is
therefore described by a function
W : R× TQ → R
and the total potential energy is obtained by
V (q) =
∫ sf
sc
W
(
s, q(s),
d
ds
q(s)
)
ds, q ∈ C(Q).
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C(Q) denotes the set of admissible curves. It is again a subset of C2([sc, sf ], Q) corre-
sponding to the problem setup.
Before we proceed, we deﬁne the conﬁguration bundle Y = R × Q, which is needed for
discussing the variations and for formally deﬁning uniformity. For a conﬁguration map
q ∈ C(Q) we choose a representation deﬁned in the following way: let c : [ac, af ] → Y be a
map, its components denoted by c(a) = (cs(a), cq(a)). The ﬁrst component cs : [ac, af ] →
R is strictly increasing and maps [ac, af ] diﬀeomorphically to [sc, sf ]. The curve c is
required to satisfy q = cq ◦ c−1s . Recall that q = {(s, q(s)) | s ∈ [sc, sf ]} is a subset of Y ,
thus variations of q involve both variations of q(s) and variations of s. In the following, q
is identiﬁed with a class of curves c that are associated with the same conﬁguration map
q = cq ◦c−1s . Using the chain rule on q(s) = cq(c−1s (s)) gives q′(s) = c
′
q(c
−1
s (s))
c′s(c
−1
s (s))
. Accordingly,
V (q) can be written as
V (q) =
∫ af
ac
W
(
cs(a), cq(a),
c′q(a)
c′s(a)
)
c′s(a) da (7.22)
where integration is now taken over [ac, af ]. This formulation reveals that the full ex-
pression for the derivative dV contains derivatives with respect to s, and that further the
tangent space TqC(q) includes variations δcs of the s-parameter. For uniform rods, these
terms can be neglected.
In the extended setting, consider again the variational principle
dV (q)δq = 0, δq ∈ TqC(Q)
Computing the derivative dV using the expression in (7.22), we obtain exactly the same
result as for uniform rods: If the endpoints of the rod are considered ﬁxed, then (7.15),
(7.16) and (7.17) are equivalent.
Consequently, the equilibrium equations (7.18) apply both to uniform and to non-uniform
rods, which is little surprising, but proved once more in a formal way. However, the details
of the computation are somewhat diﬀerent (see [Mars 01]). The variational principle now
yields two equations, (7.16) being the ﬁrst and
∂W
∂s
+
d
ds
(〈
∂W
∂q′
, q′
〉
−W
)
= 0 (7.23)
being the second, but it turns out that (7.23) is implied by (7.16).
7.4.2 Spatial symmetries and momentum maps
Symmetry transformations may act on Y , rather than on Q. This is crucial to deﬁne
uniformity.
Uniformity A Cosserat rod is called uniform if its energy density W is invariant under
the action
Φuniy : (s, r, R) → (s+ y, r, R), y ∈ R
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Figure 7.2: Deformed conﬁguration with 11 vertices.
i.e. in the case of translational invariance with respect to the curve parameter s. From
equation (7.23) we see that
Juni =
〈
∂W
∂q′
, q′
〉
−W = 〈m,u〉+ 〈n, v〉 −W
is the associated momentum map.
Remark 7.4.1 The formal deﬁnition for a momentum map J : R × TQ → g∗ in the
general case reads
J(s, q, q′) ξ =
〈
∂W
∂q′
, ξqY (s, q)
〉
−
(〈
∂W
∂q′
, q′
〉
−W
)
ξsY (s) for ξ ∈ g
and reduces to (7.19) if ξsY (s) = 0.
7.5 Discrete rod theory
In this section, we convey continuous rod theory to the discrete setting. We apply the
concepts of variational calculus and the discrete null space method which allow us to
formulate a discrete version of the equilibrium equations that can be solved numerically.
In the discrete setting, we lose the pushforward operation (m = Rm) between spatial
and material quantities. Also, we have to deal with the fact that discrete mechanics
conﬁnes the admissible functional form of discrete strain measures, but does not provide
a canonical choice.
7.5.1 Discrete rods
Consider a predeﬁned grid s1 . . . sN (with si < si+1) and deﬁne increments hi = si+1 − si.
A discrete conﬁguration map is given by a sequence q1 . . . qN ∈ Q and we write qi = qi(si),
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which we denote as a vertex-based discretisation approach (see also Section 7.6.3). The
energy integral is approximated by N − 1 discrete energy density functions
Wi : Q×Q → R, i = 1 . . . N − 1
where Q × Q is the usual (in discrete mechanics) discrete replacement for TQ. These
energy functions should be chosen such that Wi is a consistent approximation of the
energy integral over the i-th rod segment, i.e.
Wi(qi, qi+1) =
∫ si+1
si
W
(
q(s),
d
ds
q(s)
)
ds+O(hα+1i ) (7.24)
for some α ∈ N. Moreover, it is crucial that the Wi inherit all symmetries from the
continuous model. In Section 7.6.1 we will make suggestions based on the formulation of
discrete strain measures. The potential energy sum reads
V d(qd) =
N−1∑
i=1
Wi(qi, qi+1), q
d ∈ S(Q).
Here, S(Q) denotes the set of discrete conﬁguration maps and must be a subset ofQ{s1...sN}
which accounts for certain boundary conditions. As for continuous rods, we assume that
each Wi is of the form Wi = W
int
i +W
ext
i with W
int
i being frame-indiﬀerent.
Now, we deﬁne the discrete elastic forces ni and moments mi and the discrete external
forces fi and moments li.
ni =
∂W inti
∂ri+1
, m−i = −
3∑
k=1
d
(k)
i ×
∂W inti
∂d
(k)
i
, m+i =
3∑
k=1
d
(k)
i+1 ×
∂W inti
∂d
(k)
i+1
(7.25)
fi+1 = −
(
∂W exti
∂ri+1
+
∂W exti+1
∂ri+1
)
, li+1 = −
3∑
k=1
d
(k)
i+1 ×
(
∂W exti
∂d
(k)
i+1
+
∂W exti+1
∂d
(k)
i+1
)
. (7.26)
Lemma 7.5.1 As a consequence of frame-indiﬀerence, the following hold.
ni =
∂W inti
∂ri+1
= −∂W
int
i
∂ri
(7.27)
m−i + ri × ni = m+i + ri+1 × ni (7.28)
Proof: Let t ∈ R, ξ ∈ R3 then
W inti (ri, Ri, ri+1, Ri+1) = W
int
i (ri + tξ, Ri, ri+1 + tξ, Ri+1) (7.29)
due to frame-indiﬀerence. Diﬀerentiating (7.29) with respect to t and setting t = 0 yields
0 =
〈
∂W inti
∂ri
, ξ
〉
+
〈
∂W inti
∂ri+1
, ξ
〉
.
Since ξ can be chosen arbitrarily, (7.27) follows. Next, set Y (t) = exp(tξˆ) ∈ SO(3) and,
again due to frame-indiﬀerence, we have
W inti (ri, Ri, ri+1, Ri+1) = W
int
i (Y (t)ri, Y (t)Ri, Y (t)ri+1, Y (t)Ri+1). (7.30)
134
7.5 Discrete rod theory
Diﬀerentiating (7.30) with respect to t and setting t = 0 yields
0 =
〈
∂W inti
∂ri
, ξˆri
〉
+
3∑
k=1
〈
∂W inti
∂d
(k)
i
, ξˆd
(k)
i
〉
+
〈
∂W inti
∂ri+1
, ξˆri+1
〉
+
3∑
k=1
〈
∂W inti
∂d
(k)
i+1
, ξˆd
(k)
i+1
〉
.
By cyclic permutation, this computes to
0 =
〈
ξ, rˆi
∂W inti
∂ri
〉
+
3∑
k=1
〈
ξ, dˆ
(k)
i
∂W inti
∂d
(k)
i
〉
+
〈
ξ, rˆi+1
∂W inti
∂ri+1
〉
+
3∑
k=1
〈
ξ, dˆ
(k)
i+1
∂W inti
∂d
(k)
i+1
〉
.
Using the deﬁnitions (7.25) and, since ξ can be chosen arbitrarily, (7.28) follows.
Remark 7.5.2 The deﬁnitions (7.25) are again motivated by the discrete momentum maps
and they are precisely those which permit a formulation of the equilibrium equations sur-
prisingly similar to the continuous case.
In complete analogy to the continuous setting a variational principle characterises equi-
librium conﬁgurations.
dV d(qd) δq = 0 in any direction δq ∈ TqS(Q) (7.31)
We set
S(Q) = {(q1 ... qN) | qi ∈ Q, q1 = qc, qN = qf} (7.32)
such that variations at the boundary are zero (δq1 = δqN = 0). In this case, we obtain
the discrete Euler-Lagrange equations
P (qi)
T
(
∂Wi−1
∂qi
+
∂Wi
∂qi
)
= 0
g(qi) = 0
i = 2 ... N − 1 (7.33)
which hold equivalently to (7.31). This system of equations serves as a basis for nu-
merical algorithms. After introducing a reparametrisation φ : R6 → Q, we can reduce
the number of unknowns to its theoretical minimum by solving the equivalent system
F (φ(a2) ... φ(aN−1)) = 0 instead. An example of φ is φ(r, c) = (r, exp(cˆ)) = (r, R(c))
i.e. SO(3)-matrices are parametrized by their rotation vectors.
Lemma 7.5.3 Using the expressions (7.25) and (7.26) for the discrete forces and moments
allows the discrete Euler-Lagrange equations (7.33) to be alternatively written as
ni − ni−1 + fi = 0
m−i −m−i−1 + (ri − ri−1)× ni−1 + li = 0
m+i −m+i−1 + (ri+1 − ri)× ni + li = 0
(7.34)
where (7.34)2 and (7.34)3 are equivalent.
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Proof: The discrete Euler-Lagrange equations on Q = R3 × SO(3) can be split in two
components:
∂Wi−1
∂ri
− ∂Wi
∂ri
= 0
3∑
k=1
d
(k)
i ×
(
∂Wi−1
∂d
(k)
i
− ∂Wi
∂d
(k)
i
)
= 0
The claims follow by applying the deﬁnitions (7.25) and (7.26) and the identity (7.28).
Already at this stage, we see that the discrete forces ni are constant, if no external loads
are applied (W exti = 0).
7.5.2 Boundary conditions
By (7.32), the discrete Euler-Lagrange equations describe a conﬁguration where both
ends q1, qN are in ﬁxed position (rod fully clamped at both ends). It is easy to extend the
system of equations to the case where one end is free. For example if the end qN is free,
we have to consider the additional equations
P (qN)
T ∂WN−1
∂qN
= 0, g(qN) = 0
The meaning of these equations is that both the discrete force fN−1 and the discrete
moment m+N−1 are zero. If rN is ﬁxed and RN is free then the additional equations are
3∑
k=1
d
(k)
N ×
∂WN−1
∂d
(k)
N
= 0, g(qN) = 0
which say that the discrete moment m+N−1 is zero. Discrete mechanics provides a most
natural way to handle various boundary conditions. More sophisticated conditions in-
volving external potentials at the boundary or single directors can also be handled,
see [Bets 06,Leye 08a].
7.5.3 Discrete momentum maps
Let G be a Lie group acting on the manifold Q and let Φ : G×Q → Q denote the group
action of G on Q, then Φ can be lifted canonically to Q×Q.
ΦQ×Q : G× (Q×Q) → Q×Q
An energy function Wi : Q×Q → R is said to be invariant under Φ if Wi ◦ΦQ×Qg = Wi for
all g ∈ G, i = 1...N − 1. Again, Φ is called a symmetry action, and the discrete version
of Noether’s theorem states that there exists a discrete constant quantity (sequence of
momentum maps) associated with Φ. A sequence of momentum maps J±i : Q × Q → g∗
is deﬁned by
〈J+i (qi, qi+1), ξ〉 =
〈
∂Wi
∂qi+1
(qi, qi+1), ξQ(qi+1)
〉
, ξ ∈ g,
〈J−i (qi, qi+1), ξ〉 =
〈
−∂Wi
∂qi
(qi, qi+1), ξQ(qi)
〉
, ξ ∈ g.
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Remark 7.5.4 When Noether’s theorem applies, the two momentum maps J−i and J
+
i
coincide, and there is only one conserved quantity.
Theorem 7.5.5 (Discrete Noether’s theorem) Consider a balanced conﬁguration (qi)Ni=1 ∈
S(Q) of a discrete rod. If its discrete energy functional is invariant under the action
Φ : G×Q → Q then
J±i−1(qi−1, qi) = J
±
i (qi, qi+1) for i = 2...N − 1
i.e. the corresponding discrete momentum map is conserved.
For a proof, one can consult [Mars 01] again. Table 7.1 lists the momentum maps asso-
ciated with the three symmetry actions for elastic rods. Their computations are omitted
as they can be computed in exactly the same way as the continuous momentum maps.
symmetry action momentum map
frame-indiﬀerence
(a) rigid translation ni
(b) rigid rotation m−i + ri × ni
= m+i + ri+1 × ni
isotropy 〈d(2)i+1, ∂Wi∂d(1)i+1 〉 − 〈d
(1)
i+1,
∂Wi
∂d
(2)
i+1
〉
= −〈d(2)i , ∂Wi∂d(1)i 〉+ 〈d
(1)
i ,
∂Wi
∂d
(2)
i
〉
Table 7.1: Momentum maps of a discrete rod.
7.6 Discretisation
In all preceding developments, the discrete energy density of the rod has been presumed
given. However, in practice discrete rods are often intended as approximations of contin-
uous rods, and the question naturally arises of how to formulate discrete rod energy den-
sities that are consistent with their continuous counterparts. Then, a result in [Mars 01]
shows that the discrete equations of equilibrium are consistent in the sense of ordinary
diﬀerential equations and the discrete rod conﬁgurations converge to the continuous limit
by virtue of Gronwall’s inequality. In this section, we present a speciﬁc discretisation
strategy that is based on the formulation of discrete strain measures. We recall that the
most general frame-indiﬀerent energy density of a rod is of the form (7.9), i.e. it can be
expressed in terms of the strain measures u and v deﬁned in (7.7) and (7.8). Within this
representation, the consistency condition (7.24) takes the form
W inti (qi, qi+1) =
∫ si+1
si
W
int
(u, v) ds+O(hα+1i ) (7.36)
A family of discrete energy densities that is consistent in this sense is obtained by writing
W inti (qi, qi+1) = hiW
int
(ui, vi) (7.37)
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where ui and vi are suitably chosen discrete strain measures that are frame-indiﬀerent and
consistent with u and v in the usual sense of numerical diﬀerentiation. It bears emphasis
that the results of the general theory presented in the foregoing apply regardless of the
choice of discrete strain measures. Considerable latitude therefore remains as regards that
choice, which must be made based on considerations of stability, numerical accuracy and
eﬃciency. A particular choice of discrete strain measures that is found to behave well in
applications is presented next.
7.6.1 Discrete strain measures
From (7.7) it follows that the strain vector u satisﬁes the diﬀerential equation
d
ds
R = R uˆ . (7.38)
If R : [sc, sf ] → SO(3) is a solution of (7.38) then the relation
R(si+1) = R(si) exp(Ω(si+1)), Ω(si+1) =
∫ si+1
si
uˆ(s) ds+O(h5i ) (7.39)
holds. The proof of this statement as well as precise expressions for Ω can be found
in [Hair 04], Chapter IV.7. The ﬁrst step towards the discrete world is to assume that u
is constant on [si, si+1]. In that case, (7.39) simpliﬁes to
R(si+1) = R(si) exp((si+1 − si) uˆ). (7.40)
Next, the Cayley-transform which induces a map from so(3) to SO(3) is introduced and
its connection to the exponential map on so(3) is shown. Finally, we use this knowledge
to design discrete strain measures.
Lemma 7.6.1 For yˆ ∈ so(3), R ∈ SO(3), trace(R) = −1 the following identities hold:
13 +
2
1 + ‖y‖2 (yˆ + yˆ
2) = (13 + yˆ)(13 − yˆ)−1
1
1 + trace(R)
(R−RT ) = (R + 13)−1(R− 13) (7.41)
We recognise the Cayley-transform cay(yˆ) = (13 + yˆ)(13 − yˆ)−1 and its inverse
inv cay(R) = (R + 13)
−1(R − 13) and Lemma 7.6.1 implies that the Cayley-transform
gives a bijection
cay : so(3)
1:1−→ {R ∈ SO(3)| trace(R) = −1}.
The Cayley transform on so(3) is interesting for applications in (computational) mechanics
as can be seen in [Bets 98].
Lemma 7.6.2 Let R ∈ SO(3) be a rotation with angle φ about the axis n ∈ R3, ‖n‖ = 1.
Then the Cayley-transform is connected to the exponential map by the identity
exp(φ nˆ) = cay
(
tan
(
φ
2
)
nˆ
)
= R.
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Since 2 tan(φ/2) = φ+O(φ3), we obtain an approximation of the logarithm on SO(3) by
(twice) the inverse Cayley-transform (7.41).
Note that whenever writing “log(R) ≈ 2 inv cay(R)” one has to consider the fact that the
exponential map on so(3) is not injective, so a logarithm can only be meant as a local
inverse.
We apply this approximation property to the canonical (vertex based) discretisation of
(7.7), assuming uˆ to be constant on the segment [si, si+1] as in (7.40), and thus deﬁne the
discrete strain measures uˆi to be
uˆi(ri, Ri, ri+1, Ri+1) =
2
hi
inv cay(RTi Ri+1)
=
1
hi
2
1 + trace(RTi Ri+1)
(RTi Ri+1 −RTi+1Ri)
=
2
hi
tan
(
φi
2
)
nˆi, i = 1 . . . N − 1
(7.42)
where exp(φi nˆi) = R
T
i Ri+1 i.e. φi ni is the rotation vector of the incremental rotation
RTi Ri+1. In the special case, when φi measures pure bending, our curvature measure
corresponds to the one proposed by Bergou et al. [Berg 08] (see also [Bobe 99], Section
6).
We deﬁne the discrete strain vectors vi to be
vi(ri, Ri, ri+1, Ri+1) =
1
2
1
si+1 − si (R
T
i+1 +R
T
i )(ri+1 − ri), i = 1 . . . N − 1. (7.43)
Remark 7.6.3 At ﬁrst glance, this discretisation seems to be very similar to the one ob-
tained from a ﬁnite element method using linear ﬁnite elements and numerical integration
via the midpoint rule, see e.g. [Bets 02b, Leye 06b]. The ﬁnite element method yields
precisely the strain measures vi. Note the arithmetic averaging of the transposed frame
variables in (7.43), which corresponds to a non-orthogonal, yet second order accurate in-
terpolation of the transposed frame evaluated at (si + si+1)/2 that may be computed very
eﬃciently. The bending strains (7.42), however are diﬀerent. Here, the ﬁnite element
discretisation reads
uˆi(qi, qi+1) =
1
2hi
(RTi Ri+1 −RTi+1Ri) =
1
hi
sin(φi) nˆi, i = 1 . . . N − 1
Note the diﬀerence between 2 tan(φ/2) and sin(φ). The singularity for |φi| → π and
its positive eﬀects are discussed further below. For i = 1 . . . N − 1, the Taylor series
expansions of the strain measures in the discrete mechanics and the linear ﬁnite element
approach read
uˆdisc mechi (qi, qi+1) =
(
1 +O(h2i )
)(
uˆi(qi, q
′
i) +
h
4
(RTi R
′′
i − (R′′i )TRi) +O(h2i )
)
uˆfemi (qi, qi+1) = uˆi(qi, q
′
i) +
h
4
(RTi R
′′
i − (R′′i )TRi) +O(h2i )
respectively. This shows that they only diﬀer in terms of order O(h2i ) and higher. There-
fore, as long as deformation is rather small, the discrete mechanics approach yields the
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same results as a linear ﬁnite element method. The comparison of load-displacement
curves for the hinged frame in Figure 7.10 shows good agreement in the range of small
displacements. However note, that quadratic ﬁnite elements have been used in [Bets 02b]
while we use twice as many elements in the discrete mechanics approach. Naturally, the
good agreement still holds for small deformation.
Using the quadrature rule (7.37) we obtain a discretisation of the energy integral ready
for implementation. In the case of the small strain quadratic energy example (7.21) this
yields
W inti (qi, qi+1) =
1
2
(〈ui − u0, C1(ui − u0)〉+ 〈vi − v0, C2(vi − v0)〉)hi . (7.44)
Note that ui and vi inherit many properties from their continuous counterparts. In the
context of symmetries, we would like to mention
ui ◦ ΦY×Yiso (α, · ) = Q(α)Tui
vi ◦ ΦY×Yiso (α, · ) = Q(α)Tvi,
which are the discrete equivalents to (7.20). Before going on, we elaborate on the prop-
erties of the energy deﬁned above and explain why these properties are numerically
favourable.
· Symmetries: the energy sum given by (7.44) is frame-indiﬀerent and isotropic and
uniform.
· Computational eﬀort: (7.42) and (7.43) can be computed eﬃciently without evalu-
ating trigonometric functions or matrix inverses.
· Growth of the elastic energy: as vi is linear with respect to ri+1 − ri, the discrete
energy grows quadratically with respect to ri+1 − ri. Growth with respect to φi is
also important. Whereas, around φi = 0, ui is linear in φi, ui exhibits a singularity
for |φi| → π. Thus, in a admissible conﬁguration, the angle between any pair d(k)i ,
d
(k)
i+1 of directors is strictly smaller than π. There is a stronger advantage of this
singularity. In scenarios with large stresses it must be made sure that the discrete
equilibrium equations (7.34)3 still have a solution. This is achieved, for example by
the choice of ui.
· Well-posedness: the large-strain behaviour resulting from the discrete strain measure
(7.42) is also useful when studying well-posedness of certain problems, although this
is generally a diﬃcult issue (if e.g. buckling occurs).
· Consistency: we are going to show analytically and by numerical experiments that
the energy sum given in (7.44) approximates the continuous integral with second-
order consistency.
Remark 7.6.4 While the discrete mechanics approach admits a certain freedom regard-
ing the choice of discrete strain measures, the list of favourable properties of our spe-
ciﬁc choices (7.42) and (7.43) indicates that they are not arbitrary at all. From the
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viewpoint of the discrete diﬀerential geometry (DDG) of framed curves, the expression
κi = 2 tan(φi/2) provides the preferred deﬁnition of discrete curvature (see the contribu-
tions by T. Hoﬀmann and J.M. Sullivan in [Bobe 08]). It also appears as an essential
part of the integrable discretisation of symmetric, inextensible Kirchhoﬀ rods given in the
work [Bobe 99] by Bobenko and Suris. The recent paper by Bergou et al. [Berg 08] pro-
vides a kinematical description of discrete, inextensible Kirchhoﬀ rods of more general
type (e.g. non-symmetric cross sections) as discrete curves with an adapted frame. These
authors derive the discrete curvature κi = 2 tan(φi/2) using the DDG concepts of discrete
parallel transport and discrete holonomy. In this sense, DDG conﬁrms our deﬁnition
(7.42) from a complementary viewpoint.
7.6.2 Variational error analysis
In order to establish consistency of the discrete mechanics discretisation, variational error
analysis is used, see [Mars 01]. There, it is shown that solutions of the discrete Euler-
Lagrange equations converge to the continuous solution with order α if and only if the
discrete Lagrangian approximates the continuous action with consistency order α and
stability holds. Accordingly, the main task is to compute the order of consistency (7.36)
for our discrete strain measures (7.42) and (7.43) in the vertex-based case, and (7.48) and
(7.49) in the edge-based case, respectively.
For simplicity, only the case of additively separable energy densities is considered; as this
is the case in (7.44). We start by rewriting (7.37) with W
int
(u, v) = W u,int(u) +W v,int(v)
as
W inti (qi, qi+1) = W
u,int
i (qi, qi+1) +W
v,int
i (qi, qi+1)
= hiW
u,int(ui(qi, qi+1)) + hiW
v,int(vi(qi, qi+1))
and we consider the contribution from axial and shear strains ﬁrst. The Taylor series
expansion
∫ si+1
si
W v,int
(
v
(
q(s),
d
ds
q(s)
))
ds
= hiW
v,int(v(qi, q
′
i)) +
h2i
2
(
∂W v,int
∂q
(v(qi, q
′
i))q
′
i +
∂W v,int
∂q′
(v(qi, q
′
i))q
′′
i
)
+O(h3i )
displays the lower order terms needed for comparison. Herein, the shorthand qi = q(si)
has been extended to arbitrary derivatives of q. Note that the discrete strain measures
(7.43) are given by
vi(qi, qi+1) = v
(
qi + qi+1
2
,
qi+1 − qi
hi
)
(7.45)
Before computing the derivatives
∂kW v,int
∂hki
we make use of the Taylor series expansion
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qi+1 = qi + hiq
′
i +
h2i
2
q′′i +O(h3i ) of the conﬁguration variable itself. This yields
W v,inti (qi, qi+1)
= hiW
v,int
(
v
(
qi +
hi
2
q′i +
h2i
4
q′′i +O(h3i ), q′i +
hi
2
q′′i +O(h2i )
))
= hiW
v,int (v (qi, q
′
i)) +
h2i
2
(
∂W v,int
∂q
(v(qi, q
′
i)) q
′
i +
∂W v,int
∂q′
(v(qi, q
′
i)) q
′′
i
)
+O(h3i ).
(7.46)
Thus,
∫ si+1
si
W v,int(v(q, q′)) ds−W v,inti (qi, qi+1) = O(h3i ) which means that W v,inti (qi, qi+1)
is second-order consistent.
The bending and torsional contribution takes a little more work, since the approximation
(7.42) of the strain vector u involves the factor including the trace and is therefore not of
the form (7.45). We perform this consistency order proof for discrete energies of the form
W u,inti (qi, qi+1) = f(qi, qi+1)hiW
u,int
(
u
(
qi + qi+1
2
,
qi+1 − qi
hi
))
with f(qi, qi+1) = 1+O(h2i ). The energy density in (7.44) together with the discrete strain
measures (7.42) takes this form with
f(qi, qi+1) =
(
4
1 + trace(RTi Ri+1)
)2
. (7.47)
By the same arguments as used in (7.46), the expansion of W u,inti (qi, qi+1) reads
W u,inti (qi, qi+1) =
f(qi, qi+1)
(
hiW
u,int (u (qi, q
′
i)) +
h2i
2
(
∂W u,int
∂q
(u(qi, q
′
i))q
′
i +
∂W u,int
∂q′
(u(qi, q
′
i))q
′′
i
)
+O(h3i )
)
Accordingly,∫ si+1
si
W u,int(u(q, q′)) ds−W u,inti (qi, qi+1) =
(1−f(qi, qi+1))
(
hiW
u,int (u (qi, q
′
i)) +
h2i
2
(
∂W u,int
∂q
(u(qi, q
′
i))q
′
i +
∂W u,int
∂q′
(u(qi, q
′
i))q
′′
i
)
+O(h3i )
)
Insertion of the expansion of qi+1 into (7.47) yields
f(qi, qi+1) =
(
1
1 +
h2i
8
trace(RTi R
′′
i ) +O(h3i )
)2
=
(
1− h
2
i
8
trace(RTi R
′′
i ) +O(h3i )
)2
since RTi Ri = 13 and R
T
i R
′
i is skew-symmetric. The last equality holds by the geometric
series and the fact that |h2i
8
trace(RTi R
′′
i ) + O(h3i )| < 1 for suﬃciently small elements. In
summary, this yields
∫ si+1
s1
W u,int(u(q, q′)) ds−W u,inti (qi, qi+1) = O(h3i ). The total discrete
energy W inti (qi, qi+1) is therefore consistent of order 2 and solutions of the discrete Euler-
Lagrange equations (7.33) converge quadratically.
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7.6.3 Vertex-based and edge-based formulation
The underlying structure of a discrete beam is a one-dimensional simplicial complex
consisting of N vertices (zero-simplices) (v1 . . . vN) and N − 1 edges (one-simplices)
(e1 ... eN−1), see Figure 7.3. The dual ∗ei of the edge ei is simply its midpoint (a zero-
simplex) while the dual ∗vi of the vertex vi is given by the interval ranging from ∗ei−1
to ∗ei (the convex hull of the midpoints of the adjacent edges). In the one-dimensional
case, there is no diﬀerence between circumcentric and barycentric duals, see [Munk 84]
for further details.
• • •
••
???
???
?? ?????? ????
?????? ??? ????? ???
Figure 7.3: One-dimensional primal complex (bottom) and its dual (top).
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Figure 7.4: Vertex-based rod.
Vertex-based rod Specifying a discrete rod conﬁguration q = (q1 ... qN) ∈ S(Q) as
deﬁned in (7.32) with qi = (ri, Ri) ∈ Q = R3 × SO(3), both the position vectors and the
director frames are associated with (are functions deﬁned on) the vertices and we call this
the vertex-based approach (Figure 7.4). The discrete strain measures ui, vi can take the
form given in (7.42) and (7.43) and represent the strains in the edge ei. Consequently,
their dual quantitiesm±i , ni live on ∗ei. Since the discrete Euler-Lagrange equations (7.33)
involve derivatives of the discrete energy with respect to the primal quantities qi living
on vi, they state an equilibrium condition on ∗vi. Table 7.2 summarises the relevant
quantities and their domains. Boundary conditions can be deﬁned in a straightforward
way in the vertex-based formulation by requiring e.g. q1 and qN to be equal to prescribed
conﬁgurations.
Edge-based rod In their work, Bergou et al. [Berg 08] construct a discrete, inexten-
sible Kirchhoﬀ rod model, where the directors are associated with the edges. From the
viewpoint of discrete diﬀerential geometry, this approach is more natural, as the deﬁni-
tion of vertex tangents is ambiguous. We show that our formulation of discrete rods can
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Figure 7.5: Edge-based rod.
easily be adapted to the edge-based concept. Thereby we also generalise the kinematical
model of a discrete framed curve to the case of non-adapted frames. The position vectors
(r1 ... rN) are again associated with the vertices whereas the director frames (R1 ... RN−1)
are associated with the edges (Figure 7.5). Thus, the i-th rod segment is speciﬁed by the
position vectors ri, ri+1 and the director frame Ri. Here, axial strains vi are associated
with the edges ei while ui represents the angular strains on the vertex vi. This aﬀects the
approximation of the total deformation energy as follows
W =
N−1∑
i=2
W u,int(ui)h
(v)
i +
N−1∑
i=1
W v,int(vi)h
(e)
i
where h
(e)
i measures the length of ei as in the vertex-based case and h
(v)
i measures length
of ∗vi. The obvious edge-based analogue of (7.43) is given by
vi =
1
h
(e)
i
RTi (ri+1 − ri), i = 1 ... N − 1. (7.48)
Note that unlike in the vertex-based case, no interpolation of the frame variables is re-
quired for edge-based rods. We adapt the angular strains from (7.42)
uˆi =
1
h
(v)
i
2
1 + trace(RTi−1Ri)
(RTi−1Ri −RTi Ri−1), i = 2 ... N − 1. (7.49)
Note that our deﬁnition of edge-based frames (see Fig. 7.5) requires to shift indices back-
wards by one. Being dual to the angular strains, the bending and torsional moments m±i
live on ∗vi, while the shear and stretch forces ni are deﬁned on ∗ei due to their duality
to the axial strains. Consequently, the discrete Euler-Lagrange equations state equilib-
rium of forces on ∗vi and equilibrium of moments on ∗ei, as summarised in Table 7.2.
Special attention has to be given to boundary conditions specifying the orientation of the
beam’s ends. A naive approach would be to prescribe R1 and RN−1. However, this might
lead to unnaturally large deformation between the ﬁrst and the second, or the prelast
and last beam element, respectively. Alternatively, the orientation of dummy-directors
R0, RN sitting on the end-nodes v1, vN , respectively, can be prescribed. The contribution
of the corresponding strains u1,uN to the deformation energy involves the shorter interval
lengths h
(v)
1 , h
(v)
N . For both the vertex- and the edge-based rod, it is possible to associate
the conﬁguration variables, strains, forces and moments in a meaningful way with primal
or dual mesh elements. This is done in Table 7.2. In the case of an edge-based discreti-
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vertex-based model edge-based model
vertices (vi) qi = (ri, Ri) ri, ui
edges (ei) ui, vi Ri, vi
dual vertices (∗vi) fi, li, m±i , fi,
DEL equations DEL equations ( ∂
∂ri
-part)
dual edges (∗ei) m±i , ni ni, li,
DEL equations ( ∂
∂d
(k)
i
-part)
Table 7.2: Primal and dual rod variables.
sation, one has to take care of the more complicated, staggered grid structure. However,
all steps of the variational error analysis can be carried out along the same lines as in the
vertex based case, with the same results concerning consistency and convergence order.
7.7 Examples
7.7.1 Fully clamped three-dimensional rod
In the following, we treat a boundary value problem, where both ends of a straight rod
are clamped. The main focus is on the spatial momentum maps and on convergence
properties. We choose boundary data that result in a non-trivial deformation which
exhibits non-zero twist, extension, ﬂexure and shear:
rc =
⎡⎣ 0−0.4
0
⎤⎦ , rf =
⎡⎣ 00.4
0
⎤⎦ , d(3)c = d(3)f =
⎡⎣−0.180700.89768
0.40187
⎤⎦
d(1)c = −d(2)f =
⎡⎣ 0.21093−0.36372
0.90731
⎤⎦ , d(2)c = d(1)f =
⎡⎣ 0.960650.24872
−0.12363
⎤⎦ (7.50)
Practically any boundary data would work here because the actual shape of the deforma-
tion has no inﬂuence on the fact that momentum maps are conserved.
We ﬁrst implement the model given by (7.42), (7.43) and (7.44) (i.e. the vertex-based
model) involving diagonal stiﬀness matrices C1 = diag(EI,EI,GJ), C2 = diag(GA,GA,EA)
and u0 = (0, 0, 0)T , v0 = (0, 0, 1)T , corresponding to an initially straight rod. The stiﬀness
parameters are EI = 1, GJ = 1, GA = 200 and EA = 200. The rod of length L = 1 is
equidistantly discretised into N = 11 material points; thus hi = 0.1 for all i.
We compute the deformed conﬁguration by solving the system (7.33) using a Gauss-
Newton iteration (Matlab-function fsolve) and a ﬁnite-diﬀerence approximation of the
Jacobi-matrix. The tolerance of the algorithm is set to 10−8. The initial guess is simply
a spline generated from the boundary data.
Figure 7.2 depicts the deformed conﬁguration with the director frame at each node. The
discrete forces ni and moments mi are shown in Figure 7.6. Since the stiﬀness matrices
are diagonal, each component is associated to a speciﬁc component of strain. For example
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Figure 7.6: (a) The three components ((mi)1, (mi)2, (mi)3) of the stress-resultant moment in the mate-
rial description, (mi)1 and (mi)2 being the bending moments, and (mi)3 being the torsional
moment. (b) The three components ((ni)1, (n2), (n3)) of the stress-resultant force in the
material description, (ni)1 and (ni)2 being the shear-force and (ni)3 being the stretch-force.
(mi)3 is the twist moment. Note that in the discrete setting, (mi)3 is not a momentum
map, although it is ’almost’ conserved, as we can see from Figure 7.6 (a). Figure 7.7 (a)
shows the momentum maps associated with frame-indiﬀerence and isotropy (see Table
7.1). The momentum maps are constant up to a deviation of magnitude 10−6 to 10−7 as
seen in Figure 7.7 (b). This number reﬂects the precision of the iteration algorithm. The
components of the stress-resultant moment m−i in the spatial description are depicted in
Figure 7.7 (c).
We analyse the convergence properties of discrete rod models and compare the two dif-
ferent approaches presented in Section 6.2 using the boundary value problem above.
A ﬁne discretisation with N = 321 material points is assumed to be suﬃciently pre-
cise to serve as reference solution. We consider convergence of the discrete spacecurve
(r1 . . . rN) to the reference curve. Here, distances are measured with respect to the norm
max{‖ri − rrefi ‖2, i = 1 . . . N}. In addition, convergence of the director ﬁeld is analysed,
distances being measured with respect to the norm max{‖Ri −Rrefi ‖F , i = 1 . . . N} (and
i = 1 . . . N − 1 in the edge-based approach) using the Frobenius norm ‖ · ‖F . The error
plots obtained from the two-point boundary value problem (7.50) with h ∈ {1
4
, 1
10
, 1
40
, 1
80
}
are shown in Figure 7.8. Both models converge quadratically to the same conﬁguration
as we have analytically determined in Section 7.6.2. Furthermore, we observe that the
approximation properties of the edge-based model are slightly better, supposedly, because
it does not employ a non-orthogonal SO(3)-interpolation.
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Figure 7.7: (a) The three momentum maps listed in Table 7.1. Top: m−i + ri × ni. Middle: ni. Bottom:
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(c) The components of the stress-resultant moment m−i in the spatial description.
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Figure 7.8: Convergence analysis. (a) Vertex-based model. (b) Edge-based model.
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7.7.2 Two-dimensional hinged frame
We consider the two-dimensional example of a hinged frame. An L-shaped extensible
and shearable rod is attached at both endpoints such that the tangents are able to move
freely (moment free support). This example has previously been discussed in the articles
[Bets 02b,Simo 86] and all data are taken from there. The length of each leg is 1
2
L = 120
and the stiﬀness parameters are GA = 16.62 · 106, EA = 43.2 · 106, EI = 14.4 · 106 and
GJ = 11.08 · 106. A vertical force f = 103 · (0,−λ)T is applied at position 96 measured
from the right upper end.
Here, the edge-based approach is used. As the problem is only two-dimensional, there are
two translational degrees of freedom per node and only one rotational degree of freedom
specifying the orientation of an edge. We employ the following reparametrisation
[
x
y
]
→ r =
⎡⎣xy
0
⎤⎦
α → R =
⎡⎣0 sin(α) cos(α)0 − cos(α) sin(α)
1 0 0
⎤⎦
and solve for x1 . . . xN , y1 . . . yN , α1 . . . αN−1. Note however, that the three-dimensional
strains (7.42) and (7.48) are used to derive the discrete equilibrium equations. This
buckling problem has multiple equilibria, the two stable equilibria are indicated in Figure
7.9 (a) by the dashed line. The equilibria can be used to create clever (deformed) initial
conﬁgurations from which the conﬁgurations corresponding to the load-level parameters
λ1 = 15, λ2 = 18.495, λ3 = −9.233 and λ4 = 21.014, depicted in Figure 7.9 (a), can be
obtained directly by solving the discrete equilibrium equations iteratively (again Gauss-
Newton iteration in the Matlab-function fsolve has been used). We compare the results
from our discrete mechanics model using N = 21 vertices to those obtained by Betsch and
Steinmann [Bets 02b] with ten quadratic ﬁnite elements and observe small diﬀerences in
the conﬁgurations with high deformation which are probably due to the diﬀerent factor
used in the strains (7.42) and of course due to the diﬀerent types of discretisation.
To compute the complete load-displacement curve for the node under load (see Figure
7.10), a standard arc length method described e.g. in [Cris 91] has been employed. Com-
paring the curve to that obtained in [Bets 02b] shows an overall good qualitative agreement
and a very good agreement in the range of small displacements, see Remark 7.6.3 for an
analysis of the diﬀerent discrete strain measures in use.
The resulting material forces and moments are depicted in Figure 7.11. Due to the
presence of loading, the problem is not frame-indiﬀerent. However, the change in the
discrete momentum maps in Figure 7.12 exactly represents the applied loading (up to the
numerical tolerance used to solve the equilibrium equations). Note that this is guaranteed
by the discrete mechanics approach independent of the number of nodes in the discrete
grid.
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(a) (b)
Figure 7.9: (a) Deformation of the hinged L-frame corresponding to the load-level parameters λ1 =
15, λ2 = 18.495, λ3 = −9.233 and λ4 = 21.014. (b) The results obtained by Betsch and
Steinmann [Bets 02b].
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Figure 7.10: Load-displacement curve of the hinged L-frame.
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Figure 7.11: (a) The discrete forces ni. (b) The discrete moments mi.
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Figure 7.12: The discrete momentum maps do change exactly according to the applied load.
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7.8 Summary and conclusions
We have formulated a theory of discrete Cosserat rods that is analogous to discrete La-
grangian mechanics by exploiting Kirchhoﬀ’s kinetic analogy. In this analogy, the arc
length along the rod plays the role of time in Lagrangian mechanics. The resulting theory
of discrete Cosserat rods is a self-contained theory with a structure and scope identical to
that of the classical theory of rods but where the arc length is a discrete variable ab initio.
In particular, the discrete equilibrium equations are Euler-Lagrange equations and their
structure is a consequence of frame-indiﬀerence. A discrete version of Noether’s theorem
identiﬁes exact ﬁrst integrals of the discrete equilibrium equations from the symmetries of
the system. The symmetries relevant for rod mechanics are frame-indiﬀerence, isotropy
and uniformity. The discrete Noether’s theorem provides a constructive tool and a com-
plete mathematical theory to identify the arc length wise ﬁrst integrals of the equilibrium
equations. This constructive tool is especially useful in the discrete setting where precise
expressions for the forces and moments are not always evident. Numerical experiments
based on a particular choice of discrete strain measures bear out the exact conservation
of discrete momentum maps, exhibit a quadratic rate of convergence and illustrate the
versatility of the approach, e.g. as regards the implementation of general material models,
boundary conditions, as well as the handling of ﬁnite kinematics.
We close by pointing out limitations of the approach and opportunities for further devel-
opment. As in the case of Lagrangian mechanics, the variational structure of the discrete
theory and its exact conservation properties are no guarantee of good numerical perfor-
mance, including accuracy and convergence. In practice, great care must be exercised
in choosing a particular discrete energy density in order to ensure good numerical per-
formance, which must be carefully assessed independently of geometrical considerations
by means of standard tools of analysis. Speciﬁcally, the convergence properties of the
discrete theory must be carefully established either by analytical tools or by way of nu-
merical testing. A natural and straightforward extension of the theory to dynamics may
be accomplished within the framework of multi-symplectic integrators [Lew 03a].
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8 Structure preserving optimal control of
three-dimensional compass gait
8.1 Introduction
When planning or predicting motion of multibody systems, one can pursue quite diﬀerent
strategies. One possibility is to rely purely on kinematic considerations. One can capture
motion with a camera or simply prescribe certain desired poses for the motion. This
information can be used as input for inverse kinematics, where a trajectory, meeting the
prescribed conditions is reconstructed. However, thereby no forcing or dynamics is taken
into account. If one is interested in the forces that cause real dynamics, then one is
faced with a control problem. In this paper we consider the problem of determining an
optimal controller that produces a walking gait for a three-dimensional compass biped
model. This control task has been previously addressed with various biped models in
the literature, for instance in [Chev 01, Rous 98]. However, this work is unique in the
use of the DMOCC dynamic optimisation method, see Chapter 5 (see also [Leye 09b]),
which exploits the geometric structure (see [Bull 98]) and variational dynamics of the
biped model (see [Peka 08]) and yields a structure preserving simulation. DMOCC is
a constrained version of the previously developed method called discrete mechanics and
optimal control DMOC, see [Jung 05a,Ober 08,Ober 10].
The term structure preserving means that the approximate solution, i.e. the discrete tra-
jectory, inherits certain characteristic properties of the continuous motion. For example,
the evolution of the system’s momentum maps (e.g. angular momentum is a momen-
tum map for the biped) exactly represents externally applied forces, in particular they
are conserved along the approximate motion of unforced systems. In addition to mo-
mentum maps, the symplectic structure underlying real dynamics is respected by certain
mechanical integrators, and as a consequence, they also yield good energy behaviour, see
e.g. [Mars 01,Hair 04]. Besides improving the ﬁdelity of the approximate solution com-
pared to standard methods, the preservation of these quantities stabilises the numerical
integration and thus enables longterm simulation.
In contrast to many other works taking a rotation-based approach in minimal coordinates
to multibody systems, (see e.g. [Schi 90,Gera 01]), here, the multibody system is described
in terms of redundant coordinates subject to holonomic constraints. On the one hand,
diﬃculties and in particular singularities associated with rotational parameters are cir-
cumvented in this way. On the other hand, the formulation of complex three-dimensional
multibody systems is easily possible in a straight forward and intuitive way. The resulting
equations of motion assume the form of index three DAEs for which structure preserving
integration methods are well developed, see [Gonz 99,Wend 97]. Disadvantages like the
large dimension and possible ill-conditioning of the resulting discrete nonlinear system due
to the presence of the Lagrange multipliers can be remedied by using the discrete null space
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method that eliminates the constraint forces. Details on the discrete null space method
in the context of forward dynamic integration can be found in [Bets 05,Bets 06,Leye 08b].
An extension to the optimal control of multibody systems can be found in Chapter 5 (see
also [Leye 09b]) on which this work here is relying heavily. However, no contact between
bodies is considered there. In the context of the walker, the change between the stance
and the swing leg during the double stance conﬁguration imposes additional challenges,
wherefore in this paper, the variational formulation of [Fete 03] is developed further to
describe this transfer of contacts. While the variational theory for nonsmooth systems is
just mentioned brieﬂy in this paper, details can be found in [Peka 10].
Section 8.2 introduces the biped model and gives details on the constrained multibody
formulation. The continuous optimal control problem for the walker is formulated in
Section 8.3, while the corresponding problem in discrete time is described in Section 8.4.
Finally, computational results are demonstrated in Section 8.5.
8.2 Compass gait walker model
In this work, a relatively simple model is used to illustrate the performance of the devel-
oped structure preserving numerical simulation method. The three-dimensional compass
biped is modelled as a spherical kinematic pair in which the rigid legs are combined at
the hip by a spherical joint, see Figure 8.1. A point mass in the hip represents the weight
of the upper part of the body.
The contact between a foot and the ground is modelled as a perfectly plastic impact,
constraining the foot to stay ﬁxed on the ground during the other leg’s swing phase. The
contact is transferred instantaneously when the second foot hits the ground and the ﬁrst
one is released. During a swing phase, the walker has six degrees of freedom. However,
only a three-dimensional torque acts in the hip joint yielding an underactuated system.
−1
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Figure 8.1: Compass biped model with directors (left) and with actuating torque in the hip joint (right).
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8.2.1 Multibody conﬁguration
A constrained formulation is used for dynamics of the complete multibody system as well
as for a single rigid body (see e.g. [Antm 95,Bets 01b,Bets 06]). The n = 27-dimensional
time dependent conﬁguration variable of the walker q(t) ∈ Q = R27 in the time interval
[t0, tN ] ⊂ R consists of the conﬁgurations of the two rigid bodies q1 and q2 and the
placement qM ∈ R3 of the point mass MM in the hip. It reads
q(t) =
⎡⎣ q1(t)q2(t)
qM(t)
⎤⎦ with qα(t) =
⎡⎢⎢⎣
ϕα(t)
dα1 (t)
dα2 (t)
dα3 (t)
⎤⎥⎥⎦ α = 1, 2
where ϕα ∈ R3 denotes the placement of the centre of mass and the directors dαI ∈ R3, I =
1, 2, 3 represent the orientation of the α-th body. Each director triad is constrained to
stay orthonormal during the motion, see Figure 3.7.
The α-th body’s Euler tensor with respect to the centre of mass can be related to the
inertia tensor Jα via Eα = 1
2
(trJα)I − Jα, where I denotes the 3 × 3 identity matrix.
The principal values of the Euler tensor Eαi together with the body’s total mass M
α
ϕ
are ingredients in the α-th rigid body’s mass matrix. The constant symmetric positive
deﬁnite mass matrix of the multibody system reads
M = diag(M1ϕI E
1
1I E
1
2I E
1
3I M
2
ϕI E
2
1I E
2
2I E
2
3I M
MI).
8.2.2 Constraints
Rigidity of the two bodies gives rise to orthonormality constraints for the two director
triads, thus there are mint = 12 internal constraints.
gint(q) =
[
g1int(q)
g2int(q)
]
with gαint(q
α) =
1
2
(
(dαj )
T · dαk − δjk
)
= 0 j, k = 1, 2, 3 α = 1, 2
During the second leg’s swing phase, the ﬁrst foot is ﬁxed on the ground in xS1 by
a spherical joint S1, see Figure 8.1. The corresponding constraint reads gS1(q) = 0.
Furthermore, the spherical joint SH connects the two legs in the hip via gSH (q) = 0 and
the point mass is held in place by the condition gM(q) = 0, thus the total number of
external constraints is mext = 9.
It is assumed that a perfectly plastic impact with no sliding takes place, (see e.g. [Hurm 93]),
when the second foot hits the ground, i.e. after hitting the contact surface in xS2 , the foot
is fully immobilised by the constraint gS2(q) = 0. Depending on the actual phase of the
gait, the relevant constraints are collected in the m = 21-dimensional constraint function
vector g1 or g2 given by
g1(q) =
⎡⎢⎢⎣
gint(q)
gS1(q)
gSH (q)
gM(q)
⎤⎥⎥⎦ or g2(q) =
⎡⎢⎢⎣
gint(q)
gS2(q)
gSH (q)
gM(q)
⎤⎥⎥⎦ with
gS1(q) = ϕ
1 + 	1S1 − xS1
gS2(q) = ϕ
2 + 	2S2 − xS2
gSH (q) = ϕ
1 + 	1SH −ϕ2 − 	2SH
gM(q) = q
M − 	1SH −ϕ1
where the vectors 	αJ = (
α
J)Id
α
I point from the centre of mass of the α-th body to the
speciﬁc joint J ∈ {S1, S2, SH}.
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Figure 8.2: When the second foot hits the ground, the ﬁrst foot is released, thus the system instanta-
neously leaves C1 and enters C2.
8.2.3 Transfer of contact
It is important to note that the placement of the second foot on the ground is not known a
priori. The (scalar) contact condition for the second foot reads gc(q) = (ϕ
2+	2S2) ·e3 = 0.
In the instant the contact takes place, the point of contact xS2 is determined which then
deﬁnes the constraint function gS2 . The corresponding constraint manifolds are deﬁned
as C1 = {q ∈ R27|g1(q) = 0} and C2 = {q ∈ R27|g2(q) = 0}, respectively. The transfer
of contact is illustrated for the discrete trajectory in Figure 8.2.
In general, contact conditions are unilateral constraints. When modelling the transfer of
contact as the concurrent release of the bilateral constraint g1 and the establishing of the
new bilateral constraint g2, one has to verify for the resulting motion that the constraint
forces point into the ground, thus they prevent the foot from penetrating the ground and
do never prevent the lifting of the foot. Furthermore, the velocity of the previous point of
contact (the just released previous stance foot) must have a positive component normal
to the contact surface.
8.2.4 Null space matrix and nodal reparametrisation
In DMOCC, the system of discrete equations of motion (being subject to the kinematic
constraints described in Section 8.2.2) serves as constraints for the optimisation. To reduce
the system’s dimension to the minimal possible number, the discrete null space method
is used, see [Leye 08b,Leye 09b]. For each swing phase, the null space matrix and nodal
reparametrisation used later in Section 8.4.1 are given here.
The n × (n −m) null space matrices P1(q) : Rn−m → TqC1 and P2(q) : Rn−m → TqC2
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mapping to the tangent space of the constraint manifold in the speciﬁc gait phase read
P1(q) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
	̂1S1 0
−d̂11 0
−d̂12 0
−d̂13 0
̂	1S1 − 	1SH 	̂2SH
0 −d̂21
0 −d̂22
0 −d̂23
̂	1S1 − 	1H 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, P2(q) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
	̂1SH
̂	2S2 − 	2SH
−d̂11 0
−d̂12 0
−d̂13 0
0 	̂2S2
0 −d̂21
0 −d̂22
0 −d̂23
0 ̂	2S2 − 	2SH
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
The matrix Q(q) : Rn → η(T ∗qC) projects onto the embedding of T ∗qC in Rn and is
canonical for regular Lagrangians. It is given by
Q(q) = In×n −GT ·
[
G ·M ·GT ]−1 ·G ·M−1
An equidistant time grid {t0, t0 + h, . . . , t0 + Nh = tN} is deﬁned using the constant
time step h ∈ R and the discrete approximation to the conﬁguration at a time node
reads qn ≈ q(tn). The discrete generalised coordinates un+1 =
[
θ1n+1
θ2n+1
]
consist of the
incremental rotation vectors θ1n+1, θ
2
n+1 ∈ R3 for the two bodies. With the corresponding
rotation matrices obtained via the exponential map exp : so(3) → SO(3), the nodal
reparametrisations qn+1 = F1(un+1, qn) ∈ C1 and qn+1 = F2(un+1, qn) ∈ C2 in the
speciﬁc gait phases read
(dαI )n+1 = exp
(
θ̂αn+1
)
· (dαI )n I = 1, 2, 3 α = 1, 2
ϕαn+1 = xSα − (	αSα)n+1
ϕβn+1 = ϕ
α
n+1 + (	
α
H)n+1 − (	βH)n+1
qMn+1 = ϕ
1
n+1 + (	
1
H)n+1
In the last three equations, corresponding to g1 during stance phase of ﬁrst foot, (α, β) =
(1, 2). During the second stance phase, which is characterised by g2, (α, β) = (2, 1) holds.
8.2.5 Actuation
Although the system has six degrees of freedom, only a three-dimensional torque τ ∈
R3 acts in the hip joint, thus the system is underactuated. The generalised forces τ
are mapped to the redundant control force f ∈ Rn (since the optimal control problem
in Section 8.3 is formulated in terms of the n-dimensional redundant conﬁguration and
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control force) via the input transformation matrix
B =
1
2
[
0 −d̂11 −d̂12 −d̂13 0 d̂21 d̂22 d̂23 0
]
To ensure regularity of the constrained optimisation problem in DMOCC, the discrete
generalised forces τn are deﬁned in the interval [tn, tn+1], then their eﬀect is transformed
to the nodes via τ+n−1 =
h
2
τn−1 and τ+n =
h
2
τn and ﬁnally the redundant forces at tn are
given by
f+n−1 = B
T (qn) · τ+n−1, f−n = BT (qn) · τ−n
8.3 Optimal control of the walker
8.3.1 Objective functional
The objective functional J(q, q˙,f) =
∫ tN
t0
C(q, q˙,f) dt is to be minimised with respect to
the state trajectory (q(t), q˙(t)) and the control trajectory f(t). Motivated by the speciﬁc
cost of transport used e.g. in [Diun 06], we consider the control eﬀort per step length sl,
i.e. C(q, q˙,f) = ‖f‖
sl
as a cost function. Although the walker is in principle free to move
in any direction, the step length is measured as the projection of the distance between the
feet in the double stance conﬁguration onto a predeﬁned walking direction, see Figure 8.3.
8.3.2 Boundary conditions
Let qι denote the double stance conﬁguration. It is assumed that the swing phases
of the left and right leg of the walker are identical mirror images of each other, see
Figure 8.3. Therefore, only half a gait cycle is optimised while the ﬁnal state is requested
to be a mirror image of the initial state that is translated by the step length into the
(q0,p0) (qι,pι) (qN ,pN)
Figure 8.3: Initial and ﬁnal conﬁguration of half a gait cycle and mirror plane in the double stance
conﬁguration
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walking direction. For the compass gait biped, this leads to 12 independent conditions.
Another three conditions relate the torque in the ﬁrst and last time interval to each other.
These relations are described by the function r(q0,p0, qι, qN ,pN , τ0, τN−1) = 0 involving
the initial, impact and ﬁnal conﬁguration and conjugate momenta, respectively. Let
mirr : R3 → R3 denote the mirror function, then one possibility is to require alignment
of
· the ﬁrst leg’s directors at t0, i.e. (d1I)0, with the mirror image of the second leg’s
directors at tN , i.e. mirr((d
2
I)N) for I = 1, 2, 3 and
· the conjugate momenta (p1I)0 with mirr((p2I)N) for I = 1, 2, 3 and
· the directors (d2I)0 with mirr((d1I)N) for I = 1, 2, 3 and
· the conjugate momenta (p2I)0 with mirr((p1I)N) for I = 1, 2, 3 and
· the torque τ0 with mirr(τN−1).
Using the discrete Legendre transformation (8.4), these conditions can be transformed
into relations between q0 and qN−1 and between q1 and qN , respectively, which simpliﬁes
their implementation in the framework of the discrete optimisation problem.
Furthermore, path constraints h(q) ≥ 0 depending on the geometry of the legs ensure
that the walker does not penetrate itself during the gait.
8.3.3 Variational principles
Before and after the impact, the Lagrange-d’Alembert principle for constrained forced
dynamics is used to derive the equations of motion from a variational principle. The
Lagrangian L : TQ → R with L(q, q˙) = 1
2
q˙ · M · q˙ − V (q) represents the diﬀerence
of kinetic and potential energy V (q). In the case of the walker, the potential energy
represents the inﬂuence of gravity. The Lagrange multipliers λ1, λ2 ∈ Rm correspond to
the constraints active during the speciﬁc gait phases.
In the presence of a perfectly plastic impact, the dynamics takes place in a nonsmooth set-
ting involving modiﬁcations to the path space such that one takes variations over curves
with isolated points of diminished smoothness or continuity. In [Peka 10], a nonau-
tonomous variational approach to nonsmooth dynamical problems is elaborated. While
mentioning this here only very brieﬂy, we refer to [Peka 10] for details. Essentially, we con-
sider paths c(s) = (ct(s), cq(s)) in an extended conﬁguration space [t0, tN ]×Q parametrised
in s ∈ [0, 1]. Now, the time reads t = ct(s) in C∞([0, 1], [t0, tN ]) with strictly positive
derivative and the conﬁguration is given by the continuous function q(t) = cq(c
−1
t (t))
being (piecewise) twice continuously diﬀerentiable (away from the impact) and having a
singularity at the impact conﬁguration q(tι) = cq(sι) due to which the action integral has
to be split. With the variation δc(sι) = (δct(sι), δcq(sι)) ∈ Tqι([t0, tN ], C2), it reads
δ
(∫ t−ι
t0
L(q, q˙)− g1(q) · λ1 dt
)
+
∫ t−ι
t0
f · δq dt+ f ct · δct(sι) + f cq · δcq(sι)+
δ
(∫ tN
t+ι
L(q, q˙)− g2(q) · λ2 dt
)
+
∫ tN
t+ι
f · δq dt = 0
(8.1)
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Note that describing the transfer of contact, and in particular the perfectly plastic impact
with no sliding, requires the joining of two variational principles at tι by incorporating
the virtual work of the contact force f c = (f ct ,f
c
q ) ∈ T ∗qι([t0, tN ], C2). In particular, it
will be seen in the transition equations (8.2) below, that the conﬁguration component
f cq imposes a jump in the system’s momentum tangential to the contact surface while f
c
t
induces jump in the energy E = ∂L
∂q˙
· q˙ − L.
8.3.4 Optimal control problem
Deriving the diﬀerential-algebraic equations of motion from the variational formulation
(8.1), results in the following optimal control problem in the time continuous setting.
min
q,q˙,f
J(q, q˙,f)
subject to
constrained equations of motion in [t0, tι[
∂L(q,q˙)
∂q
− d
dt
∂L(q,q˙)
∂q˙
−GT1 (q) · λ1 + f = 0
g1(q) = 0
constrained equations of motion in ]tι, tN ]
∂L(q,q˙)
∂q
− d
dt
∂L(q,q˙)
∂q˙
−GT2 (q) · λ2 + f = 0
g2(q) = 0
transition equations from (q(t−ι ), q˙(t
−
ι )) ∈ TC1 to (q(t+ι ), q˙(t+ι )) ∈ TC2
∂L(q, q˙)
∂q˙
∣∣t+ι
t−ι
− f cq = 0, E
∣∣t+ι
t−ι
− f ct = 0 (8.2)
periodic boundary conditions
r(q0,p0, qι, qN ,pN , τ0, τN−1) = 0
path constraints
h(q) ≥ 0
Here, G1(q) = Dg1(q) and G2(q) = Dg2(q) denote the Jacobians of the constraint
functions. The transition equations (8.2) describe the change in momentum and energy
due to the perfectly plastic impact that immobilises the foot.
8.4 Constrained discrete dynamics and optimal control
of the walker
8.4.1 Discrete variational principles and equations of motion
Without loss of generality, it is assumed that the time of contact between a foot and the
ground coincides with a time node tι. This is possible since periodic boundary conditions
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are imposed on the initial and ﬁnal states, see Section 8.3.2. Furthermore, it spares the
necessity to consider variations with respect to time. Details on the discrete variational
theory for nonsmooth systems with unknown collision time can be found in [Peka 10].
In analogy to the continuous variational principles (8.1), the joining of two discrete con-
strained Lagrange-d’Alembert principle at tι reads
δ
(
ι−1∑
n=0
Ld(qn, qn+1)− h
2
g1(qn) · λ1,n − h
2
g1(qn+1) · λ1,n+1
)
+
ι−1∑
n=0
(
f−n · δqn+
f+n · δqn+1
)
+ f cq · δqι + δ
(
N−1∑
n=ι
Ld(qn, qn+1)− h
2
g2(qn) · λ2,n − h
2
g2(qn+1) · λ2,n+1
)
+
N−1∑
n=ι
(
f−n · δqn + f+n · δqn+1
)
= 0
(8.3)
with the variations δq0, . . . , qι−1, qι+1, . . . , δqN ∈ TQ, the constrained variation at the
impact δqι ∈ TqιC2, the impact force f cq ∈ T ∗qιC2 and variations of the Lagrange multipliers
δλ1,0, . . . , δλ1,ι, δλ2,ι, . . . , δλ2,N ∈ Rm. Here, the discrete Lagrangian Ld approximates
the action of the continuous Lagrangian in one time interval. In this work, a midpoint
approximation is used, i.e. Ld(qn, qn+1) = L(
qn+qn+1
2
, qn+1−qn
h
). Due to their derivation
via a discrete variational principle, the discrete equations of motion resulting from (8.3),
called discrete Euler-Lagrange equations, inherit the structure preserving properties from
the real continuous dynamics. A discrete symplectic form as well as momentum maps
arising from symmetries according to Noether’s theorem are conserved exactly along the
discrete trajectory, see [Mars 01].
The discrete equations of motion resulting from (8.3) involve conﬁgurations variables,
forces and Lagrange multipliers only. However, in the context of boundary conditions as
well as for post-processing and interpretation of the discrete equations of motion as balance
of discrete momentum, the knowledge of the conjugate momenta is useful. At each time
node, there exist two expressions for the conjugate momenta, taking into account the past
or the following time interval. The constrained forced discrete Legendre transformation
are given by
p−n = −D1Ld(qn, qn+1) + h2GT (qn) · λn − f−n
p+n = D2Ld(qn−1, qn)− h2GT (qn) · λn + f+n−1
(8.4)
The projected discrete Legendre transforms, which still yield an n-dimensional conjugate
momentum, read
Qp−n = Q(qn) ·
[−D1Ld(qn, qn+1)− f−n ] , Qp+n = Q(qn) · [D2Ld(qn−1, qn) + f+n−1]
Finally, the reduced discrete Legendre transforms are deﬁned as
Pp−n = P
T (qn) ·
[−D1Ld(qn, qn+1)− f−n ] , Pp+n = P T (qn) · [D2Ld(qn−1, qn) + f+n−1]
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First swing phase For n = 1, ..., ι− 1 the discrete variational principle (8.3) yields the
following system which is to be solved for q2, ..., qι,λ1,1, ...,λ1,ι−1.
D2Ld(qn−1, qn) +D1Ld(qn, qn+1)− hGT1 (qn) · λ1,n + f+n−1 + f−n = 0
g1(qn+1) = 0
(8.5)
Note that the ﬁrst equation can be interpreted as balance of momentum p+n = p
−
n . Equiv-
alently, in reduced form using the null space matrix P1 and the discrete reparametrisation
qn+1 = F1(un+1, qn) ∈ C1, the balance of projected momentum Pp+n =P p−n reading
P T1 (qn) ·
[
D2Ld(qn−1, qn) +D1Ld(qn, qn+1) + f+n−1 + f
−
n
]
= 0 (8.6)
is to be solved for u2, ...,uι. In contrast to the (n+m)-dimensional system (8.5), (8.6) is
only (n−m)-dimensional.
Second swing phase The discrete variational principle (8.3) yields for n = ι+1, ..., N−
1 the system
D2Ld(qn−1, qn) +D1Ld(qn, qn+1)− hGT2 (qn) · λ2,n + f+n−1 + f−n = 0
g2(qn+1) = 0
which is o be solved for qι+2, ..., qN ,λ2,ι+1, ...,λ2,N−1. Equivalently using the null space
matrix P2 and the discrete reparametrisation qn+1 = F2(un+1, qn) ∈ C2 the reduced
system
P T2 (qn) ·
[
D2Ld(qn−1, qn) +D1Ld(qn, qn+1) + f+n−1 + f
−
n
]
= 0 (8.7)
is to be solved for uι+2, ...,uN−1.
Transfer of contact As explained earlier, without loss of generality, it can be assumed
that the impact of the second foot on the ground takes place at tι, thus gc(qι) = 0.
Then automatically g2(qι) = 0 follows, since the point of contact deﬁnes g2. Note that
a contact force f cq ∈ T ∗qιC2 which immobilises the second foot in it’s point of contact is
normal to C2, thus it is given by f
c
q = G
T
2 (qι) · λc. Substituting this in the discrete form
p+ι − p−ι + f cq = 0 of the transition equations (8.2) yields
D2Ld(qι−1, qι) +D1Ld(qι, qι+1)− h2GT1 (qι) · λ1,ι −GT2 (qι) · (h2λ2,ι + λc)+
f+ι−1 + f
−
ι = 0
g2(qι+1) = 0
(8.8)
This is an underdetermined system. To solve for qι+1,λ1,ι,λ2,ι, λc, one possibility is
to augment (8.8) by the constraints on momentum level G1(q) · M−1 · p+ι = 0 and
G2(q) ·M−1 · p−ι = 0. However, since only constraints on the conﬁguration variable are
imposed elsewhere, this would be somewhat inconsequent. Therefore, the fact that Qp+n =
p+n holds is used and the transition equations read
Q1p+ι − p−ι + f cq = 0. Next, projection
with the second discrete null space matrix and insertion of the discrete reparametrisation
qι+1 = F2(uι+1, qι) ∈ C2 yields
P T2 (qι) ·
[
Q1(qι) ·
(
D2Ld(qι−1, qι) + f+ι−1
)
+D1Ld(qι, qι+1) + f
−
ι
]
= 0 (8.9)
to be solved for uι+1.
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Figure 8.4: Snapshots of the compass biped gait.
8.4.2 Discrete constrained optimisation problem
As for the discrete Lagrangian in Section 8.4.1, the integral of the continuous cost function
in one time interval is approximated by Cd. Furthermore, indicating the dependence on
the discrete generalised coordinates ud = {un}Nn=1 and forces τd = {τn}N−1n=0 directly, the
discrete objective function can be expressed as
Jd(ud, τd) =
N−1∑
n=0
Cd(un,un+1, τn)
The constrained optimisation problem reads
min
ud,τd
Jd(ud, τd)
subject to
reduced forced discrete equations of motion (8.6) for n = 1, ..., ι− 1
P T1 (qn) ·
[
D2Ld(qn−1, qn) +D1Ld(qn, qn+1) + f+n−1 + f
−
n
]
= 0
reduced forced discrete equations of motion (8.7) for n = ι+ 1, ..., N − 1
P T2 (qn) ·
[
D2Ld(qn−1, qn) +D1Ld(qn, qn+1) + f+n−1 + f
−
n
]
= 0
transition equations (8.9)
gc(qι) = 0
P T2 (qι) ·
[
Q1(qι) ·
(
D2Ld(qι−1, qι) + f+ι−1
)
+D1Ld(qι, qι+1) + f
−
ι
]
= 0
periodic boundary conditions
r(q0,p0, qι, qN ,pN , τ0, τN−1) = 0
path constraints for n = 1, ..., N
h(qn) ≥ 0
8.5 Results
In the walker model, the mass of the rigid legs is M1ϕ = M
2
ϕ = 5 while that of the point
mass is MM = 10. The legs are double cones of radius r = 0.05 and cone length l = 0.5.
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Gravity points with an acceleration of g = −9.81 into the negative e3-direction. The
simulation of the half step takes place in the time interval [0, 0.7] and N = 13, i.e. 14 time
nodes are used and the double stance conﬁguration is assumed to be approximately in
the middle of the interval, thus ι = 6. Note that the periodic boundary conditions allow
tι to be anywhere in the time interval. The restricted optimisation problem described
in Section 8.4.2 is solved in Matlab using fmincon choosing an active-set algorithm and
supplying user deﬁned analytic gradients of the objective function and the constraints,
respectively. The initial guess is quite rough and does not fulﬁl the discrete dynamics.
At t0, the biped stands in the (e2, e3)-plane, with the stance leg (yellow) rotated by the
angle π
18
around the negative e1-axis and the swing leg (red) rotated by the same angle
around the positive e1-axis. Then,
(θ11)n = (θ
2
1)n =
π
18(N−1) n = 1, . . . , 12
(θ12)n =
0.12
N
2
−1 , (θ
1
3)n = (θ
2
3)n = − 0.16N
2
−1 , (θ
2
2)n =
0.25
N
2
n = 1, . . . , 6
(θ12)n = − 0.12N
2
−1 , (θ
1
3)n = (θ
2
3)n =
0.16
N
2
−1 , (θ
2
2)n = − 0.25N
2
−2 n = 7, . . . , 13
and all discrete generalised forces are set to zero.
The gait resulting from the discrete objective function
Jd(ud, τd) =
h
sl
N−1∑
n=0
‖τn‖
approximating J(q, q˙,f) introduced in Section 8.3.1 is computed. See Figure 8.4 for
snapshots of the motion. Figure 8.5 shows the evolution of the feet trajectory coordinates
(left) and projection of the feet and hip trajectories to the (e1, e2)-plane (right) during
three steps. Only a half step has been simulated, however, the fulﬁlment of periodic
boundary condition on conﬁguration as well as on momentum level ensures the smooth
transition between the steps. The vertical dotted lines in the left plot indicate the double
stance conﬁgurations and the red and yellow circles in the right plot mark the placement
xS1 and xS2 of the stancefoot during the speciﬁc gait phases, respectively. Due to the
presence of gravity and the ﬁxing of one foot on the ground, the only symmetry of the
Lagrangian of the walker is rotation around the gravity axis trough the foot position.
Figure 8.6 shows that during the speciﬁc gait phases, angular momentum with respect
to the attachment point is conserved exactly. This illustrated the structure preservation
guaranteed by the discrete Euler-Lagrange equations. From the discrete conﬁguration
and force trajectories, the step length for this gait is determined to be sl = 0.1960 and
the value of the objective function is Jd = 11.4020.
8.6 Conclusion
A structure preserving method for the numerical simulation of the optimal control of a
bipedal walker’s compass gait has been developed and illustrated with an example. In the
discrete formulation of the optimal control problem in Section 8.4.2, structure preservation
is guaranteed by the derivation of the discrete equations of motion, and in particular the
discrete transfer of contact equations, via a discrete variational principle.
164
0 0.5 1 1.5 2 2.5 3 3.5 4
0
0.5
1
t
1
0 0.5 1 1.5 2 2.5 3 3.5 4
−0.1
0
0.1
0.2
t
2
0 0.5 1 1.5 2 2.5 3 3.5 4
−0.02
0
0.02
t
3
foot 1
foot 2
foot 1
foot 2
foot 1
foot 2
0 0.2 0.4 0.6 0.8 1
−0.1
−0.05
0
0.05
0.1
0.15
0.2
0.25
1
2
foot 1
foot 2
hip
Figure 8.5: Evolution of the feet trajectory coordinates (left) and projection of the feet and hip trajectories
to the (e1, e2)-plane (right).
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Figure 8.6: Angular momentum with respect to xS1 (left) and with respect to xS2 (right).

9 Summary and outlook
A robust, accurate and eﬃcient simulation method for the optimal control of constrained
multibody dynamics is developed in this work. This new numerical method meets the
demand of structure preservation, i.e. the approximate numerical solution inherits cer-
tain characteristic properties like the consistency of momentum maps, symplecticity and
good energy behaviour from the real dynamical process. Basic properties of the underly-
ing discrete constrained dynamics like the correct initialisation and a discrete Legendre
transform necessary to impose boundary conditions on momentum level are treated in
Chapter 3. Then, Chapter 4 shows a convergence result for the constrained variational
integrator using the theory of Γ-convergence. The most important piece of work, the con-
tribution which takes all previously addressed structure preserving simulations of forward
dynamical processes into a completely diﬀerent problem setting, namely that of opti-
mal control, where diﬀerential equation and inequality constrained optimisation problems
with boundary values arise, is presented in Chapter 5. It combines the previously de-
veloped structure preserving method DMOC (discrete mechanics and optimal control)
with a particular simulation technique of constrained multibody dynamics resulting in
the proposed method called DMOCC (discrete mechanics and optimal control for con-
strained systems). This method is developed further to take the presence of uncertainty
into account in Chapter 6. Here, COMOC (concentration-of-measure optimal control)
seeks to minimise a concentration-of-measure upper bound on the probability of failure of
a system. Chapter 7 presents a discrete mechanics approach to the computation of static
equilibria for Cosserat rods. Here, the ideas used previously in the context of rigid multi-
body system dynamics are transferred into the context of a spatially distributed static
system. Finally, a particular optimal control problem is investigated in Chapter 8, namely
that of bipedal walking, where the contact between the foot and the ground imposes an
additional challenge for the structure preserving simulation technique. All chapters con-
sist on the one hand of theoretical sections where the proposed numerical methods are
deduced from scratch as well as on the other hand of numerical results of their implemen-
tation.
There are many interesting and challenging research directions to be pursued on the basis
of the developed optimal control simulation technique.
· Non-uniform and adaptive time grids: the variational integrator can deal with a
prescribed series of time steps with varying size in a forward dynamical simulation.
However, letting the algorithm itself pick time steps according to a speciﬁc goal is
still an open question.
· Multirange integration: when the dynamics of diﬀerent parts of a (multibody) sys-
tem takes place on quite diﬀerent time scales, a multirange time stepping scheme
is required to cosimulate the parts of the system using diﬀerent time steps. A big
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challenge is to develop a structure preserving multirange integrator and to use it in
the context of optimal control simulation.
· Design of objective functions – multiobjective optimisation: if multiple goals are to
be met simultaneously by the motion, the simplest strategy is to deﬁne the objec-
tive function as a weighted sum of the diﬀerent criteria. However, large diﬀerences
in the order of magnitude of the diﬀerent phenomena over time can blur the re-
sults substantially. Therefore, strategies for multiobjective optimisation subject to
constraints have to be explored in combination with DMOCC.
· Initial guesses: if a method like SQP is used to ﬁnd minima of the objective func-
tion, the algorithm needs an initial guess to start its search for local solutions. The
computational costs are inﬂuenced substantially by the quality of this initial guess
meaning the accuracy to which it fulﬁls the constraints and the value of the ob-
jective function. While creating initial trajectories via a purely forward dynamic
simulation (with guessed forces) is a simple method to ensure that the initial guess
fulﬁls the dynamics constraints, the resulting trajectory will probably not end in
the desired ﬁnal state. Another somewhat more expensive method is to choose a
possible trajectory connecting the initial with the ﬁnal state and to determine the
corresponding forces in an inverse dynamics procedure. However, depending on the
complexity of the problem this might be a diﬃcult task.
· Optimal locomotion of submerged mutlibody systems: the dynamics and locomotion
of a neutrally-buoyant deformable body that can undergo ﬁnite shape deformations
and is immersed in a perfect and incompressible ﬂuid has been studied already in a
ﬁrst work [Leye 09a]. Determining optimal actuations of the body with the goal to
swim fast, or in an energy eﬃcient way by combining [Leye 09a] with the optimal
control simulation technique developed in this thesis is an interesting research topic.
· Optimal control of elastic multibody systems: so far, only rigid multibody systems
are optimally controlled with DMOCC. The presence of (spatially discretised) elastic
parts, for which by far not all degrees of freedom are actuated, introduces an internal
dynamics into the system. Then the question arises whether this internal dynamics
is stable and how a desired manoeuvre can be optimally controlled.
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