This paper deals with finite element analysis involving tens of billions of degrees of freedom (DOF) in a high-frequency electromagnetic field. The iterative substructuring method has been considered to be an efficient parallel computing method. To show the possibility of analyzing electromagnetic field problems with complex numbers and tens of billions of DOF, problems with up to 30 billion DOF are analyzed by all nodes of an Oakleaf-FX supercomputer. As a result, the human model has been successfully solved in approximately 10 minutes, and the simple hyperthermia applicator model with 30 billion DOF has been successfully solved in approximately 19 minutes. There is a problem in the output analysis results, and bugs relating to the limits of the 32-bit integer data type have been found and fixed through actual analysis of problems with tens of billions of DOF.
Introduction
We have been studying the high-frequency electromagnetic field analysis of cancer treatment by hyperthermia to evaluate its effect quantitatively. In our study, the NICT numerical human body model (EMC) is analyzed. This model uses a binary data format wherein types of organs are encoded using voxels with a size of 2 mm. However, the boundaries of its different materials are not smooth; thus, unwanted reflection and scattering of electric fields has been observed in numerical simulator results. To reduce this numerical noise, some mesh smoothing techniques with tetrahedral elements have been developed . Furthermore, the diameters of cancers treated with hyperthermia are several millimeters. Therefore, elements must be refined to obtain sufficient accuracy. However, there are approximately 16 billion degrees of freedom (DOF) provided that the element sizes are 0.5 mm. In addition, smoothing techniques increase the DOF further. On the other hand, the electromagnetic dosimetry problem of the human model that consists of voxels with a size of 0.5 mm is solved using the finite difference time domain (FDTD) method (Chakarothai et al., 2016) . However, because the FDTD method is an explicit time-marching scheme, it requires a huge number of time steps and substantial computational time. Our method is a time-harmonic scheme, with the result that a linear system with complex numbers is solved only once. Therefore, techniques that analyze time-harmonic high-frequency electromagnetic field problems with over tens of billions of DOF are required. Sugimoto, Takei and Ogino, Mechanical Engineering Letters, Vol.3 (2017) [DOI: 10.1299/mel. The efficient parallel computing method for large-scale finite element analysis (FEA) that we have been studying is the iterative substructuring method in the form known as the domain decomposition method (DDM) based on the iterative method (Quarteroni and Valli, 1999) . It is expected to obtain scalable parallel efficiency on distributed memory parallel computers (Shioya, and Yagawa, 1999) . The DDM has been applied to the large-scale FEA of structural mechanics (Yoshimura et al., 2002) , heat transfer (Mukaddes et al., 2006) , and electromagnetics Sugimoto, 2006, Takei et al., 2008) . In structural analysis, the problem with 100 billion DOF has been analyzed (Ogino and Shioya, 2014) . In addition, in electromagnetic field analysis, high-frequency electromagnetic field problems have been solved with 110 million DOF (Takei et al., 2010) , and the maximum DOF that has been analyzed was 3.5 billion (Sugimoto et al., 2015) . In another case, without the DDM, the line current model with free-space was solved with 800 million DOF (Iwashita et al., 2012) . The characteristics of the electromagnetic field analysis are as follows:
・ The finite element equation becomes a symmetric system with complex numbers. ・ An equation becomes singular or its condition number is poor. ・ Most electromagnetic field analysis software has poor effective performance or is not executed efficiently in massively parallel environments. Therefore, the DOF that could be solved was several billion or less in the electromagnetic field analysis.
In recent years, optimization of complex number operations for recent computer architectures has been achieved. Furthermore, it has been clarified that the conjugate orthogonal conjugate residual (COCR) method (Sogabe and Zhang, 2007) is very effective for problems that involve symmetric systems with complex numbers and ill-conditioned systems (Ogino et al., 2013) . These achievements have been implemented as a parallel electromagnetic field analysis module called ADVENTURE_Magnetic (AdvMag).
In this paper, to show the possibility of analyzing electromagnetic field problems with complex numbers and tens of billions of DOF, problems involving up to 30 billion DOF are analyzed by all nodes of an Oakleaf-FX supercomputer of the Supercomputing Division, Information Technology Center, The University of Tokyo (ITC). To verify the effect of the COCR method, a 16 billion DOF human model with various values of frequency is analyzed using the conjugate orthogonal conjugate gradient (COCG) (Vorst and Melissen, 1990 ) and COCR methods. Furthermore, to confirm that the limit is a result of memory limitation, a simple hyperthermia applicator model with up to 30 billion DOF is analyzed for performance verification.
Methods

Finite element formulation
A finite element formulation based on the E method of the high-frequency electromagnetic field problem (Takei et al., 2008) is described. For a time-harmonic scheme of electromagnetic fields, we need to consider equations using complex numbers. Let Ω be a domain with the boundary ∂Ω and let be the unit normal vector to Ω. The vector wave equations that describe an electromagnetic field [V/m] with a single angular frequency [rad/s] are derived from Maxwell's equations as follows: (2), we compute the electric field .
Next, we describe the finite element discretization. Let us decompose Ω into a union of tetrahedra. ℎ is the electric field approximated by the edge elements ( Fig. 1) , and ℎ is the electric current density approximated by the conventional piecewise linear tetrahedral elements. As a result, we have the finite element approximation
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Parallel computing method and software
The DDM is considered as an efficient parallel computing method for large-scale FEA. Let us reformulate the finite element equation Eq. (4) in the matrix form
where is a symmetric matrix with complex numbers, an unknown vector, and a known vector. The analysis domain Ω is partitioned into non-overlapping subdomains Ω ( ) ( = 1, ⋯ , ), and then the unknowns of each subdomain are also partitioned to the interiors of subdomains denoted by subscript , and the interface boundary by subscript . By the static condensation of the interior, Eq. (5) leads to two linear systems ,
where ,
,
where the superscript ( ) corresponds to the subdomain Ω ( ) . The ( ) are Boolean matrices for mapping the global DOF to local DOF. is the Schur complement matrix, is the condensed right-hand side vector, and ( ( ) ) † is a generalized inverted matrix. Equation (6) is the interface problem, and Eqs. (7) are the subdomain problems. In this paper, Eq. (6) is solved using the iterative methods, and then Eqs. (7) are solved using a direct solver. Because Eqs. (7) can be solved by subdomain-wise parallelization, and each subdomain problem is relatively small, solving Eq. (6) accounts for most of the computation.
The COCG method has been used thus far, because the interface problem is also a symmetric linear system with complex numbers using our finite element formulation. The COCG method, one of the iterative methods for non-Hermitian matrices consumes relatively little working memory and computational cost per iteration. On the other hand, the COCR method requires working memory and computational cost similar to those of the COCG method, but is expected to show smooth convergence behavior compared with the COCG method. In particular, the COCR method for Eq. (6) has been found to be more effective than the COCG method in a large-scale analysis (Ogino et al., 2013) .
These algorithms are implemented in the AdvMag. Moreover, to reduce the computational time, attempts are being made to optimize AdvMag. Representative optimizations are as follows:
・ Manual inline expansion of four arithmetic functions for complex numbers by macros ・ Change a representation of complex numbers from a structure "Complex" to double complex type ・ Loop optimizations, reduction of the call realloc function, and the like
The peak performance ratio of AdvMag was approximately 0.8% in 2013. However, as a result of the optimization, the maximum ratio came to be approximately 7.5% at the end of 2015 (Sugimoto, 2016) . These achievements are used in the numerical simulation of this study.
Edge element (left) and conventional piecewise linear tetrahedral element (right). The vector is defined as a vector variable in the edge element thereby reducing the DOF. An electric field is approximated by the edge elements.
Mesh preparation
Even if we use 2 mm voxel data that have been built on the basis of magnetic resonance imaging data for numerical human body models, the boundaries of different materials are not smooth. Some mesh smoothing techniques with tetrahedral elements for smoothing stairs shapes of boundaries are being developed to reduce numerical noise . Such smoothing techniques are not used in this paper, but voxels are divided into tetrahedral elements in order to verify the analyses with such elements.
Increasing the number of parallel processes by increasing the number of CPU cores and improving parallel computing technology has made large-scale analyses familiar. The computing time for analyzing medium-or large-scale problems is decreasing through the development of numerical simulation software working efficiently in those parallel environments. Meanwhile, because most mesh generators are not parallelized, as the scale of analysis becomes large, the time for generating meshes increases substantially. For instance, it takes approximately 48 hours to generate a mesh with 250 million elements using Delaunay triangulation and only approximately one hour to analyze the mesh (Sugimoto et al., 2011) . In this study, the parallel mesh refinement tool ADVENTURE_Metis Ver.2 (AdvMetis2) (Murotani et al., 2014 ) is used to prepare meshes with tens of billions of elements. AdvMetis2 generates a large-scale mesh from a medium-scale one through subdivision of elements. For instance, it takes only approximately seven minutes to generate a mesh with 250 million elements by making a mesh with 470 thousand elements and refining it three times.
Numerical examples 3.1 Analyses of a numerical human body model
In this section, to verify the effect of the COCR method, a 16 billion DOF human model with various values of frequency is analyzed using the COCG and COCR methods. The NICT numerical human body models use a binary data format wherein types of organs (including air area) are encoded using voxels with a size of 2 mm. The size of the adult-male model is 320 voxels wide, 160 voxels deep, and 866 voxels high. Then, voxels are divided into tetrahedral elements, which are refined twice. As a result, the element size becomes 0.5 mm, and the mesh has 14,188,544,000 elements with 16,605,276,424 DOF. The COCG and COCR methods with simplified block diagonal scaling are applied to solve the interface problems. It was confirmed that our simulation results, which converged to 10 -7 , agree well with the experiments (Takei et al., 2010) . Therefore, we set their convergence criterion to 10 -7 . Subdomain problems are solved using a direct method based on modified Cholesky decomposition. The numerical simulation is performed on all nodes of Oakleaf-FX. There are 9,600 Message Passing Interface (MPI) processes working and each process starts eight OpenMP threads. The number of subdomains is 144,000,000. Table 1 shows the computational results, and Fig. 3 shows the convergence histories. The COCG method converged in the case of 300 MHz, but did not converge until 5,000 iterations in other cases. In contrast, the COCR method converged in all cases. However, as the frequencies decreased, the iteration counts increased, and convergence 1.47 "To peak" means the ratio of the measured performance to the theoretical peak. Fig. 3 Convergence histories. As the frequencies decreased, the iteration counts increased, and convergence histories oscillated widely. This confirms that it is more difficult to solve this model with low frequencies, and that the COCR method is more robust than the COCG method in a large-scale analysis.
Sugimoto, Takei and Ogino, Mechanical Engineering Letters, Vol.3 (2017) [DOI: 10.1299/mel. histories oscillated widely. This confirms that it is more difficult to solve this model with low frequencies, and that the COCR method is more robust than the COCG method in a large-scale analysis. The computational time for the COCR method with 300 MHz is approximately ten minutes. It is confirmed that AdvMag can solve this problem very efficiently.
Analyses of the simple hyperthermia applicator model for performance verification
In this section, the simple hyperthermia applicator model (Fig. 4) with up to 30 billion DOF is analyzed for performance verification. In this analysis, the dielectric phantom of the shape of a cylinder with a specific dielectric constant =80 and conductivity =0.52 S/m is placed. This problem is one of the benchmark problems defined as Testing Electromagnetic field Analysis Method Workshop Problem 29 (TEAM29) (Kanai, 1998) . The frequency value is 8 MHz. The total amount of memory that can be used on all nodes of Oakleaf-FX is 134,400 GB, 28 GB per node. By our estimation, the model with over 30 billion DOF can be performed. Thus, meshes with ten billion, 20 billion, and 30 billion DOF are analyzed. Table 2 shows mesh properties and computing settings.
The COCR method with simplified block diagonal scaling is applied to solve the interface problems. The convergence criterion is set to 10 -7
. Subdomain problems in each subdomain are solved using the direct method based on modified Cholesky decomposition. The numerical simulation is performed on all nodes of Oakleaf-FX. Table 3 shows the computational results, and Fig. 5 shows the convergence histories. The COCR method converged very smoothly in all cases. The amount of memory per node in the case of 30B was 24.4 GB. Therefore, the maximum DOF that can be analyzed by AdvMag on Oakleaf-FX was approximately 30 billion. Furthermore, the computational time for 30B is approximately 19 minutes. It is confirmed that the COCR method can also solve the problem very efficiently. 10B 10,389,479,028 8,892,028,928 86,400,000 4,800 16 20B 21,442,700,080 18,359,102,976 172,800,000 9,600 8 30B 31,190,789,496 26,707,890,176 230,400,000 19,200 4 Fig. 4 TEAM29. The cavity has a diameter of 1.90 m and a height of 1.45 m. In this analysis, the dielectric phantom of the shape of a cylinder with specific dielectric constant =80 and electric conductivity =0.52 S/m is placed, and the resonance state is detected. Sugimoto, Takei and Ogino, Mechanical Engineering Letters, Vol.3 (2017) [DOI: 10.1299/mel.16-00667]
Conclusions
In order to show the possibility of analyzing electromagnetic field problems with complex numbers and tens of billions of DOF, problems with up to 30 billion DOF have been analyzed by all nodes of an Oakleaf-FX supercomputer. The human model was successfully solved, and it was confirmed that it is more difficult to solve this model with low frequencies, and that the COCR method is more robust than the COCG method for large-scale analysis. In addition, the simple hyperthermia applicator model with 30 billion DOF was solved successfully in approximately 19 minutes. It was also confirmed that the COCR method can solve this problem very efficiently.
Meanwhile, there is a problem with the output analysis results. The total file size of each analysis result is more than 1 TB. Sometimes files were outputted smoothly, and sometimes output did not finish after more than two hours. Thus, only a few analysis results were successfully outputted. Several thousand MPI processes write files to storage at the same time. Therefore, we hypothesize that a conflict occurred. To solve this problem, we plan to have MPI processes write files one by one, on the assumption that it takes much time, and to reduce the total file size through a data compression technique, such as the JHPCN-DF (Liu and Ogino, 2016) .
In addition, numeric values that exceed the limit of the 32-bit integer data type are sometimes treated in mesh preparation. Therefore, unsigned integral type (size_t in the C language) is used where numeric values that exceed the limit of the 32-bit integer data type are treated. We have fixed those bugs through analysis of problems with billions of DOF. However, unnoticed bugs are found and fixed through actual analysis of problems with tens of billions of DOF.
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EMC: Electromagnetic Compatibility Laboratory
The Electromagnetic Compatibility Laboratory is one section in the Applied Electromagnetic Research Institute, NICT. It contributes to the saving and harmonized use of radio waves by conducting research and development on electromagnetic compatibility, type tests, and calibration services. It has developed numerical human body models with the aim of evaluating the safety of radio waves with respect to the human body and is making them available to the public.
NICT: National Institute of Information and Communications Technology
The National Institute of Information and Communications Technology (NICT) is Japan's sole National Research and Development Agency specializing in the field of information and communications technology ( https://www.nict.go.jp/en/index.html ). NICT is charged with promoting the information and communications technology (ICT), sector as well as research and development in ICT, which drives economic growth and creates an affluent, safe, and secure society.
Oakleaf-FX supercomputer
The Oakleaf-FX supercomputer consists of 4,800 computer nodes of a Fujitsu PRIMEHPC FX10 massively parallel supercomputer. Its peak performance is 1.135 PFLOPS and it has 150 TB of memory. It is operated by the Supercomputing Division, Information Technology Center, The University of Tokyo.
TEAM29: Testing Electromagnetic field Analysis Method Workshop Problem 29
TEAM 29 is one kind of accuracy verification model for the high-frequency electromagnetic field analysis. It was proposed by Kanai in 1998 . A reentrant-type resonator model is used. The dielectric phantom of the shape of a cylinder is placed, and the resonance state is detected.
