In this paper we present a new discretization strategy for the boundary element formulation of the Electroencephalography (EEG) forward problem. Boundary integral formulations, classically solved with the Boundary Element Method (BEM), are widely used in high resolution EEG imaging because of their recognized advantages, in several real case scenarios, in terms of numerical stability and effectiveness when compared with other differential equation based techniques. Unfortunately however, it is widely reported in literature that the accuracy of standard BEM schemes for the forward EEG problem is often limited, especially when the current source density is dipolar and its location approaches one of the brain boundary surfaces. This is a particularly limiting problem given that during an high-resolution EEG imaging procedure, several EEG forward problem solutions are required for which the source currents are near or on top of a boundary surface. This work will first present an analysis of standardly and classically discretized EEG forward problem operators, reporting on a theoretical issue of some of the formulations that have been used so far in the community. We report on the fact that several standardly used discretizations of these formulations are consistent only with an L 2 -framework, requiring the expansion term to be a square integrable function (i.e., in a Petrov-Galerkin scheme with expansion and testing functions). Instead, those techniques are not consistent when a more appropriate mapping in terms of fractional order Sobolev spaces is considered. Such a mapping allows the expansion function term to be a less regular function, thus sensibly reducing the need for mesh refinements and low-precisions handling strategies that are currently required. These more favorable mappings, however, require a different and conforming discretization which must be suitably adapted to them. In order to appropriately fulfill this requirement, we adopt a mixed discretization based on dual boundary elements residing on a suitably defined dual mesh. We devote also a particular attention to implementation-oriented details of our new technique that will allow the rapid incorporation of our finding in one's own EEG forward solution technology. We conclude by showing how the resulting forward EEG problems show favorable properties with respect to previously proposed schemes and we show their applicability to real case modeling scenarios obtained from Magnetic Resonance Imaging (MRI) data. (Siems et al., 2016; Peng et al., 2016; Dabek et al., 2015; Bénar et al., 2007) , explains the steady interest that EEG is attracting in neuroimaging (Huang et al., 2015; Jorge et al., 2015; Fiederer et al., 2016) . The peculiarity of high resolution EEGs, with respect to the traditional analyses based on grapho-elements, is the reconstruction arXiv:1603.06283v1 [physics.med-ph] 20 Mar 2016 of the volume brain sources based on scalp potential data (Phillips et al., 2002; Koessler et al., 2010) . This is the EEG inverse source problem, which is, as it is well-known, ill-posed (Grech et al., 2008) . The solution of the EEG inverse source problem relies on multiple iterated solutions of the EEG forward problem where, known the configuration of brain sources, the electric potential is recovered at the scalp (Pascual-Marqui, 1999) . The accuracy in the solution of the EEG forward problem clearly impacts and limits the accuracy of the associated EEG inverse problem: a low accuracy of the solutions of the EEG forward problem translates in a low accuracy of the inverse problem solution (Acar and Makeig, 2013) .
of the volume brain sources based on scalp potential data (Phillips et al., 2002; Koessler et al., 2010) . This is the EEG inverse source problem, which is, as it is well-known, ill-posed (Grech et al., 2008) . The solution of the EEG inverse source problem relies on multiple iterated solutions of the EEG forward problem where, known the configuration of brain sources, the electric potential is recovered at the scalp (Pascual-Marqui, 1999) . The accuracy in the solution of the EEG forward problem clearly impacts and limits the accuracy of the associated EEG inverse problem: a low accuracy of the solutions of the EEG forward problem translates in a low accuracy of the inverse problem solution (Acar and Makeig, 2013) .
This results in the pressing need to keep the accuracy of the EEG forward problem as high as possible.
Among the techniques to solve the EEG forward problem, Boundary Element Method (BEM) is a widely used one (Hallez et al., 2007a) . This numerical strategy is based on an integral formulation equivalent to the Poisson equation and, when compared with other numerical approaches like the Finite Element Method (FEM) or the Finite Difference Method (FDM) (Hallez et al., 2007b) , BEM based solvers only discretize the surfaces enclosing the different brain regions and do not require the use of boundary conditions to terminate the solution domain. This results in interaction matrices of a smaller dimensionality (He et al., 1987) and explains the popularity of the BEM approach in the scientific community.
Unfortunately, standard BEM methods are no panacea. It is widely reported, in fact, that the accuracy of standard BEM schemes for the forward EEG problem is often limited, especially when the current source density is dipolar and its location approaches one of the brain boundary surfaces (Fuchs et al., 2001; He et al., 1999) . This is a particularly limiting problem given that during the solution of the EEG inverse source problem, several forward EEG problem solutions are required for which the the primary current density terms are near or on top of a boundary surface (Cosandier-Rimélé et al., 2008; Fuchs et al., 1998) .
Three main strategies have been reported in literature to limit the impact of accuracy losses: (i) the avoidance of brain source modeling near boundaries (Yvert et al., 2001) , (ii) the use of global or local mesh refinements that can better handle the singularity of the dipolar source term (Meijs et al., 1989; Zanow and Peters, 1995; Fuchs et al., 1998) , and (iii) the introduction of a symmetric boundary element formulation (Adde et al., 2003; Kybic et al., 2005 ). All the above mentioned techniques can sensibly improve source-related precision issues, but at the same time they present some undesirable drawbacks: (i) avoiding the positioning of dipolar sources near boundaries on one hand represents a limitation on correct modeling (Cosandier-Rimélé et al., 2008) and on the other hand it increases the ill-posedness of the inverse-source problem (Scherzer, 2011) . (ii) The use of mesh refinements increases the computational burden, due to the higher dimensionality of the refined models and this can result in substantial inefficiencies (Yvert et al., 2001; Wolters et al., 2007) . This is especially true in the context of inverse source problem solutions, where sources are often equally distributed near the boundaries of brain layers (CosandierRimélé et al., 2008) . (iii) The use of symmetric formulations, that are based on a clever and complete exploitation of the representation theorem, results in the simultaneous solution of two integral equations in two unknowns and sensibly improves the accuracy of BEM method based EEG imaging. However, these formulations results in more unknowns, which increases the computational complexity of the EEG forward and inverse solutions. Moreover, the symmetric formulation in (Adde et al., 2003; Kybic et al., 2005) presents a conditioning that is dependent and growing with the number of unknowns (or equivalently with the inverse of the mesh parameter). This ill-conditioning results in harder-to-obtain numerical solutions for realistic problems as the matrix inversion becomes an increasingly unstable operation (Sauter and Schwab, 2011) .
To circumvent the above mentioned limitations, this work proposes a different approach. We first start from analyzing the mapping properties of standard EEG forward problem operators (double and adjoint double layer). We report on the fact that standardly used discretizations of these operators are consistent only with an L 2 -formulation, requiring the expansion term to be a square integrable function. Instead, those techniques are not consistent when a mapping in terms of fractional order Sobolev spaces is considered.
Such a mapping, in the case of the adjoint double layer operator, would allow the expansion term to be a less regular function, sen-sibly reducing the need for mesh refinements and low-precisions handling strategies currently required. These more favorable mappings, however, require a different and conforming discretization which must be suitably adapted to them. Some of the authors of this work presented in the past a strategy to comply with proper Sobolev space mappings based on dual elements. This approach was introduced in (Cools et al., 2009) and named "mixed discretization". Mixed discretizations are conforming with respect to Sobolev properties of second kind operators. This approach has been subsequently applied to several problems in electromagnetics (Cools et al., 2011; Yan et al., 2011) and acoustics (Ylä-Oijala et al., 2015) .
In this work we have applied the mixed discretization concept to the case of multi-layered EEG operators used to solve piecewise homogeneous and isotropic nested head models. This discretization strategy can be extended to non nested topologies. The resulting forward EEG problems show favorable properties with respect to previously proposed schemes. As complement to the theoretical and numerical treatments, a particular attention has been devoted to implementation-oriented details that will allow the specialized practitioner to easily incorporate these findings in his EEG forward solution technology. Very preliminary and partial results of this contribution have been presented in a conference contribution (Rahmouni and Andriulli, 2014) . This paper is organized as follows: in Section 1 we first review classical EEG discretizations and we analyze their consistency with respect to fractional order Sobolev space mappings; we then introduce dual basis functions and the new forward EEG mixed discretized formulations we propose in this work. In Section 2, we present a complete numerical study of the new techniques to comparatively test their performance against the state of the art. This will be done on both canonical spherical models (for which benchmarking against analytic solutions is possible) and on realistic models arising from MRI data. Section 3 presents our discussion of these results and our conclusions.
Methods

Standard Integral Equation Formulations of the Electroencephalography Forward Problem
Let σ be a smooth, isotropic conductivity distribution and let j be a quasi-static electric volume current density distribution in R
3
. The current density j generates the electric potential φ, a relationship that is mathematically expressed by the Poisson's equation
When σ models the conductivity distribution of a human head, the problem of finding the electric potential φ is denoted as the EEG forward problem (Hallez et al., 2007a; Grech et al., 2008) .
In BEM techniques, the head is usually modeled by domains of different areas of constant conductivity. The conductivity σ is a piecewise constant function dividing the space R In order to account for piecewise continuous σ, Eq. (1) must be complemented by transmission and boundary conditions resulting in (Pruis et al., 1993) 
The expression g j denotes the jump of the function g at the surface Γ j , that is,
with g|
and g| + Γ j the interior and exterior limits of g at the surface Γ j , respectively. These limits are defined as
wheren denotes the normal at each surface (see Fig. 1 ). 
Boundary Integral Operators
Boundary element methods provide a numerical approximation of the potential φ (Huiskamp et al., 1999; Steinbach, 2008) 
the double layer and adjoint double layer operator
and the hypersingular operator
In the definitions above, the function
is the free-space Green's function. The Sobolev spaces H x , x ∈ {−1/2, 1/2}, appearing in the mapping properties are briefly defined in Appendix A.
Remark. The reader should be warned that there is no consistent naming of the operators above in the literature and the naming choice made here is the one classically adopted in potential theory (see for example (Sauter and Schwab, 2011) ).
Source Modeling and Inhomogeneous Solution. Current dipoles are a common approximation of brain electric sources making them a widely used model in the forward and inverse EEG problem Sarvas, 1987; Schimpf et al., 2002) . The current dipole is defined by
where q represents the dipole moment and δ r 0 the Dirac delta function. The corresponding potential in an infinite homogeneous domain is
Throughout the following sections, we use
Moreover, whenever two underscore indices j, i are added to an operator symbol we mean that, in defining the operator, the integration is constrained to the ith surface and the integral is evaluated only on the jth surface. For example, S ji is defined as
Boundary Integral Formulations
Three integral formulations are commonly used for computing the electric potential φ in Eq. (1) Stenroos and Sarvas, 2012; Gramfort et al., 2014; Birot et al., 2014) . All of them leverage the same principle: the electric potential φ is decomposed
such that σ i ∆v s = f in Ω i for all i = 1, . . . , N (see Eq. (2)) and such that v h is a piecewise harmonic correction ensuring that φ will satisfy the boundary conditions (4) and (5). For setting the notation and for the sake of self-consistency, we list these formulations below; for a more detailed derivation, we refer the reader to and references therein.
The adjoint double layer formulation. In this formulation, the ansatz for v s1 has the following form:
This choice satisfies Eq. (2) 
The double layer formulation. The following particular solution is put forward (see, for example, Kybic et al. (2005) or Stenroos and Sarvas (2012)) 
The symmetric Formulation. Differently from the previous two approaches, in the symmetric formulation, the harmonic function v h3 is constructed as follows 
Then, it can be shown that
and
hold for i = 1, . . . , N. Here we have used the notation
Isolated Skull Approach . In the presence of a layer of low conductivity, the double layer formulation suffers from numerical inaccuracies. To overcome this problem, Hamalainen and Sarvas (1989) proposed a numerical strategy named Isolated Skull Approach. This scheme was first formulated for a three layered head model and then generalized to an arbitrary number of layers by Meijs et al. (1989); Gençer and Akalin-Acar (2005) . The principle of this approach is to write the total potential as a sum of two terms:
The first term φ ISA is the potential computed assuming an isolated model consisting of only the compartments which are under the skull. The second part φ corr is a correction term computed as in the standard double layer formulation with a right hand side equal, for a three layers model, to
where σ skull is the conductivity of the skull. We note that φ ISA is different from zero only on surfaces corresponding to tissues located under the skull.
The isolated skull approach and the double layer formulation use the same operator, namely D; hence, both schemes have the same requirements in term of mapping properties.
Analysis of the Main Drawbacks of Standard Discretizations
To evidence the drawbacks of standard (currently used in literature) BEM discretizations of the EEG forward problem, we have to consider Petrov-Galerkin theory, which provides the convergence properties of a numerical boundary element solution in the case of asymmetric discretizations (Steinbach, 2008) .
Petrov-Galerkin Method Reviewed
Let X and Y be Hilbert spaces, and A : X → Y a bounded, linear operator. We can associate with A a bilinear form a :
We are faced with the variational problem to find u ∈ X such that
To solve this variational formulation, we cast this problem into a matrix-vector equation by using finite-dimensional subspaces
The task is to find
function u h is an approximation of u and this approach is called Petrov-Galerkin method (Steinbach, 2008) .
The key ingredient of the Petrov-Galerkin method is that the testing is always performed in the dual space of the range of A,
where we notice that Y = Y because of the reflexivity of Y .
Standard Discretizations
The classical integral equations presented in Section 1.1.2 are discretized using a BEM approach. The different regions Ω i of the head are approximated with polygonal domains. On these domains, meshes are generated by using a triangular tessellation. The potential φ is approximated by a linear combination of expansion
where c j are the (unknown) expansion coefficients, and N α = dim X α is the dimensionality of the function space X α .
Commonly used functions are the piecewise constant functions =: X λ and it holds that X p ⊂ H −1/2 and X λ ⊂ H 1/2 (Steinbach, 2008) . Both the PCFs and the PLFs form a partition of unity.
We denote the system matrix that stems from the discretization of an operator X with the expansion functions α j and testing functions β i as X βα with
This notation is necessary, as some operators are discretized with different expansion and testing functions.
A standard discretization in literature for the adjoint double layer and double layer formulation is the one where PCFs are used as expansion and testing functions Stenroos and Sarvas, 2012) . Using the notation of Eq. (28), such a discretization for the adjoint double layer formulation would read
where
and Also the classical discretization for the double layer formulation (Eq. (21)) is leveraging on PCF both as expansion and testing functions, i.e.
and The standard discretization of the symmetric formulation reads )
i . In contrast to the classical discretizations of the double layer and adjoint double layer operators, the symmetric formulation in ) is discretized in a way that is completely conforming with respect to the fractional order Sobolev space mappings. The single layer operator S i j maps from H −1/2 to H 1/2 and thus the dual of its range is the space H −1/2 allowing the use of PCFs as expansion and testing functions (see Eq. (43)). The hypersingular operator N i j is discretized with PLFs as both expansion and testing functions, since the derivatives render the usage of PCFs impossible (see Eq. (37)). This is a conforming choice given that a lower regularity would not be allowed since N i j is a mapping Yet, the symmetric approach has two drawbacks: Its discretization gives rise to a matrix which is one and half times the size of the matrices of the previous two approaches and since the symmetric formulation operator is of the first kind, the resulting matrix is ill-conditioned (when the number of unknowns is increased by decreasing the average edge length h, the condition number grows unbounded (Steinbach and Wendland, 1998) . We note that the double layer and adjoint double layer formulations are Fredholm integral equations of the second kind (Hackbusch, 2012) . This kind of equations gives rise to well-conditioned systems.
Higher order functions could be used to solve the above mentioned problems in standard discretizations of the double and adjoint double layer operator. For example, given that the PLFs belong to the space H 1/2 and this space itself is a subset of the space H −1/2 , one could think of using PLFs as expansion and testing functions in Eq. (29) and Eq. (33). Although this leads to a conforming testing, it results in schemes that have either expansion or testing functions more regular than necessary, which can slow down convergence of the approximate solution to the exact solution as h decreases; this effect is especially notable in the presence of irregular geometries such as highly realistic phantoms of the human head.
Moreover, the usage of PLFs increases the computational burden: the handling of the singularity of the Green's function (Graglia, 1987 (Graglia, , 1993 De Munck, 1992) in the integration routines becomes computationally more expensive and more difficult to implement.
Summarizing, the standard low order discretizations of the EEG forward problem do not comply with the EEG operators requirements in terms of regularity and can lead to erroneous solutions, while the symmetric formulation is correctly discretized but requires four times the memory space and it is an ill-conditioned formulation. The problem could be ameliorated by higher order functions, but this increases the computational burden, and it is more complicated to implement. The above considerations are summarized in Tab. 1. In the following, a mixed discretization scheme for the EEG based forward problem is proposed. The operators are discretized and tested in a conforming way with respect to Sobolev space mapping properties. Mixed and conforming discretization techniques were introduced by (Cools et al., 2009 ) in the context of full wave solutions of scattering problems. These discretizations make use of suitably chosen dual functions. There are several ways to define these dual functions. In this work we adopt the functions proposed in (Buffa and Christiansen, 2007) in the context of Calderon preconditioning of scattering problems.
New Mixed Discretized EEG Formulations
Dual Functions
The definition of the DPCFs is simple. The support of the DPCF p j is given by the cells on the barycentrically refined mesh that are attached to the jth node (Fig. 2 shows the support of a DPCF).
When r is in the support of p j , the function value p j (r ) = 1 and is zero when r is not in the support of p j . Let p bar i be the standard PCFs defined on the barycentrically refined mesh. For the example given in Fig. 2 , we find The function λ j is attached to the cell j and it can be represented as a linear combination of seven standard PLFs λ bar j defined on the barycentrically refined mesh. Fig. 3 shows the general case, where the nodes of the seven relevant PLFs are labeled with the coefficients β i that are chosen such that
For the first coefficient, which is associated with the center PLF, we always have β 1 = 1, while for the next three coefficients, which are associated with the PLFs defined on the midpoints of the edges of the primal cell, we always have β i = 1/2 with i = 2, . . . , 4.
The last three coefficients β 5 , β 6 and β 7 , which are associated with PLFs defined on nodes of the primal cell, their weights are given by 1/N Cells,i with i = 5, . . . , 7 and N Cells,i being the number of cells of the primal mesh that are attached to the respective node. In the example given, the coefficients are α 5 = 1/5, α 6 = 1/6, and α 7 = 1/6. It can be shown that these DPLFs form a partition of unity (Buffa and Christiansen, 2007) . Fig. 4 visualizes an example of a DPLF function.
New Formulations
Following the considerations of the previous sections, we propose new mixed discretization strategies for the adjoint double layer, double layer and symmetric approaches. For the adjoint double layer approach, we use standard PCFs as expansion and DPLFs 
i . For the double layer approach, on the other hand, we use standard PLFs as expansion and DPCFs as testing functions. The system we have to solve is 
For the sake of completeness, we also consider a mixed discretization for the symmetric formulation. When a mixed discretization is applied to Eq. (23) and Eq. (24), we obtain a rectangular system matrix. To obtain a square system matrix, we propose a slightly modified symmetric formulation given by
In the case of three layers, the explicit expression of the resulting linear system is given in Eq. (51), where we use
with coefficients
An important point to note is that the BEM equations mentioned above correspond to the interior Neumann problem. Therefore, the potential is only determined up to an additive constant. This gives rise to singular matrices. Hence, an additional condition is needed to solve these systems. The most commonly used one is Γ φdS(r ) = 0 which corresponds to a surface potential of zero mean. We do not further detail this point given that this is a standard procedure which is widely documented (Rahola and Tissari, 2002; Chan, 1984) . 
The integrals found in the operators D and D * are computed numerically using Gauss quadrature (Dunavant, 1985) with seven points when the expansion and testing triangle are far from each other. When the expansion and testing triangles are too close such that the singular kernel cannot be numerically integrated accurately enough, we employ a singularity extraction technique (Graglia, 1993) for the inner integrations. For the integration of the N operator, we follow a standard approach by using its weak formulation such that the derivatives are placed on the testing and expansion functions (Steinbach, 2008) . The identity operators are always computed analytically.
Results
To show the practical impact of our newly proposed schemes, we compared them with some of the most common BEM formulations.
A first set of comparisons has been obtained on the traditional multilayered spherical model (De Munck, 1988; Munck and Peters, 1993; Zhang, 1995) . The reason for this choice is that the analytic solution available for such a model provides a rigorous reference for solidly assessing the numerical performance of all different formulations. This set of comparisons is then complemented by a second one where we show that our new methods are naturally applicable to MRI-obtained models and that also in this case their performance compares quite favourably with the existing techniques.
Numerical Experiments on a Layered Spherical Head Model
The radii of the concentric spheres of the model (Fig. 5 ) are 0.87 dm, 0.92 dm, and 1 dm. Each sphere is triangulated with an average edge length h = 0.17 dm resulting in 700 elements on first layer, 796 elements on the second layer and 920 elements on the third layer. The triangulation is uniform delivering a mesh of approximately equally sized and shaped elements. The corresponding (normalized) conductivities are σ 1 = 1, σ 2 = 1/15, and σ 3 = 1, which we abbreviate with the ratio 1:1/15:1 (Oostendorp et al., 2000) . The source is modeled by a current dipole of magnitude one and of orientation 1 0 1 T .
In Tabs. 1 and 2, we summarize the different discretization strategies and, accordingly, we reference these strategies in the legends 0.87 dm 0.92 dm 1 dm
Figure 5: The multi-layered spherical structure that is used for the evaluation of the different discretizations. Note, that the conductivity σ 2 was varied in parts of the simulations.
of the plots.
In this scenario, we conducted three simulations where the position of the dipole was the varying factor. In the first experiment (Fig. 6) , the dipole was moved along the line between the center of the spherical model and a triangle vertex located on the innermost sphere, in the second experiment (Fig. 7) , the dipole was moved along the line between a centroid of a triangle laying on the innermost sphere and the center of the spheres. Finally, in the third experiment (Fig. 8) , the dipole was moved along a line between the center of the spherical model and a point that does not correspond to centroid nor to a node. All figures 6 to 8 show, for different formulations, the relative error with respect to the analytic solution as a function of the source dipole's radial distance from the center of the spheres. We see that the relative error depends on the position of current source with respect to the nearest vertex. We also see that, in general, the relative error increases when the dipole approaches the surface Γ 1 . However, the formulations properly observe that the mixed adjoint double layer formulation is superior when the normalized electric resistivity 1/σ 2 is below 45. The isolated skull approach (ISA) is often used in literature in the presence of a layer of low conductivity to mitigate its impact on the solution error Hamalainen and Sarvas (1989) ; Meijs et al. (1989); Gençer and Akalin-Acar (2005) . Figure 10 shows also the impact of the use of the ISA technique on both standard formulations and on the mixed discretized schemes that we propose in this work. It is found that the benefits of the ISA and of the discretization technique we propose are cumulative and that the two techniques can be perfectly used together.
Functional assessment and cerebral diagnostic of brain activity of newborns has motivated an increased interest in neonatal EEG source localization (Patrizi et al., 2003; Watanabe et al., 1999) . The skull conductivity of infants differs from the skull conductivity of adults (Ernst et al., 2011 ) and a head model of one compartment is often used to obtain a reliable source localization (Odabaee et al., 2012; Silau et al., 1994; Odabaee et al., 2014) . Thus we used a single sphere with homogeneous conductivity to model this scenario (Despotovic et al., 2013) . mixed adjoint double layer approach shows the best performance compared with any other formulation.
Numerical experiments on an MRI-obtained head model
Although spherical After the forward problem has been solved, the resulting surface potential can be visualized in Fig. 13 . Since the exact solution is unavailable in this case, FEM served as a reference. It was solved on refined model having 6 million tetrahedrons and the relative error was calculated at the position of 128 electrodes positioned according to an EGI system (see Fig. 14) . The results of this benchmarking can be seen in Fig. 15 , where a dipolar source was moved from the center of the right hemisphere along the z axis and the relative error with respect to the reference solution has been computed for all approaches presented in the previous section.
We observe that the dual adjoint double layer and the symmetric formulations delivers the most accurate results. a Dell server R920 working under windows system. From the table we conclude that proposed mixed discretization is not more computational demanding while complying with the operators mapping properties.
Discussion and conclusions
Numerical results confirm that classical, commonly used, dis- estimated from in-vivo measurements to be between 1:1/15:1 and 1:1/25:1, and the ratio 1:1/80:1 arising from in vitro measurements and which until recently has been used in neuroimaging applications is currently questioned (Gonçalves et al., 2003; Zhang et al., 2006; Oostendorp et al., 2000; Clerc et al., 2005) . We have observed that for the relevant range of in vivo measured conductivities, the mixed adjoint double layer formulation yields the highest accuracy compared with other methods. This is also the case for the scenario where a head of a newborn is modelled (see Fig. 11 ): the mixed discretization of the adjoint double layer formulation obtains the highest accuracy.
From our experiments it is evident that also the symmetric formulation performs quite well when the dipole is near the surface (see Figs. 6 to 9) . This is consistent with the theoretical consider- ation that the symmetric formulation is a conformingly discretized scheme. However, it should be noted that the symmetric formulation comes at the cost of a considerable computational burden.
The dimension of the system matrix is one and a half times the size of the matrices of the mixed discretization. Thus the symmetric formulation is comparatively less competitive in the source localization process, where the propagation model needs to be calculated many times.
For the sake of completeness, we also presented a mixed discretization of the symmetric formulation. No advantages were observed, since the original symmetric formulation was already discretized conformingly, and the obtained system is plagued with the same drawbacks as the original symmetric formulation. We note also that the application of the isolated skull approach improves the accuracy of the solution, especially for shallow dipoles.
The improvement, however, comes at the cost of some additional computations.
In conclusion, the numerical results confirm what can be theo- 
Appendix A. Relevant Sobolev Spaces
This appendix contains the definitions of the Sobolev spaces used in this paper. The presentation is concise for the sake of brevity; the interested reader could refer to (Tartar, 2007) for further details on the topic. (Ω) is defined as
The space L 2 is the set of all equivalence classes of functions that are square integrable in the Lebesgue sense: (Γ) to R (Tartar, 2007) .
Appendix B. The Representation Theorem
The representation theorem allows to represent the solution u of the Laplace's equation on a domain Ω in terms of its boundary values (Nédélec, 2001) . 
