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Abstract
In 1874, Mertens proved the approximate formula for partial Eu-
ler product for Riemann zeta function at s = 1, which is called
Mertens’ theorem. In this paper, we shall generalize Mertens’ theo-
rem for Selberg class and show the prime number theorem for Selberg
class.
1 Introduction
In 1874, Mertens [6] proved the following theorem:
∏
p≤x
(
1− 1
p
)−1
= eγ log x+O(1),
where x ∈ R≥2 and γ is Euler’s constant. The above formula is the approx-
imate formula of the finite Euler product for the Riemann ζ-function ζ(s)
at s = 1, which is called Mertens’ (3rd) theorem. Later, in 1999 Rosen [9]
generalized Mertens’ theorem for Dedekind ζ-function ζK(s):
∏
Np≤x
(
1− 1
Np
)−1
= αKe
γ log x+O(1),
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whereK is an algebraic number field, and αK is the residue of ζK(s) at s = 1.
This theorem is obtained by using the following approximate formula:∑
Np≤x
log(Np) = x+O(xe−cK
√
log x) (1.1)
which was proved by Landau [4]. Note that (1.1) is equivalent to the prime
number theorem for the algebraic number field K, where cK is a positive
constant depending on K.
In this paper, we consider Mertens’ theorem for Dirichlet series intro-
duced by Selberg [10]. Selberg class S is defined by the class of Dirichlet
series satisfying the following conditions:
(a) (Absolute convergence) The series F (s) =
∑∞
n=1 aF (n)n
−s is absolutely
convergent for Re s > 1.
(b) (Analytic continuation) There exists m ∈ Z≥0 such that (s − 1)mF (s)
is an entire function of finite order.
(c) (Functional equation) The function F (s) satisfies Φ(s) = ωΦ(1− s)
where Φ(s) = Qs
∏r
j=1 Γ(λjs + µj)F (s), r ∈ Z≥1, Q ∈ R>0, λj ∈ R>0,
Re µj ∈ R>0, and ω ∈ C satisfying |ω| = 1.
(d) (Ramanujan conjecture) For any fixed ε ∈ R>0, aF (n) = O(nε).
(e) The logarithmic function of F (s) is given by logF (s) =
∑∞
n=1 bF (n)n
−s,
where bF (n) = 0 when n 6= pr (r ∈ Z≥1), and there exists θ ∈ R<1/2
such that bF (n) = O(n
θ).
Moreover, the extended Selberg class S# is defined by a class of Dirichlet
series satisftying only the conditions (a)–(c). Clearly S ⊂ S#. For example
ζ(s) belongs to S and ζK(s) belong to S#. The function ζ(s) and ζK(s)
have the Euler products and zero-free regions. It is expected that F ∈ S#
satisfies the following conditions:
(I) (Euler product) There exists a positive integer k (depending on F )
such that
F (s) =
∏
p
∞∑
r=0
aF (p
r)
prs
=
∏
p
k∏
j=1
(
1− αj(p)
ps
)−1
(1.2)
with |αj(p)| ≤ 1 for Re s > 1.
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(II) (Zero-free region) There exists a positive constant cF (depending on
F ) such that F (s) has no zeros in the region
Re s ≥ 1− cF
log(|Im s|+ 2) ,
except s = 1 (if F (s) has zero at s = 1) and the Siegel zeros of F (s).
Remark 1.1. If F ∈ S# satisfies (I), then (e) are satisfied with bF (pr) =
(α1(p)
r + · · ·+ αk(p)r)/r and θ = 0, where the constant of O-term depends
on k.
By the same discussion as in the proof of the zero-free region of ζ(s) (see
Montgomery and Vaughan [7, Lemma 6.5 and Theorem 6.6]), the following
fact is obtained:
If F ∈ S# satisfies (e) with Re bF (n) ≥ 0 and has a zero or a simple
pole at s = 1, then F satisfies (II).
Applying Motohashi’s method [8, Chapter 1.5], we can extend Mertens’
theorem for Selberg class by using Perron’s formula and complex analysis.
Theorem 1.2 (Mertens’ 3rd theorem for Selberg class). Let F ∈ S# and
suppose the condition (I) and (II). Then we have
∏
p≤x
k∏
j=1
(
1− αj(p)
p
)−1
= c−meγm(log x)m(1 +O(e−CF
√
log x)), (1.3)
where m denotes the order m of pole for F (s) at s = 1 when m ∈ Z>0, and
the order −m of zero for F (s) at s = 1 when m ∈ Z≤0. Moreover c−m is
given by c−m = lims→1(s− 1)mF (s), and CF is a positive constant smaller
than cF of the condition (II).
Indeed instead of the condition (II), we can prove the following weaker
formula than (1.3):
∏
p≤x
k∏
j=1
(
1− αj(p)
p
)−1
= c−meγm(log x)m
(
1 +O
(
1
log x
))
, (1.4)
under the assumption of the prime number theorem for Selberg class. In
order to improve the error term in (1.4), it is necessary to assume (II).
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It is well-known that the prime number theorem is equivalence to ζ(1 +
it) 6= 0 (t ∈ R). Kaczorowski and Perelli [3] proved the equivalence of prime
number theorem in Selberg class:
F (1 + it) 6= 0 (t ∈ R) ⇐⇒
∑
n≤x
bF (n) logn = mx+ o(x) (1.5)
where F ∈ S. If we apply (1.3), we can improve the above o(x):
Theorem 1.3 (Prime number theorem for Selberg class). Let F ∈ S# and
suppose the conditions (I) and (II). Then we have∑
n≤x
bF (n) logn = mx+O(xe
−C′′
F
√
log x) (1.6)
where C ′′F is a positive constant smaller than CF in Theorem 1.2.
We shall give an example of Theorems 1.2 and 1.3. In the case of ζK ∈
S#, we know that ζK satisfies (I), (II), and it is known that ζK(s) has a
simple pole as s = 1. Therefore the following fact is obtained:
Corollary 1.4. We obtain the Metens’ theorem for ζK(s):
∏
Np≤x
(
1− 1
Np
)−1
= αKe
γ(log x)(1 +O(e−CK
√
log x))
and the prime number theorem for ζK(s):∑
Npr≤x
log(Npr) = x+O(xe−cK
√
log x),
where αK is the residue for ζK(s) at s = 1, and CK , cK are positive constants
such that cK < CK depending on K.
In the case of automorphic L-function, we see that the Rankin-Selberg L-
function Lf×g(s) belongs to the Selberg class, and it is known that if Lf×g(s)
has a simple pole at s = 1 when f = g and no pole in the whole s-plane
when f 6= g, where f and g are cusp forms of weight k for SL2(Z). Assume
that f, g are normalized Hecke eigenforms, and the Fourier expansion of
X = f, g are given by X(z) =
∑∞
n=1 λX(n)n
(k−1)/2e2piinz. Then we obtain
the following corollary:
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Corollary 1.5. We have the Metens’ theorem for Lf×g(s):
∏
p≤x
(
1− (αfαg)(p)
p
)−1(
1− (αfβg)(p)
p
)−1(
1− (βfαg)(p)
p
)−1
×
×
(
1− (βfβg)(p)
p
)−1
=
{
Af×feγ(log x)(1 +O(e−Cf,g
√
log x)), f = g,
Lf×g(1) +O(e−Cf,g
√
log x), f 6= g,
and the prime number theorem for Lf×g(s):
∑
pr≤x
bf×g(n) logn =
{
x+O(xe−cf,g
√
log x), f = g,
O(xe−cf,g
√
logx), f 6= g.
Where αj, βj satisfy (αj+βj)(p) = λj(p), (αjβj)(p) = 1, Af×f is the residue
for Lf×f (s) at s = 1, cf,g, Cf,g are positive constants such that cf,g < Cf,g
depending on f, g, and bf×g(n) are given by
bf×g(n) =
{
(αrf + β
r
f + α
r
g + β
r
g)(p)/r, n = p
r,
0, n 6= pr.
In this corollary, we used the fact bf×g(n) ≥ 0 when f = g, and the
result that if f 6= g then the condition (II) are satisfied (see Ichihara [2]).
In this paper, we shall show Theorem 1.2 in Section 2 and Theorem 1.3 in
Section 3.
2 Proof of Theorem 1.2
Let F ∈ S# and put the left hand of (1.3) by Fx(1). We shall give the
approximate formula of logFx(1). By using Remarks 1.1 and (1.2), we can
write
logFx(1) =
∑
p≤x
∞∑
r=1
bF (p
r)
pr
=
∑
n≤x
bF (n)
n
+
∑
√
x<p≤x
∑
pr>x
bF (p
r)
pr
+
∑
p≤√x
∑
pr>x
bF (p
r)
pr
. (2.1)
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It is clear that the second and third terms of (2.1) are estimated as
∑
√
x<p≤x
∑
pr>x
bF (p
r)
pr
≪
∑
√
x<p≤x
∞∑
r=2
1
pr
≪
∑
√
x<p≤x
1
p2
≪ 1√
x
, (2.2)
∑
p≤√x
∑
pr>x
bF (p
r)
pr
≪
∑
p≤√x
∑
r> log x
log p
1
pr
≪
∑
p≤√x
1
x
≪ 1√
x
. (2.3)
Applying Perron’s formula to the first term of (2.1) (see Liu and Ye [5,
Corollary 2.2] or [7, Chapter 5.1]), we get
∑
n≤x
bF (n)
n
=
1
2pii
∫ b+iT
b−iT
xs
s
logF (1 + s)ds+O(e−c
√
log x), (2.4)
where we put b = 1/ log x and T = e
√
log x, and the following fact were used:
logF (σ)≪ ζ(σ)≪ 1
σ − 1 (σ ∈ R>1), −
√
log x
2
+ log log x ≤ −c
√
log x
where c ∈ (0, 1/2) is a constant.
Now we consider the integral of (2.4). If we put b′ = cF/ log T =
cF/
√
log x and take large x, from (II) we see that
F (σ + it) 6= 0; t ∈ [−T, T ], σ ≥ 1− b′ (2.5)
on condition that s = 1 is excluded when F (s) has zero on s = 1. Note
that F (s) has no Siegel zeros in the region Re s ≤ 1− b′ because x is taken
large. Define the contour
L+1 ={−b′ + it | t ∈ [0, T ]}, L−1 ={−b′ + it | t ∈ [−T, 0]},
L−2 ={−σ − iT | σ ∈ [−b′, b]}, L+2 ={σ + iT | σ ∈ [−b′, b]},
C ={b′eiθ | θ ∈ [−pi, pi]}.
Using (2.5) and Cauchy’s residue theorem, we have
1
2pii
∫ b+iT
b−iT
xs
s
logF (s+ 1)ds =
1
2pii
∫
C
xs
s
logF (s+ 1)ds+O
( ∑
j=±1,±2
Ij
)
,
(2.6)
Mertens’ theorem and prime number theorem for Selberg class 7
where
Ij =
1
2pii
∫
Lj
xs
s
logF (s+ 1)ds.
First we shall calculate estimates of Ij. In the case of j = ±2, Phragme´n-
Lindelo¨f theorem and Stirling’s formula give that logF (1 − σ ± iT ) ≪
(log T )2 for σ ∈ [−b′, b]. Then I±2 are estimated as
I±2 ≪ (log T )
2
T
∫ b
−b′
xσdσ ≪ (
√
log x)2e−
√
log x ≪ e−CF
√
log x. (2.7)
In the case of j = ±1, we use the following result (see [7, Lemma 6.3]):
Lemma 2.1. Let f(z) be an analytic function in the region containing the
disc |z| ≤ 1, supposing |f(z)| ≤ M for |z| ≤ 1 and f(0) 6= 0. Fix r and R
such that 0 < r < R < 1. Then, for |z| ≤ r we have
f ′
f
(z) =
∑
|ρ|≤R
1
z − ρ +O
(
log
M
|f(0)|
)
where ρ is a zero of f(s).
Put f(z) = (z + 1/2 + it)mF (1 + z + (1/2 + it)), R = 5/6, r = 2/3 in
Lemma 2.1, and use the assuming the condition (II). Then the following
estimates are obtained by the same discussion of the proof of [7, Theorem
6.7]:
log smF (s+ 1)≪
{
log(|t|+ 4), |t| ≥ 7/8 and σ ≥ −b′,
1, |t| ≤ 7/8 and σ ≥ −b′,
and I±1 are estimated as
I±1 ≪
(∫ 7/8
0
+
∫ T
7/8
)
x−b
′
|s| (| log s
m|+ | log smF (s+ 1)|)dt
≪
∫ 7/8
0
x−b
′
b′
(log b′ + 1)dt+
∫ T
7/8
x−b
′
t
(log(t+ b′) + log(t+ 4))dt
≪e−cF
√
log x
√
log x log log x+ e−cF
√
log x log x≪ e−CF
√
logx. (2.8)
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Secondly we consider the integral term of (2.6). From (b), we see that
F (s) has a pole of order m on s = 1 where m ∈ Z≥1, or has a zero of order
−m in s = 1 where m ∈ Z≤0. Considering the Laurent expansion of F (s)
in s = 1, we get c−m = lims→1(s− 1)mF (s) 6= 0 for m ∈ Z. Therefore, the
following formula is obtained by Cauchy’s residue theorem:
1
2pii
∫
C
xs
s
logF (s+ 1)ds = − m
2pii
∫
C
xs
s
log sds+ log c−m (2.9)
Here, the first term of (2.9) is written as∫
C
xs
s
log sds = i(log b′)
∫ pi
−pi
eb
′eiθ log xdθ −
∫ pi
−pi
θeb
′eiθ log xdθ. (2.10)
Using termwise integration, the first and second terms on the right hand
side of (2.10) are calculated as∫ pi
−pi
eb
′eiθ log xdθ =
∫ pi
−pi
dθ +
∞∑
r=1
(b′ log x)r
r!
∫ pi
−pi
eirθdθ = 2pi, (2.11)
∫ pi
−pi
θeb
′eiθ log xdθ =
∞∑
r=1
(b′ log x)r
r!
∫ pi
−pi
θeirθdθ =
2pi
i
∞∑
r=1
(−1)r
r!
∫ b′ log x
0
ur−1du
=
2pi
i
∫ b′ log x
0
e−u − 1
u
du. (2.12)
Moreover, (2.12) is calculated as∫ b′ log x
0
e−u − 1
u
du =γ +
∫ b′ log x
1
du
u
−
∫ ∞
b′ log x
e−u
u
du
=γ + log log x+ log b′ +O(e−CF
√
log x), (2.13)
where the following result was used:∫ 1
0
1− e−u
u
du−
∫ ∞
1
e−u
u
du = γ.
Finally combining (2.1)–(2.13), we get
logFx(1) = log c−m +mγ +m log log x+O(e−CF
√
log x). (2.14)
Taking exponentials in both sides of (2.14) and using the fact ey = 1+O(y)
for y ≪ 1, we complete the proof of Theorem 1.2.
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3 Proof of Theorem 1.3
First we shall show the following result from Mertens’ 3rd theorem:
Proposition 3.1 (Mertens’ 2nd theorem). Let F ∈ S# and assume (I) and
(II). Then we have
∑
p≤x
bF (p)
p
= m log log x+M +O(e−CF
√
log x),
where M is a constant given by
M = log c−m +mγ −
∑
p:prime
∞∑
r=2
bF (p
r)
pr
.
Namely we may call the constant M generalized Mertens’ constant.
Proof. By (2.1) the sum of statement of Proposition 3.1 is written as
∑
p≤x
bF (p)
p
= logFx(1)−
∑
p≤x
∞∑
r=2
bF (p
r)
pr
= logFx(1)−
∑
p:prime
∞∑
r=2
bF (p
r)
pr
+
∑
p>x
∞∑
r=2
bF (p
r)
pr
. (3.1)
By the trivial estimate, the third term of the right-hand side of (3.1) is
estimated as
∑
p>x
∞∑
r=2
bF (p
r)
pr
≪
∑
p>x
1
p2
≪ 1
x
. (3.2)
Therefore from (2.14)–(3.2), Proposition 3.1 is obtained.
Secondly we shall show the following formula from Proposition 3.1:
Proposition 3.2 (Mertens’ 1st theorem). Let F ∈ S# and assume (I) and
(II). Then we have
∑
p≤x
bF (p) log p
p
= m log x+M1 +O(e
−C′F
√
log x),
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where C ′F is a positive constant smaller than CF on Theorem 1.2, M1 is a
constant given by
M1 = −
∫ ∞
2
∆2F (u)
u
du+M log 2 +m(log 2)(log log 2− 1),
and ∆2F (u) is given by
∆2F (u) =
∑
p≤u
bF (p)
p
−m log log u−M,
which is estimated as ∆2F (u) = O(e
−Cf
√
log u).
Proof. Using partial summation formula, we have
∑
p≤x
bF (p) log p
p
= (log x)
∑
p≤x
bF (p)
p
−
∫ x
2
1
u
∑
p≤u
bF (p)
p
du
= (log x)
∑
p≤x
bF (p)
p
−
∫ x
2
m log log u+M
u
du−
∫ x
2
∆2F (u)
u
du
= S1 + S2 + S3. (3.3)
From Proposition 3.1, we see that ∆2F (u) = O(e
−CF
√
log x) and
S1 =m(log x) log log x+M log x+O(e
−C′F
√
logx), (3.4)
S2 =−m(log x) log log x−M log x+m log x+m(log 2) log log 2−
−m log 2 +M log 2, (3.5)
S3 =−
∫ ∞
2
∆2F (u)
u
du+O(e−C
′
F
√
log x). (3.6)
Combining (3.3)–(3.6), we complete the proof of Proposition 3.2.
Finally we shall show Theorem 1.3 from Proposition 3.2. The left hand
side of Theorem 1.3 is written as follows:∑
n≤x
bF (n) logn =
∑
p≤x
bF (p) log p +
∑
pr≤x, r≥2
bF (p
r) log pr. (3.7)
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The second term on right-hand side of (3.7) is estimated as∑
pr≤x, r≥2
bF (p
r) log pr ≪
∑
p≤√x
∑
r≤ log x
log p
log pr ≪√x(log x)2. (3.8)
Applying partial summation to the first term of the right-hand of (3.7), we
have
∑
p≤x
bF (p) log p = x
∑
p≤x
bF (p) log p
p
−
∫ x
2
∑
p≤u
bF (p) log p
p
du
= x
∑
p≤x
bF (p) log p
p
−
∫ x
2
(m log u+M1)du−
∫ x
2
∆1F (u)du
=: T1 + T2 + T3 (3.9)
where∆1F (u) is given by
∆1F (u) =
∑
p≤u
bF (p) log p
p
−m log u−M1.
Proposition 3.2 gives that ∆1F (u) = O(ue
−C′
F
√
log u) and
T1 = mx log x+M1x+O(xe
−C′F
√
log x), (3.10)
T2 = −mx log x+mx−M1x+ 2(m log 2 +M1), (3.11)
T3 ≪
(∫ √x
2
+
∫ x
√
x
)
e−C
′
F
√
log udu≪√x+ xe−C′F
√
log
√
x ≪ xe−C′′F
√
log u.
(3.12)
Therefore from (3.7)–(3.12), the proof of Theorem 1.3 is completed.
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