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Introduction
Optimization is a fundamental area in mathematics and computer science, with
many real-world applications. The laws of quantum mechanics are one way to model
this real world. For some physical experiments, this model predicts outcomes that
are not possible under the laws of classical mechanics. In this thesis we study the
difference between these predictions from the perspective of optimization. This
study can be divided into two parts:
• How can we use optimization techniques to understand and quantify the dif-
ference?
• How can this difference be exploited in order to solve optimization problems
more efficiently?
Just as the rest of this thesis, the introduction will be divided into two parts,
addressing the above two research questions. In each of the parts of the introduc-
tion we will give examples that can be studied from different perspectives; these
different perspectives will connect to the chapters that make up the part. This
introduction is kept at a somewhat informal level. We assume that the reader has
some basic understanding of graph theory and optimization, and we refer to the
Chapters 1, 2, 3, 4, and 9 for formal definitions of, and more background on, the
more advanced concepts.
Part I
Gram matrices are basic objects that will play a central role in the first part of this
thesis. A Gram matrix is a matrixA whose entries are given by the inner product be-
tween (real) vectors; i.e., a matrix A whose entries Aij are of the form Aij = 〈xi, xj〉,
where x1, . . . , xn ∈ Rd (for some d, n ∈ N). We write A = Gram(x1, . . . , xn), or
we use the shorthand notation A = Gram({xi}). It is well-known that a ma-
trix A is positive semidefinite if and only if A = Gram({xi}) for some vectors
x1, . . . , xn ∈ Rd, where d can be chosen equal to the rank of A. We write Sn+ for
the cone of n× n positive semidefinite matrices. Optimizing a linear function over
the cone of positive semidefinite matrices (subject to some linear constraints) is
known as semidefinite programming. Under mild conditions semidefinite programs
can be solved efficiently, which makes them interesting not only in theory but also
in practice.
1
2A large part of this thesis focuses on Gram matrices of vectors with special
properties. For instance, we consider the cone of n× n Gram matrices of entrywise
nonnegative vectors, the completely positive cone CPn. This cone has attracted a lot
of attention due to its expressive power: many difficult optimization problems can
be written as linear optimization problems over the completely positive cone. As
an example we will use the stability number α(G) of a graph G, i.e., the maximum
cardinality of a subset S of the vertices such that no edge has two endpoints in S.
Equivalently, we can define the stability number of a graph G = (V,E) on n vertices
via the following quadratic program
α(G) = sup
{∑
i∈V
xi : x ∈ {0, 1}n, xixj = 0 if {i, j} ∈ E
}
. (1)
We can linearize the quadratic terms by introducing a matrix variable, and it can be
shown that this leads to a characterization of α(G) as a linear optimization problem
over the cone of completely positive matrices [dKP02]:
α(G) = sup
{∑
i,j∈V
Xij : X ∈ CPn, Tr(X) = 1, (2)
Xij = 0 if {i, j} ∈ E
}
.
Computing the stability number of a graph is an NP-hard problem. It follows that
it is at least as hard to solve linear optimization problems over the completely
positive cone. It is therefore natural to consider outer approximations of the cone
of completely positive matrices. If we replace the cone CPn in (2) by the cone Sn+
of positive semidefinite matrices then we arrive at an efficiently computable upper
bound on α(G), the celebrated Lova´sz theta number ϑ(G) [Lov79]:
ϑ(G) = sup
{∑
i,j∈V
Xij : X ∈ Sn+, Tr(X) = 1, (3)
Xij = 0 if {i, j} ∈ E
}
.
A second way to view the stability number of a graph is via a specific nonlocal
game. In this game there are two parties, who are trying to convince a referee that
they know a stable set of size k and that they have agreed on a labeling of the
vertices in this stable set (say with numbers 1 up to k). This is a one-round game,
where the two players may agree on a strategy before the game starts, but they are
not allowed to communicate after the start of the game. The game works as follows.
The referee asks each of the two parties to reveal a very small part of their stable
set: a single vertex. Let us say that the first player has to reveal the ath vertex in
the stable set, and the second player the bth vertex. The two parties do not know
which vertex the other party has to reveal. The referee becomes convinced that
the two parties know a labeled stable set of size k if their answers are consistent
with the existence of such a labeled stable set, no matter what questions he asks:
if the players are both asked to reveal the ath vertex (a ∈ [k]), then their answers
should be same vertex, and if they are asked to reveal different vertices, then their
answers should be different and non-adjacent vertices. To model the fact that the
3players have to answer consistently no matter which questions are asked, we assume
that there is a distribution according to which the question pairs are drawn that
is strictly positive on all possible question pairs. For concreteness, we may assume
that the question pairs are drawn according to the uniform distribution on [k]× [k].
We say that the players have a perfect strategy if they provide consistent answers
with probability 1. Suppose the players use a deterministic strategy to provide their
answers. Clearly, if there exists a (labeled) stable set of size k then the players have
a perfect deterministic strategy: before the game starts they can agree on a labeling
of a stable set of size k and then they can answer ‘honestly’. Here by ‘honestly’ we
mean that if a player is asked to reveal the ath vertex, then he/she reveals the ath
vertex of the labeled stable set. In fact one can also show the reverse: if they have a
perfect deterministic strategy, then there exists a stable set of size k. We can thus
characterize α(G) as the largest k ∈ N for which there exists a perfect deterministic
strategy for the above game.
Instead of deterministic strategies, we can try to give the players some more
power. For instance we may allow the players to base their answers on two local
measurements to a shared quantum mechanical system. If we do so, then we say
that the players use a quantum strategy. We can then define the quantum stability
number of G, denoted by αq(G), as the largest k ∈ N for which there exists a
perfect quantum strategy for the above game. For precise definitions of a quantum
strategy and the quantum stability number we refer to Chapters 3 and 8. As we
will see later, deterministic strategies form a special type of quantum strategies and
therefore we have the inequality
α(G) ≤ αq(G).
A separation between αq(G) and α(G) is a way to quantify the difference between
the quantum mechanical model of the physical world and the classical models.
It shows the power of entanglement. A mathematical separation between αq(G)
and α(G) can be turned into an experimental separation between the two physical
models; we could try to build a quantum mechanical system with which we can play
the above nonlocal game perfectly when the questions are drawn uniformly from
[αq(G)]× [αq(G)].
Let us go back to the formulation of α(G) as a linear optimization problem over
the cone of completely positive matrices introduced in Equation (2). We can view a
nonnegative vector as a diagonal positive semidefinite matrix. This makes it natural
to study the cone of Gram matrices of positive semidefinite matrices, i.e., the cone
of matrices A = (〈Xi, Xj〉), where we now use the trace inner-product between the
positive semidefinite matrices X1, . . . , Xn. This cone is called the completely positive
semidefinite cone and denoted by CSn+. By construction we have the inclusions
CPn ⊆ CSn+ ⊆ Sn+. It therefore makes sense to ask the following: what happens if
we replace the cone CPn by CSn+ in (2)? It can be shown that the new parameter
obtained in this way forms an upper bound on the quantum stability number of the
graph G [LP15, Prop. 4.9]. As we will see in Chapter 8, the cone CS+ can in fact be
used to formulate the quantum stability number αq(G): one can show that αq(G) is
at least k if and only if there exists a matrix A ∈ CSnk+ that satisfies certain linear
constraints.
4Finally we mention a third way to view the stability number of a graph. Instead
of looking at α(G) as a conic optimization problem or expressing it through a
nonlocal game, we can also see it as a polynomial optimization problem by replacing
the integrality constraint x ∈ {0, 1}n in the program (1) by xi−x2i = 0 for all i ∈ V :
α(G) = sup
{∑
i∈V
xi : x ∈ RV , xi − x2i = 0 for i ∈ V, xixj = 0 if {i, j} ∈ E
}
. (4)
In this way we can use the theory of polynomial optimization to define a hierarchy
of semidefinite programming upper bounds that converges to α(G). What about
the quantum stability number? It turns out that the same hierarchy when applied
to noncommutative polynomials provides upper bounds on the quantum stability
number.
The connections between matrix factorizations, polynomial optimization and
nonlocal games are precisely the topics of the first part of this thesis. As we will
see, the theory of C∗-algebras (an infinite-dimensional analogue of matrix algebras)
plays an important role in connecting the three topics.
Organization of Part I. We first provide in Chapter 5 a unified approach
to lower bounding four different matrix factorization ranks, based on techniques
from (noncommutative) polynomial optimization. These four different factorization
ranks are obtained by using nonnegative vectors or positive semidefinite matrices
as factors, and they may be symmetric or not, depending on whether the same
factors are used for the rows and for the columns. Then, in Chapter 6, we use
semidefinite programming techniques to construct nonlocal games for which optimal
quantum strategies require large quantum mechanical systems, this leads to a family
of completely positive semidefinite matrices with a high factorization rank. We say
that these quantum strategies use a large amount of entanglement. In Chapter 7
we introduce a new measure for the amount of entanglement needed to generate a
quantum strategy and we show that this measure can be phrased in the language of
noncommutative polynomial optimization (and thus it can be approximated using
hierarchies of semidefinite programs). Finally in Chapter 8 we return to graph
parameters, we study the quantum stability number and a quantum analogue of
the chromatic number. We do so from the perspective of noncommutative polyno-
mial optimization. This perspective allows us to define semidefinite programming
hierarchies, in analogy to the case of the classical graph parameters. Notably, this
perspective unifies some existing bounds on these quantum graph parameters.
Part II
As many applications require solving larger and larger optimization problems, the
efficiency of optimization becomes more and more important, motivating us to find
the best possible algorithms. For most of the optimization problems that we will
see in Part I, even moderate-size instances are too large for currently available
classical computers to deal with in reasonable time and/or memory. Should we
5improve our algorithms? Yes! But, we could also “cheat” and change our model
of computation. We could use the model of quantum computing. This model of
computation has been studied for several decades. Recent experimental progress
on building quantum computers suggests that by changing to this model we are
not “cheating”; this model of computation might soon be a reality and therefore
we should focus our attention on finding new, faster, quantum algorithms. In this
thesis we contribute by considering the following question:
Can we solve optimization problems more efficiently by exploiting quantum
effects such as superposition, interference, and entanglement?
Let us mention two of the most important quantum algorithms, the second of
which we will use to connect to the topics in Part II of this thesis. One of the most
remarkable quantum algorithms is due to Shor [Sho97]; he formulated a quantum
algorithm that can find the prime factors of a given integer N in polynomial time,
which is much faster than currently possible on a classical computer. Shor’s algo-
rithm solves a very specific problem, but that problem is a very central one in the
field of cryptography. Several cryptographic schemes are based on the (unproven)
assumption that finding prime factors of large integers is computationally hard.
Below we will see the second classical (in the historical sense) example of a problem
that quantum computers can solve faster than classical computers: the problem of
searching an unsorted search space. Here the speed-up will be less significant, but
it will be much more widely applicable.
Let us now consider the problem of searching an unsorted search space. This
problem is fundamental in many (classical) algorithms. In this problem, one is
given an unsorted list and the goal is to find an entry in the list with a particular
property. Formally, this is modeled in the following way. One is given an n-bit
string x ∈ {0, 1}n and the goal is to find a 1: an index i ∈ [n] such that xi = 1.
How difficult is it to solve this problem? To answer that question we need to agree
on a way of accessing the string x. A natural way to access the string x on a classical
computer is through queries to the individual bits of x, that is, through queries of
the form “what is xi?”. Suppose that we are given the promise that there is only
a single 1 in the string x. Then any classical algorithm (whether deterministic or
probabilistic) will need to make at least n/2 queries to succeed with probability 1/2
on every such input string. What about a quantum algorithm? Again, we need
to specify the access to the string x. A natural analogue of the classical queries is
to allow the quantum computer to query bits of x in superposition. One can show
that there is an algorithm, called Grover search, that uses such queries and finds
an index i such that xi = 1 using a number of queries in the order of
√
n [Gro96].
Hence, this quantum algorithm provides a quadratic speed-up compared to the best
possible classical algorithm. We will see the Grover search algorithm in Chapter 9.
Can quantum computers solve other problems faster as well? Given the abun-
dance of semidefinite programs in the first part of this thesis, a natural question to
ask is whether quantum computers can solve semidefinite programs more efficiently.
Or, more generally, can quantum computers solve convex optimization problems
more efficiently? Precisely these questions are studied in Chapters 11 and 12. In
6Chapter 11 we provide a novel quantum algorithm for solving semidefinite pro-
grams. This algorithm fits into the framework of (matrix) multiplicative weights
update methods [AK16]. We then continue to study convex optimization problems
in Chapter 12. There we consider the problem of solving convex optimization prob-
lems when access to the underlying convex set is only given implicitly, through an
oracle. One can consider different types of oracle access to the convex set, for exam-
ple a membership oracle or a separation oracle. Our main result in Chapter 12 is a
quantum algorithm that uses membership oracle queries to construct a separation
oracle; the number of membership queries needed is exponentially smaller than in
the classical setting.
If quantum computers offer speed-ups, how large can those speed-ups be? How
can we even lower bound the number of queries a quantum algorithm needs to make?
After all, each query can be a superposition over all possible classical queries. It
turns out that we can use polynomials to find such lower bounds. Suppose we
have a quantum algorithm that on input x ∈ {0, 1}n should return f(x), where
f : {0, 1}n → {0, 1} is a Boolean function that is known in advance and access to x is
through the type of queries we have described above. Then, the crucial observation
made in [BBC+01] is that the success probability of a t-query quantum algorithm
is a polynomial p of degree 2t in the variables x1, . . . , xn. If the algorithm has to
succeed with high probability on every input, then p is not just any polynomial; it
is a polynomial that approximates f on each input x ∈ {0, 1}n. The approximate
degree of a Boolean function f is defined as the smallest degree of a polynomial
that approximates f on all its inputs to an error of, say, at most 1/3. (This notion
predates quantum computing by several decades, see for instance [MP68, NS94].)
As an important example, one can show that the approximate degree of the OR
function is of the order
√
n. Here the OR function is the function that maps all
input strings x ∈ {0, 1}n to 1, except the all-zero string which is mapped to 0. The
OR function can be seen as a decision version of the problem that we have seen
above: given a string x ∈ {0, 1}n, does there exist an index i ∈ [n] for which xi = 1?
Since the approximate degree of the OR function is of the order
√
n, a quantum
algorithm for the decision version of the search problem needs to make at least a
number of queries of the order
√
n. Since Grover search can in particular be used
to solve the decision version, it follows that Grover search is an optimal quantum
algorithm.
Deriving lower bounds on the number of quantum queries needed to approxi-
mate a Boolean function through the approximate degree is known as the polyno-
mial method. Given its tightness for the unsorted search problem, it is natural to
ask if the polynomial method is tight in general. The answer is no, the version
that we described above is not tight in general. But, the method can be strength-
ened by observing that polynomials corresponding to quantum algorithms satisfy
certain additional properties [AA15, ABP19]. In fact, it has recently been shown
that quantum algorithms correspond precisely to polynomials that are completely
bounded [ABP19]. That is, to each quantum algorithm we can associate a com-
pletely bounded polynomial and vice versa. The notion of completely boundedness
of polynomials connects quantum algorithms to the theory of operator spaces; a
theory closely connected to that of C∗-algebras which we will see in Part I. Other
7than this link to operator spaces, what do we gain from this connection? As we will
show in Chapter 10, the completely bounded norm of a polynomial can be expressed
using semidefinite programming. Thus this connection leads to a new semidefinite
programming characterization of the strength of quantum algorithms for computing
Boolean functions in the query model.
Organization of Part II. A basic introduction to quantum computing is pro-
vided in Chapter 9. In Chapter 10 we explain the connection between quantum
algorithms, completely bounded polynomials, and semidefinite programming. At
this point, each of the preceding chapters has contained at least one semidefinite
program. We therefore turn our attention to solving semidefinite programs faster
on quantum computers in Chapter 11. We then explore the more general problem
of convex optimization, albeit with a different input model, in Chapter 12.
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Chapter 1
Semidefinite optimization
In this background chapter we define the main optimization frameworks that are
used in this thesis: semidefinite optimization and, more generally, convex optimiza-
tion. Semidefinite optimization is also known as semidefinite programming and
abbreviated as SDP. We state some well-known results regarding the duality theory
of semidefinite optimization and we provide complexity statements. Many excellent
books and surveys exist about these topics, for instance [VB96, WSV00, BTN01,
Lov03, BV04, AL12]. We refer to those sources for more information.
1.1 Semidefinite programming
A matrix A ∈ Cn×n is called a Hermitian matrix if A∗ = A, where the operation ∗
maps a matrix to the entry-wise complex conjugate of its transpose. We let Hn
denote the set of n× n Hermitian matrices. A fundamental result in linear algebra
is that an n× n Hermitian matrix has n real (not necessarily distinct) eigenvalues.
A Hermitian matrix A ∈ Hn is called positive semidefinite if all its eigenvalues are
nonnegative. We use the notation A  0 to denote that A is positive semidefinite,
and the notation Hn+ for the set of n× n Hermitian positive semidefinite matrices.
We let 〈A,B〉 = Tr(A∗B) be the trace inner product on Cn×n. Let A ∈ Hn. Then
it is known that the following are equivalent:
(i) A  0,
(ii) v∗Av ≥ 0 for all v ∈ Cn,
(iii) A = Gram(v1, . . . , vn) for some vectors v1, . . . , vn ∈ Cd (d ∈ N),
(iv) A = V ∗V for some V ∈ Cd×n (d ∈ N),
(v) 〈A,B〉 ≥ 0 for all B  0.
In fact the conditions (ii),(iii), and (iv) each directly imply that A is Hermitian.
When A is a real-valued symmetric matrix we may restrict to real vectors in (ii) and
(iii) and to real matrices in (iv) and (v). We use Sn to denote the set of real-valued
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symmetric n × n matrices and we let Sn+ ⊂ Sn be the subset of real symmetric
positive semidefinite matrices. For A ∈ Rn×n the adjoint A∗ equals the transpose
AT of A.
Linear optimization over the cone of positive semidefinite matrices is known
as semidefinite optimization. For integers m,n ∈ N, a set of n × n matrices
C,A1, . . . , Am ∈ Sn and a vector b ∈ Rm define a pair of semidefinite programs, a
primal (P ) and a dual (D):
(P ) sup 〈C,X〉 (D) inf 〈b, y〉 (1.1)
s.t. X ∈ Sn+ s.t. y ∈ Rm
A(X) = b A∗(y)− C ∈ Sn+
Here, A : Sn → Rm is the linear operator defined by
A(X) = (Tr(A1X), . . . ,Tr(AmX)),
whose adjointA∗ acts on Rm asA∗(y) = ∑mi=1yiAi, so that 〈A(X), y〉 = 〈X,A∗(y)〉.
The matrix X ∈ Sn+ and the vector y ∈ Rm are called the variables of respectively
the primal (P ) and the dual (D). Matrices X ∈ Sn+ (resp., vectors y ∈ Rm) that
satisfy the constraints of (P ) (resp., (D)) are called feasible solutions. We say that
an optimization problem is feasible if there exists a feasible solution. Let X and
y be feasible solutions to (P ) and (D), respectively; then we can compare their
objective values 〈C,X〉 and 〈b, y〉:
〈b, y〉 = 〈A(X), y〉 = 〈X,A∗(y)〉 ≥ 〈X,C〉, (1.2)
where the inequality follows from X,A∗(y) − C  0 and point (v) above. This
shows that when (P ) and (D) are both feasible the maximum in (P ), its optimal
value, is at most the minimum in (D). This is known as weak duality. We say that
strong duality holds if the optimal values of (P ) and (D) are equal.1 Semidefinite
programs do not always have strong duality, in addition they do not always attain
their optimal values. But there is a sufficient condition known as Slater’s condition,
which is based on the concept of strict feasibility.2 A matrix X whose eigenvalues
are strictly positive is called positive definite, denoted X  0; if it is also a feasible
solution to (P ) then we call it a strictly feasible solution to (P ). Slater’s condition
allows us to say the following:
If (P ) has a strictly feasible solution, then strong duality holds. If
in addition the primal optimal value is bounded from above, then the
optimal value in (D) is finite and attained.
Notice that Slater’s condition does not imply that the primal optimal value is at-
tained (it could even be infinite). In our applications we will often have a strictly
feasible primal whose set of feasible solutions (i.e., its feasible region) is bounded.
1Here we use the convention that the value of (P ) (resp. (D)) is −∞ (resp. +∞) if it is infeasible.
2This is not the only sufficient condition for strong duality. For example, if (P ) is feasible
and there exist y0, . . . , ym such that
∑m
i=1 yiAi − y0C  0, then strong duality holds [Bar02,
Prop. IV.10.2].
1.1. Semidefinite programming 11
It is easy to see that Slater’s condition together with boundedness of the primal
feasible region implies that both the primal and dual optimal values are finite and
attained.
A special class of semidefinite programs is formed by linear programs, those
SDPs for which all matrices involved are diagonal. For linear programs we always
have strong duality.
We record an analogue of Farkas’ Lemma for semidefinite programs.
Lemma 1.1 ([Lov03, Lem. 3.3]). Let B1, . . . , Bk, C ∈ Sn. Then the following are
equivalent:
(*) The system
∑k
j=1 yjBj − C  0 has no solution in y1, . . . , yk ∈ R,
(**) There exists a symmetric matrix Y 6= 0 such that 〈Bj , Y 〉 = 0 for all j ∈ [k],
〈C, Y 〉 ≥ 0, and Y  0.
In Section 6.2.2 we will use the equivalent formulation given below.3
Lemma 1.2. Let A1, . . . , Am ∈ Sn and b ∈ Rm. Assume that there exists a matrix
X0 ∈ Sn such that 〈Aj , X0〉 = bj for all j ∈ [m]. Then exactly one of the following
two alternatives holds:
(i) There exists a matrix X  0 such that 〈Aj , X〉 = bj for all j ∈ [m].
(ii) There exists y ∈ Rm such that Ω = ∑mj=1 yjAj  0, Ω 6= 0, and bT y ≤ 0.
The complexity of solving SDPs. Semidefinite programs can be used to model
and approximate a variety of combinatorial optimization problems. This is useful
for at least two reasons. Firstly, it allows us to apply the duality theory that we
have seen above to prove properties of these combinatorial problems. Secondly, as
we discuss now, under some mild conditions semidefinite programs can be solved
efficiently allowing us to efficiently compute bounds on combinatorial problems. Let
us first give a statement about the efficiency with which we can solve semidefinite
programs in the Turing model of complexity.
Theorem 1.3 ([GLS81]). Let C,A1, . . . , Am ∈ Sn and b ∈ Rm be rational. The
matrices C,A1, . . . , Am and the vector b together define a primal/dual pair of semi-
definite programs as in Equation (1.1). Let F be the feasible region of the primal
problem (P ) and assume we know a rational point X0 ∈ F and rational numbers r
and R such that
X0 + B˜(X0, r) ⊆ F ⊆ X0 + B˜(X0, R).
Here B˜(X0, r) is the ball of radius r, centered at X0, in the lower-dimensional space
L = {X ∈ Sn : A(X) = 0}.
3To see the equivalence, set C = −X0 and let A1, . . . , Am and B1, . . . , Bk be such that
span{Aj : j ∈ [m]}⊥ = span{Bj : j ∈ [k]}.
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Then, for any positive rational number ε > 0 one can find a rational matrix X∗ ∈ F
whose objective value is within additive error ε of the optimal value of (P ), in time
polynomial in n,m, log(Rr ), log(
1
ε ), and the bit size of the data X0, C,A1, . . . , Am, b.
In [GLS81] this theorem is proven constructively using the ellipsoid method.
There they show that the ellipsoid method can be used to efficiently optimize over
a bounded convex set if we are given an efficient separation oracle for the convex
set. A separation oracle for (P ) needs to decide if a given rational matrix X is
feasible for (P ), and if it is not feasible then it needs to provide a hyperplane
separating X from the feasible region of (P ). The authors of [GLS81] then show
that one can efficiently solve the separation problem for (P ): we first check if the
linear constraints are satisfied, if there is a violated constraint, then this provides a
separating hyperplane. If all linear constraints are satisfied, then we check if X  0.
The latter can be done efficiently using Gaussian elimination, which, if X 6 0, also
provides a hyperplane separating X from Sn+ (and thus from the feasible region of
(P )).
In practice the more recent interior point methods are preferred (see for in-
stance the book [NN94] or the monograph [Ren01]). Recently it has been shown
that the runtime of a certain interior point method is also polynomial in the input
size [dKV16] (under similar assumptions as Theorem 1.3). The currently (asymp-
totically) fastest method is a so-called cutting plane method due to Lee, Sidford,
and Wong [LSW15]. Notice that here we aim for a runtime that scales polynomially
with log(1/ε). Alternatively, we could also consider the regime where the runtime
scales polynomially with 1/ε. In the latter regime one can sometimes obtain a better
dependence on the parameters n and m (see, e.g., the matrix multiplicative weight
update method [AHK12]). In Chapter 11 we will present a quantum algorithm for
solving SDPs whose runtime is sublinear in n and m (its dependence on the other
parameters, such as 1/ε, is less favourable).
The above shows that most SDPs are ‘easy’ to solve. Let us emphasize that this
need not be the case when, for example, the conditions of the above theorem are not
met. The above complexity statements assume we know a feasible point for the pri-
mal problem. In later chapters we will encounter feasibility problems, SDPs where
the question is precisely whether the SDP is feasible. We do not know to which
complexity class the SDP feasibility problem belongs; all we know is that either it
belongs to NP∩ coNP or it does not belong to NP∪ coNP [Ram97]. Nevertheless
the problem is decidable, we now describe how to do so. A key observation is that
the feasible region of an SDP in primal form (P ) can be described using polyno-
mial inqualities on the entries of X. Indeed, the linear constraints provide linear
(in)equalities on the
(
n+1
2
)
real-valued entries of X. Moreover, positive semidefinite-
ness of a matrix X can be expressed using (an exponential number of) polynomial
inequalities on the entries of X; X  0 if and only if the determinant of every prin-
cipal submatrix of X is nonnegative. Therefore, the feasible region of an SDP can
be described using polynomial inequalities on real variables. Testing feasibility of a
set of polynomial inequalities can be done, under mild conditions, using Renegar’s
quantifier elimination method [Ren92]. It can be shown that this method can be
used to decide if the feasible region of an SDP is non-empty, see [PK97]. There is
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a bound on the running time of Renegar’s algorithm, but, for SDPs it does not run
in polynomial time.
1.2 Convex optimization
Semidefinite programs form a special class of convex optimization problems. The
general convex optimization problem is to maximize a linear function cTx over points
x ∈ K ⊆ Rn, where c ∈ Rn and K is a closed convex set:
max cTx s.t. x ∈ K.
As we have mentioned before, the ellipsoid method can be used to efficiently solve a
convex optimization problem, if we are given access to an efficient separation oracle
for K. Phrased somewhat informally, the ellipsoid method shows that we can do
linear optimization over a convex set K using a polynomial number of queries to
a separation oracle for K. This turns one type of access to K (separation) into
another type of access (optimization). Besides optimization and separation, another
natural way to access K is through queries of the form “does x belong to K?”; these
queries are called membership queries. Gro¨tschel, Lova´sz, and Schrijver [GLS88]
showed that these different types of access are polynomially equivalent: given an
oracle O that provides one of the types of access, we can construct an oracle for
any of the other types of access that uses a polynomial number of queries to O. A
fundamental question is thus how efficient these oracle ‘reductions’ can be made.
Over the years progress has been made in both the number of queries and the time
complexity needed for the oracle reductions. In Chapter 12 we contribute to this
line of research by studying how efficient these reductions can be made on a quantum
computer. We refer to that chapter for formal statements about the efficiency of
solving convex optimization problems on classical and quantum computers given
different types of access to the convex set K.

Chapter 2
Matrix factorization ranks
In this background chapter we motivate and define the four matrix factorization
ranks that are of interest in the first part of this thesis: the nonnegative rank, the
positive semidefinite rank, and their symmetric analogues, the completely positive
rank and the completely positive semidefinite rank. We collect some known results
and then we prove a first new result: the completely positive semidefinite rank
can be quadratically smaller than the completely positive rank (Section 2.2, based
on [GdLL17, Prop. 2.3]).
2.1 Matrix factorization ranks
Let {Kd}d∈N be a sequence of cones that are each equipped with an inner prod-
uct 〈·, ·〉. Throughout we assume that each cone Kd is self-dual. A factorization
of a matrix A ∈ Rm×n over Kd is a decomposition of the form A = (〈Xi, Yj〉)
with Xi, Yj ∈ Kd for all indices i ∈ [m], j ∈ [n], for some integer d ∈ N. Follow-
ing [GPT13], the smallest integer d for which such a factorization exists is called
the cone factorization rank of A over {Kd}:
min
{
d ∈ N : ∃X1, . . . , Xm, Y1, . . . , Yn ∈ Kd, A =
(〈Xi, Yj〉)i∈[m],j∈[n]}.
We use three sequences of cones in this thesis. First, we use the nonnegative or-
thant Rd+ with the usual inner product. The associated cone factorization rank is
called the nonnegative rank and it is denoted by rank+(A). Secondly, we use the
cones of d × d real symmetric positive semidefinite matrices Sd+ with the trace in-
ner product 〈X,Y 〉 = Tr(XTY ), and thirdly we use their complex analogues, the
cones of d× d complex Hermitian positive semidefinite matrices Hd+ with the trace
inner product 〈X,Y 〉 = Tr(X∗Y ). The associated cone factorization ranks are the
real and complex positive semidefinite rank, denoted psd-rankK(A) where K = R or
K = C. Both the nonnegative rank and the positive semidefinite rank are defined
whenever the matrix A is entrywise nonnegative.
15
16 Chapter 2. Matrix factorization ranks
Factorization ranks & extension complexity. A fundamental problem in the
area of optimization is that of linear optimization over a polytope P , a bounded
subset of Rn defined by linear inequalities. Such problems are called linear pro-
grams (LPs). When using interior point methods, the time needed to solve an
LP depends on the number of linear inequalities used to describe the underlying
polytope P (see, e.g., [Kar84, Ren88, BTN01]): LPs that can be described with
few inequalities can be solved efficiently. It is therefore important to find the most
efficient formulation of a given polytope P . For instance, the `1-unit ball in Rn can
be described using 2n linear inequalities:
P =
{
x ∈ Rn : zTx ≤ 1 for all z ∈ {−1, 1}n}.
But one can describe it more succinctly, using 2n inequalities and n auxiliary vari-
ables, as the projection of the polytope
Q =
{
(x, y) ∈ R2n : −xi ≤ yi, xi ≤ yi for all i ∈ [n],
∑
i∈[n]
yi = 1
}
on the x-variables. The size of the smallest representation of P is called its exten-
sion complexity, it is formally defined as follows. The linear extension complexity
of P is the smallest integer d for which P can be obtained as a linear image of the
intersection between an affine subspace and the nonnegative orthant Rd+. Analo-
gously, the semidefinite extension complexity of P is the smallest d such that P is
a linear image of the intersection between an affine subspace and the cone Sd+.
The motivation to study the linear and semidefinite extension complexities is
that polytopes with small extension complexity admit efficient algorithms for linear
optimization. Well-known examples include spanning tree polytopes [Mar91] and
permutahedra [Goe15], which have polynomial linear extension complexity, and the
stable set polytope of perfect graphs, which has polynomial semidefinite extension
complexity [MGS81] (see, e.g., the surveys [CCZ10, FGP+15]).
In a groundbreaking work, Yannakakis [Yan91] showed that the symmetric lin-
ear extension complexity of important combinatorial polytopes such as the traveling
salesman polytope and the matching polytope is exponential in the number of ver-
tices of the graph. The precise definition of symmetric extension complexity is not
relevant for this thesis, but we want to point out that this enabled Yannakakis to
immediately refute a polynomial-size linear formulation of the traveling salesman
polytope proposed in [Swa86].1
How does this connect to factorization ranks? To answer this question we need
to consider a certain matrix associated to the polytope: the slack matrix of P . The
slack matrix S of P is the matrix
S = (bi − aTi v)v∈V,i∈I ,
where P = conv(V ) and P = {x : aTi x ≤ bi (i ∈ I)} are point and hyperplane
representations of P . In other words, the matrix S records the amount of (nonneg-
ative!) slack each vertex has in each inequality defining P . As Yannakakis [Yan91]
1A word of warning, symmetric extended formulations have nothing to do with the symmetric
cone factorization ranks studied below.
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showed, the linear extension complexity of a polytope P is given by the nonnegative
rank of its slack matrix. More recently, it is shown that the semidefinite extension
complexity of a polytope is equal to the (real) positive semidefinite rank of its slack
matrix [GPT13].
The above connection to the nonnegative rank and to the positive semidefinite
rank of the slack matrix can be used to show that some polytopes do not admit a
small extended formulation. Recently this connection was used to show that the
symmetry assumption of Yannakakis [Yan91] was not needed: the linear extension
complexity of the cut polytope is exponential in the number of nodes n [FMP+15].
Via known reductions this implies that the linear extension complexity of the trav-
eling salesman polytope is 2Ω(
√
n), and that there is a family of graphs for which the
linear extension complexity of the stable set polytope is 2Ω(
√
n) [FMP+15]. Sub-
sequent work showed that there in fact exists a family of graphs whose stable set
polytopes have extension complexity 2Ω(n/ log(n)) [GJW18]. To summarize, we know
that the linear extension complexities of the cut polytope, the traveling salesman
polytope, and the stable set polytope (for certain graphs) are of the form 2Ω(n
c)
for some constants c > 0. Later it was shown that also the semidefinite extension
complexities of these polytopes are of the form 2Ω(n
c), albeit with smaller constants
c > 0 [LRS15]. Surprisingly, the linear extension complexity of the matching poly-
tope is also exponential [Rot17], even though linear optimization over this set is
polynomial time solvable [Edm65]. It is an open question whether the semidefinite
extension complexity of the matching polytope is exponential. Some evidence has
been provided in [BBCH+17] where it is shown that there exists no symmetric
semidefinite extended formulation of the matching polytope.
Besides this link to extension complexity, both of these factorization ranks also
have connections to (quantum) communication complexity. For the nonnegative
rank see, e.g., [FFGT15], and for the positive semidefinite rank see, e.g., [FMP+15,
JSWZ13].
As another application we mention that factorizations through the cone Rd+
are important in machine learning. Consider for instance the task of dividing a
collection of text documents into clusters of ‘related’ documents. Let A be the
matrix whose (i, j)th entry Aij indicates the number of occurrences of the ith word
in the jth document. Then a nonnegative matrix factorization A = V F , where
V ∈ Rm×k+ , F ∈ Rk×n+ can be used to cluster the documents according to dominant
‘topics’ (e.g., assign document j to cluster ` ∈ [k] for which F`j = argmaxhFhj).
See, e.g., the book [Moi18] for more details.
Symmetric cone factorization ranks. For a square symmetric n × n matrix
A ∈ Sn we are also interested in symmetric analogues of the above matrix factor-
ization ranks, where we require the same factors for the rows and columns (i.e.,
Xi = Yi for all i ∈ [n]). The symmetric analogue of the nonnegative rank is the
completely positive rank, denoted cp-rank(A), which uses the cones Kd = Rd+, and
the symmetric analogue of the positive semidefinite rank is the completely pos-
itive semidefinite rank, denoted cpsd-rankK(A), which uses the cones K
d = Sd+
if K = R and Kd = Hd+ if K = C. These symmetric factorization ranks are
not always well defined since not every symmetric nonnegative matrix admits a
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symmetric factorization by nonnegative vectors or positive semidefinite matrices.
The symmetric matrices for which these parameters are well defined form convex
cones known as the completely positive cone, denoted CPn, and the completely pos-
itive semidefinite cone, denoted CSn+. To see that these sets form convex cones
it suffices to observe that Gram(λX1, . . . , λXn) = λ
2 Gram(X1, . . . , Xn) and that
Gram(X1⊕Y1, . . . , Xn⊕Yn) = Gram(X1, . . . , Xn)+Gram(Y1, . . . , Yn). Here we use
the fact that the direct sum of two nonnegative vectors (or two positive semidefinite
matrices) is again a nonnegative vector (or positive semidefinite matrix). By con-
sidering the tensor product of two factorizations we see that the completely positive
(semidefinite) cones are closed under the tensor product. We have the inclusions
CPn ⊆ CSn+ ⊆ Sn+ ∩ Rn×n+ .
These inclusions are known to be strict for n ≥ 5, while for n ≤ 4 we have equality
throughout CP4 = S4+∩R4×4+ . For details on these cones see [BSM03, BLP17, LP15]
and references therein. Note that membership in the cone CSn+ does not depend on
whether we use real symmetric or complex Hermitian positive semidefinite matrices
as factors because mapping a Hermitian d× d matrix X to
1√
2
(
Re(X) Im(X)
Im(X)T Re(X)
)
∈ S2d (2.1)
is an isometry that preserves positive semidefiniteness. It follows that for a matrix
A ∈ CSn+ we have
cpsd-rankR(A) ≤ 2 cpsd-rankC(A)
and for a matrix A ∈ Rm×n+ we have
psd-rankR(A) ≤ 2 psd-rankC(A).
Basic properties of the cones CP and CS+. One of the basic questions one can
ask about a set is whether it is closed. The cone of completely positive n×n matrices
CPn is closed. This can be seen as follows. As we mention later (see Eq. (2.2)),
the cp-rank of an n × n matrix A ∈ CPn is upper bounded by a function that
only depends on n. From this, and the observation that the factors of a symmetric
factorization are bounded in norm, one can derive that the cone CPn is closed using
a compactness argument.
What about the cone CSn+? One could try to follow the same strategy as we
followed for the cone CPn. Again, the factors of a symmetric factorization are
bounded in norm. However, for this cone we do not have an upper bound on the
factorization rank in terms of n. In fact, as we explain in the paragraph below
Equation (2.3), we know that for n ≥ 10 the cone CSn+ is not closed and thus
such an upper bound cannot exist, for n ≥ 10. We do not know if CSn+ is closed
for n ∈ {5, 6, 7, 8, 9} and for those n it remains an open question whether such an
upper bound on the cpsd-rank exists.
Understanding why small matrices with a large cpsd-rank exist and why their
cpsd-rank is large remains a challenging task. In Chapters 5 and 6 we use techniques
from semidefinite optimization to shed some light on this topic.
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Knowing that the cone CSn+ is not closed for large enough n motivates studying
its closure. A description of the closure of the completely positive semidefinite cone
in terms of factorizations by positive elements in von Neumann algebras can be
found in [BLP17]. Such factorizations were used to show a separation between the
closure of CSn+ and the cone S
n
+∩Rn×n+ of doubly nonnegative matrices (see [FW14,
LP15]).
Symmetric cone factorizations & optimization. The study of the cones CPn
and CSn+ is motivated in particular by their use to model classical and quantum
information optimization problems. For instance, graph parameters such as the sta-
bility number and the chromatic number can be written as linear optimization prob-
lems over the completely positive cone [dKP02, GL08b], and the same holds, more
generally, for quadratic problems with mixed binary variables [Bur09]. The com-
pletely positive cone can moreover be used to express some models of uncertainty
in (mixed integer) linear programs, see for example [NTZ11, HK18]. The cp-rank
is widely studied in the linear algebra community; see, e.g., [BSM03, SMBJS13,
SMBB+15, BSU14].
The completely positive semidefinite cone was first studied in [LP15] to describe
quantum analogues of the stability number and of the chromatic number of a graph
(see Chapter 8). This was later extended to general graph homomorphisms in [SV17]
and to graph isomorphism in [AMR+19]. In addition, as shown in [MR14, SV17],
there is a close connection between the completely positive semidefinite cone and
the set of quantum correlations. This also gives a relation between the completely
positive semidefinite rank and the minimal entanglement dimension necessary to
realize a quantum correlation. We will revisit the connection between CS+ and
quantum correlations in Chapter 3 and use it in Chapter 6 to construct matrices
whose completely positive semidefinite rank is exponentially large in the matrix
size.
Known upper bounds. The following inequalities hold for the nonnegative
rank and the positive semidefinite rank:
psd-rankC(A) ≤ psd-rankR(A) ≤ rank+(A) ≤ min{m,n}
for any m × n nonnegative matrix A, where the last inequality holds in light of
the nonnegative factorization A = ImA = AIn. By Carathe´odory’s theorem, the
completely positive rank of a matrix in CPn is at most
(
n+1
2
)
+ 1. In [SMBB+15] it
is shown that this bound can be strengthened to
cp-rank(A) ≤
(
n+ 1
2
)
− 4 for A ∈ CPn and n ≥ 5. (2.2)
One can sometimes obtain tighter bounds by comparing the cp-rank with the rank:
in [HL83, BB03] the following bound is shown
cp-rank(A) ≤
(
rank(A) + 1
2
)
− 1 for A ∈ CPn, rank(A) ≥ 2. (2.3)
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As we hinted at before, the situation for the cpsd-rank is very different. Exploiting
the connection between the completely positive semidefinite cone and quantum
correlations (see Chapter 3), it follows from results in [Slo19] that the cone CSn+ is
not closed for n ≥ 1942. The results in [DPP19] show that this already holds for
n ≥ 10. As a consequence there does not exist an upper bound on the cpsd-rank as
a function of the matrix size. For small matrix sizes very little is known. It is an
open problem whether CS5+ is closed, and we do not even know how to construct a
5× 5 matrix whose cpsd-rank exceeds 5.
By taking direct sums of factors, it is easy to see that each of the above mentioned
factorization ranks is subadditive.
To obtain upper bounds on the factorization rank of a given matrix one can em-
ploy heuristics that try to construct small factorizations. Many such heuristics exist
for the nonnegative rank (see the overview [Gil17] and references therein), factoriza-
tion algorithms exist for completely positive matrices (see the recent paper [GD18],
also [DD12] for structured completely positive matrices), and algorithms to compute
positive semidefinite factorizations are presented in the recent work [VGG18].
Known lower bounds. Due to the embeddings of Rd+ in Rd, Sd in R(
d+1
2 ), and
Hd+ in Rd
2
, we have the trivial lower bounds
rank+(A) ≥ rank(A), psd-rankC(A)2 ≥ rank(A),
for A ∈ Rm×n+ . Similarly, for A ∈ CPn we have
cp-rank(A) ≥ rank(A),
and for A ∈ CSn+ we have
cpsd-rankC(A)
2 ≥ rank(A). (2.4)
Similar bounds hold for the real (completely) positive semidefinite rank. In Chap-
ter 5 we define new generic lower bounds on each of the factorization ranks and we
compare our bounds more extensively to existing generic lower bounds. We refer to
for instance [BSM03] for more lower bounds on the cp-rank of structured matrices.
Complexity. The rank+, cp-rank, and psd-rank are known to be computable; this
follows using Renegar’s quantifier elimination method [Ren92] since upper bounds
exist on these factorization ranks that depend only on the matrix size, see [BR06]
for a proof for the case of the cp-rank.2 These algorithms in general do not run in
polynomial time. However, for a fixed integer k one can check in polynomial time in
the size of the matrix whether the nonnegative rank is at most k [AGKM16, Moi16]
and whether the positive semidefinite rank is at most k [Shi18].3 It is known that
computing the nonnegative rank is NP-hard [Vav09]. In fact, determining the rank+
2For matrices with rational entries these factorization ranks are computable in the bit model.
For real-valued matrices they are computable in the real-number model.
3Similar to the previous footnote, we need to distinguish between matrices with rational or real
entries. Again, the computational model is respectively the bit model and the real-number model.
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and psd-rank of an integer-valued matrix are both equivalent to the existential
theory of the reals [Shi16, Shi17]. For the cp-rank and the cpsd-rank no such
results are known, but there is no reason to assume they are any easier. In fact,
since no a priori upper bound exists on the cpsd-rank, it is not even clear whether
the cpsd-rank is computable in general. It is known that deciding membership in
the completely positive cone is NP-hard [DG14].
2.2 Separating cp-rank and cpsd-rank
For the completely positive rank we have the quadratic upper bound (2.2), and
completely positive matrices have been constructed whose completely positive rank
grows quadratically in the size of the matrix. This is the case, for instance, for the
matrices
Mk =
(
Ik
1
kJk
1
kJk Ik
)
∈ CP2k,
whose cp-rank is known to be equal to k2, see Proposition 2.1. Here Ik ∈ Sk is
the identity matrix and Jk ∈ Sk is the all-ones matrix. This means the completely
positive rank of these matrices is within a constant factor of the upper bound(
2k+1
2
)− 4 given in Equation (2.2). The significance of the matrices Mk stems from
the Drew-Johnson-Loewy conjecture [DJL94] which was recently disproved [BSU14,
BSU15]. This conjecture states that bn2/4c is an upper bound on the completely
positive rank of n × n matrices, which means the matrices Mk are sharp for this
bound.
It was observed in [PSVW18] that by combining the rank lower bound (2.4) on
the completely positive semidefinite rank with (2.3) we obtain the following relation:
Ω(cp-rank(A)1/4) ≤ cpsd-rank(A) ≤ cp-rank(A) for A ∈ CPn.
This leads to the natural question of how fast cpsd-rank(Mk) grows. We show
in Proposition 2.2 below that the completely positive semidefinite rank grows lin-
early for the matrices Mk, and we exhibit a link to the question of existence of
Hadamard matrices. More precisely, we show that cpsd-rankC(Mk) = k for all k,
and cpsd-rankR(Mk) = k if and only if there exists a real Hadamard matrix of
order k. In particular, this shows that the real and complex completely positive
semidefinite ranks can be different.
A real Hadamard matrix of order k is a k × k matrix with pairwise orthogonal
columns and whose entries are ±1-valued. Likewise a complex Hadamard matrix
of order k is a k × k matrix with pairwise orthogonal columns and whose entries
are complex valued with unit modulus. A complex Hadamard matrix exists for any
order; take for example
(Hk)i,j = e
2pii(i−1)(j−1)/k for i, j ∈ [k], (2.5)
the matrix corresponding to the discrete Fourier transform. On the other hand, it
is still an open conjecture whether a real Hadamard matrix exists for each order k
that is a multiple of 4.
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It is well-known that the completely positive rank of Mk equals k
2, for com-
pleteness we provide a proof. Here, the support of a vector u ∈ Rd is the set of
indices i ∈ [d] for which ui 6= 0.
Proposition 2.1 (folklore). The completely positive rank of Mk is equal to k
2.
Proof. For i ∈ [k] consider the vectors vi = 1/
√
k ei ⊗ 1 and ui = 1/
√
k 1 ⊗ ei,
where ei is the ith basis vector in Rk and 1 is the all-ones vector in Rk. The vectors
v1, . . . , vk, u1, . . . , uk are nonnegative and form a Gram representation of Mk, which
shows cp-rank(Mk) ≤ k2.
To prove the lower bound, suppose Mk = Gram(v1, v2, . . . , vk, u1, u2, . . . , uk)
with vi, ui ∈ Rd+. In the remainder of the proof we show d ≥ k2. We have (Mk)i,j =
δij for 1 ≤ i, j ≤ k. Since the vectors vi are nonnegative, they must have disjoint
supports. The same holds for the vectors u1, . . . , uk. Since (Mk)i,j = 1/k > 0 for
1 ≤ i ≤ k and k+ 1 ≤ j ≤ 2k, the support of vi overlaps with the support of uj for
each i and j. This means that for each i ∈ [k], the size of the support of the vector
vi is at least k. This is only possible if d ≥ k2.
Proposition 2.2 ([GdLL17]). For each k ∈ N we have cpsd-rankC(Mk) = k.
Moreover, we have cpsd-rankR(Mk) = k if and only if there exists a real Hadamard
matrix of order k.
Proof. The lower bound cpsd-rankC(Mk) ≥ k follows because Ik is a principal
submatrix of Mk and cpsd-rankC(Ik) = k. To show cpsd-rankC(Mk) ≤ k, we give
a factorization by Hermitian positive semidefinite k× k matrices. For this consider
the complex Hadamard matrix Hk in (2.5) and define the factors
Xi = eie
T
i and Yi =
uiu
∗
i
k
for i ∈ [k],
where ei is the ith standard basis vector of Rk and ui is the ith column of Hk. By
direct computation it follows that Mk = Gram(X1, . . . , Xk, Y1, . . . , Yk).
We now show that cpsd-rankR(Mk) = k if and only if there exists a real
Hadamard matrix of order k. One direction follows directly from the above proof:
If a real Hadamard matrix of size k exists, then we can replace Hk by this real
matrix and this yields a factorization by real positive semidefinite k × k matrices.
Now assume cpsd-rankR(Mk) = k and letX1, . . . , Xk, Y1, . . . , Yk ∈ Sk+ be a Gram
representation of M . We first show there exist two orthonormal bases u1, . . . , uk
and v1, . . . , vk of Rk such that Xi = uiuTi and Yi = vivTi . For this we observe that
I = Gram(X1, . . . , Xk), which implies Xi 6= 0 and XiXj = 0 for all i 6= j. Hence,
for all i 6= j, the range of Xj is contained in the kernel of Xi. Therefore the range
of Xi is orthogonal to the range of Xj . We now have∑
i∈[k]
dim(range(Xi)) = dim
(∑
i∈[k]
range(Xi)
)
≤ k
and dim(range(Xi)) ≥ 1 for all i. From this it follows that rank(Xi) = 1 for all
i ∈ [k]. This means there exist u1, . . . , uk ∈ Rk such that Xi = uiuTi for all i. From
2.2. Separating cp-rank and cpsd-rank 23
I = Gram(X1, . . . , Xk) it follows that the vectors u1, . . . , uk form an orthonormal
basis of Rk. The same argument can be made for the matrices Yi, thus Yi = vivTi
and the vectors v1, . . . , vk form an orthonormal basis of Rk. Up to an orthogonal
transformation we may assume that the first basis is the standard basis; that is,
ui = ei for i ∈ [k]. We then obtain
1
k
= (Mk)i,j+k = 〈ei, vj〉2 =
(
(vj)i
)2
for i, j ∈ [k],
hence (vj)i = ±1/
√
k. Therefore, the k × k matrix whose kth column is √k vk is a
real Hadamard matrix.
The above proposition leaves open the value of cpsd-rankR(Mk) for the cases
where a real Hadamard matrix of order k does not exist. Extensive experimentation
using a heuristic (see [GdLL17, Section 2.2]) suggests that for k = 3, 5, 6, 7 the real
completely positive semidefinite rank of Mk equals 2k, which leads to the following
question:
Question 2.3. Is the real completely positive semidefinite rank of Mk equal to 2k
if a real Hadamard matrix of size k × k does not exist?
Note that the lower bounds we develop in Chapter 5 are on the complex com-
pletely positive semidefinite rank (which is k), therefore they cannot be used to
answer the above question.
We also used the heuristic from [GdLL17, Section 2.2] to check numerically
that the aforementioned matrices from [BSU14], which have completely positive
rank greater than bn2/4c, have small (smaller than n) real completely positive
semidefinite rank. In fact, for every completely positive n × n matrix we tried in
our numerical experiments, we could always find a cpsd factorization in dimension
n, which leads to the following question:
Question 2.4. Is the real (or complex) completely positive semidefinite rank of a
completely positive n× n matrix upper bounded by n?

Chapter 3
Quantum information theory
Here we give some basic mathematical background on quantum information theory.
For more details see for example [NC00], or the lecture notes [Wat11, dW11].
Which set of rules governs the physical world around us? Are the laws of classical
mechanics the correct model? Or does the world behave according to the laws of
quantum mechanics? To answer these questions one can study the predictions that
each of these models makes about certain experiments. In this chapter we explore
the predictions made about probability distributions arising from measurements
to a (quantum) mechanical system. In Part II of this thesis we will study the
difference between classical computers (Turing machines) and quantum computers,
computers acting according to the laws of quantum mechanics. See Chapter 9 for
some background information on the topic of quantum computing.
Below we first explain some basic terminology, leading up to the type of proba-
bility distributions that can occur between two parties who simultaneously measure
parts of the same physical system. These distributions are called bipartite corre-
lations. We then explain the framework of nonlocal games, which can be used to
quantify the difference between classical and quantum correlations. Finally we show
how bipartite quantum correlations are related to the cone of completely positive
semidefinite matrices which we have seen in the previous chapter.
3.1 The basics
A physical system can be described by a state. We can learn information about
a state by measuring it, and we can try to alter a state by acting on it. Below
we describe the mathematical model, according to the laws of quantum mechanics,
of a state and the allowed operations to it. We end the section with an example
illustrating the concepts.
Quantum states. The state of a quantum mechanical system with finitely many
degrees of freedom is described by a density matrix ρ, that is, a Hermitian positive
semidefinite matrix whose trace is equal to 1. We call ρ a pure state if it has rank
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one, else it is called a mixed state. Whenever we refer to a unit vector ψ ∈ Cd as
a state, it should be understood as the pure state ρ = ψψ∗. We exclusively work
with column vectors, so the state ρ = ψψ∗ is indeed a d × d density matrix. For
two states φ, ψ ∈ Cd we refer to the complex number φ∗ψ as the amplitude of ψ in
the state φ. Throughout this thesis we almost exclusively work with pure states.
For infinite-dimensional systems a pure state can be described by a unit vector in
a complex separable Hilbert space.
Quantum operations. The postulates of quantum mechanics say that the pure
state ψ of a quantum mechanical system can evolve in one of the following two
ways. We can apply a unitary U to ψ to obtain the new quantum state Uψ, such
evolutions are studied in Chapter 9. Or, we can measure the system.
Definition 3.1 (POVM). A positive operator-valued measurement (POVM) with
m possible outcomes is described by a collection of Hermitian positive semidefinite
operators E1, . . . , Em that satisfy
∑
i∈[m]Ei = I. When measuring the pure state ψ,
the probability of observing outcome i ∈ [m] is given by 〈ψ,Eiψ〉 = Tr(Eiψψ∗).
We sometimes refer to a POVM as a measurement device. Notice that the
values 〈ψ,Eiψ〉 can indeed be viewed as a probability of observing outcome i: it
is a value between 0 and 1 and
∑m
i=1〈ψ,Eiψ〉 = 〈ψ,ψ〉 = 1. Often, each out-
come of a measurement is associated to a numerical value. It thus makes sense to
talk about the expected outcome of a measurement. To a measurement (POVM)
{E1, . . . , Em} whose outcomes are labeled by v1, . . . , vm ∈ R we can associate the
Hermitian operator
∑m
i=1 viEi. This operator is called the observable associated to
the measurement. It connects a pure state ψ to the expected outcome under the
measurement: ψ 7→ 〈ψ, (∑mi=1 viEi)ψ〉.
A special class of POVMs is formed by those in which all operators Ei are
projectors. Such a POVM is called a projective measurement (PVM). For a PVM
we can talk about the post-measurement state. If we observe outcome i when we
are measuring ψ with a PVM E1, . . . , Em, then ψ collapses to its projection on the
range of Ei, i.e., the state Eiψ/
√〈ψ,Eiψ〉.
An important example of a PVM is the measurement in the computational basis,
given by {e1e∗1, . . . , ede∗d} where ei ∈ Cd is the ith standard basis vector (i ∈ [d]).
When using this measurement on a state ψ ∈ Cd the probability of observing
outcome i equals ψ∗eie∗iψ = |ψi|2.
Quantum states & linear functionals. To a pure state ψ ∈ Cd we can associate
the linear functional τ : Cd×d → C defined as
A 7→ 〈ψ,Aψ〉 = ψ∗Aψ = Tr(Aψψ∗).
The linear functional τ maps measurement operators E1, . . . , Em to the probability
of observing outcome i when using that measurement: τ(Ei) = ψ
∗Eiψ. By linearity
it maps observables to the expected outcome of the associated measurement on ψ.
In fact, the linear functional τ maps elements from the matrix algebra Cd×d to
complex numbers. The infinite-dimensional analogue of a matrix algebra is the
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∗-algebra B(H) of bounded operators on a Hilbert space H. For a state ψ ∈ H
we could analogously define τ : B(H) → C by A 7→ 〈ψ,Aψ〉. In Section 4.1.2 we
will encounter such linear functionals in the context of noncommutative polynomial
optimization. There we will see that, under certain conditions, we can also associate
a quantum state ψ to a linear functional τ (through the GNS construction, see the
proof of Theorem 4.5).
Composite systems. A quantum mechanical system is often composed of several
subsystems. We sometimes call these subsystems registers or parts. In the finite-
dimensional setting, this can be modeled by assuming a tensor product structure
on the Hilbert space. An important example is that of an n-qubit system where
the associated Hilbert space is given by (C2)⊗n. A fundamental concept is that of
an entangled state:
Definition 3.2 (Entangled state). A finite-dimensional k-partite state
ψ ∈ Cd1 ⊗ · · · ⊗ Cdk
is called entangled if it cannot be written as a tensor product ψ = ψ1 ⊗ · · · ⊗ ψk
where ψi ∈ Cdi for i ∈ [k].
In Section 3.2.3 we will see that one way to model distinct ‘parts’ of an infinite-
dimensional quantum system is to assume that measurements that are done to
different parts commute.
Example 3.3. The state ψ = 1√
2
e1 ⊗ e1 + 1√2e2 ⊗ e2 ∈ C2 ⊗C2 is called an EPR-
pair [EPR35]. It is an example of a 2-partite entangled state. If we measure the
first register of this state in the computational basis, that is, if we use the PVM
{E1 = e1e∗1 ⊗ I2, E2 = e2e∗2 ⊗ I2} (where I2 is the identity operator on C2), then
the probability of seeing outcome i equals
ψ∗Eiψ = (
1√
2
e1 ⊗ e1 + 1√
2
e2 ⊗ e2)∗(eie∗i ⊗ I2)(
1√
2
e1 ⊗ e1 + 1√
2
e2 ⊗ e2) = 1/2,
and the post-measurement state is given by ei⊗ei. The linear functional associated
to ψ is defined as
τ(A) = ψ∗Aψ =
A11 +A14 +A41 +A44
2
. 4
3.2 Bipartite correlations
An important question is what advantage entangled states have compared to states
that are not entangled. Here we focus on quantum mechanical systems composed of
two subsystems, say states on Cd⊗Cd, and we assume each subsystem is controlled
by a different party. The tensor structure of the Hilbert space suggests to think
of the two parties as being separated: they are not allowed to interact with each
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other’s subsystem. This setting is called the bipartite setting and it has been widely
used to study entanglement (for a survey, see, e.g., [PV16]).
We assume that each of the subsystems is measured by a different party, let
us call the two parties Alice and Bob. We study the resulting joint probability
distribution on the outcomes. Formally, this means that Alice and Bob each have a
POVM acting on Cd, say {Ei}i∈I and {Fj}j∈J . Then we consider the probability
distribution arising from the joint measurement {Ei ⊗ Fj}(i,j)∈I×J on Cd ⊗ Cd.
The above Example 3.3 can be phrased in this language. Let us say that Alice
measures the first qubit and Bob the second one. Then the example corresponds to
Alice using the PVM {e1e∗1, e2e∗2} and Bob the trivial PVM {I}. The corresponding
probability distribution corresponding to this experiment is very simple to describe:
Bob only has one possible outcome (hence he sees it with probability 1), and, as
the example showed, Alice sees each of her outcomes with probability 1/2. Of
course such measurement statistics can easily be obtained by separated parties:
Alice simply flips an unbiased coin.
A more interesting situation arises when we let both Alice and Bob use the PVM
{e1e∗1, e2e∗2}. It is easy to verify that in this case the outcome of Alice’s measurement
always equals that of Bob’s: the outcomes (1, 1) and (2, 2) are each observed with
probability 1/2. We would still consider such a probability distribution classical
since the two separated parties can obtain such statistics through the use of shared
randomness. In fact, if Alice and Bob know each other’s measurement device then
we can always use shared randomness to reproduce the probability distribution.1
Hence, to observe the power of entanglement we need to allow both parties to use
several measurement devices. The difference between parties that use entanglement
and parties that only use shared randomness can then be observed by looking at
the set of joint probability distributions conditioned on the choice of measurement
devices.
Below we formalize the above notions. We first describe the general setting of
bipartite correlations. Then we define classical and quantum correlations. It turns
out that in the quantum setting we need to distinguish between finite-dimensional
and infinite-dimensional Hilbert spaces: the tensor model and the commuting op-
erator model.
3.2.1 The general setting
Formally, the setting of bipartite correlations is as follows. We have two parties,
called Alice and Bob. Alice has several measurement devices (POVMs) labeled by
elements from a finite set S, each with measurement outcomes taken from a finite
set A. Similarly, Bob has measurement devices labeled by elements from a finite
set T , each with outcomes taken from a finite set B. The parties do not know
which measurement device the other party uses, and they do not communicate. For
convenience we set Γ = A×B×S×T throughout. The probability that the parties’
outcomes are a ∈ A and b ∈ B when they use measurement devices labeled by s ∈ S
and t ∈ T is given by a bipartite correlation P (a, b|s, t).
1Let us be more precise using the language introduced below. For all finite sets of outcomes A
and B we have Cqc(A×B × {1} × {1}) = Cloc(A×B × {1} × {1}).
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Definition 3.4. Let Γ = A × B × S × T . Then P ∈ RΓ is a bipartite correlation
if it satisfies P (a, b|s, t) ≥ 0 for all (a, b, s, t) ∈ Γ and ∑a,b P (a, b|s, t) = 1 for all
(s, t) ∈ S × T .
Which bipartite correlations P = (P (a, b|s, t)) ∈ RΓ are possible depends on the
additional resources available to the two parties Alice and Bob.
3.2.2 Classical correlations
We say that Alice and Bob behave deterministically if they each decide on their
outcome through a function that maps measurement devices to outcomes. That is,
Alice has a function a : S → A such that she answers a(s) when using measurement
device s, and similarly Bob has such a function b : T → B. In terms of bipartite
correlations this means the following. A correlation P is deterministic if there
are functions a : S → A and b : T → B such that P (a(s), b(t)|s, t) = 1 for all
s ∈ S, t ∈ T . Such a correlation is of the form P (a, b|s, t) = PA(a|s)PB(b|t) for all
(a, b, s, t) ∈ Γ, where PA = (PA(a|s)) and PB = (PB(b|t)) take their values in {0, 1}
and satisfy ∑
a
PA(a|s) =
∑
b
PB(b|t) = 1 for all (s, t) ∈ S × T. (3.1)
Deterministic correlations can be achieved without using any additional resources.
When the parties use local randomness the above functions PA and PB are
convex combinations of 0/1-valued ones, that is, PA and PB take their values in
[0, 1] and satisfy (3.1).
When the parties have access to shared randomness the resulting correlation P
is a convex combination of deterministic correlations and P is said to be a classi-
cal correlation. The classical correlations form a polytope, the convex hull of the
deterministic correlations, denoted Cloc(Γ). Note that the dimension of Cloc(Γ)
equals |Γ| − |S||T |. Valid linear inequalities for Cloc(Γ) are known as Bell inequali-
ties [Bel64]. We will see an example of such an inequality in Section 3.3.2.
3.2.3 Quantum correlations
The tensor model. We now study the situation where Alice and Bob perform
measurements on a quantum mechanical system. As above, let us say that the state
of the quantum mechanical system is ψ ∈ Cd ⊗ Cd, where Alice measures the first
part of the system and Bob the second part.
The measurements of Alice and Bob are modeled by POVMs on their part of the
state. For each s ∈ S Alice has a POVM {Eas }a∈A, and similarly Bob has a POVM
{F bt }b∈B for each t ∈ T . The probability of observing outcome (a, b) ∈ A×B when
using measurement devices s and t respectively is given by
P (a, b|s, t) = ψ∗(Eas ⊗ F bt )ψ = Tr((Eas ⊗ F bt )ψψ∗). (3.2)
Using the properties of the tensor product it follows that if the state ψ can be written
as ψ = ψA ⊗ ψB , then P (a, b|s, t) = (ψ∗AEasψA)(ψ∗BF bt ψB) for all (a, b, s, t). That
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is, if ψ is not entangled (see Definition 3.2), then for any choice of measurement
devices the resulting correlation P will be classical. On the other hand, if the
state ψ is entangled, then it can be used to produce a nonclassical correlation P
(see, e.g., [PR92, GP92]).
A correlation of the above form (3.2) is called a quantum correlation; when
ψ ∈ Cd ⊗ Cd and Eas , F bt ∈ Cd×d it is said to be realizable in the tensor model in
local dimension d (or in dimension d2), and we refer to
{
ψ, {Eas }, {F bt }
}
as a tensor
operator representation of P . Let Cdq (Γ) be the set of such correlations and define
Cq(Γ) =
⋃
d∈N
Cdq (Γ).
The following Lemma 3.5 shows that Cq(Γ) is convex. The set C
1
q (Γ) contains the
deterministic correlations.2 Hence, by Carathe´odory’s theorem, the lemma below
implies that Cloc(Γ) ⊆ Ccq(Γ) holds for c = dim(Cloc(Γ))+1 = |Γ|− |S||T |+1. This
shows that a quantum state can be used as an alternative to shared randomness.
Lemma 3.5. Let P1 ∈ Cdq (Γ) and P2 ∈ Cd
′
q (Γ) and let λ ∈ [0, 1]. Then
λP1 + (1− λ)P2 ∈ Cd+d′q (Γ).
Proof. Let
{
ψ, {Eas }, {F bt }
}
(in local dimension d) and
{
φ, {E˜as }, {F˜ bt }
}
(in local
dimension d′) be tensor operator representations of P1 and P2 respectively. Let us
define I1 = [d] and I2 = [d
′], so that ψ = (ψij)(i,j)∈I1×I1 and φ = (φij)(i,j)∈I2×I2 .
Then we can say that Cd⊕Cd′ has basis states labeled by the disjoint union I1 unionsq I2
and correspondingly (Cd ⊕Cd′)⊗ (Cd ⊕Cd′) has basis states labeled by (I1 unionsq I2)×
(I1 unionsq I2). Let Ψ ∈ Cd+d′ ⊗ Cd+d′ be such that Ψ(i,j) =
√
λψij if (i, j) ∈ I1 × I1,
Ψ(i,j) =
√
1− λφij if (i, j) ∈ I2 × I2, and 0 otherwise. Then{
Ψ, {Eas ⊕ E˜as }, {F bt ⊕ F˜ bt }
}
is a tensor operator representation of λP1 + (1−λ)P2 in local dimension d+ d′.
A way to quantify the amount of entanglement used to realize a quantum corre-
lation is by considering the smallest dimension needed to realize P ∈ Cq(Γ) in the
tensor model:
Dq(P ) = min
{
d2 : d ∈ N, P ∈ Cdq (Γ)
}
. (3.3)
Computing Dq(P ) is NP-hard [Sta18]. As we have observed above, entanglement
can be used as an alternative to shared randomness. As a result, the entanglement
dimension of a classical correlation can be strictly larger than 1; informally, en-
tanglement dimension does not capture “quantumness” perfectly. However, if the
entanglement dimension is large enough then we can certify non-classical behavior.
Indeed, since for c = |Γ| − |S||T |+ 1 we have Cloc(Γ) ⊆ Ccq(Γ), one can certify that
P 6∈ Cloc(Γ) by showing that Dq(P ) > c2. This is a sufficient condition, but not a
necessary condition: there exist Γ and P ∈ Cq(Γ) \ Cloc(Γ) with Dq(P ) ≤ c2. We
2In fact, C1q (Γ) consists of the correlations obtained using only local randomness.
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will see an example of such a correlation in Section 3.3.2. In Chapter 7 we propose a
more refined measure for the amount of entanglement needed to realize a quantum
correlation: the average entanglement dimension. That measure has the property
that it is strictly larger than 1 if and only if the correlation is not classical.
If A, B, S, and T all contain at least two elements, then Bell [Bel64] showed
that the inclusion Cloc(Γ) ⊆ Cq(Γ) is strict; that is, quantum entanglement can
be used to obtain nonclassical correlations. He did so by giving a linear inequality
that is valid for the polytope Cloc(Γ) but for which there exists a P ∈ Cq(Γ) that
violates it. This is why valid linear inequalities for Cloc(Γ) are referred to as Bell
inequalities. In Section 3.3.2 we give an example of a Bell inequality, arising from
the CHSH game, that can be violated using bipartite quantum correlations. In this
example |A| = |B| = |S| = |T | = 2.
The commuting operator model. In the above model we assumed a tensor
product structure Cd⊗Cd on the underlying finite-dimensional Hilbert space. One
could do the same in infinite dimensions by considering the Hilbert space H ⊗ H
for a separable Hilbert space H. The idea of a tensor structure on the Hilbert
space and on the POVMs is that in such a structure there is no order in which
the measurements take place: Alice cannot figure out if Bob has already measured
his part of the state. In infinite dimensions we can also choose to encode this by
enforcing the POVM of Alice to commute with Bob’s POVM. The latter model is
called the commuting model (or relativistic field theory model).
Formally, a correlation P ∈ RΓ is called a commuting quantum correlation if it
is of the form
P (a, b|s, t) = 〈ψ,Xas Y bt ψ〉 = Tr(Xas Y bt ψψ∗), (3.4)
where {Xas }a and {Y bt }b are POVMs consisting of bounded operators on a separable
Hilbert space H, satisfying [Xas , Y bt ] = Xas Y bt − Y bt Xas = 0 for all (a, b, s, t) ∈ Γ,
and where ψ is a unit vector in H. We refer to {ψ, {Xas }, {Y bt }} as a commuting
operator representation of P . Such a correlation is said to be realizable in dimension
d = dim(H) in the commuting model. We denote the set of such correlations by
Cdqc(Γ) and set Cqc(Γ) = C
∞
qc (Γ). Similar to Lemma 3.5 one can use a direct sum
construction to show that the set Cqc(Γ) is convex. The smallest dimension needed
to realize a quantum correlation P ∈ Cqc(Γ) is given by
Dqc(P ) = min
{
d ∈ N ∪ {∞} : P ∈ Cdqc(Γ)
}
. (3.5)
If P ∈ Cdq (Γ) has a decomposition (3.2) with d × d matrices Eas , F bt , then P has a
decomposition (3.4) with d2 × d2 matrices Xas = Eas ⊗ I and Y bt = I ⊗ F bt . This
shows the inclusion
Cdq (Γ) ⊆ Cd
2
qc (Γ),
and thus
Dqc(P ) ≤ Dq(P ) for all P ∈ Cq(Γ). (3.6)
The difference between the tensor and commuting operator models.
As said above we have the inclusion Cdq (Γ) ⊆ Cd
2
qc (Γ). Conversely, each finite-
dimensional commuting quantum correlation can be realized in the tensor model,
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although not necessarily in the same dimension [Tsi06] (see, e.g., [DLTW08] for a
proof). This shows that
Cq(Γ) =
⋃
d∈N
Cdqc(Γ) ⊆ Cqc(Γ). (3.7)
Whether the two sets Cq(Γ) and Cqc(Γ) coincide is known as Tsirelson’s prob-
lem [Tsi06]. This problem was settled in a recent breakthrough of Slofstra [Slo19],
where he showed that Cq(Γ) is not closed (for certain Γ). This indeed settled the
problem because it was previously known that Cqc(Γ) is closed [Fri12, Prop. 3.4].
More recently, in [DPP19] it was shown that Cq(Γ) is not closed when |A| ≥ 2,
|B| ≥ 2, |S| ≥ 5, |T | ≥ 5.
Since, for a fixed Γ, the set of all tensor operator representations in local dimen-
sion d ∈ N is compact, one sees that the set Cdq (Γ) is closed for all d. So, when
Cq(Γ) is not closed, the inclusions C
d
q (Γ) ⊂ Cq(Γ) are all strict and therefore there is
a sequence of quantum correlations {Pi}i∈N ⊆ Cq(Γ) with entanglement dimension
Dq(Pi)→∞ as i→∞.
In view of Equation (3.7) we know that the closure of Cq(Γ) is a subset of
Cqc(Γ), for all Γ. Whether the closure of Cq(Γ) equals Cqc(Γ) for all Γ has been
shown to be equivalent to having a positive answer to Connes’ embedding conjecture
in operator theory [JNP+11, Oza13]. This conjecture has been shown to have
equivalent reformulations in many different fields; in Section 4.3 we will give an
algebraic reformulation in terms of trace positivity of noncommutative polynomials
due to Klep and Schweighofer [KS08].
Remarks. Above we chose to define bipartite quantum correlations using pure
states and POVMs. Alternatively, one could define them using a mixed state and
PVMs. Due to convexity the sets Cq(Γ) and Cqc(Γ) do not change if we replace the
pure state ψψ∗ by a mixed state ρ in (3.2) and (3.4). It is shown in [SVW16] that
this also does not change the parameter Dq(P ), but it is unclear whether or not
Dqc(P ) might decrease. Another variation would be to use projective measurements
(PVMs) instead of POVMs, where the operators are projectors instead of positive
semidefinite matrices. This again does not change the sets Cq(Γ) and Cqc(Γ) [NC00],
but the dimension parameters can be larger when restricting to PVMs.
3.3 Nonlocal games
We now view the bipartite correlation setting of the previous section from the per-
spective of optimization. We consider linear optimization over the sets of classical
and quantum correlations. For a given objective function, a difference in the optimal
value over these sets can be used to conclude that the set of classical correlations
is strictly contained in the set of quantum correlations. With a simple change of
language, linear optimization over the set of bipartite correlations arises naturally
in games. We now refer to Alice and Bob as players. The game consists of a referee
giving each of the players a question, afterwards the players have to respond with an
answer. The players decide on a strategy before the game starts: to each question
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they associate a measurement device, and the outcomes of those measurements form
their answers. To each pair of outcomes we associate a payoff (which may depend
on the pair of questions). Linear optimization over the set of bipartite correlations
then corresponds to Alice and Bob trying to maximize their expected payoff. When
the two players are not allowed to communicate during the game, such a game is
called a nonlocal game.
Formally, a nonlocal game G is defined by two finite sets of questions S and T ,
two finite sets of answers A and B, a probability distribution pi : S × T → [0, 1]
and a predicate3 f : A×B × S × T → {0, 1}. The predicate f determines the rules
of the game: given question pair (s, t) ∈ S × T , the pairs of answers (a, b) ∈ A×B
such that f(a, b, s, t) = 1 are called correct, all other pairs are wrong. Alice and Bob
receive a question pair (s, t) ∈ S×T with probability pi(s, t) and they win the game
if their answers are correct. They know the game parameters pi and f , but they do
not know each other’s questions, and they cannot communicate after they receive
their questions. Their answers (a, b) are determined according to some correlation
P ∈ RΓ, called their strategy, on which they may agree before the start of the game,
and which can be classical or quantum depending on whether P belongs to Cloc(Γ),
Cq(Γ), or Cqc(Γ). Then their corresponding winning probability is given by∑
(s,t)∈S×T
pi(s, t)
∑
(a,b)∈A×B
P (a, b|s, t)f(a, b, s, t). (3.8)
A strategy P is called perfect if the above winning probability is equal to one, that
is, if for all (a, b, s, t) ∈ Γ we have(
pi(s, t) > 0 and f(a, b, s, t) = 0
)
=⇒ P (a, b|s, t) = 0. (3.9)
In other words, the probability of giving a wrong answer equals zero.
Computing the maximum winning probability of a nonlocal game is the problem
of finding a bipartite correlation that maximizes (3.8). This is an instance of linear
optimization (of the function (3.8)) over Cloc(Γ) in the classical setting, and over
Cq(Γ) or Cqc(Γ) in the quantum setting. Since the inclusion Cloc(Γ) ⊆ Cq(Γ) can
be strict, the maximum winning probability can be higher when the parties have
access to entanglement. A famous example of such a game is due to Clauser, Horne,
Shimony, and Holt [CHSH69]; we will discuss this game in detail in Section 3.3.2.
In fact there are nonlocal games that can be won with probability 1 by using entan-
glement, but only with probability strictly less than 1 in the classical setting; see for
example the Mermin-Peres magic square game [Mer90, Per90]. In general it is hard
to determine the maximum (quantum) winning probability of a game4: as we will
see below, certain hard combinatorial problems such as max-cut can be phrased
3To make the above analogy with linear optimization correct one would need to consider a
real-valued function f . For this thesis it suffices to only consider 0/1-valued functions f .
4Slofstra showed that for a certain class of games called linear system games it is undecidable
to determine if such a game has a perfect strategy in Cqc(Γ) [Slo16], or in Cq(Γ) or its clo-
sure cl(Cq(Γ)) [Slo19]. In particular, the problem of determining whether the maximum winning
probability of a game equals 1 over Cqc(Γ) is undecidable. As we point out later, this implies that
there is no general stopping criterion for the noncommutative sum-of-squares hierarchy that we
will mention in Chapter 4.
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as linear optimization over the set of classical correlations. However, for certain
classes of games and strategies determining the maximum winning probability be-
comes easy. Below we introduce one such class, called XOR games, for which the
maximum winning probability when using quantum strategies can be determined
using semidefinite programming.
3.3.1 XOR games
A nonlocal game G is called an XOR game when Alice and Bob each output a single
bit, that is, A = B = {0, 1}, and the predicate f is of the form f(a, b, s, t) = 1 if
and only if a⊕ b = g(s, t) for some function g : S × T → {0, 1}. In other words, the
rules of the game are such that whether a pair of answers is correct or wrong only
depends on the logical XOR of the answers. XOR games are special in the sense
that the maximum winning probability over quantum strategies can be expressed
using semidefinite programming, as we explain below.
Let P ∈ Cq(Γ) be a quantum strategy and suppose that ψ, {Eas }, {F bt } are as
in (3.2), that is, P (a, b|s, t) = ψ∗(Eas ⊗ F bt )ψ for all a, b, s, t. Then one can verify5
that the winning probability of P in the XOR game G (cf. (3.8)) can be written as∑
(s,t)∈S×T
pi(s, t)
∑
a,b∈{0,1}
f(a, b, s, t)ψ∗(Eas ⊗ F bt )ψ
=
1
2
+
1
2
∑
(s,t)∈S×T
pi(s, t)(−1)g(s,t) ψ∗((E0s − E1s )⊗ (F 0t − F 1t ))ψ.
This suggests changing variables and working with the matrices Es = E
0
s −E1s and
Ft = F
0
t − F 1t : We consider∑
(s,t)∈S×T
pi(s, t)(−1)g(s,t)ψ∗(Es ⊗ Ft)ψ. (3.10)
This change of variables does not lose any information: A Hermitian matrix whose
eigenvalues lie in [−1, 1] can be written, uniquely, as the difference between two
Hermitian positive semidefinite matrices that sum to the identity.
Notice that one possible strategy for Alice and Bob is to each base their answer
on an unbiased coin flip, this strategy has a winning probability of 1/2. The above
quantity (3.10) represents the bias that the strategy P has towards winning. It is
equal to the probability of winning minus the probability of losing.
The problem of maximizing the bias of the game G over quantum strategies
P ∈ Cq(Γ) is thus
max
{ ∑
(s,t)∈S×T
pi(s, t)(−1)g(s,t) ψ∗(Es ⊗ Ft)ψ : d ∈ N, ψ ∈ Cd ⊗ Cd unit,
Es, Ft ∈ Hd+, (Es)2 = I = (Ft)2 for all s ∈ S, t ∈ T
}
. (3.11)
5Here we use the identity f(a, b, s, t) = 1
2
+ 1
2
(−1)a+b+g(s,t) for all a, b ∈ {0, 1}, s ∈ S, t ∈ T .
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We can observe that ψ∗(Es ⊗ Ft)ψ = 〈(Es ⊗ I)ψ, (I ⊗ Ft)ψ〉 and that both vectors
xs = (Es ⊗ I)ψ and yt = (I ⊗ Ft)ψ have norm at most one. It follows that the
quantum bias of the game (3.11) can be upper bounded by the semidefinite program
max‖xs‖,‖yt‖≤1
∑
(s,t)∈S×T
pi(s, t)(−1)g(s,t)〈xs, yt〉. (3.12)
To see that this indeed an SDP, let us define the S × T matrix B with entries
Bs,t = pi(s, t)(−1)g(s,t). (3.13)
Then (3.12) can be written as the following SDP in primal form:
max
1
2
〈( 0 B
BT 0
)
, X
〉
(3.14)
s.t. X ∈ SS∪T+
Xii ≤ 1 for i ∈ S ∪ T.
For notational convenience, here we assumed that the sets S and T are disjoint.
Remarkably, Tsirelson [Tsi87] showed that the quantum bias of the game in fact
equals the value of the SDP (3.14). That is, from a solution X = Gram({xs}, {yt})
to the semidefinite program (3.14) one can construct a quantum strategy P that
has a bias equal to the value of the SDP. We recall this construction in Chapter 6,
Theorem 6.13. In that chapter we exploit this connection between optimal strategies
for XOR games and semidefinite programming to construct quantum correlations
which require a lot of entanglement.
What about the bias of an XOR game over classical strategies? By considering
the bias of a deterministic strategy, one can show that the maximum classical bias
can be computed by restricting to 1-dimensional vectors in the above SDP:
maxxs,yt∈{±1}
∑
(s,t)∈S×T
pi(s, t)(−1)g(s,t)xsyt. (3.15)
Notice that this problem is exactly the max-cut problem in a complete bipartite
graph where the edge weights are given by pi(s, t)(−1)g(s,t), which is known to be
an NP-hard problem [MRR03, Lem. 3].
3.3.2 The Clauser-Horne-Shimony-Holt game
We now illustrate the above concepts and the relation to this thesis via a classical
example of an XOR game: the CHSH game [CHSH69]. In this game each player
both receives and responds with a single bit, that is, A = B = S = T = {0, 1}.
The distribution pi is the uniform distribution on S × T . The rules of the game
are such that the players win if the logical XOR of their answers equals the logical
AND of their questions. That is, g : {0, 1}2 → {0, 1} is the function g(s, t) = st,
and f(a, b, s, t) = 1 if and only if a⊕ b = g(s, t) = st.
Using the formulation of Equation (3.15), it is easy to see that the classical
bias is at most 12 . On the other hand, the quantum bias of the game is at least
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1√
2
(which is strictly larger than 12 ) which can be seen from the following feasible
solution to (3.12):
x0 =
1√
2
(
1
1
)
, x1 =
1√
2
(
1
−1
)
, y0 =
(
1
0
)
, y1 =
(
0
1
)
.
Indeed, we have
∑
(s,t)∈S×T
pi(s, t)(−1)g(s,t)〈xs, yt〉 = 1
4
(〈x0, y0〉+ 〈x0, y1〉+ 〈x1, y0〉 − 〈x1, y1〉) = 1√
2
.
Using the dual of the SDP (3.14) one can show that the quantum bias of the
CHSH game is in fact equal to 1/
√
2. Translating this back to the language of
winning probabilities, the CHSH game can be won with probability at most 34 = 0.75
using classical strategies, but it can be won with probability 12 +
1
2
√
2
≈ 0.85 using
quantum strategies. Note that the classical winning probability is attained for
the deterministic strategy where Alice and Bob always output 0. The difference
between the maximum quantum and classical winning probabilities suggests a way
to test whether classical mechanics is the correct model for the physical world: come
up with an experiment that wins the CHSH game with probability strictly larger
than 0.75. This is precisely what has been done in laboratories around the world,
eventually leading to the first loop-hole free Bell inequality violation [Hea15].
What about the smallest entanglement dimension needed to win the CHSH game
with probability 12 +
1
2
√
2
? Tsirelson showed that the SDP for the quantum bias
of an XOR game is tight by constructing a quantum strategy from unit vectors
xs, yt (s ∈ S, t ∈ T ) achieving the same bias. His construction, which we recall
in Theorem 6.13, combined with the above 2-dimensional vectors, shows that this
winning probability can be achieved using a strategy with local dimension equal
to 2.6 In this case it is easy to see that the same bias cannot be realized in a smaller
local dimension (since such a strategy would be classical).
In Chapter 6 we construct XOR games with which we can certify that certain
quantum correlations have a large minimal entanglement dimension Dq(P ). The
techniques used there combine the fundamental work of Tsirelson with the dual-
ity theory of semidefinite programming and the theory of universal rigidity. As an
example of hitting a small object with a huge hammer, let us give an alternative
way to show that 2 is the smallest local dimension in which the quantum strat-
egy corresponding to x0, x1, y0, y0 can be realized. One can use Theorem 6.6 and
Theorem 6.10 (pick λ0 = λ1 = µ0 = µ1) to show that the corresponding correla-
tion matrix is extreme, the lower bound on the local dimension then follows from
Corollary 6.17.
6The fact that there exists an optimal strategy with local dimension equal to 2 was already
known [CHSH69].
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3.4 Relation to completely positive semidefinite
matrices
The study of completely positive semidefinite matrices and the cpsd-rank is strongly
motivated by the study of the set of bipartite quantum correlations. Here we men-
tion two connections (i) and (ii). The first one is that Cq(Γ) can be seen as the
projection of an affine slice of the cone CS+.
(i) For Γ = A×B×S×T , there exists an affine subspace L and a linear projection
pi such that
Cq(Γ) = pi
(
CS
(A×S)unionsq(B×T )
+ ∩ L
)
.
This connection, which we state formally in Theorem 3.6 below, can be found
in [SV17, Thm. 3.2] (see also [MR14]). In Chapter 6 this link allows us to construct
CS+-matrices with large complex completely positive semidefinite rank by finding
quantum correlations that cannot be realized in a small local dimension.
Theorem 3.6 ([SV17, Thm. 3.2]). Let P =
(
P (a, b|s, t)) ∈ RΓ be a bipartite
correlation. Then, P is a quantum correlation that can be realized in local dimension
d if and only if there exists a completely positive semidefinite matrix M , with rows
and columns indexed by the disjoint union (A×S)unionsq(B×T ), satisfying the following
conditions:
cpsd-rankC(M) ≤ d, (3.16)
M(a,s),(b,t) = P (a, b|s, t) for all a ∈ A, b ∈ B, s ∈ S, t ∈ T, (3.17)
and ∑
a∈A,b∈B
M(a,s),(b,t) =
∑
a,a′∈A
M(a,s),(a′,s′) =
∑
b,b′∈B
M(b,t),(b′,t′) = 1 (3.18)
for all s, s′ ∈ S and t, t′ ∈ T .
When the two parties have the same question sets (S = T ) and the same answer
sets (A = B), a bipartite correlation P ∈ RΓ is called synchronous if it satisfies
P (a, b|s, s) = 0 for all s ∈ S and a 6= b ∈ A. (3.19)
In other words, a bipartite correlation P is synchronous if equal inputs imply equal
outputs. Note that synchronicity does not a priori imply that Alice and Bob use
the same set of measurement devices. However, in the proof of Proposition 3.7 we
will see that Alice and Bob can always realize a synchronous quantum correlation
P using related measurement devices: F bt = (E
b
t )
T . We have seen an example of a
synchronous quantum correlation in the introduction to Section 3.2: Alice and Bob
each measuring one qubit of an EPR-pair in the computational basis is an example
of a synchronous correlation P ∈ RΓ (where Γ = {0, 1} × {0, 1} × {1} × {1}). The
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sets of synchronous (commuting) quantum correlations are denoted Cq,s(Γ) and
Cqc,s(Γ), respectively. We have Cq,s(Γ) ⊆ Cqc,s(Γ) and the set Cqc,s(Γ) is closed.7
To a synchronous correlation P ∈ RΓ (Γ = A×A× S × S) we can associate an
|A| × |S| matrix MP whose entries are defined by
(MP )(s,a),(t,b) = P (a, b|s, t) for (a, b, s, t) ∈ Γ. (3.20)
In Proposition 3.7 below we show that the matrix MP can be used to derive a
more economical form of Theorem 3.6: For a bipartite correlation P we have that
P is a synchronous quantum correlation realizable in dimension d2 if and only if
MP ∈ CSA×S+ and cpsd-rankC(MP ) ≤ d. Hence Cq,s(Γ) can be seen as an affine
section of the CS+ cone:
(ii) For Γ = A×A× S × S, there exists an affine subspace8 Ls such that
Cq,s(Γ) = CS
A×S
+ ∩ Ls.
Moreover the CS+-matrix MP associated to a synchronous quantum correla-
tion P through (3.20) satisfies Dq(P ) = cpsd-rankC(MP )
2.
In [PSS+16] the set of synchronous (commuting) quantum correlations has been
characterized using C∗-algebras (see Theorem 8.3). Here we combine their proof
technique with that of [SV17] (see also [MR16b]) to derive Proposition 3.7. A key
ingredient of the proof below is the following identity. Let K,X, Y ∈ Cd×d then
vec(K)∗(X ⊗ Y )vec(K) = vec(K)∗vec(XKY T ) = Tr(K∗XKY T ). (3.21)
See for example [Wat11, Sec. 2.4] for the first identity.
Proposition 3.7 ([GdLL18, Prop. 1]). Let P =
(
P (a, b|s, t)) ∈ RΓ be a syn-
chronous bipartite correlation. Then, P is a quantum correlation that can be re-
alized in the tensor model in local dimension d if and only if the |A| × |S| ma-
trix MP associated to P through (3.20) is completely positive semidefinite and has
cpsd-rankC(MP ) ≤ d. Therefore, for a synchronous quantum correlation P we have
that Dq(P ) = cpsd-rankC(MP )
2.
Proof. Suppose first that P ∈ Cq,s(Γ) and that
{
ψ, {Eas }, {F bt }
}
is a realization
of P in local dimension d as in (3.2). We will show that the matrix MP defined
in (3.20) is completely positive semidefinite and has cpsd-rankC(MP ) ≤ d.
Taking the Schmidt decomposition of ψ, there exist nonnegative scalars {λi}
and orthonormal bases {ui} and {vi} of Cd such that ψ =
∑d
i=1
√
λi ui ⊗ vi.9 Let
7The synchronous correlation sets are already rich enough in the sense that it is still the case
that Connes’ embedding conjecture holds if and only if cl(Cq,s(Γ)) = Cqc,s(Γ) for all Γ [DP16,
Thm. 3.7]. The quantum graph parameters discussed in Section 8 will be defined through opti-
mization problems over synchronous quantum correlations.
8This affine subspace corresponds to the equalities
∑
a∈A,b∈AM(a,s),(b,t) = 1 (for all s, t ∈ S)
that we have seen before in (3.18).
9The Schmidt decomposition ψ =
∑d
i=1
√
λi ui⊗vi of ψ ∈ Cd⊗Cd can be viewed as the singular
value decomposition
∑d
i=1
√
λiuiv
∗
i of the matrix A ∈ Cd×d for which ψ =
∑d
i,j=1 Aijei ⊗ ej .
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U be the unitary matrix that represents the basis transformation from {vi} to {ui}:
ui = Uvi for all i. If we replace ψ by
∑d
i=1
√
λi vi ⊗ vi and Eas by U∗EasU , then{∑d
i=1
√
λi vi ⊗ vi, {Eas }, {F bt }
}
still realizes P and is of the same dimension d.
Given such a realization
{
ψ =
∑d
i=1
√
λi vi ⊗ vi, {Eas }, {F bt }
}
of P , we define
the matrices
K =
d∑
i=1
√
λi viv
∗
i , X
a
s = K
1/2EasK
1/2, Y bt = K
1/2(F bt )
TK1/2.
Notice that vec(K) = ψ. Moreover, we have the identity
vec(K)∗(Eas ⊗ F bt )vec(K) = Tr(KEasK(F bt )T ) = Tr(K1/2EasK1/2K1/2(F bt )TK1/2),
(3.22)
where we use the identity (3.21) in the first equality. Hence, we have
P (a, b|s, t) = 〈Xas , Y bt 〉 for all a, b, s, t,
and
〈K,K〉 = 1,
∑
a
Xas =
∑
b
Y bt = K for all s, t.
For any s ∈ S, as P is synchronous we have 1 = ∑a,b P (a, b|s, s) = ∑a P (a, a|s, s).
Using the Cauchy–Schwarz inequality we see that
1 =
∑
a
P (a, a|s, s) =
∑
a
〈Xas , Y as 〉 ≤
∑
a
〈Xas , Xas 〉1/2〈Y as , Y as 〉1/2
≤
(∑
a
〈Xas , Xas 〉
)1/2(∑
a
〈Y as , Y as 〉
)1/2
≤
〈∑
a
Xas ,
∑
a
Xas
〉1/2〈∑
a
Y as ,
∑
a
Y as
〉1/2
= 〈K,K〉 = 1.
Thus all inequalities above are equalities. The first inequality being an equality
shows that there exist αs,a ≥ 0 such that Xas = αs,aY as for all a, s. The second
inequality being an equality shows that there exist βs ≥ 0 such that ‖Xas ‖ = βs‖Y as ‖
for all a, s. Hence,
βs‖Y as ‖ = ‖Xas ‖ = ‖αs,aY as ‖ = αs,a‖Y as ‖ = αs,a‖Y as ‖ for all a, s,
which shows Xas = βsY
a
s for all a, s. Since
∑
aX
a
s = K =
∑
a Y
a
s , we have βs = 1
for all s. Thus Xas = Y
a
s for all a, s. Therefore,
(MP )(s,a),(t,b) = 〈Xas , Xbt 〉 for all a, b, s, t,
which shows MP is completely positive semidefinite with cpsd-rankC(MP ) ≤ d.
For the other direction we suppose {Xas } ⊂ Hcpsd-rank(MP ) are Hermitian positive
semidefinite matrices such that (MP )(s,a),(t,b) = 〈Xas , Xbt 〉 for all a, s, t, b. Then,
1 =
∑
a,b
P (a, b|s, t) =
∑
a,b
〈Xas , Xbt 〉 =
〈∑
a
Xas ,
∑
b
Xbt
〉
for all s, t.
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Therefore, the equality case of the Cauchy-Schwarz inequality shows the existence of
a matrix K such that K =
∑
aX
a
s for all s. We have 〈K,K〉 = 1 and thus vec(K) is
a unit vector. Moreover, since the factorization of MP is chosen of smallest possible
size, the matrix K is invertible. Set Eas = K
−1/2XasK
−1/2 for all s, a, so that∑
aE
a
s = I for all s. Then, using again (3.22) we obtain
P (a, b|s, t) = (MP )(s,a),(t,b) = 〈Xas , Xbt 〉 = vec(K)∗(Eas ⊗ (Ebt )T )vec(K),
which shows that P has a realization of local dimension cpsd-rankC(MP ).
What happens if instead of requiring MP to be completely positive semidefinite,
we require MP to be completely positive? Then we exactly recover classical syn-
chronous correlations! To see this, we first use Lemma 3.5 to show that a classical
bipartite correlation is a quantum correlation which has a tensor operator represen-
tation of a specific form:
Lemma 3.8. Let P =
(
P (a, b|s, t)) ∈ RΓ be a bipartite correlation. Then, P
is a classical bipartite quantum correlation if and only if P has a tensor operator
representation
{
ψ, {Eas }, {F bt }
}
for which ψ =
∑
i∈[d] λiei⊗ ei for some unit vector
λ ∈ Rd+ (where d ∈ N), and the POVMs {Eas }a and {F bt }b all consist of diagonal
matrices.
Proof. We first show the ‘only if’ statement. As observed before Lemma 3.5, any
deterministic bipartite correlation has a tensor operator representation in local di-
mension d = 1, which implies that any convex combination of deterministic strate-
gies (and thus any classical correlation) has a tensor operator representation of the
desired form (by Lemma 3.5).
We now show the ‘if’ statement. Let P be a quantum correlation which has a
tensor operator representation
{
ψ, {Eas }, {F bt }
}
for which ψ =
∑
i∈[d] λiei ⊗ ei for
some unit vector λ ∈ Rd+ (where d ∈ N), and the POVMs {Eas }a and {F bt }b all
consist of diagonal matrices. Then we have, for all (a, b, s, t) ∈ Γ, that
P (a, b|s, t) = ψ∗(Eas ⊗ F bt )ψ
=
d∑
i=1
λ2i (E
a
s )ii(F
b
t )ii.
Let us now define the correlations Pi = (Pi(a, b|s, t)) =
(
(Eas )ii(F
b
t )ii
)
for i ∈ [d].
From the fact that {Eas }a and {F bt }b are diagonal POVMs, it follows that each Pi
is a classical bipartite correlation using only local randomness (see Section 3.2.2).
Furthermore, since ψ is a unit vector we have that
∑d
i=1 λ
2
i = 1. This shows
that P =
∑d
i=1 λ
2
iPi is a convex combination of classical bipartite correlations and
therefore P is itself classical.
Using the same proof technique that we used for Proposition 3.7, we arrive at
the following.
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Proposition 3.9. Let P =
(
P (a, b|s, t)) ∈ RΓ be a synchronous bipartite corre-
lation. Then, P is a classical correlation if and only if the |A| × |S| matrix MP
associated to P through (3.20) is completely positive.
Proof. We follow the same structure as the proof of Proposition 3.7. In both direc-
tions we will use the observation that a matrix M is completely positive if and only if
it has a symmetric factorization M =
(
Tr(DiDj)
)
by diagonal positive semidefinite
matrices Di (in some finite dimension).
Suppose first that P ∈ Cloc,s(Γ) and that
{
ψ, {Eas }, {F bt }
}
is a tensor operator
realization of P , where ψ is of the form ψ =
∑
i∈[d] λiei ⊗ ei for some unit vector
λ ∈ Rd+ (where d ∈ N), and the POVMs {Eas }a and {F bt }b all consist of diagonal
matrices (which we may assume by Lemma 3.8). We will show that the matrix MP
defined in (3.20) is completely positive.
Given such a realization
{
ψ =
∑d
i=1 λi ei ⊗ ei, {Eas }, {F bt }
}
of P , we define the
(diagonal!) matrices
K = Diag(λ), Xas = K
1/2EasK
1/2, Y bt = K
1/2(F bt )
TK1/2.
Notice that vec(K) = ψ. Moreover, using Equation (3.22) we have the identity
vec(K)∗(Eas ⊗ F bt )vec(K) = Tr(Xas Y bt ) = P (a, b|s, t) for all a, b, s, t. (3.23)
Also, it follows from the fact that ψ is a unit vector and that {Eas }a and {F bt }b are
POVMs that
〈K,K〉 = 1,
∑
a
Xas =
∑
b
Y bt = K for all s, t.
As in the proof of Proposition 3.7 we can now use synchronicity of P and the Cauchy-
Schwarz inequality to show that Xas = Y
a
s for all a, s. Therefore Equation (3.23)
shows that,
(MP )(s,a),(t,b) = P (a, b|s, t) = 〈Xas , Xbt 〉 for all a, b, s, t,
which shows that MP is completely positive since the matrices X
a
s are diagonal and
positive semidefinite.
For the other direction suppose MP ∈ CPA×S , let d = cp-rank(MP ) and suppose
{Xas } ⊂ Sd+ are diagonal positive semidefinite matrices such that (MP )(s,a),(t,b) =
〈Xas , Xbt 〉 for all a, s, t, b. Then,
1 =
∑
a,b
P (a, b|s, t) =
∑
a,b
〈Xas , Xbt 〉 =
〈∑
a
Xas ,
∑
b
Xbt
〉
for all s, t.
Therefore, the equality case of the Cauchy-Schwarz inequality shows the existence
of a (diagonal!) matrix K such that K =
∑
aX
a
s for all s. We have 〈K,K〉 = 1
and thus vec(K) is a unit vector. Moreover, since the factorization of MP is chosen
of smallest possible size, the matrix K is invertible. Set Eas = K
−1/2XasK
−1/2 for
all s, a, so that
∑
aE
a
s = I for all s. Then, using again (3.22) we obtain
P (a, b|s, t) = (MP )(s,a),(t,b) = 〈Xas , Xbt 〉 = vec(K)∗(Eas ⊗ (Ebt )T )vec(K)
= vec(K)∗(Eas ⊗ Ebt )vec(K)
42 Chapter 3. Quantum information theory
which shows that P has a realization of local dimension d. It now remains to
observe that all matrices K,Eas , X
a
s are diagonal. Therefore K is of the form Diag(λ)
where λ ∈ Rd+ and
∑d
i=1 λ
2
i = 1, and the vector ψ is of the form ψ = vec(K) =∑d
i=1 λi ei⊗ei. It thus follows from Lemma 3.8 that P is a classical correlation.
Chapter 4
Noncommutative polynomial
optimization
In this thesis we will use techniques from commutative and noncommutative poly-
nomial optimization to study matrix factorization ranks (Chapter 5), the amount
of entanglement needed to realize a bipartite quantum correlation (Chapter 7), and
quantum analogues of graph parameters (Chapter 8). Since these techniques are
so fundamental to the first part of this thesis we introduce them here. We discuss
known convergence and flatness results for commutative and tracial polynomial op-
timization. Although the commutative case was developed first, here we treat the
commutative and tracial cases together. Tracial optimization is an adaptation of
eigenvalue optimization as developed in [PNA10], but here we only discuss the com-
mutative and tracial cases, as these are most relevant to our work. We will view
polynomial optimization from the “moment side” since that is most relevant to our
applications; that is, we rely on properties of linear functionals rather than real
algebraic results on sums of squares.
This chapter is based on the appendix of the paper “Lower bounds on matrix
factorization ranks via noncommutative polynomial optimization”, by S. Gribling,
D. de Laat, and M. Laurent [GdLL19], with the exception of the new Section 4.3
which highlights some differences between commutative and noncommutative poly-
nomial optimization.
Before diving into the technical details, let us start with a motivating example.
Example 4.1. Consider the following optimization problem:
sup
{1
d
Tr(XYX) : d ∈ N, X, Y ∈ Hd+ s.t. ‖X‖, ‖Y ‖ ≤ 1
}
. (4.1)
That is, we want to maximize the normalized trace of the product XYX where X
and Y are d×d Hermitian positive semidefinite matrices (for some d ∈ N) that have
operator norm at most 1. How can we solve this problem?
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In this case we can easily solve it by hand: the optimal value is equal to 1.
To see that the optimal value is at least 1, pick d = 1 and X = Y = 1. On the
other hand, since both X and Y have operator norm at most 1, the product XYX
has operator norm at most 1. That means that the eigenvalues of XYX all have
absolute value at most 1. In particular, the normalized trace, which is the average
of the eigenvalues, of XYX is at most 1.
Problem (4.1) is an example of a tracial polynomial optimization problem: as we
see below, it is of the form minimize/maximize the normalized trace of a polynomial
subject to polynomial inequalities. Often it is not so easy to solve such problems
by hand. We need a more systematic approach. Let us give a second proof that
the optimal value is at most 1. For this let us first rewrite the feasible region of
problem (4.1) using polynomial inequalities:
sup
{1
d
Tr(XYX) : d ∈ N, X, Y ∈ Hd+ s.t. I −X2  0, I − Y  0, I + Y  0
}
.
This problem is indeed equivalent to problem (4.1): The polynomial inequality
I − X2  0 implies that the eigenvalues of X lie in the interval [−1, 1] and the
polynomial inequalities I − Y  0 and I + Y  0 together imply the same for Y .
Here we chose two different ways to encode that the eigenvalues of a matrix lie in
the interval [−1, 1], which shows that the encoding is not unique; the reason we did
so will become apparent later on. We will use some basic properties of the matrix
trace, namely
(i) 1d Tr(I) = 1,
(ii) for a Hermitian positive semidefinite matrix A we have Tr(A) ≥ 0,
(iii) the trace is additive.
These properties combined show that we can certify that the optimal value is at
most 1 by giving an algebraic proof that I − XYX is positive semidefinite for all
feasible X and Y . Indeed, then we would have
0
(ii)
≤ Tr(I −XYX) (iii)= Tr(I)− Tr(XYX) (i)= d− Tr(X2Y ),
for all feasible X and Y , which shows the desired inequality after dividing by d.
How can we give such an algebraic proof of positive semidefiniteness? We can
algebraically manipulate the polynomial inequalities that define the feasible region.
For example, multiplying the inequality I − Y  0 from the left and right by X
shows that X(I − Y )X  0. Adding this to the inequality I −X2  0 shows that
I −XYX  0:
I −XYX = I −X2 +X2 −XYX = (I −X2) +X(I − Y )X  0,
and therefore properties (i)–(iv) show that the normalized trace of X2Y is at most 1.
We say that I −X2 +X(I − Y )X is a weighted sum of squares where the weights
are polynomials that are nonnegative on the feasible region: in this case I − X2
and I − Y . Notice that since we work with matrices, the order of multiplication
matters, i.e., we need to view X and Y as noncommutative variables. 4
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The second proof suggests a more systematic approach. Suppose we want to
maximize the normalized trace of a polynomial f over a feasible region defined by
polynomial inequalities. Then we can derive upper bounds on that maximum using
the following strategy: find the smallest λ ∈ R for which λI − f can be expressed
as a weighted sum of Hermitian squares where the weights are chosen from the
polynomials defining the feasible region. Finding the smallest such λ is in general
not a tractable problem since the degrees of the polynomials used in the algebraic
certificate are unbounded.
To turn this into a tractable approach we need to consider sum-of-squares cer-
tificates whose degree is bounded by t ∈ N; in that case the smallest λ can be found
using semidefinite programming. In this chapter we explain how to do so, but we
do it from the dual point of view. That is, we don’t search for a weighted sum of
squares decomposition λI − f directly, instead we consider maps on noncommuta-
tive polynomials that behave like the matrix trace. To be more precise, we consider
linear functionals on the space of noncommutative polynomials that map weighted
sums of squares to nonnegative real numbers, and that satisfy certain other proper-
ties of the matrix trace. (In the above example an optimal linear functional would
be the map that evaluates a polynomial at X = Y = 1.)
How good is this approach? As it turns out, if the problem description is suf-
ficiently nice, then it is quite good. As the degree bound t goes to infinity, the
obtained upper bounds converge to an infinite-dimensional analogue of the tracial
polynomial optimization problem, and under certain conditions we even recover the
finite-dimensional optimum.
4.1 Linear functionals on the space of polynomials
4.1.1 Basic notions
Noncommutative polynomials. We denote the set of all words in the symbols
x1, . . . , xn by 〈x〉 = 〈x1, . . . , xn〉, where the empty word is denoted by 1. We do not
assume any commutativity here, so for instance x1x
2
2, x
2
2x1 and x2x1x2 are distinct
words in 〈x〉. This is a semigroup with involution, where the binary operation is
concatenation, and the involution of a word w ∈ 〈x〉 is the word w∗ obtained by
reversing the order of the symbols in w. In particular, this means we assume that
x∗i = xi holds for all symbols i. The set of all real linear combinations of these words
is denoted by R〈x〉, and its elements are called noncommutative polynomials. The
involution w 7→ w∗ extends to R〈x〉 by linearity. In this way R〈x〉 is a ∗-algebra.
A polynomial p ∈ R〈x〉 is called symmetric if p∗ = p and SymR〈x〉 denotes the
set of symmetric polynomials.1 The degree (or length) of a word w ∈ 〈x〉 is the
number of symbols composing it, denoted as |w| or deg(w), and the degree of a
polynomial p =
∑
w pww ∈ R〈x〉 is the maximum degree of a word w with pw 6= 0.
Given t ∈ N ∪ {∞}, we let 〈x〉t be the set of words w of degree |w| ≤ t, so that
〈x〉∞ = 〈x〉, and R〈x〉t is the real vector space of noncommutative polynomials p of
1In quantum information theory it is more common to call a function symmetric if its value
remains unchanged whenever its input is permuted. The two notions are not the same.
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degree deg(p) ≤ t. Given t ∈ N, we let 〈x〉=t be the set of words of degree exactly
equal to t.
For a set S ⊆ SymR〈x〉 and t ∈ N ∪ {∞}, the truncated quadratic module at
degree 2t associated to S, denoted M2t(S), is defined as the cone generated by all
polynomials p∗gp ∈ R〈x〉2t with g ∈ S ∪ {1}:
M2t(S) = cone
{
p∗gp : p ∈ R〈x〉, g ∈ S ∪ {1}, deg(p∗gp) ≤ 2t
}
. (4.2)
Notice that M2t(S) in particular includes all polynomials of the form p∗p, the
so-called Hermitian squares.
Likewise, for a set T ⊆ R〈x〉, we can define the truncated left ideal at degree
2t, denoted by I2t(T ), as the vector space spanned by all polynomials ph ∈ R〈x〉2t
with h ∈ T :
I2t(T ) = span
{
ph : p ∈ R〈x〉, h ∈ T, deg(ph) ≤ 2t}. (4.3)
We say that the Minkowski sum M(S) + I(T ) is Archimedean when there exists a
scalar R > 0 such that
R−
n∑
i=1
x2i ∈M(S) + I(T ). (4.4)
Linear functionals. Throughout we are interested in the space R〈x〉∗t of real-
valued linear functionals on R〈x〉t. We list some basic definitions: A linear func-
tional L ∈ R〈x〉∗t is symmetric if L(w) = L(w∗) for all w ∈ 〈x〉t and tracial if
L(ww′) = L(w′w) for all w,w′ ∈ 〈x〉t. A linear functional L ∈ R〈x〉∗2t is said to
be positive if L(p∗p) ≥ 0 for all p ∈ R〈x〉t. Many properties of a linear functional
L ∈ R〈x〉∗2t can be expressed as properties of its associated moment matrix (also
known as its Hankel matrix). For L ∈ R〈x〉∗2t we define its associated moment
matrix, which has rows and columns indexed by words in 〈x〉t, by
Mt(L)w,w′ = L(w
∗w′) for w,w′ ∈ 〈x〉t,
and as usual we set M(L) = M∞(L). Notice that |〈x〉t| =
∑t
k=0 n
k = n
t+1−1
n−1
and therefore the moment matrix is an n
t+1−1
n−1 × n
t+1−1
n−1 matrix. Properties of L
correspond to properties of Mt(L). In particular, L is symmetric if and only if
Mt(L) is symmetric, and L is positive if and only if Mt(L) is positive semidefinite.
In fact, one can even express nonnegativity of a linear form L ∈ R〈x〉∗2t onM2t(S) in
terms of certain associated positive semidefinite moment matrices. For this, given a
polynomial g ∈ R〈x〉, define the linear form gL ∈ R〈x〉∗2t−deg(g) by (gL)(p) = L(gp).
Then we have
L(p∗gp) ≥ 0 for all p ∈ R〈x〉t−dg ⇐⇒ Mt−dg (gL)  0, (dg = ddeg(g)/2e),
and thus L ≥ 0 onM2t(S) if and only ifMt−dg (gL)  0 for all g ∈ S∪{1}. Similarly,
we can express the condition L = 0 on I2t(T ) by enforcing linear equalities on the
entries of Mt(L).
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The moment matrix also allows us to define a property called flatness. For
t, δ ∈ N, δ ≤ t, a linear functional L ∈ R〈x〉∗2t is called δ-flat if the rank of Mt(L) is
equal to that of its principal submatrix indexed by the words in 〈x〉t−δ, that is,
rank(Mt(L)) = rank(Mt−δ(L)). (4.5)
We call L flat if it is δ-flat for some δ ≥ 1. When t =∞, L is said to be flat when
rank(M(L)) < ∞, which is equivalent to rank(M(L)) = rank(Ms(L)) for some
s ∈ N.
A key example of a linear functional on R〈x〉 is given by the trace evaluation at
a given matrix tuple X = (X1, . . . , Xn) ∈ (Hd)n:
p ∈ R〈x〉 7→ Tr(p(X)).
Here p(X) denotes the matrix obtained by substituting xi by Xi in p, and through-
out Tr(·) denotes the usual matrix trace, which satisfies Tr(I) = d where I is the
identity matrix in Hd. We mention in passing that we use tr(·) to denote the
normalized matrix trace, which satisfies tr(I) = 1 for I ∈ Hd. The trace evalua-
tion provides a linear functional that is symmetric (Tr(p(X)) = Tr(p∗(X))), tracial
(Tr(p(X)q(X)) = Tr(q(X)p(X))), and positive (Tr(p∗(X)p(X)) ≥ 0). Moreover,
the trace evaluation functional is flat, since the matrix algebra Cd×d is finite-
dimensional. Throughout, we use LX to denote the real part of the above functional,
that is, LX denotes the linear form on R〈x〉 defined by
LX(p) = Re(Tr(p(X1, . . . , Xn))) for p ∈ R〈x〉. (4.6)
Observe that LX too is a symmetric tracial positive linear functional on R〈x〉.
Moreover, LX is nonnegative on M(S) if the matrix tuple X is taken from the
matrix positivity domain D(S) associated to the finite set S ⊆ SymR〈x〉, defined
as
D(S) =
⋃
d≥1
{
X = (X1, . . . , Xn) ∈ (Hd)n : g(X)  0 for all g ∈ S
}
. (4.7)
Similarly, the linear functional LX is zero on I(T ) if the matrix tuple X is taken
from the matrix variety V(T ) associated to the finite set T ⊆ R〈x〉, defined as
V(T ) =
⋃
d≥1
{
X ∈ (Hd)n : h(X) = 0 for all h ∈ T}, (4.8)
4.1.2 C∗-algebras
In the next section we will discuss (flat) linear functionals extensively. In order
to link them to polynomial optimization problems we need to discuss an infinite-
dimensional generalization of matrix algebras, namely C∗-algebras admitting a tra-
cial state. Below we give a brief introduction to the terminology, and we discuss
two useful results of Artin and Wedderburn. We refer to, e.g., the book [Bla06]
for (far) more information about C∗-algebras. In Remark 4.3 below we explain a
connection between C∗-algebras and quantum states.
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A C∗-algebra A can be defined as a norm-closed ∗-subalgebra of the space B(H)
of bounded operators on a complex Hilbert space H.2 Here, the involution ∗ on
B(H) is the usual adjoint operation, and a ∗-subalgebra is a subalgebra that is
closed under taking adjoints. In particular, we have ‖a∗a‖ = ‖a‖2 for all elements
a in the algebra, where ‖ · ‖ is the operator norm in B(H). Such an algebra A is
said to be unital if it contains the identity operator (denoted 1). When H has finite
dimension d this means A is a matrix ∗-algebra, i.e., A is a subalgebra of Cd×d
that is closed under taking complex conjugates. Examples of matrix ∗-algebras
include the full matrix algebra Cd×d or the ∗-algebra generated by given matrices
X1, . . . , Xn ∈ Cd×d, denoted C〈X1, . . . , Xn〉. An algebra is called finite-dimensional
if it is finite-dimensional as a vector space. The following results due to Artin
and Wedderburn (see [Wed64, BEK78]) will be useful in the next section: Any
finite-dimensional C∗-algebra is (∗-isomorphic to) a matrix ∗-algebra containing
the identity, and in turn any such matrix ∗-algebra is isomorphic to a direct sum of
full matrix algebras. We record the latter result for future reference:
Theorem 4.2 ([Wed64, BEK78]). Let A be a complex matrix ∗-subalgebra of Cd×d
containing the identity. Then there exists a unitary matrix U and integers K,mk, nk
for k ∈ [K] such that
UAU∗ =
K⊕
k=1
(Cnk×nk ⊗ Imk) and d =
K∑
k=1
mknk.
An element b in a C∗-algebra A is called positive, denoted b  0, if it is of the
form b = a∗a for some a ∈ A. For finite sets S ⊆ SymR〈x〉 and T ⊆ R〈x〉, the
C∗-algebraic analogues of the matrix positivity domain and matrix variety are the
sets
DA(S) =
{
X = (X1, . . . , Xn) ∈ An : X∗i = Xi for i ∈ [n], g(X)  0 for all g ∈ S
}
,
VA(T ) =
{
X = (X1, . . . , Xn) ∈ An : X∗i = Xi for i ∈ [n], h(X) = 0 for all h ∈ T
}
.
A state τ on a unital C∗-algebra A is a linear form τ : A → C on A that is
positive, i.e., τ(a∗a) ≥ 0 for all a ∈ A, and satisfies τ(1) = 1. Since A is a complex
algebra, every state τ is Hermitian: τ(a) = τ(a∗) for all a ∈ A. We say that
that a state is tracial if τ(ab) = τ(ba) for all a, b ∈ A and faithful if τ(a∗a) = 0
implies a = 0. A useful fact is that on a full matrix algebra Cd×d the normalized
matrix trace is the unique tracial state (see, e.g., [BK12]). Now, given a tuple
X = (X1, . . . , Xn) ∈ An in a C∗-algebra A with tracial state τ , the second key
example of a symmetric tracial positive linear functional on R〈x〉 is given by the
trace evaluation map, which we again denote by LX and is defined by
LX(p) = τ(p(X1, . . . , Xn)) for all p ∈ R〈x〉.
2There is another, more abstract, definition of a C∗-algebra. The Gelfand-Naimark theorem
states that the two definitions are equivalent (see, e.g., [Bla06, II.6.4.10]). We chose to work with
the one that is closest to our applications.
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Remark 4.3. We have introduced two types of states: quantum states and states
on a unital C∗-algebra. The similarity in terminology is not a coincidence, as we
will now explain. We defined a quantum state as a unit vector ψ on a (separable)
Hilbert space H. As we have mentioned In Section 3.1, to a quantum state we
can associate a linear functional τ : B(H) → C on the C∗-algebra B(H) by setting
τ(A) = 〈ψ,Aψ〉. One can easily verify that τ is a state on B(H). As it turns out,
to each state on a C∗-algebra we can also associate a quantum state. The theorem
below is a formulation that can be found, e.g., in the book [KR97, Thm. 4.5.2].
Theorem 4.4. If τ is a state on a unital C∗-algebra A, then there exists a cyclic
representation pi of A on a Hilbert space H, and a unit cyclic vector v such that
τ(A) = 〈v, pi(A)v〉 for all A ∈ A.3
The proof of this statement relies on the Gelfand-Naimark-Segal construction
that we will see in the next section.
In fact, the study of C∗-algebras was (initially) motivated by its connection to
quantum mechanics. In particular, through Heisenberg’s “matrix mechanics” and
the consecutive work of von Neumann. See for instance the introduction of the
book [BR87] for a discussion on this connection.
4.1.3 Flat extensions and representations of linear forms
In the previous section we have seen that the key examples of symmetric tracial lin-
ear functionals on R〈x〉2t are trace evaluations at elements of a (finite-dimensional)
C∗-algebra. In this section we present some results that provide conditions under
which, conversely, a symmetric tracial linear functional on R〈x〉2t (t ∈ N ∪ {∞})
that is nonnegative on M(S) and zero on I(T ) arises from trace evaluations at
elements in the intersection of the C∗-algebraic analogues of the matrix positivity
domain of S (DA(S)) and the matrix variety of T (VA(T )). In Theorem 4.5 and
Theorem 4.6 below we first consider the case t = ∞ and then in Theorem 4.7 we
consider the finite case: t ∈ N.
The proofs of Theorem 4.5 and Theorem 4.6 use a classical Gelfand–Naimark–
Segal (GNS) construction. In these proofs it is convenient to work with the concept
of the null space of a linear functional L ∈ R〈x〉∗2t, which is defined as the vector
space
Nt(L) =
{
p ∈ R〈x〉t : L(qp) = 0 for all q ∈ R〈x〉t
}
.
We use the notation N(L) = N∞(L) for the nontruncated null space. Recall that
Mt(L) is the moment matrix associated to L, its rows and columns are indexed
by words in 〈x〉t, and its entries are given by Mt(L)w,w′ = L(w∗w′) for words
w,w′ ∈ 〈x〉t. The null space of L can therefore be identified with the kernel of
Mt(L): A polynomial p =
∑
w∈〈x〉t cww belongs to Nt(L) if and only if its coefficient
vector (cw) belongs to the kernel of Mt(L).
In Section 4.1.1 we defined a linear functional L ∈ R〈x〉∗2t to be δ-flat based
on the rank stabilization property (4.5) of its moment matrix: rank(Mt(L)) =
3A representation pi : A → B(H) is cyclic if there exists a unit vector v such that the set
{pi(A)v : A ∈ A} is dense in H. Such a vector v is called a unit cyclic vector.
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rank(Mt−δ(L)). This definition can be reformulated in terms of a decomposition of
the corresponding polynomial space using the null space: the form L is δ-flat if and
only if
R〈x〉t = R〈x〉t−δ +Nt(L).
Recall that L is said to be flat if it is δ-flat for some δ ≥ 1. Finally, in the
nontruncated case (t = ∞) L was called flat if rank(M(L)) < ∞. We can now
see that rank(M(L)) < ∞ if and only if there exists an integer s ∈ N such that
R〈x〉 = R〈x〉s +N(L).
Theorem 4.5 below is implicit in several works (see, e.g., [NPA12, BKP16]). Here
we assume that the Minkowski sum M(S) + I(T ) is Archimedean, which we recall
means that there exists a scalar R > 0 such that
R−
n∑
i=1
x2i ∈M(S) + I(T ). (4.4)
Archimedeanity is only required to prove the implication (1)⇒ (2).
Theorem 4.5. Let S ⊆ SymR〈x〉 and T ⊆ R〈x〉 with M(S) + I(T ) Archimedean.
Given a linear form L ∈ R〈x〉∗, the following are equivalent:
(1) L is symmetric, tracial, nonnegative on M(S), zero on I(T ), and L(1) = 1;
(2) there is a unital C∗-algebra A with tracial state τ and X ∈ DA(S) ∩ VA(T )
with
L(p) = τ(p(X)) for all p ∈ R〈x〉. (4.9)
Proof. We first prove the easy direction (2)⇒ (1): We have
L(p∗) = τ(p∗(X)) = τ(p(X)∗) = τ(p(X)) = L(p) = L(p),
where we use that τ is Hermitian and X∗i = Xi for i ∈ [n]. Moreover, L is tracial
since τ is tracial. In addition, for g ∈ S ∪ {1} and p ∈ R〈x〉 we have
L(p∗gp) = τ(p∗(X)g(X)p(X)) = τ(p(X)∗g(X)p(X)) ≥ 0,
since g(X) is positive in A as X ∈ DA(S) and τ is positive. Similarly L(hq) =
τ(h(X)q(X)) = 0 for all h ∈ T , since X ∈ VA(T).
We show (1) ⇒ (2) by applying a GNS construction. Consider the quotient
vector space R〈x〉/N(L), and denote the equivalence class of p in R〈x〉/N(L) by p.
We can equip this quotient with the inner product 〈p, q〉 = L(p∗q) for p, q ∈ R〈x〉,
so that the completion H of R〈x〉/N(L) is a separable Hilbert space. As N(L) is a
left ideal in R〈x〉, the operator
Xi : R〈x〉/N(L)→ R〈x〉/N(L), p 7→ xip (4.10)
is well defined. We have
〈Xi p, q〉 = L((xip)∗q) = L(p∗xiq) = 〈p,Xiq〉 for all p, q ∈ R〈x〉,
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so the Xi are self-adjoint. Since g ∈ S ∪ {1} is assumed to be symmetric and
〈p, g(X)p〉 = 〈p, gp〉 = L(p∗gp) ≥ 0 for all p we have g(X)  0. By the Archimedean
condition (4.4), there exists an R > 0 such that R−∑ni=1 x2i ∈M(S)+I(T ). Using
R− x2i = (R−
∑n
j=1 x
2
j ) +
∑
j 6=i x
2
j ∈M(S) + I(T ) we get
〈Xip,Xip〉 = L(p∗x2i p) ≤ R · L(p∗p) = R〈p, p〉 for all p ∈ R〈x〉.
So each Xi extends to a bounded self-adjoint operator, also denoted Xi, on the
Hilbert space H such that g(X) is positive for all g ∈ S ∪ {1}. Moreover, we have
〈f, h(X)1〉 = L(f∗h) = 0 for all f ∈ R〈x〉, h ∈ T .
The operators Xi ∈ B(H) extend to self-adjoint operators in B(C⊗R H), where
C ⊗R H is the complexification of H. Let A be the unital C∗-algebra obtained
by taking the operator norm closure of R〈X〉 ⊆ B(C ⊗R H). It follows that X ∈
DA(S) ∩ VA(T ).
Define the state τ on A by τ(a) = 〈1, a1〉 for a ∈ A. For all p, q ∈ R〈x〉 we have
τ(p(X)q(X)) = 〈1, p(X)q(X)1〉 = 〈1, pq〉 = L(pq), (4.11)
so that the restriction of τ to R〈X〉 is tracial. Since R〈X〉 is dense in A in the
operator norm, this implies τ is tracial.
To conclude the proof, observe that Equation (4.9) follows from Equation (4.11)
by taking q = 1.
The next result can be seen as a finite-dimensional analogue of the above result,
where we do not needM(S) +I(T ) to be Archimedean, but instead we assume the
rank of M(L) to be finite (i.e., L to be flat). In addition to the Gelfand–Naimark–
Segal construction, the proof uses Artin–Wedderburn theory. For the unconstrained
case the proof of this result can be found in [BK12], and in [BKP16, KP16] this
result is extended to the constrained case. Recall that D(S),V(T ), and their C∗-
algebraic analogues have been defined in Equations (4.7), (4.8), and Section 4.1.2
respectively.
Theorem 4.6. For S ⊆ SymR〈x〉, T ⊆ R〈x〉, and L ∈ R〈x〉∗, the following are
equivalent:
(1) L is a symmetric, tracial, linear form with L(1) = 1 that is nonnegative on
M(S), zero on I(T ), and has rank(M(L)) <∞;
(2) there is a finite-dimensional C∗-algebra A with a tracial state τ , and a tuple
X ∈ DA(S) ∩ VA(T ) satisfying Equation (4.9);
(3) L is a convex combination of normalized trace evaluations at points in the set
D(S) ∩ V(T ).
Proof. ((1) ⇒ (2)) Here we can follow the proof of Theorem 4.5, with the ex-
tra observation that the condition rank(M(L)) < ∞ implies that the quotient
space R〈x〉/N(L) is finite-dimensional. Since R〈x〉/N(L) is finite-dimensional, the
multiplication operators are bounded, and the constructed C∗-algebra A is finite-
dimensional.
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((2) ⇒ (3)) By Artin-Wedderburn theory there exists a ∗-isomorphism
ϕ : A →
M⊕
m=1
Cdm×dm for some M ∈ N, d1, . . . , dM ∈ N.
Define the ∗-homomorphisms ϕm : A → Cdm×dm for m ∈ [M ] by ϕ = ⊕Mm=1ϕm.
Then, for each m ∈ [M ], the map Cdm×dm → C defined by X 7→ τ(ϕ−1m (X)) is a
positive tracial linear form, and hence it is a nonnegative multiple λmtr(·) of the
normalized matrix trace (since, for a full matrix algebra, the normalized trace is
the unique tracial state). Then we have τ(a) =
∑
m λm tr(ϕm(a)) for all a ∈ A.
So τ(·) = ∑m λmtr(·) for nonnegative scalars λm with ∑m λm = L(1) = 1. By
defining the matrices Xmi = ϕm(Xi) for m ∈ [M ], we get
L(p) = τ(p(X1, . . . , Xn)) =
M∑
m=1
λm tr(p(X
m
1 , . . . , X
m
n )) for all p ∈ R〈x〉.
Since ϕm is a ∗-homomorphism we have g(Xm1 , . . . , Xmn )  0 for all g ∈ S∪{1} and
also h(Xm1 , . . . , X
m
n ) = 0 for all h ∈ T , which shows (Xm1 , . . . , Xmn ) ∈ D(S)∩ V(T ).
((3) ⇒ (1)) If L is a convex combination of normalized trace evaluations at
elements from D(S) ∩ V(T ), then L is symmetric, tracial, nonnegative on M(S),
zero on I(T ), and satisfies rank(M(L)) < ∞ because the moment matrix of any
trace evaluation has finite rank. Moreover L(1) = 1.
The previous two theorems were about linear functionals defined on the full
space of noncommutative polynomials. The following result claims that a flat lin-
ear functional on a truncated polynomial space can be extended to a flat linear
functional on the full space of polynomials while preserving the same positivity
properties. It is due to Curto and Fialkow [CF96] in the commutative case and
extensions to the noncommutative case can be found in [PNA10] (for eigenvalue
optimization) and [BK12] (for trace optimization).
Theorem 4.7. Let 1 ≤ δ ≤ t <∞, S ⊆ SymR〈x〉2δ, and T ⊆ R〈x〉2δ. Suppose L ∈
R〈x〉∗2t is symmetric, tracial, δ-flat, nonnegative on M2t(S), and zero on I2t(T ).
Then L extends to a symmetric, tracial, linear form on R〈x〉 that is nonnegative on
M(S), zero on I(T ), and whose moment matrix has finite rank.
Proof. Let W ⊆ 〈x〉t−δ index a maximum nonsingular submatrix of Mt−δ(L), and
let span(W ) be the linear space spanned by W . We have the vector space direct
sum
R〈x〉t = span(W )⊕Nt(L). (4.12)
That is, for each u ∈ 〈x〉t there exists a unique ru ∈ span(W ) such that u − ru ∈
Nt(L).
We first construct the (unique) symmetric flat extension Lˆ ∈ R〈x〉2t+2 of L. For
this we set Lˆ(p) = L(p) for deg(p) ≤ 2t, and we set
Lˆ(u∗xiv) = L(u∗xirv) and Lˆ((xiu)∗xjv) = L((xiru)∗xjrv)
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for all i, j ∈ [n] and u, v ∈ 〈x〉 with |u| = |v| = t. One can verify that Lˆ is symmetric
and satisfies xi(u−ru) ∈ Nt+1(Lˆ) for all i ∈ [n] and u ∈ R〈x〉t, from which it follows
that Lˆ is 2-flat.
We also have (u − ru)xi ∈ Nt+1(Lˆ) for all i ∈ [n] and u ∈ R〈x〉t: Since Lˆ
is 2-flat, we have (u − ru)xi ∈ Nt+1(Lˆ) if and only if Lˆ(p(u − ru)xi) = 0 for all
p ∈ R〈x〉t−1. By using deg(xip) ≤ t, L is tracial, and u − ru ∈ Nt(L), we get
Lˆ(p(u− ru)xi) = L(p(u− ru)xi) = L(xip(u− ru)) = 0.
By consecutively using (v − rv)xj ∈ Nt+1(Lˆ), symmetry of Lˆ, xi(u − ru) ∈
Nt+1(Lˆ), and again symmetry of Lˆ, we see that
Lˆ((xiu)
∗vxj) = Lˆ((xiu)∗rvxj) = Lˆ((rvxj)∗xiu)
= Lˆ((rvxj)
∗xiru) = Lˆ((xiru)∗rvxj), (4.13)
and in an analogous way one can show
Lˆ((uxi)
∗xjv) = Lˆ((ruxi)∗xjrv). (4.14)
We can now show that Lˆ is tracial. We do this by showing that Lˆ(wxj) =
Lˆ(xjw) for all w with deg(w) ≤ 2t + 1. Notice that when deg(w) ≤ 2t − 1 the
statement follows from the fact that Lˆ is an extension of L. Suppose w = u∗v with
deg(u) = t+ 1 and deg(v) ≤ t. We write u = xiu′, and we let ru′ , rv ∈ R〈x〉t−1 be
such that u′ − ru′ , v − rv ∈ Nt(L). We then have
Lˆ(wxj) = Lˆ(u
∗vxj) = Lˆ((xiu′)∗vxj)
= Lˆ((xiru′)
∗rvxj) by (4.13)
= L((xiru′)
∗rvxj) since deg(xiru′rvxj) ≤ 2t
= L((ru′xj)
∗xirv) since L is tracial
= Lˆ((ru′xj)
∗xirv) since deg((ru′xj)∗xirv) ≤ 2t
= Lˆ((u′xj)∗xiv) by (4.14)
= Lˆ(xjw).
It follows that Lˆ is a symmetric tracial flat extension of L, and rank(M(Lˆ)) =
rank(M(L)).
Next, we iterate the above procedure to extend L to a symmetric tracial linear
functional Lˆ ∈ R〈x〉∗. It remains to show that Lˆ is nonnegative on M(S) and zero
on I(T ). For this we make two observations:
(i) I(Nt(L)) ⊆ N(Lˆ).
(ii) R〈x〉 = span(W )⊕ I(Nt(L)).
For (i) we use the (easy to check) fact that Nt(L) = span({u − ru : u ∈ 〈x〉t}).
Then it suffices to show that w(u − ru) ∈ N(Lˆ) for all w ∈ 〈x〉, which can be
done using induction on |w|. From (i) one easily deduces that span(W ) ∩N(Lˆ) =
{0}, so we have the direct sum span(W ) ⊕ I(Nt(L)). The claim (ii) follows using
induction on the length of w ∈ 〈x〉: The base case w ∈ 〈x〉t follows from (4.12).
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Let w = xiv ∈ 〈x〉 and assume v ∈ span(W )⊕I(Nt(L)), that is, v = rv + qv where
rv ∈ span(W ) and qv ∈ I(Nt(L)). We have xiv = xirv + xiqv so it suffices to show
xirv, xiqv ∈ span(W ) ⊕ I(Nt(L)). Clearly xiqv ∈ I(Nt(L)), since qv ∈ I(Nt(L)).
Also, observe that xirv ∈ R〈x〉t and therefore xirv ∈ span(W )⊕I(Nt(L)) by (4.12).
We conclude the proof by showing that Lˆ is nonnegative on M(S) and zero
on I(T ). Let g ∈ M(S), h ∈ I(T ), and p ∈ R〈x〉. For p ∈ R〈x〉 we extend the
definition of rp so that rp ∈ span(W ) and p − rp ∈ I(Nt(L)), which is possible by
(ii). Then,
Lˆ(p∗gp)
(i)
= Lˆ(p∗grp) = Lˆ(r∗pgp)
(i)
= Lˆ(r∗pgrp) = L(r
∗
pgrp) ≥ 0,
Lˆ(p∗h) = Lˆ(h∗p)
(i)
= Lˆ(h∗rp) = Lˆ(rph) = L(rph) = 0,
where we use deg(r∗pgrp) ≤ 2(t− δ) + 2δ = 2t and deg(rph) ≤ (t− δ) + 2δ ≤ 2t.
Combining Theorem 4.6 and Theorem 4.7 gives the following result, which shows
that a flat linear form can be extended to a conic combination of trace evaluation
maps. It was first proven in [KP16, Proposition 6.1] (and in [BK12] for the uncon-
strained case).
Corollary 4.8. Let 1 ≤ δ ≤ t < ∞, S ⊆ SymR〈x〉2δ, and T ⊆ R〈x〉2δ. If
L ∈ R〈x〉∗2t is symmetric, tracial, δ-flat, nonnegative on M2t(S), and zero on
I2t(T ), then it extends to a conic combination of trace evaluations at elements
of D(S) ∩ V(T ).
4.1.4 Specialization to the commutative setting
The material from Section 4.1.3 can be adapted to the commutative setting. In
the commutative setting the variables (symbols) x1, . . . , xn are assumed to pairwise
commute. Throughout [x] denotes the set of monomials in x1, . . . , xn, i.e., the com-
mutative analogue of 〈x〉. Observe that there are far fewer commutative monomials
than noncommutative monomials:
|[x]t| =
(
n
≤ t
)
=
t∑
k=0
(
n
k
)
≤ n
t+1 − 1
n− 1 = |〈x〉t|.
The moment matrix Mt(L) of a linear form L ∈ R[x]∗2t is now indexed by the
monomials in [x]t, where we set Mt(L)w,w′ = L(ww
′) for w,w′ ∈ [x]t. Due to the
commutativity of the variables, this matrix is smaller and more entries are now
required to be equal. For instance, the (x2x1, x3x4)-entry of M2(L) is equal to its
(x3x1, x2x4)-entry, which does not hold in general in the noncommutative case.
Given a ∈ Rn, the evaluation map at a is the linear map La ∈ R[x]∗ defined by
La(p) = p(a1, . . . , an) for all p ∈ R[x]. (4.15)
We can view La as a trace evaluation at 1×1 matrices. Moreover, we can view a trace
evaluation map at a tuple of pairwise commuting matrices as a conic combination
of evaluation maps at scalars by simultaneously diagonalizing the matrices.
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The quadratic moduleM(S) and the ideal I(T ) have immediate specializations
to the commutative setting. We recall that in the commutative setting the (scalar)
positivity domain and scalar variety of sets S, T ⊆ R[x] are given by
D(S) =
{
a ∈ Rn : g(a) ≥ 0 for g ∈ S}, V (T ) = {a ∈ Rn : h(a) = 0 for h ∈ T}.4
(4.16)
We first give the commutative analogue of Theorem 4.5, where we give an addi-
tional integral representation in point (3). The equivalence of points (1) and (3) is
proved in [Put93] based on Putinar’s Positivstellensatz. Here we give a direct proof
on the “moment side” using the Gelfand representation.
Theorem 4.9. Let S, T ⊆ R[x] with M(S) + I(T ) Archimedean. For L ∈ R[x]∗,
the following are equivalent:
(1) L is nonnegative on M(S), zero on I(T ), and L(1) = 1;
(2) there exists a unital commutative C∗-algebra A with a state τ and X ∈ DA(S)∩
VA(T ) such that L(p) = τ(p(X)) for all p ∈ R[x];
(3) there exists a probability measure µ on D(S) ∩ V (T ) such that
L(p) =
∫
D(S)∩V (T )
p(x) dµ(x) for all p ∈ R[x].
Proof. ((1) ⇒ (2)) This is the commutative analogue of the implication (1) ⇒ (2)
in Theorem 4.5 (observing in addition that the operators Xi in (4.10) pairwise
commute so that the constructed C∗-algebra A is commutative).
((2) ⇒ (3)) Let Â denote the set of unital ∗-homomorphisms A → C, known as
the spectrum of A. We equip Â with the weak-∗ topology, so that it is compact as
a result of A being unital (see, e.g., [Bla06, II.2.1.4]). The Gelfand representation
is the ∗-isomorphism
Γ: A → C(Â), Γ(a)(φ) = φ(a) for a ∈ A, φ ∈ Â,
where C(Â) is the set of complex-valued continuous functions on Â. Since Γ is an
isomorphism, the state τ on A induces a state τ ′ on C(Â) defined by τ ′(Γ(a)) = τ(a)
for a ∈ A. By the Riesz representation theorem (see, e.g., [Rud87, Theorem 2.14])
there is a Radon measure ν on Â such that
τ ′(Γ(a)) =
∫
Â
Γ(a)(φ) dν(φ) for all a ∈ A.
We then have
L(p) = τ(p(X)) = τ ′(Γ(p(X))) =
∫
Â
Γ(p(X))(φ) dν(φ) =
∫
Â
φ(p(X)) dν(φ)
=
∫
Â
p(φ(X1), . . . , φ(Xn)) dν(φ) =
∫
Â
p(f(φ)) dν(φ) =
∫
Rn
p(x) dµ(x),
4Note that in the commutative setting we could avoid using the variety since V (T ) = D(±T ).
However, in the noncommutative setting, the polynomials in T need not be symmetric in which
case the quadratic module D(±T ) would not be well defined.
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where f : Â → Rn is defined by φ 7→ (φ(X1), . . . , φ(Xn)), and where µ = f∗ν is the
pushforward measure of ν by f ; that is, µ(B) = ν(f−1(B)) for measurable B ⊆ Rn.
Since X ∈ DA(S), we have g(X)  0 for all g ∈ S, hence Γ(g(X)) is a positive
element of C(Â), implying g(φ(X1), . . . , φ(Xn)) = φ(g(X)) = Γ(g(X))(φ) ≥ 0.
Similarly we see h(φ(X1), . . . , φ(Xn)) = 0 for all h ∈ T . So, the range of f is
contained in D(S)∩V (T ), µ is a probability measure on D(S)∩V (T ) since L(1) = 1,
and we have L(p) =
∫
D(S)∩V (T ) p(x) dµ(x) for all p ∈ R[x].
((3) ⇒ (1)) This is immediate.
We point out that the more common proof for the implication (1)⇒ (3) in Theo-
rem 4.9 relies on Putinar’s Positivstellensatz [Put93]: if L satisfies (1) then L(p) ≥ 0
for all polynomials p nonnegative on D(S)∩V (T ) (since Putinar’s Positivstellensatz
shows p+ ε ∈M(S) + I(T ) for any ε > 0), and thus L has a representing measure
µ as in (3) by the Riesz-Haviland theorem [Hav36].
The following is the commutative analogue of Theorem 4.6.
Theorem 4.10. For S ⊆ R[x], T ⊆ R[x], and L ∈ R[x]∗, the following are equiva-
lent:
(1) L is nonnegative on M(S), zero on I(T ), has rank(M(L)) <∞, and satisfies
L(1) = 1;
(2) there is a finite-dimensional commutative C∗-algebra A with a state τ , and
X ∈ DA(S) ∩ VA(T ) such that L(p) = τ(p(X)) for all p ∈ R[x];
(3) L is a convex combination of evaluations at points in D(S) ∩ V (T ).
Proof. ((1) ⇒ (2)) We indicate how to derive this claim from its noncommutative
analogue. For this denote the commutative version of p ∈ R〈x〉 by pc ∈ R[x]. For
any g ∈ S and h ∈ T , select symmetric polynomials g′, h′ ∈ R〈x〉 with (g′)c = g
and (h′)c = h, and set
S′ =
{
g′ : g ∈ S} ⊆ R〈x〉
and
T ′ =
{
h′ : h ∈ T} ∪ {xixj − xjxi ∈ R〈x〉 : i, j ∈ [n], i 6= j} ⊆ R〈x〉.
Define the linear form L′ ∈ R〈x〉∗ by L′(p) = L(pc) for p ∈ R〈x〉. Then L′ is sym-
metric, tracial, nonnegative on M(S′), zero on I(T ′), and satisfies rankM(L′) =
rankM(L) <∞. Following the proof of the implication (1) ⇒ (2) in Theorem 4.5,
we see that the operators X1, . . . , Xn pairwise commute (since X ∈ VA(T ′) and T ′
contains all xixj−xjxi) and thus the constructed C∗-algebra A is finite-dimensional
and commutative.
((2) ⇒ (3)) Here we follow the proof of this implication in Theorem 4.6 and
observe that since A is finite-dimensional and commutative, it is ∗-isomorphic to
an algebra of diagonal matrices (dm = 1 for all m ∈ [M ]), which directly gives the
desired result.
((3) ⇒ (1)) is easy.
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The next result, due to Curto and Fialkow [CF96], is the commutative analogue
of Corollary 4.8.
Theorem 4.11. Let 1 ≤ δ ≤ t < ∞ and S, T ⊆ R[x]2δ. If L ∈ R[x]∗2t is δ-flat,
nonnegative onM2t(S), and zero on I2t(T ), then L extends to a conic combination
of evaluation maps at points in D(S) ∩ V (T ).
Proof. Here too we derive the result from its noncommutative analogue in Corol-
lary 4.8. As in the above proof for the implication (1) =⇒ (2) in Theorem 4.10,
define the sets S′, T ′ ⊆ R〈x〉 and the linear form L′ ∈ R〈x〉∗2t by L′(p) = L(pc)
for p ∈ R〈x〉2t. Then L′ is symmetric, tracial, nonnegative on M2t(S′), zero on
I2t(T ′), and δ-flat. By Corollary 4.8, L′ is a conic combination of trace evalua-
tion maps at elements of D(S′) ∩ V(T ′). It suffices now to observe that such a
trace evaluation LX is a conic combination of (scalar) evaluations at elements of
D(S)∩V (T ). Indeed, as X ∈ V(T ′), the matrices X1, . . . , Xn pairwise commute and
thus can be assumed to be diagonal. Since X ∈ D(S′) ∩ V(T ′), we have g(X)  0
for g′ ∈ S′ and h′(X) = 0 for h′ ∈ T ′. This implies g((X1)jj , . . . , (Xn)jj) ≥ 0 and
h((X1)jj , . . . , (Xn)jj) = 0 for all g ∈ S, h ∈ T , and j ∈ [d]. Thus LX =
∑
j Lrj ,
where rj = ((X1)jj , . . . , (Xn)jj) ∈ D(S) ∩ V (T ).
Unlike in the noncommutative setting, here we also have the following result,
which permits to express any linear functional L nonnegative on an Archimedean
quadratic module as a conic combination of evaluations at points, when restricting
L to polynomials of bounded degree.
Theorem 4.12. Let S, T ⊆ R[x] such that M(S) + I(T ) is Archimedean. If L ∈
R[x]∗ is nonnegative on M(S) and zero on I(T ), then for any integer k ∈ N the
restriction of L to R[x]k extends to a conic combination of evaluations at points in
D(S) ∩ V (T ).
Proof. By Theorem 4.9 there exists a probability measure µ on D(S) such that
L(p) = L(1)
∫
D(S)∩V (T )
p(x) dµ(x) for all p ∈ R[x].
A general version of Tchakaloff’s theorem, as explained in [BT06], shows that there
exist r ∈ N, scalars λ1, . . . , λr > 0 and points x1, . . . , xr ∈ D(S) such that∫
D(S)∩V (T )
p(x) dµ(x) =
r∑
i=1
λip(xi) for all p ∈ R[x]k.
Hence the restriction of L to R[x]k extends to a conic combination of evaluations
at points in D(S).
4.2 Commutative and tracial polynomial optimization
We briefly discuss here the basic polynomial optimization problems in the com-
mutative and tracial settings. We recall how to design hierarchies of semidefinite
programming based bounds and we give their main convergence properties.
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The classical commutative polynomial optimization problem asks to minimize a
polynomial f ∈ R[x] over a feasible region of the form D(S) as defined in (4.16):
f∗ = infa∈D(S)f(a) = inf
{
f(a) : a ∈ Rn, g(a) ≥ 0 for g ∈ S}. (4.17)
In tracial polynomial optimization, given f ∈ SymR〈x〉, this is modified to the
problem of minimizing tr(f(X)) over a feasible region of the form D(S) ∩ V(T ) (as
defined in (4.7) and (4.8)):
f tr∗ = inf
{
tr(f(X)) : d ∈ N, X ∈ (Hd)n,
g(X)  0 for g ∈ S, h(X) = 0 for h ∈ T},
where tr(·) is the normalized trace. Observe that the infimum does not change if
we replace Hd by Sd in view of the embedding of Hd into S2d that we have seen in
Equation (2.1). Commutative polynomial optimization is recovered by restricting
to 1× 1 matrices.
For the commutative case, Lasserre [Las01] and Parrilo [Par00] have proposed
hierarchies of semidefinite programming relaxations based on sums of squares of
polynomials and the dual theory of moments. This approach has been extended
to eigenvalue optimization in [PNA10, NPA12] and later to tracial optimization
in [BCKP13, KP16]. The starting point in deriving these relaxations is to refor-
mulate the above problems as minimizing L(f) over all normalized trace evalua-
tion maps L at points in D(S) or D(S) ∩ V(T ). We then express computationally
tractable properties satisfied by such maps L and truncate to polynomials of finite
degree t. Notice that in the commutative setting we do not need to work with the
variety V (T ), since V (T ) = D(T ∪ −T ).
For a set S ⊆ R[x] and t ∈ N ∪ {∞}, recall the (truncated) quadratic module:
M2t(S) = cone
{
gp2 : p ∈ R[x], g ∈ S ∪ {1}, deg(gp2) ≤ 2t}. (4.18)
For a polynomial f ∈ R[x] and t ≥ ddeg(f)/2e we can use the quadratic module to
formulate the following semidefinite programming lower bound on f∗:
ft = inf
{
L(f) : L ∈ R[x]∗2t, L(1) = 1, L ≥ 0 on M2t(S)
}
.
For t ∈ N we have ft ≤ f∞ ≤ f∗.
In the same way, for sets S ∪ {f} ⊆ SymR〈x〉, and T ⊆ R〈x〉, and t ∈ N ∪ {∞}
such that ddeg(f)/2e ≤ t ≤ ∞, we have the following semidefinite programming
lower bound on f tr∗ :
f trt = inf
{
L(f) : L ∈ R〈x〉∗2t tracial and symmetric, L(1) = 1,
L ≥ 0 on M2t(S), L = 0 on I2t(T )
}
,
where we now use definition (4.2) for M2t(S) and (4.3) for I2t(T ).
The next theorem from [Las01] gives fundamental convergence properties for the
commutative case; see also, e.g., [Las09, Lau09] for a detailed exposition.
Theorem 4.13. Let 1 ≤ δ ≤ t <∞ and S ∪ {f} ⊆ R[x]2δ with D(S) 6= ∅.
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(i) If M(S) is Archimedean, then ft → f∞ as t → ∞, the optimal values in f∞
and f∗ are attained, and f∞ = f∗.
(ii) If ft admits an optimal solution L that is δ-flat, then L is a convex combination
of evaluation maps at global minimizers of f in D(S), and ft = f∞ = f∗.
Proof. (i) By repeating the first part of the proof of Theorem 4.14 in the commu-
tative setting we see that ft → f∞ and that the optimum is attained in f∞. Let
L be optimal for f∞ and let k be greater than deg(f) and deg(g) for g ∈ S. By
Theorem 4.12, the restriction of L to R[x]k extends to a conic combination of eval-
uations at points in D(S). It follows that this extension if feasible for f∗ with the
same objective value, which shows f∞ = f∗.
(ii) This follows in the same way as the proof of Theorem 4.14(ii) below, where,
instead of using Corollary 4.8, we now use its commutative analogue, Theorem 4.11.
To discuss convergence for the tracial case we need one more optimization problem:5
f trII1 = inf
{
τ(f(X)) : A is a unital C∗-algebra with tracial state τ,
X ∈ DA(S) ∩ VA(T )
}
. (4.19)
This problem can be seen as an infinite-dimensional analogue of f tr∗ : if we re-
strict to finite-dimensional C∗-algebras in the definition of f trII1 , then we recover
the parameter f tr∗ (use Theorem 4.6 to see this). Moreover, as we see in Theo-
rem 4.14(ii) below, equality f tr∗ = f
tr
II1
holds if some flatness condition is satisfied.
Whether f trII1 = f
tr
∗ is true in general is related to Connes’ embedding conjecture
(see [KS08, KP16, BKP16]).
For all t ∈ N we have
f trt ≤ f trt+1 ≤ f tr∞ ≤ f trII1 ≤ f tr∗ ,
where the last inequality follows by considering for A the full matrix algebra Cd×d.
The next theorem from [KP16] summarizes convergence properties for these param-
eters, its proof uses Lemma 4.15 below.
Theorem 4.14. Let 1 ≤ δ ≤ t <∞, S ∪ {f} ⊆ SymR〈x〉2δ, and T ⊆ R〈x〉2δ, with
D(S) ∩ V(T ) 6= ∅.
(i) If M(S) + I(T ) is Archimedean, then f trt → f tr∞ as t → ∞, and the optimal
values in f tr∞ and f
tr
II1
are attained and equal.
(ii) If f trt has an optimal solution L that is δ-flat, then L is a convex combination
of normalized trace evaluations at matrix tuples in D(S) ∩ V(T ), and f trt =
f tr∞ = f
tr
II1
= f tr∗ .
5The subscript II1 in f trII1 comes from the more usual definition of this parameter using von
Neumann algebras of type II1, see [KP16]. See [GdLL19, App. A] for a short discussion on the
equivalence of the two definitions.
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Proof. We first show (i). As the Minkowski sumM(S)+I(T ) is Archimedean (4.4),
R −∑ni=1 x2i ∈ M2d(S)I2d(T ) for some R > 0 and d ∈ N. Since the bounds f trt
are monotone nondecreasing in t and upper bounded by f tr∞, the limit limt→∞ f
tr
t
exists and it is at most f tr∞.
Fix ε > 0. For t ∈ N let Lt be a feasible solution to the program defining f trt
with value Lt(f) ≤ f trt + ε. As Lt(1) = 1 for all t we can apply Lemma 4.15 and
conclude that the sequence (Lt)t has a convergent subsequence. Let L ∈ R〈x〉∗
be the pointwise limit. One can easily check that L is feasible for f tr∞. Hence
we have f tr∞ ≤ L(f) ≤ limt→∞ f trt + ε ≤ f tr∞ + ε. Letting ε → 0 we obtain that
f tr∞ = limt→∞ f
tr
t and L is optimal for f
tr
∞.
Next, since L is symmetric, tracial, nonnegative onM(S), and zero on I(T ), we
can apply Theorem 4.5 to obtain a feasible solution (A, τ,X) to f trII1 satisfying (4.9)
with objective value L(f). This shows f tr∞ = f
tr
II1
and that the optima are attained
in f tr∞ and f
tr
II1
.
Finally, part (ii) is derived as follows. If L is an optimal solution of f trt that
is δ-flat, then, by Corollary 4.8, it has an extension Lˆ ∈ R〈x〉∗ that is a conic
combination of trace evaluations at elements of D(S) ∩ V(T ). This shows that
f tr∗ ≤ Lˆ(f) = L(f), and thus the chain of equalities f trt = f tr∞ = f tr∗ = f trΠ1 holds.
We conclude with the following technical lemma, based on the Banach-Alaoglu
theorem. It is a well-known crucial tool for proving the asymptotic convergence
result from Theorem 4.14(i) and it is used at other places in this thesis.
Lemma 4.15. Let S ⊆ SymR〈x〉, T ⊆ R〈x〉, and assume R − (x21 + · · · + x2n) ∈
M2d(S) + I2d(T ) for some d ∈ N and R > 0. For t ∈ N assume Lt ∈ R〈x〉∗2t is
tracial, nonnegative on M2t(S), and zero on I2t(T ). Then we have
|Lt(w)| ≤ R|w|/2Lt(1) for all w ∈ 〈x〉2t−2d+2.
In addition, if supt Lt(1) < ∞, then {Lt}t has a pointwise converging subsequence
in R〈x〉∗.
Proof. We first use induction on |w| to show that Lt(w∗w) ≤ R|w|Lt(1) for all
w ∈ 〈x〉t−d+1. For this, assume Lt(w∗w) ≤ R|w|Lt(1) and |w| ≤ t − d. Then we
have
Lt((xiw)
∗xiw) = Lt(w∗(x2i −R)w) +R · Lt(w∗w) ≤ R ·R|w|Lt(1) = R|xiw|Lt(1).
For the inequality we use the fact that Lt(w
∗(x2i −R)w) ≤ 0 since w∗(R−x2i )w can
be written as the sum of a polynomial inM2t(S)+I2t(T ) and a sum of commutators
of degree at most 2t, which follows using the following identity: w∗qhw = ww∗qh+
[w∗qh,w]. Next we write any w ∈ 〈x〉2(t−d+1) as w = w∗1w2 with w1, w2 ∈ 〈x〉t−d+1
and use the positive semidefiniteness of the principal submatrix of Mt(Lt) indexed
by {w1, w2} to get
Lt(w)
2 = Lt(w
∗
1w2)
2 ≤ Lt(w∗1w1)Lt(w∗2w2) ≤ R|w1|+|w2|Lt(1)2 = R|w|Lt(1)2.
This shows the first claim.
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Suppose c := supt Lt(1) < ∞. For each t ∈ N, consider the linear functional
Lˆt ∈ R〈x〉∗ defined by Lˆt(w) = Lt(w) if |w| ≤ 2t− 2d+ 2 and Lˆt(w) = 0 otherwise.
Then the vector (Lˆt(w)/(cR
|w|/2))w∈〈x〉 lies in the supremum norm unit ball of R〈x〉,
which is compact in the weak∗ topology by the Banach–Alaoglu theorem. It follows
that the sequence (Lˆt)t has a pointwise converging subsequence and thus the same
holds for the sequence (Lt)t.
4.3 Advantages and disadvantages of (non)commutativity
We want to point out some fundamental differences between the (finite) convergence
behavior of the Lasserre hierarchy for commutative and noncommutative (tracial)
polynomial optimization. We do so by means of three simple settings: the feasible
region D(S) ∩ V(T ) is
(i) the ball: S = {1−∑i∈[n] x2i }, T = ∅,
(ii) the cube: S = {1− x2i : i ∈ [n]}, T = ∅,
(iii) (a subset of) the hypercube: {1− x2i : i ∈ [n]} ⊆ T .
Note that in all three settings we have that M(S) + I(T ) is Archimedean so that
the Lasserre hierarchy converges.
Let us first describe the commutative setting of minimizing a polynomial f(x)
over x ∈ D(S) ∩ V (T ) for some finite sets of S, T ⊆ R[x]. It is well known that if
|V (T )| <∞, then the Lasserre hierarchy converges in finitely many steps: there is
a t such that ft = f∗ (see, e.g., [Lau09, Thm. 6.15]). A special case is polynomial
optimization over a subset of the hypercube, in that setting we even know that
t = n suffices.6 It is important to note that finite convergence does not happen in
general. For example, in the very simple setting of minimizing a polynomial over the
ball one can find examples where ft < f∗ for all t ∈ N, see, e.g., [Lau09, Ex. 6.19].
Nevertheless, examples where there is no finite convergence are rare: Nie showed
that, in the Archimedean setting, one generically has finite convergence [Nie14b]
(here the distribution is on the input polynomials).
As we have mentioned before, the noncommutative setting contains both tracial
optimization and eigenvalue optimization. Since the convergence behavior of the
Lasserre relaxations differs between these problems, we treat them separately. As
we have seen, the tracial optimization problem corresponds to minimizing τ(f) over
tracial states τ on unital (finite-dimensional) C∗-algebras. When we remove the
tracial condition on τ , we obtain the eigenvalue optimization problem:
inf
{
τ(f(X)) : A is a unital C∗-algebra with state τ,
X ∈ DA(S) ∩ VA(T )
}
,
6To see why t = 2n suffices, a sub-optimal result, note that R[x]/I(T ) consists of multilinear
polynomials, which makes any L ∈ R[x]∗2n that satisfies L = 0 on I(T ) at least n-flat. The result
then follows from Theorem 4.13.
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where {f} ∪ S ⊆ SymR〈x〉, T ⊆ R〈x〉. To explain why this is called an eigen-
value optimization problem we have to view a C∗-algebra A as the ∗-algebra B(H)
of bounded operators on a Hilbert space (using the GNS construction, see Theo-
rem 4.4). We see that the above problem is equivalent to
inf
{〈ψ, f(X)ψ〉 : Hilbert space H, unit vector ψ ∈ H,X ∈ (B(H))n, (4.20)
g(X)  0 for g ∈ S, h(X) = 0 for h ∈ T}.
Here the Hilbert space H, the unit vector ψ, and the tuple X ∈ (B(H))n are the
variables. Similarly to the commutative and tracial settings, one has a hierarchy
of semidefinite programs {fnct }t∈N∪{∞,∗} that converges to (4.20) as t→∞ (under
the assumption that M(S) + I(T ) is Archimedean) [PNA10].
We now discuss the convergence behavior of fnct . Perhaps somewhat surprisingly,
the situation is completely reversed in the eigenvalue optimization setting compared
to the commutative setting. For the ball or the cube, one has finite convergence
fncddeg(f)/2e+1 = f
nc
∗ [CKP12]. But, for eigenvalue optimization over the hypercube
there is no such guarantee: one cannot find a finite order z(n) ∈ N such that
fncz(n) = f
nc
∞ holds for all eigenvalue optimization problems in n variables that have
x2i − 1 ∈ T for all i ∈ [n]. The latter is a consequence of Slofstra’s work mentioned
in footnote 4 in Chapter 3 and can be seen as follows.
The maximum winning probability of a nonlocal game G over strategies in
Cqc(Γ) can be written as an eigenvalue minimization problem [NPA08]. Let us
call the corresponding eigenvalue minimization problem fnc∞ (G). For completeness
we mention that the problems fnc∞ (G) include the constraints x
2
i − 1 for all i ∈ [n].
Slofstra showed that there exists a certain class of games for which the problem
of determining if that probability equals 1 is undecidable [Slo16]. Hence, for these
games G there does not exist a function z : N → N such that fncz(n)(G) = fnc∞ (G)
(where n is the number of variables in the game G).
Slofstra’s results are not constructive in the sense that they do not provide ex-
plicit optimization problems for which there is a gap between fnct and f
nc
∞ . Recently,
an eigenvalue optimization problem on the noncommutative hypercube was con-
structed for which there is an explicit gap even at the 2n−1th order: in [BWHKN18]
it is shown that there exists a family of nonlocal games called Capped GHZ games,
{CGn}n∈N, for which the maximum winning probability over commuting-operator
strategies fnc∞ is at most 1− 1/en, while the order 2n−1 relaxation has fnc2n−1 = 1.7
What about the tracial setting? Again the situation is somewhat different. One
no longer has finite convergence on the cube, as can be seen from Example 4.3
of [KS08]. That example shows that the hierarchy {f trt } for minimizing the normal-
ized trace tr((1− x2)(1− y2)) over the cube satisfies f trt < f tr∗ for all t ∈ N.
Algebraic certificates of nonnegativity. Let us now look at the dual problem
of algebraically certifying nonnegativity of polynomials: Positivstellensa¨tze. Again,
there will be a difference between the commutative, the eigenvalue, and the tracial
7The eigenvalue optimization problem corresponding to CGn has poly(n) variables.
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settings. To observe this difference it suffices to consider polynomials on the cube,
that is, we consider the problem of algebraically certifying nonnegativity of polyno-
mials that are nonnegative whenever we evaluate them on elements in [−1, 1]n or
the noncommutative analogue D({1− x2i : i ∈ [n]}).
Let us first mention the ‘nice’ cases where there is a characterization of nonneg-
ative polynomials on the cube: the commutative setting and the noncommutative
eigenvalue setting. The characterizations below are special cases of the Positivstel-
lensa¨tze of Putinar and Helton, McCullough.
Theorem 4.16 (Putinar [Put93]). For every f ∈ R[x], the following are equivalent:
(i) f ≥ 0 on [−1, 1]n;
(ii) For all ε > 0, the polynomial f + ε belongs to the quadratic module
M({1− x2i : i ∈ [n]}).
Theorem 4.17 (Helton & McCullough [HM04]). For every f ∈ SymR〈x〉, the
following are equivalent:
(i) f(A1, . . . , An)  0 for all s ∈ N and contractions A1, . . . , An ∈ Ss;
(ii) For all ε > 0, the polynomial f + ε belongs to the quadratic module
M({1− x2i : i ∈ [n]}).
Based on the above two theorems one would expect that a similar result holds
for certifying trace nonnegativity on the cube. However, as Klep and Schweighofer
showed in [KS08], the analogous statement in the tracial setting is equivalent to
Connes’ embedding conjecture, a long-standing open problem in operator the-
ory [Con76, pp. 105–107].
Conjecture 4.18 (Algebraic version of Connes’ conjecture [KS08]). Suppose f ∈
SymR〈x〉. Then the following are equivalent:
(i) tr(f(A1, . . . , An)) ≥ 0 for all s ∈ N and contractions A1, . . . , An ∈ Ss.
(ii) For every ε > 0, the polynomial f + ε is cyclically equivalent8 to an element
in the quadratic module M({1− x2i : i ∈ [n]}).
Klep and Schweighofer showed that Connes’ embedding conjecture holds if and
only if the implication (i) ⇒ (ii) in Conjecture 4.18 holds for all n ∈ N and polyno-
mials f ∈ SymR〈x〉. (Note that the implication (ii) ⇒ (i) is trivial.)
8A polynomial f ∈ R〈x〉 is cyclically equivalent to a polynomial g ∈ R〈x〉 if the difference f − g
can be written as a sum of commutators fg − gf .
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4.4 Summary of main results
For convenience, below we give a short summary of the main convergence results
of the hierarchies {ft} and {f trt }, including pointers to the relevant results/notions.
Let us first restate the hierarchies:
ft = inf
{
L(f) : L ∈ R[x]∗2t, L(1) = 1, L ≥ 0 on M2t(S)
}
,
f trt = inf
{
L(f) : L ∈ R〈x〉∗2t tracial and symmetric, L(1) = 1,
L ≥ 0 on M2t(S), L = 0 on I2t(T )
}
.
Here t ∈ N∪{∞}. When t = ∗ we consider the problem corresponding to t =∞ with
the additional constraint that the moment matrix M(L) has finite rank. The hierar-
chy {ft} lower bounds the commutative polynomial optimization problem (4.17) and
similarly {f trt } lower bounds the tracial polynomial optimization problem (4.19).
The truncated quadratic module M2t(S) is defined in the noncommutative set-
ting in Equation (4.2), and in the commutative setting in Equation (4.18). The
truncated left ideal I2t(T ) is defined in Equation (4.3).
Under the condition thatM(S)+I(T ) satisfies the Archimedean condition (4.4)
we have asymptotic convergence:
ft → f∞ and f trt → f tr∞ as t→∞,
see Theorem 4.13 and Theorem 4.14. In the commutative setting one can moreover
show that f∞ is equal to the global minimum of f over the set D(S) (4.17). In the
noncommutative setting, the parameter f tr∞ is equal to the C
∗-algebraic version of
the tracial optimization problem (4.19). In general this is not equal to the minimum
of tr(f(X)) over X in the intersection of the matrix positivity domain D(S) (4.7)
and matrix variety V(T ) (4.8), that minimum is equal to the parameter f tr∗ .
For both hierarchies there is an important additional convergence result under
flatness. If the program defining the bound ft admits a sufficiently flat optimal
solution, then equality holds: ft = f∞. Similarly, if f trt admits a sufficiently flat
optimal solution, then f trt = f
tr
∞. Moreover, in this case, the parameter f
tr
t is equal
to f tr∗ , the minimum value of tr(f(X)) over D(S) ∩ V(T ).
Part I
Lower bounds on
factorization ranks
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Chapter 5
Lower bounds on matrix
factorization ranks via
polynomial optimization
This chapter is based on the paper “Lower bounds on matrix factorization ranks
via noncommutative polynomial optimization”, by S. Gribling, D. de Laat, and
M. Laurent [GdLL19].
In this chapter we start our study of matrix factorization ranks. Using techniques
from (noncommutative) polynomial optimization, we provide a unified approach to
obtain lower bounds. This results in a hierarchy of semidefinite programming lower
bounds for each of the factorization ranks. We study the convergence properties of
our hierarchies and provide some (numerical) examples.
Organization. This chapter is organized as follows. We first sketch the main
ideas of our approach and we relate our approach to the more classical use of
polynomial optimization. We then give an overview of our results and we compare
them with known lower bounds on the respective matrix factorization ranks. The
main body of the chapter consists of four sections, each dealing with one of the four
matrix factorization ranks: the nonnegative rank, the positive semidefinite rank,
and their symmetric analogues, the completely positive rank and the completely
positive semidefinite rank.
5.1 Basic approach
To explain the basic idea of how we obtain lower bounds for matrix factorization
ranks we consider the case of the completely positive semidefinite rank. Given a min-
imal factorization A = (Tr(XiXj)), with d = cpsd-rankC(A) and X = (X1, . . . , Xn)
in (Hd+)
n, consider the linear form LX on R〈x〉, the trace evaluation at X, as defined
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in (4.6):
LX(p) = Re(Tr(p(X1, . . . , Xn))) for p ∈ R〈x〉. (4.6)
Then we have A = (LX(xixj)) and cpsd-rankC(A) = d = LX(1). To obtain lower
bounds on cpsd-rankC(A) we minimize L(1) over a set of linear functionals L that
satisfy certain computationally tractable properties of the above linear functional
LX. Note that this idea of minimizing L(1) over a suitable set of linear functionals
has recently been used in the works [TS15, Nie17] in the commutative setting to
derive a hierarchy of lower bounds converging to the nuclear norm of a symmetric
tensor.
We now list some properties of the above linear functional LX. First, it is
symmetric (LX(p) = LX(p
∗)) and tracial (LX(pq) = LX(qp)). Moreover it satisfies
some positivity conditions, since we have LX(q) ≥ 0 whenever q(X) is positive
semidefinite. It follows that LX(p
∗p) ≥ 0 for all p ∈ R〈x〉 and, as we explain later,
LX satisfies the localizing conditions LX(p
∗(
√
Aiixi − x2i )p) ≥ 0 for all p ∈ R〈x〉
and i ∈ [n]. Restricting to truncated linear functionals acting on polynomials of
bounded degree yields the following hierarchy of lower bounds on the cpsd-rank
of A:
ξcpsdt (A) = min
{
L(1) : L ∈ R〈x1, . . . , xn〉∗2t tracial and symmetric, (5.1)
L(xixj) = Aij for i, j ∈ [n],
L ≥ 0 on M2t
({√A11x1 − x21, . . . ,√Annxn − x2n})}.
Recall that the quadratic module M2t(S) of a set of symmetric polynomials S is
defined in Equation (4.2). The bound ξcpsdt (A) is computationally tractable (for
small t). Indeed, as we explained in Section 4.1.1, the localizing constraint “L ≥ 0
onM2t(S)” can be enforced by requiring certain matrices, whose entries are deter-
mined by L, to be positive semidefinite. This makes the problem defining ξcpsdt (A)
into a semidefinite program. The localizing conditions ensure the Archimedean
property of the quadratic module, which permits to show certain convergence prop-
erties of the bounds ξcpsdt (A).
The above approach extends naturally to the other matrix factorization ranks,
using the following two basic ideas. First, since the cp-rank and the nonnegative
rank deal with factorizations by diagonal matrices, we can use linear functionals
acting on classical commutative polynomials. Second, the asymmetric factorization
ranks (psd-rank and nonnegative rank) can be seen as analogs of the symmetric
ranks in the partial matrix setting, where we know only the values of L on the
quadratic monomials corresponding to entries in the off-diagonal blocks (this will
require scaling of the factors in order to be able to define localizing constraints
ensuring the Archimedean property). A main advantage of our approach is that it
applies to all four matrix factorization ranks, after easy suitable adaptations.
Let us briefly explain the connection between trace evaluation functions at tu-
ples of diagonal matrices and the more usual point evaluation maps considered in
Equation (4.15). Consider a trace evaluation LX (4.6) at a tuple of diagonal matri-
ces X = (diag(v1), . . . ,diag(vn)), where v1, . . . , vn ∈ Rd. Then LX is nothing else
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than the sum of d scalar evaluation maps:
LX =
d∑
k=1
Lv(k) , (5.2)
where v(k) = (v1(k), . . . , vn(k)) ∈ Rn for each k ∈ [d], and the scalar evaluation
maps Lv(k) are as defined in Equation (4.15), that is, Lv(k)(p) = p(v1(k), . . . , vn(k))
for all p ∈ R[x]. The vectors v1, . . . , vn ∈ Rd and v(1), . . . , v(d) ∈ Rn are related as
follows: (〈vi, vj〉)i,j∈[n] = ∑
k∈[d]
v(k)(v(k))T .
In fact, this highlights the difference between two points of view on matrix factor-
izations: we can view a matrix either as a Gram matrix of vectors v1, . . . , vn or as
a sum of rank-1 matrices v(k)(v(k))T . The latter is called an ‘atomic decomposi-
tion’; a rank-one matrix is called an ‘atom’. Both the nonnegative rank and the
completely positive rank have an atomic formulation. The correspondence between
LX and
∑
k∈[d] Lv(k) therefore explains why we can use techniques from commu-
tative polynomial optimization to obtain lower bounds on the nonnegative rank
and the completely positive rank. On the other hand, it is not clear how to use
commutative polynomial optimization to obtain lower bounds on the psd-rank and
cpsd-rank, since these factorization ranks are not known to have an ‘atomic’ for-
mulation. As we explain in this chapter, noncommutative polynomial optimization
offers the right framework to deal with general matrix factorizations.
5.1.1 Connection to polynomial optimization
In classical polynomial optimization the problem is to find the global minimum of a
commutative polynomial f over a semialgebraic set. Tracial polynomial optimiza-
tion is a noncommutative analog, where the problem is to minimize the normalized
trace tr(f(X)) of a symmetric polynomial f where the tuple X lies in a matrix pos-
itivity domain D(S). Notice that the distinguishing feature here is the dimension
independence: the optimization is over all possible matrix sizes. Perhaps coun-
terintuitively, we use techniques similar to those used for the tracial polynomial
optimization problem to compute lower bounds on factorization dimensions.
We briefly recall the hierarchies of semidefinite programming lower bounds for
the above mentioned polynomial optimization problems; see Chapter 4 and in par-
ticular Section 4.2 for more details. For this chapter the moment formulation of the
lower bounds is most relevant: For all t ∈ N ∪ {∞} we can define the bounds
ft = inf
{
L(f) : L ∈ R[x]∗2t, L(1) = 1, L ≥ 0 on M2t(S)
}
,
f trt = inf
{
L(f) : L ∈ R〈x〉∗2t tracial and symmetric, L(1) = 1, L ≥ 0 on M2t(S)
}
,
where ft (resp., f
tr
t ) lower bounds the (tracial) polynomial optimization problem.
The connection between the parameters ξcpsdt (A) and f
tr
t is now clear: in the
former we do not have the normalization property “L(1) = 1” but we do have
the additional affine constraints “L(xixj) = Aij”. This close relation to (tracial)
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polynomial optimization allows us to use that theory to understand the convergence
properties of our bounds.
5.2 New and known results
Here we give an overview of the results in this chapter and we put them in perspec-
tive by explaining their relation to existing lower bounds.
5.2.1 Our results
For the nonnegative rank and the completely positive rank the best known generic
lower bounds are due to Fawzi and Parrilo [FP15, FP16]. Based on the ‘atomic’
formulation of rank+ and cp-rank they define the parameters τ+(A) and τcp(A)
in [FP16]. These parameters, respectively, lower bound the nonnegative rank and
the cp-rank and are defined as follows:
τ+(A) = min
{
α : α ≥ 0, A ∈ α · R+
}
,
τcp(A) = min
{
α : α ≥ 0, A ∈ α · Rcp
}
,
where R+ and Rcp correspond to the convex hulls of the ‘atoms’ in the ‘atomic
formulation’ of the respective factorization ranks:
R+ = conv
{
R ∈ Rm×n : 0 ≤ R ≤ A, rank(R) ≤ 1},
Rcp = conv
{
R ∈ Sn : 0 ≤ R ≤ A, R  A, rank(R) ≤ 1}.
Note that τ+ and τcp are the Minkowski functionals associated to the convex bodies
R+ and Rcp.
As the psd-rank and cpsd-rank are not known to admit atomic formulations, the
techniques from [FP16] do not extend directly to these factorization ranks. As we
have seen before in Equation (5.2), the atomic formulation corresponds to Gram
factorizations by diagonal matrices. This suggests a way to obtain lower bounds on
each of the four factorization ranks using (noncommutative) polynomial optimiza-
tion. In particular, we show how the polynomial optimization perspective permits
to obtain analogues of τ+(·) and τcp(·) for the psd-rank and cpsd-rank. Namely,
we will later introduce the parameters ξpsd∗ (A) and ξ
cpsd
∗ (A), which, respectively,
lower bound psd-rank(A) and cpsd-rank(A). These bounds are defined as limiting
objects (with an additional finiteness condition) of noncommutative polynomial op-
timization hierarchies. However, the results from Propositions 5.2 and 5.29 show
that they can be interpreted as follows:
ξpsd∗ (A) = inf
{
α : α ≥ 0, A ∈ α · Rpsd
}
,
ξcpsd∗ (A) = inf
{
α : α ≥ 0, A ∈ α · Rcpsd
}
,
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where
Rpsd =
{(
tr(XiYj)
) ∈ Rm×n : Xi  0 (i ∈ [m]), ∑mi=1Xi = I,∑m
i=1AijI  Yj  0 (j ∈ [n])
}
,
Rcpsd =
{(
tr(XiXj)
) ∈ Rn×n : √AiiI  Xi  0 (i ∈ [n])}.
The sets Rpsd and Rcpsd can be viewed as noncommutative analogues of the sets
R+ and Rcp.
The polynomial optimization perspective provides a hierarchy ξxt (A) of semi-
definite programming lower bounds for each of these factorization ranks, where
t ∈ N ∪ {∞, ∗} and x ∈ {+, cp,psd, cpsd}, with the property that
ξxt (A) ≤ ξxt+1(A) ≤ ξx∞(A) ≤ ξx∗(A) for t ∈ N,
and that ξx∗(A) is a lower bound on the respective factorization rank. The pa-
rameter ξx∗(A) can be obtained from the parameter ξ
x
∞(A) by adding a finiteness
condition on the rank of the associated moment matrix. We show that these hi-
erarchies converge: ξxt (A) → ξx∞(A) as t → ∞, and that for the nonnegative rank
we have ξ+∞(A) = ξ
+
∗ (A) = τ+(A). The basic hierarchy {ξcpt (A)} for the cp-rank
does not converge to τcp(A) in general, but we provide two types of additional con-
straints that can be added to the program defining ξcpt (A) to ensure convergence
to τcp(A). Therefore, our approach provides a computational scheme for approx-
imating the parameters τ+(·) and τcp(·) considered in [FP16] (whereas they only
provided a single semidefinite programming lower bound on these lower bounds).
In Sections 5.4.5 and 5.5.2 we give some numerical examples where our bounds ξxt (·)
improve on the SDP relaxations of τ+(·) and τcp(·) of [FP16]. Below we give a more
detailed comparison between our bounds ξxt (·) and existing bounds.
5.2.2 Relation to existing bounds
Completely positive semidefinite rank. In the literature not much is known
about lower bounds for the cpsd-rank. The inequality rank(A) ≤ cpsd-rankC(A)2
is known (see Equation (2.4)), which follows by viewing a Hermitian d × d matrix
as a d2-dimensional real vector, and an analytic lower bound is given in [PSVW18].
In Section 5.3 we show that the new parameter ξcpsd1 (A) is at least as good as this
analytic lower bound and we give a small example where a strengthening of ξcpsd2 (A)
is strictly better than both above-mentioned generic lower bounds. Currently we
lack evidence that the lower bounds ξcpsdt (A) can be larger than, for example, the
matrix size, but this could be because small matrices with large cpsd-rank are hard
to construct (or might even not exist for n < 10). We also introduce several ideas
leading to strengthenings of the basic bounds ξcpsdt (A).
Nonnegative rank. In [FP16] it is shown that τ+(A) is at least as good as certain
norm-based lower bounds. In particular, τ+(·) is at least as good as the `∞-norm-
based lower bound, which was used by Rothvoß [Rot17] to show that the matching
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polytope has exponential linear extension complexity. In [FP15] it is shown that
for the Frobenius norm, the square of the norm-based bound is still a lower bound
on the nonnegative rank, but it is not known how this lower bound compares to
τ+(·). Fawzi and Parrilo [FP16] also defined an SDP relaxation τ sos+ (A) of τ+(A).
In Section 5.5 we show how a natural strengthening of our bound of order t = 2 is
at least as strong as τ sos+ (A), and we give an example where this strengthening is
strictly stronger for t = 3.
Completely positive rank. As we said before, the basic hierarchy {ξcpt (A)} for
the cp-rank does not converge to τcp(A) in general, but we provide two types of
additional constraints that can be added to the program defining ξcpt (A) to ensure
convergence to τcp(A). First, we show how a generalization of the tensor constraints
that are used in the definition of the parameter τ soscp (A) can be used for this, and
we also give a more efficient (using smaller matrix blocks) description of these
constraints. This strengthening of ξcp2 (A) is then at least as strong as τ
sos
cp (A), but
requires matrix variables of roughly half the size. Alternatively, we show that for
every ε > 0 there is a finite number of additional linear constraints that can be
added to the basic hierarchy {ξcpt (A)} so that the limit of the sequence of these
new lower bounds ξ+t (A) is at least τcp(A)− ε. We give numerical results on small
matrices studied in the literature, which show that ξ+3 (A) can improve over τ
sos
+ (A).
Positive semidefinite rank. In Section 5.6 we compare the new bounds ξpsdt (A)
to a bound from [LWdW17] and we provide some numerical examples illustrating
their performance.
5.3 The completely positive semidefinite rank
Let A be a completely positive semidefinite n × n matrix. Throughout we assume
that Aii > 0 for all i ∈ [n].1 For t ∈ N∪{∞} we consider the following semidefinite
program, which, as we see below, lower bounds the complex completely positive
semidefinite rank of A:
ξcpsdt (A) = min
{
L(1) : L ∈ R〈x1, . . . , xn〉∗2t tracial and symmetric,
L(xixj) = Aij for i, j ∈ [n],
L ≥ 0 on M2t(S cpsdA )
}
,
where we set
S cpsdA =
{√
A11x1 − x21, . . . ,
√
Annxn − x2n
}
. (5.3)
Additionally, we define the parameter ξcpsd∗ (A), obtained by adding the rank con-
straint rank(M(L)) < ∞ to the program defining ξcpsd∞ (A), where we consider the
infimum instead of the minimum since we do not know whether the infimum is
always attained. (In Proposition 5.1 we show the infimum is attained in ξcpsdt (A)
1We can do so without loss of generality: if Aii = 0 for i ∈ [n] then Aij = 0 for all j ∈ [n],
and the cpsd-rank of A equals the cpsd-rank of the submatrix of A whose rows and columns are
indexed by [n] \ {i}.
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for t ∈ N ∪ {∞}.) This gives a hierarchy of monotone nondecreasing lower bounds
on the completely positive semidefinite rank:
ξcpsd1 (A) ≤ . . . ≤ ξcpsdt (A) ≤ . . . ≤ ξcpsd∞ (A) ≤ ξcpsd∗ (A) ≤ cpsd-rankC(A).
The inequality ξcpsd∞ (A) ≤ ξcpsd∗ (A) is clear, and monotonicity as well: If L is feasible
for ξcpsdk (A) with t ≤ k ≤ ∞, then its restriction to R〈x〉2t is feasible for ξcpsdt (A).
The following notion of localizing polynomials will be useful. A set S ⊆ R〈x〉
is said to be localizing at a matrix tuple X if X ∈ D(S) (i.e., g(X)  0 for all
polynomials g ∈ S) and we say that S is localizing for A if S is localizing at some
factorization X ∈ (Hd+)n of A with d = cpsd-rankC(A). The set S cpsdA as defined
in (5.3) is localizing for A, and, in fact, it is localizing at any factorization X of A
by Hermitian positive semidefinite matrices. Indeed, since
Aii = Tr(X
2
i ) ≥ λmax(X2i ) = λmax(Xi)2
we have
√
AiiXi −X2i  0 for all i ∈ [n].
We can now use this to show the inequality ξcpsd∗ (A) ≤ cpsd-rankC(A). For this
set d = cpsd-rankC(A), let X ∈ (Hd+)n be a Gram factorization of A, and consider
the linear form LX ∈ R〈x〉∗ defined by
LX(p) = Re(Tr(p(X))) for all p ∈ R〈x〉.
By construction LX is symmetric and tracial, and we have A = (L(xixj)). More-
over, since the set of polynomials S cpsdA is localizing for A, the linear form LX is
nonnegative on M(S cpsdA ). Finally, we have rank(M(LX)) < ∞, since the algebra
generated by X1, . . . , Xn is finite-dimensional. Hence, LX is feasible for ξ
cpsd
∗ (A)
with LX(1) = Re(Tr(Id)) = d, which shows ξ
cpsd
∗ (A) ≤ cpsd-rankC(A).
The inclusions in (5.4) below show that the quadratic module M(S cpsdA ) is
Archimedean (recall the definition in (4.4)). Moreover, although there are other
possible choices for the localizing polynomials to use in S cpsdA , these inclusions also
show that the choice made in (5.3) leads to the largest truncated quadratic module
and thus to the best bound. For any scalar c > 0, we have the inclusions
M2t(x, c− x) ⊆M2t(x, c2 − x2) ⊆M2t(cx− x2) ⊆M2t+2(x, c− x), (5.4)
which hold in light of the following identities:
c− x = ((c− x)2 + c2 − x2)/(2c), (5.5)
c2 − x2 = (c− x)2 + 2(cx− x2), (5.6)
cx− x2 = ((c− x)x(c− x) + x(c− x)x)/c, (5.7)
x =
(
(cx− x2) + x2)/c. (5.8)
In the rest of this section we investigate properties of the hierarchy {ξcpsdt (A)}
as well as some variations on it. We discuss convergence properties, asymptotically
and under flatness, and we give another formulation for the parameter ξcpsd∗ (A).
Moreover, as the inequality ξcpsd∗ (A) ≤ cpsd-rankC(A) is typically strict, we present
an approach to strengthen the bounds in order to go beyond ξcpsd∗ (A). Then we pro-
pose some techniques to simplify the computation of the bounds, and we illustrate
the behaviour of the bounds on some examples.
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5.3.1 The parameters ξcpsd∞ (A) and ξ
cpsd
∗ (A)
In this section we consider convergence properties of the hierarchy ξcpsdt (·), both
asymptotically and under flatness. We also give equivalent reformulations of the
limiting parameters ξcpsd∞ (A) and ξ
cpsd
∗ (A) in terms of C∗-algebras with a tracial
state, which we will use in Sections 5.3.3 and 5.3.4 to show properties of these
parameters.
Proposition 5.1. Let A ∈ CSn+. For t ∈ N ∪ {∞} the optimum in ξcpsdt (A) is
attained, and
lim
t→∞ ξ
cpsd
t (A) = ξ
cpsd
∞ (A).
Moreover, ξcpsd∞ (A) is equal to the smallest scalar α ≥ 0 for which there exists a
unital C∗-algebra A with tracial state τ and (X1, . . . , Xn) ∈ DA(S cpsdA ) such that
A = α · (τ(XiXj)).
Proof. The sequence (ξcpsdt (A))t is monotonically nondecreasing and upper bounded
by ξcpsd∞ (A) <∞, which implies its limit exists and is at most ξcpsd∞ (A).
As ξcpsdt (A) ≤ ξcpsd∞ (A), we may add the redundant constraint L(1) ≤ ξcpsd∞ (A) to
the problem ξcpsdt (A) for every t ∈ N. By (5.6) we have Tr(A)−
∑
i x
2
i ∈M2(S cpsdA ).
Hence, using the result of Lemma 4.15, the feasible region of ξcpsdt (A) is compact,
and thus it has an optimal solution Lt. Again by Lemma 4.15, the sequence (Lt)
has a pointwise converging subsequence with limit L ∈ R〈x〉∗. This pointwise limit
L is symmetric, tracial, satisfies (L(xixj)) = A, and is nonnegative on M(S cpsdA ).
Hence L is feasible for ξcpsd∞ (A). This implies that L is optimal for ξ
cpsd
∞ (A) and we
have limt→∞ ξ
cpsd
t (A) = ξ
cpsd
∞ (A).
The reformulation of ξcpsd∞ (A) in terms of C
∗-algebras with a tracial state follows
directly using Theorem 4.5.
Next we give an equivalent reformulation of the parameter ξcpsd∗ (A), which fol-
lows as a direct application of Theorem 4.6. In general we do not know whether
the infimum in ξcpsd∗ (A) is attained. However, as an application of Corollary 4.8,
we see that this infimum is attained if there is an integer t ∈ N for which ξcpsdt (A)
admits a flat optimal solution.
Proposition 5.2. Let A ∈ CSn+. The parameter ξcpsd∗ (A) is given by the infimum
of L(1) taken over all conic combinations L of trace evaluations at elements in
DA(S cpsdA ) for which A = (L(xixj)). The parameter ξcpsd∗ (A) is also equal to the
infimum over all α ≥ 0 for which there exist a finite-dimensional C∗-algebra A with
tracial state τ and (X1, . . . , Xn) ∈ DA(S cpsdA ) such that A = α · (τ(XiXj)).
In addition, if ξcpsdt (A) admits a flat optimal solution, then ξ
cpsd
t (A) = ξ
cpsd
∗ (A).
We can strengthen the above when A lies on an extreme ray of the cone CSn+.
Proposition 5.3. If A lies on an extreme ray of the cone CSn+, then
ξcpsd∗ (A) = inf
{
d ·max
i∈[n]
‖Xi‖2
Aii
: d ∈ N, X1, . . . , Xn ∈ Hd+, A = Gram
(
X1, . . . , Xn
)}
.
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Moreover, if X1, . . . , Xn is a Gram decomposition of A providing an optimal solution
to this reformulation of ξcpsd∗ (A) and some Xi has rank 1, then
ξcpsd∗ (A) = cpsd-rankC(A).
Proof. Let γ be the value of the infimum on the right-hand side. First observe that
ξcpsd∗ (A) ≤ γ since for any X ∈ (Hd+)n with Gram(X) = A the linear functional
L(p) = λTr(p(X/
√
λ)), where λ = max
i∈[n]
‖Xi‖2
Aii
, is feasible for ξcpsd∗ (A) with objective
value λ · d.
For the reverse inequality, consider a feasible L to ξcpsd∗ (A). Then, in view of
the first claim in Proposition 5.2, we have L =
∑
j αjL
(j) for some αj > 0 and trace
evaluations L(j) at elements X(j) ∈ D(S cpsdA ) ∩ (Hdj+ )n such that L(1) =
∑
j αjdj .
We may assume that the αj ’s and X
(j)’s are such that max
i∈[n]
‖X(j)i ‖2
Aii
= 1 for all
j. Since A lies on an extreme ray of CSn+, for each j there exists a βj > 0 such
that βjA = αj
(
L(j)(xixk)
)
. It follows that A = Gram(
√
αj/βjX
(j)) and therefore
γ ≤ dj · αjβj for all j. We then obtain the inequality
γ ≤ minj αjdj
βj
≤
∑
j αjdj∑
j βj
=
∑
j
αjdj = L(1),
where the first equality uses
∑
j βj = 1.
Finally, assume that X1, . . . , Xn ∈ Hd+ is a Gram decomposition of A with
d ·max
i∈[n]
‖Xi‖2
Aii
= ξcpsd∗ (A) and that one of the Xi has rank one. Then max
i∈[n]
‖Xi‖2
Aii
= 1
since for a rank-one psd matrix Xi we have ‖Xi‖2 = Tr(X2i ) = Aii. It follows that
d = ξcpsd∗ (A) ≤ cpsd-rankC(A) ≤ d and thus ξcpsd∗ (A) = cpsd-rankC(A).
5.3.2 Adding constraints to improve on ξcpsd∗ (A)
In order to strengthen the bounds we may require nonnegativity over a (truncated)
quadratic module generated by a larger set of localizing polynomials for A. The
following lemma gives one such approach.
Lemma 5.4. Let A ∈ CSn+. For v ∈ Rn and gv = vTAv −
(∑n
i=1 vixi
)2
, the set
{gv} is localizing for every Gram factorization by Hermitian positive semidefinite
matrices of A (in particular, {gv} is localizing for A).
Proof. If X1, . . . , Xn is a Gram decomposition of A by Hermitian positive semi-
definite matrices, then
vTAv = Tr
(( n∑
i=1
viXi
)2) ≥ λmax(( n∑
i=1
viXi
)2)
,
hence vTAvI − (∑ni=1 viXi)2  0.
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Given a set V ⊆ Rn, we consider the larger set
S cpsdA,V = S
cpsd
A ∪ {gv : v ∈ V }
of localizing polynomials for A. For t ∈ N∪{∞, ∗}, denote by ξcpsdt,V (A) the parameter
obtained by replacing in ξcpsdt (A) the nonnegativity constraint on M2t(S cpsdA ) by
nonnegativity on the larger set M2t(S cpsdA,V ). We have ξcpsdt,∅ (A) = ξcpsdt (A) and
ξcpsdt (A) ≤ ξcpsdt,V (A) ≤ cpsd-rankC(A) for all V ⊆ Rn.
By scaling invariance, we can add the above constraints for all v ∈ Rn by setting
V to be the unit sphere Sn−1. Since Sn−1 is a compact metric space, there exists a
sequence V1 ⊆ V2 ⊆ . . . ⊆ Sn−1 of finite subsets such that
⋃
k≥1 Vk is dense in Sn−1.
Each of the parameters ξcpsdt,Vk (A) involves finitely many localizing constraints, and,
as we now show, they converge to the parameter ξcpsdt,Sn−1(A).
Proposition 5.5. Consider a matrix A ∈ CSn+. For t ∈ {∞, ∗}, we have
lim
k→∞
ξcpsdt,Vk (A) = ξ
cpsd
t,Sn−1(A).
Proof. Let ε > 0. Since
⋃
k Vk is dense in Sn−1, there is an integer k ≥ 1 so that
for every u ∈ Sn−1 there exists a vector v ∈ Vk satisfying
‖u− v‖1 ≤ ελmin(A)
4
√
nmaxiAii
and ‖u− v‖2 ≤ ελmin(A)
4Tr(A2)1/2
. (5.9)
The above Proposition 5.1 and Proposition 5.2 have natural analogues for the pro-
grams ξcpsdt,V (A). These analogues show that for t = ∞ (resp. t = ∗) the param-
eter ξcpsdt,Vk (A) is the infimum over all α ≥ 0 for which there exist a (resp. finite-
dimensional) unital C∗-algebra A with tracial state τ and X ∈ DA(S cpsdA,Vk) such
that A = α · (τ(XiXj)).
Below we will show that X′ =
√
1− εX ∈ DA(S cpsdA,Sn−1). This implies that the
linear form L ∈ R〈x〉∗ defined by L(p) = α/(1− ε)τ(p(X′)) is feasible for ξcpsdt,Sn−1(A)
with objective value L(1) = α/(1− ε). This shows
ξcpsdt,Sn−1(A) ≤
1
1− ε ξ
cpsd
t,Vk
(A) ≤ 1
1− ε limk→∞ ξ
cpsd
t,Vk
(A).
Since ε > 0 was arbitrary, letting ε tend to 0 completes the proof.
We now show X′ =
√
1− εX ∈ DA(S cpsdA,Sn−1). For this consider the map
fX : Sn−1 → R, v 7→
∥∥∥ n∑
i=1
viXi
∥∥∥2,
where ‖ · ‖ denotes the C∗-algebra norm of A. For α ∈ R+ and a ∈ A with a∗ = a,
we have α ≥ ‖a‖ if and only if α − a  0 in A, or, equivalently, α2 − a2  0 in A.
Since X ∈ DA(S cpsdA,Vk) we have vTAv − fX(v) ≥ 0 for all v ∈ Vk, and hence
vTAv−fX′(v) = vTAv
(
1−(1−ε)fX(v)
vTAv
)
≥ vTAv(1−(1−ε)) = εvTAv ≥ ελmin(A).
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Let u ∈ Sn−1 and let v ∈ Vk be such that (5.9) holds. Using the Cauchy-Schwarz
inequality we have
|uTAu− vTAv| = |(u− v)TA(u+ v)| = |〈A, (u− v)(u+ v)T 〉|
≤
√
Tr(A2)
√
Tr((u+ v)(u− v)T (u− v)(u+ v)T )
≤
√
Tr(A2)‖u− v‖2‖u+ v‖2 ≤ 2
√
Tr(A2)‖u− v‖2
≤ 2
√
Tr(A2)
ελmin(A)
4
√
Tr(A2)
=
ελmin(A)
2
.
Since
√
AiiXi−X2i is positive in A, we have that
√
Aii−Xi is positive in A by (5.5)
and (5.6), which implies ‖Xi‖ ≤
√
Aii. By the reverse triangle inequality we then
have
|fX′(u)− fX′(v)| =
∣∣∣∥∥ n∑
i=1
uiX
′
i
∥∥− ∥∥ n∑
i=1
viX
′
i
∥∥∣∣∣(∥∥ n∑
i=1
uiX
′
i
∥∥+ ∥∥ n∑
i=1
viX
′
i
∥∥)
≤ ∥∥ n∑
i=1
(vi − ui)X ′i
∥∥2√nmaxi√Aii
≤
( n∑
i=1
|vi − ui|‖X ′i‖
)
2
√
nmaxi
√
Aii
≤ ‖u− v‖12
√
nmaxiAii
≤ ελmin(A)
4
√
nmaxiAii
2
√
nmaxiAii =
ελmin(A)
2
.
Combining the above inequalities we obtain that uTAu−fX′(u) ≥ 0 for all Sn−1, and
hence uTAu− (∑ni=1 uiX ′i)2 is positive in A. Thus we have X′ ∈ DA(S cpsdA,Sn−1).
We now discuss two examples where the bounds ξcpsd∗,V (A) go beyond ξ
cpsd
∗ (A).
Example 5.6. Consider the matrix
A =
(
1 1/2
1/2 1
)
= Gram
((1 0
0 0
)
,
(
1/2 1/2
1/2 1/2
))
, (5.10)
with cpsd-rankC(A) = 2. We can also write A = Gram(Y1, Y2), where
Y1 =
1√
2
1 0 00 1 0
0 0 0
, Y2 = 1√
2
1 0 00 0 0
0 0 1
.
With Xi =
√
2 Yi we have I−X2i  0 for i = 1, 2. Hence the linear form L = LX/2
is feasible for ξcpsd∗ (A), which shows that ξ
cpsd
∗ (A) ≤ L(1) = 3/2. In fact, this
form L gives an flat solution to ξcpsd2 (A), and as we can check using a semidefinite
programming solver it is also optimal, so ξcpsd∗ (A) = 3/2. In passing, we observe
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that ξcpsd1 (A) = 4/3, which coincides with the analytic lower bound (5.11) (see also
Lemma 5.11 below).
For e = (1, 1) ∈ R2 and V = {e}, this form L is not feasible for ξcpsd∗,V (A), because
for the polynomial p = 1 − 3x1 − 3x2 we have L(p∗gep) = −9/2 < 0. This means
that the localizing constraint L(p∗gep) ≥ 0 is not redundant: For t ≥ 2 it cuts off
part of the feasibility region of ξcpsdt (A). Indeed, using a semidefinite programming
solver we find an optimal flat solution of ξcpsd3,V (A) with objective value approximately
1.633, hence
ξcpsd∗,V (A) ≈ 1.633 > 3/2 = ξcpsd∗ (A). 4
Example 5.7. Consider the symmetric circulant matrices
M(α) =

1 α 0 0 α
α 1 α 0 0
0 α 1 α 0
0 0 α 1 α
α 0 0 α 1
 for α ∈ R+.
For 0 ≤ α ≤ 1/2 we have M(α) ∈ CS5+ with cpsd-rankC(M(α)) ≤ 5. To see this we
set β = (1 +
√
1− 4α2)/2, so that √β√1− β = α, and observe that the matrices
Xi = Diag(
√
β ei +
√
1− β ei+1) ∈ S5+, i ∈ [5], (with e6 := e1),
provide a factorization of M(α).
Notice that for α = 1/2 we have that β = 1/2 = 1− β. That is,
M(1/2) =
1
2
Gram({Diag(ei + ei+1) : i ∈ [5], e6 := e1}).
The tuple (Diag(e1 + e2), . . . ,Diag(e5 + e1)) belongs to D(ScpsdM(1/2)), and therefore,
using the second part of Proposition 5.2, we find that ξcpsd∗ (M(1/2)) ≤ 5/2. For
α = 1/2 this gives an upper bound of 5/2 on the value of ξcpsdt (M(1/2)) for all t.
However, using a semidefinite programming solver we see that
ξcpsd2,V (M(1/2)) = 5,
where V is the set containing the vector (1,−1, 1,−1, 1) and its cyclic shifts. Hence
the bound ξcpsd2,V (M(1/2)) is tight: It certifies cpsd-rankC(M(1/2)) = 5, while the
other two known bounds (the rank bound
√
rank(A) and the analytic bound (5.11))
only give cpsd-rankC(A) ≥ 3.
We now observe that there exist 0 < ε, δ < 1/2 such that cpsd-rankC(M(α)) = 5
for all α ∈ [0, ε]∪[δ, 1/2]. Indeed, this follows from the fact that ξcpsd1 (M(0)) = 5 (by
Lemma 5.11), the above result that ξcpsd2,V (M(1/2)) = 5, and the lower semicontinuity
of α 7→ ξcpsd2,V (M(α)), which is shown in Lemma 5.12 below.
As the matrices M(α) are nonsingular, the above factorization shows that their
cp-rank is equal to 5 for all α ∈ [0, 1/2]; whether they all have cpsd-rank equal to
5 is not known. 4
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5.3.3 Boosting the bounds
In this section we propose some additional constraints that can be added in order to
strengthen the bounds ξcpsdt,V (A). These constraints may shrink the feasible region of
ξcpsdt,V (A) for t ∈ N, but they are redundant for t ∈ {∞, ∗}. The latter is shown using
the reformulation of the parameters ξcpsd∞,V (A) and ξ
cpsd
∗,V (A) in terms of C
∗-algebras.
We first mention how to construct localizing constraints of “bilinear type”, in-
spired by the work of Berta, Fawzi and Scholz [BFS16], see Lemma 5.8 part 1. As
for localizing constraints, these bilinear constraints can be modeled as semidefinite
constraints. Second, we show how to use zero entries in A and vectors in the kernel
of A to enforce new constraints on ξcpsdt,V (A), see Lemma 5.8 part 2.
Lemma 5.8. Let A ∈ CSn+ and t ∈ N ∪ {∞, ∗}. Then the following types of
constraints can be used to strengthen ξcpsdt,V (A) while still obtaining a lower bound
on cpsd-rankC(A):
1. L(p∗gpg′) ≥ 0 for all g, g′ localizing for A and p ∈ R〈x〉 with deg(p∗gpg′) ≤ 2t.
2. L = 0 on I2t
({∑n
i=1 vixi : v ∈ kerA
} ∪ {xixj : Aij = 0}).
Moreover, the first type of constraints is redundant for the programs ξcpsd∞ (A) and
ξcpsd∗ (A) when g, g′ ∈ M(S cpsdA ), and the second type of constraints is always re-
dundant for ξcpsd∞ (A) and ξ
cpsd
∗ (A).
Proof. Let X ∈ (Hd+)n be a Gram decomposition of A, and let L = LX be the real
part of the trace evaluation at X. Then, since p(X)∗g(X)p(X)  0 and g′(X)  0,
we have L(p∗gpg′) = Re(Tr(p(X)∗g(X)p(X)g′(X))) ≥ 0. Moreover, from 0 =
vTAv = Tr
((∑n
i=1 viXi
)2)
and 0 = Aij = Tr(XiXj) it follows that
∑n
i=1 viXi = 0
and XiXj = 0. Therefore L = 0 on I2t
({∑n
i=1 vixi : v ∈ kerA
}∪{xixj : Aij = 0}).
Now suppose that t ∈ {∞, ∗} and let L be feasible for ξcpsdt (A). Then, by
Theorem 4.5 there exists a unital C∗-algebra A with tracial state τ and an element
X ∈ D(S cpsdA,V ) such that L(p) = L(1)τ(p(X)) for all p ∈ R〈x〉. Then, for polynomials
g, g′ ∈ M(S cpsdA,V ) we know that g(X), g′(X) are positive elements in A. So g(X) =
a∗a and g′(X) = b∗b for some a, b ∈ A. Then we have
L(p∗gpg) = L(1) τ(p∗(X) g(X) p(X) g′(X))
= L(1) τ(p∗(X) a∗a p(X) b∗b)
= L(1) τ((a p(X) b∗)∗a p(X) b∗) ≥ 0,
where we use that τ is a positive tracial state on A. To show that L = 0 on the
ideal mentioned in the lemma we will use that we may assume that τ is faithful
(see [GdLL19, Lem. 12]). For a vector v in the kernel of A we have 0 = vTAv =
L((
∑
i vixi)
2) = L(1)τ((
∑
i viXi)
2), and hence, since τ is faithful,
∑
i viXi = 0
in A. Analogously, if Aij = 0, then L(xixj) = 0 implies τ(XiXj) = 0 and thus
XiXj = 0, since Xi, Xj are positive in A and τ is faithful and tracial. Together this
implies that L = 0 on I2t
({∑n
i=1 vixi : v ∈ kerA
} ∪ {xixj : Aij = 0}).
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Note that for v ∈ ker(A) and p ∈ R〈x〉t the constraints L(p (
∑n
i=1 vixi)) = 0
are in fact redundant: if v ∈ ker(A), then the vector obtained by extending v
with zeros belongs to ker(Mt(L)), since Mt(L)  0, from which it follows that
L(p (
∑n
i=1 vixi)) = 0. Also, for an implementation of ξ
cpsd
t (A) with the additional
constraints of Lemma 5.8, it is more efficient to index the moment matrices with a
basis for R〈x〉t modulo the ideal It
({∑i vixi : v ∈ ker(A)} ∪ {xixj : Aij = 0}).
5.3.4 Additional properties of the bounds
Here we list some additional properties of the parameters ξcpsdt (A) for t ∈ N∪{∞, ∗}.
First we state some properties for which the proofs are immediate and thus omitted.
Lemma 5.9. Suppose A ∈ CSn+ and t ∈ N ∪ {∞, ∗}.
(1) If P is a permutation matrix, then ξcpsdt (A) = ξ
cpsd
t (P
TAP ).
(2) If B is a principal submatrix of A, then ξcpsdt (B) ≤ ξcpsdt (A).
(3) If D is a positive definite diagonal matrix, then ξcpsdt (A) = ξ
cpsd
t (DAD).
We also have the following direct sum property, where the equality follows using
the C∗-algebra reformulations as given in Proposition 5.1 and Proposition 5.2.
Lemma 5.10. If A ∈ CSn+ and B ∈ CSm+ , then ξcpsdt (A⊕B) ≤ ξcpsdt (A)+ξcpsdt (B),
where equality holds for t ∈ {∞, ∗}.
Proof. To prove the inequality we take LA and LB feasible for ξ
cpsd
t (A) and ξ
cpsd
t (B),
and construct a feasible L for ξcpsdt (A⊕B) by setting
L(p(x,y)) = LA(p(x,0)) + LB(p(0,y)).
Now we show equality for t = ∞. By Proposition 5.1, ξcpsdt (A⊕B) is equal to
the infimum over all α ≥ 0 for which there exists a unital C∗-algebra A with tracial
state τ and (X,Y) ∈ DA(S cpsdA⊕B) such that A = α · (τ(XiXj)), B = α · (τ(YiYj))
and (τ(XiYj)) = 0. This implies X ∈ DA(S cpsdA ) and Y ∈ DA(S cpsdB ). Let PA be
the projection onto the space
∑
i Im(Xi) and define the linear form LA ∈ R〈x〉∗ by
LA(p) = α · τ(p(X)PA). It follows that LA is nonnegative on M(S cpsdA ), and
LA(xixj) = α τ(xixjPA) = α τ(xixj) = Aij ,
so LA is feasible for ξ
cpsd
∞ (A) with LA(1) = ατ(PA). In the same way we consider
the projection PB onto the space
∑
j Im(Yj) and define a feasible solution LB for
ξcpsdt (B) with LB(1) = ατ(PB). One can show that we may assume τ to be faithful
(see [GdLL19, Lem. 12]), so that positivity of Xi and Yj together with τ(XiYj) = 0
implies XiYj = 0 for all i and j, and thus
∑
i Im(Xi) ⊥
∑
j Im(Yj). This implies
I  PA + PB and thus τ(PA + PB) ≤ τ(1) = 1. We have
LA(1) + LB(1) = α τ(PA) + ατ(PB) ≤ α τ(1) = α,
so ξcpsd∞ (A) + ξ
cpsd
∞ (B) ≤ LA(1) +LB(1) ≤ α. The case t = ∗ follows similarly, now
using Proposition 5.2 instead of Proposition 5.1, completing the proof.
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Note that the cpsd-rank of a matrix satisfies the same properties as those mentioned
in the above two lemmas, where the inequality in Lemma 5.10 is always an equality:
cpsd-rankC(A ⊕ B) = cpsd-rankC(A) + cpsd-rankC(B) [PSVW18, GdLL17].
The following lemma shows that the first level of our hierarchy is at least as good
as the analytic lower bound (5.11) on the cpsd-rank derived in [PSVW18, Thm. 10].
Lemma 5.11. For any non-zero matrix A ∈ CSn+ we have
ξcpsd1 (A) ≥
(∑n
i=1
√
Aii
)2∑n
i,j=1Aij
. (5.11)
Proof. Let L be feasible for ξcpsd1 (A). Since L is nonnegative on M2(S cpsdA ), it
follows that L(
√
Aiixi − x2i ) ≥ 0, implying
√
AiiL(xi) ≥ L(x2i ) = Aii and thus
L(xi) ≥
√
Aii. Moreover, the matrix M1(L) is positive semidefinite. By taking the
Schur complement with respect to its upper left corner (indexed by 1) it follows
that the matrix L(1) · A− (L(xi)L(xj)) is positive semidefinite. Hence the sum of
its entries is nonnegative, which gives L(1)(
∑
i,j Aij) ≥ (
∑
i L(xi))
2 ≥ (∑i√Aii)2
and shows the desired inequality.
As an application of Lemma 5.11, the first bound ξcpsd1 is exact for the k × k
identity matrix: ξcpsd1 (Ik) = cpsd-rankC(Ik) = k. Moreover, by combining this with
Lemma 5.9, it follows that ξcpsd1 (A) ≥ k if A contains a diagonal positive definite
k × k principal submatrix. A slightly more involved example is given by the 5 × 5
circulant matrix A whose entries are given by Aij = (cos((i− j)4pi/5))2 (i, j ∈ [5]);
this matrix was used in [FGP+15] to show a separation between the completely
positive semidefinite cone and the completely positive cone, and it was shown that
cpsd-rankC(A) = 2. The analytic lower bound of [PSVW18] also evaluates to 2,
hence Lemma 5.11 shows that our bound is tight on this example.
We now examine further analytic properties of the parameters ξcpsdt (·). For each
r ∈ N, the set of matrices A ∈ CSn+ with cpsd-rankC(A) ≤ r is closed, which shows
that the function A 7→ cpsd-rankC(A) is lower semicontinuous. We now show that
the functions A 7→ ξcpsdt (A) have the same property. The other bounds defined in
the following sections are also lower semicontinuous, with a similar proof.
Lemma 5.12. For every t ∈ N ∪ {∞} and V ⊆ Rn, the function
Sn → R ∪ {∞}, A 7→ ξcpsdt,V (A)
is lower semicontinuous.
Proof. It suffices to show the result for t ∈ N, because ξcpsd∞,V (A) = supt ξcpsdt,V (A), and
the pointwise supremum of lower semicontinuous functions is lower semicontinuous.
We show that the level sets {A ∈ Sn : ξcpsdt,V (A) ≤ r} are closed. For this we consider
a sequence (Ak)k∈N in Sn converging to A ∈ Sn such that ξcpsdt,V (Ak) ≤ r for all k. We
show that ξcpsdt,V (A) ≤ r. Let Lk ∈ R〈x〉∗2t be an optimal solution to ξcpsdt,V (Ak). As
Lk(1) ≤ r for all k, it follows from Lemma 4.15 that there is a pointwise converging
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subsequence of (Lk)k, still denoted (Lk)k for simplicity, that has a limit L ∈ R〈x〉∗2t
with L(1) ≤ r. To complete the proof we show that L is feasible for ξcpsdt,V (A). By
the pointwise convergence of Lk to L, for every ε > 0, p ∈ R〈x〉, and i ∈ [n], there
exists a K ∈ N such that for all k ≥ K we have
|L(p∗xip)− Lk(p∗xip)| < min{1, ε√
Aii
}, |L(p∗x2i p)− Lk(p∗x2i p)| < ε,
|
√
Aii −
√
(Ak)ii| < ε
L(p∗xip) + 1
.
Hence we have
L(p∗(
√
Aiixi − x2i )p) =
√
Aii
(
L(p∗xip)− Lk(p∗xip) + Lk(p∗xip)
)
−
(
L(p∗x2i p)− Lk(p∗x2i p) + Lk(p∗x2i p)
)
≥ −2ε+
√
Aii Lk(p
∗xip)− Lk(p∗x2i p)
≥ −3ε+
√
(Ak)ii Lk(p
∗xip)− Lk(p∗x2i p)
= −3ε+ Lk(p∗(
√
(Ak)ii xi − x2i )p) ≥ −3ε,
where in the second inequality we use that 0 ≤ Lk(p∗xip) ≤ L(p∗xip) + 1. Letting
ε→ 0 gives L(p∗(√Aiixi − x2i )p) ≥ 0.
Similarly one can show L(p∗(vTAv− (∑i vixi)2)p) ≥ 0 for v ∈ V , p ∈ R〈x〉.
If we restrict to completely positive semidefinite matrices with an all-ones diag-
onal, that is, to CSn+ ∩ En, we can show an even stronger property. Here En is the
elliptope, which is the set of n × n positive semidefinite matrices with an all-ones
diagonal.
Lemma 5.13. For every t ∈ N ∪ {∞}, the function
CSn+ ∩ En → R, A 7→ ξcpsdt (A)
is convex, and hence continuous on the interior of its domain.
Proof. Let A,B ∈ CSn+ ∩ En and 0 < λ < 1. Let LA and LB be optimal solutions
for ξcpsdt (A) and ξ
cpsd
t (B). Since the diagonals of A and B are the same, we have
S cpsdA = S
cpsd
B . So L = λLA + (1− λ)LB is feasible for ξcpsdt (λA+ (1− λ)B), hence
ξcpsdt (λA+ (1− λ)B) ≤ λLA(1) + (1− λ)LB(1) = λξcpsdt (A)+(1− λ)ξcpsdt (B).
Example 5.14. Here we show that for t ≥ 1, the function
CSn+ → R, A 7→ ξcpsdt (A)
is not continuous. For this we consider the matrices
Ak =
(
1/k 0
0 1
)
∈ CS2+,
with cpsd-rankC(Ak) = 2 for all k ≥ 1. As Ak is diagonal positive definite we have
ξcpsdt (Ak) = 2 for all t, k ≥ 1, while ξcpsdt (limk→∞Ak) = 1. This argument extends
to CSn+ with n > 2. This example also shows that the first level of the hierarchy
ξcpsd1 (·) can be strictly better than the analytic lower bound (5.11) of [PSVW18]. 4
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Example 5.15. In this example we determine ξcpsdt (A) for all t ≥ 1 and A ∈ CS2+.
In view of Lemma 5.9(3) we only need to find ξcpsdt (A(α)) for 0 ≤ α ≤ 1, where
A(α) =
(
1 α
α 1
)
.
The first bound ξcpsd1 (A(α)) is equal to the analytic bound 2/(α+1) from Equa-
tion (5.11), where the equality follows from the fact that the truncated linear func-
tional L given by L(xixj) = A(α)ij , L(x1) = L(x2) = 1 and L(1) = 2/(α + 1) is
feasible for ξcpsd1 (A(α)).
For t ≥ 2 we show that ξcpsdt (A(α)) = 2−α. By the above this is true for α = 0
and α = 1, and in Example 5.6 we show ξcpsdt (A(1/2)) = 3/2 for t ≥ 2. The claim
then follows since the function α 7→ ξcpsdt (A(α)) is convex by Lemma 5.13. 4
5.4 The completely positive rank
The best current approach for lower bounding the completely positive rank of a
matrix is due to Fawzi and Parrilo [FP16]. Their approach relies on the atomicity
of the completely positive rank, that is, the fact that cp-rank(A) ≤ r if and only
if A has an atomic decomposition A =
∑r
k=1 vkv
T
k for nonnegative vectors vk. In
other words, if cp-rank(A) = r, then A/r can be written as a convex combination
of r rank-one positive semidefinite matrices vkv
T
k that satisfy 0 ≤ vkvTk ≤ A and
vkv
T
k  A. Based on this observation Fawzi and Parrilo define the parameter
τcp(A) = min
{
α : α ≥ 0, A ∈ α·conv{R ∈ Sn : 0 ≤ R ≤ A, R  A, rank(R) ≤ 1}},
as lower bound for cp-rank(A). They also define the semidefinite programming
parameter
τ soscp (A) = min
{
α : α ∈ R, X ∈ Sn2 ,(
α vec(A)T
vec(A) X
)
 0,
X(i,j),(i,j) ≤ A2ij for 1 ≤ i, j ≤ n,
X(i,j),(k,`) = X(i,`),(k,j) for 1 ≤ i < k ≤ n, 1 ≤ j < ` ≤ n,
X  A⊗A},
as an efficiently computable relaxation of τcp(A), and they show rank(A) ≤ τ soscp (A).
Therefore we have
rank(A) ≤ τ soscp (A) ≤ τcp(A) ≤ cp-rank(A).
Instead of the atomic point of view, here we take the Gram factorization perspec-
tive, which allows us to obtain bounds by adapting the techniques from Section 5.3
to the commutative setting. Indeed, we may view a factorization A = (aTi aj) by
nonnegative vectors as a factorization by diagonal (and thus pairwise commuting)
positive semidefinite matrices.
Before presenting the details of our hierarchy of lower bounds, we mention some
of our results in order to make the link to the parameters τ soscp (A) and τcp(A). The
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direct analogue of {ξcpsdt (A)} in the commutative setting leads to a hierarchy that
does not converge to τcp(A), but we provide two approaches to strengthen it that
do converge to τcp(A). The first approach is based on a generalization of the tensor
constraints in τ soscp (A). We also provide a computationally more efficient version
of these tensor constraints, leading to a hierarchy whose second level is at least as
good as τ soscp (A) while being defined by a smaller semidefinite program. The second
approach relies on adding localizing constraints for vectors in the unit sphere as in
Section 5.3.2.
The following hierarchy is a commutative analogue of the hierarchy from Sec-
tion 5.3, where we may now add the localizing polynomials Aij − xixj for the pairs
1 ≤ i < j ≤ n, which was not possible in the noncommutative setting of the com-
pletely positive semidefinite rank. For each t ∈ N∪{∞} we consider the semidefinite
program
ξcpt (A) = min
{
L(1) : L ∈ R[x1, . . . , xn]∗2t,
L(xixj) = Aij for i, j ∈ [n],
L ≥ 0 on M2t(S cpA )
}
,
where we set
S cpA =
{√
Aiixi − x2i : i ∈ [n]
} ∪ {Aij − xixj : 1 ≤ i < j ≤ n}.
We additionally define ξcp∗ (A) by adding the constraint rank(M(L)) <∞ to ξcp∞(A).
We also consider the strengthening ξcpt,†(A), where we add to ξ
cp
t (A) the positivity
constraints
L(gu) ≥ 0 for g ∈ {1} ∪ S cpA and u ∈ [x]2t−deg(g) (5.12)
and the tensor constraints
(L((ww′)c))w,w′∈〈x〉=`  A⊗` for all integers 2 ≤ ` ≤ t, (5.13)
which generalize the case ` = 2 used in the relaxation τ soscp (A). Here, for a word
w ∈ 〈x〉, we denote by wc the corresponding (commutative) monomial in [x]. The
tensor constraints (5.13) involve matrices indexed by the noncommutative words of
length exactly `. In Section 5.4.4 we show a more economical way to rewrite these
constraints as (L(mm′))m,m′∈[x]=`  Q`A⊗`QT` , thus involving smaller matrices
indexed by commutative monomials of degree `.
Note that, as before, we can strengthen the bounds by adding other localizing
polynomials to the set S cpA . In particular, we can follow the approach of Sec-
tion 5.3.2. Another possibility is to add localizing constraints specific to the com-
mutative setting: we can add each monomial u ∈ [x] to S cpA (see Section 5.4.5 for
an example).
The bounds ξcpt (A) and ξ
cp
t,†(A) are monotonically nondecreasing in t and they
are invariant under simultaneously permuting the rows and columns of A and under
scaling a row and column of A by a positive number. In Propositions 5.16 and 5.17
we show
τ soscp (A) ≤ ξcpt,†(A) ≤ τcp(A) for t ≥ 2,
and in Proposition 5.20 we show the equality ξcp∗,†(A) = τcp(A).
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5.4.1 Comparison to τ soscp (A)
We first show that the semidefinite programs defining ξcpt,†(A) are valid relaxations for
the completely positive rank. More precisely, we show that they lower bound τcp(A).
Proposition 5.16. For A ∈ CPn and t ∈ N ∪ {∞, ∗} we have ξcpt,†(A) ≤ τcp(A).
Proof. It suffices to show the inequality for t = ∗. For this consider a decomposition
A = α
∑r
k=1 λkRk, where α ≥ 1, λk > 0,
∑r
k=1 λk = 1, 0 ≤ Rk ≤ A, Rk  A,
and rankRk = 1. There are nonnegative vectors vk such that Rk = vkv
T
k . Define
the linear map L ∈ R[x]∗ by L = α∑rk=1 λkLvk , where Lvk is the evaluation at vk
mapping any polynomial p ∈ R[x] to p(vk) (see Equation (4.15) for the definition
of a scalar evaluation functional).
The equality (L(xixj)) = A follows from the identity A = α
∑r
k=1 λkRk. The
constraints L((
√
Aiixi − x2i )p2) ≥ 0 follow because
Lvk(
√
Aiixi − x2i )p2) = (
√
Aii(vk)i − (vk)2i )p(vk)2 ≥ 0,
where we use that (vk)i ≥ 0 and (vk)2i = (Rk)ii ≤ Aii implies (vk)2i ≤ (vk)i
√
Aii.
The constraints L((Aij − xixj)p2) ≥ 0 and
L(gu) ≥ 0 for g ∈ {1} ∪ S cpA and u ∈ [x]
follow in a similar way.
It remains to show that X`  A⊗` holds for all ` ∈ N, where we set X` =
(L(uv))u,v∈〈x〉=` . Note that X1 = A. We adapt the argument used in [FP16] to
show X`  A⊗` using induction on ` ≥ 2. Suppose A⊗(`−1)  X`−1. Combining
A−Rk  0 and Rk  0 gives (A−Rk)⊗R⊗(`−1)k  0 and thus A⊗R⊗(`−1)k  R⊗`k
for each k. Scaling the above by a factor αλk and summing over k gives
A⊗X`−1 =
∑
k
αλkA⊗R⊗(`−1)k 
∑
k
αλkR
⊗`
k = X`.
Finally, combining with A⊗(`−1) −X`−1  0 and A  0, we obtain
A⊗` = A⊗ (A⊗(`−1) −X`−1) +A⊗X`−1  A⊗X`−1  X`.
Now we show that the new parameter ξcp2,†(A) is at least as good as τ
sos
cp (A).
Later in Section 5.4.5 we will give an example where the inequality is strict.
Proposition 5.17. For A ∈ CPn we have τ soscp (A) ≤ ξcp2,†(A).
Proof. Let L be feasible for ξcp2,†(A). We will construct a feasible solution to the
program defining τ soscp (A) with objective value L(1), which implies τ
sos
cp (A) ≤ L(1)
and thus the desired inequality. For this set α = L(1) and define the symmetric
n2 × n2 matrix X by X(i,j),(k,`) = L(xixjxkx`) for i, j, k, ` ∈ [n]. Then the matrix
M :=
(
α vec(A)T
vec(A) X
)
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is positive semidefinite. This follows because M is obtained from the principal
submatrix of M2(L) indexed by the monomials 1 and xixj (1 ≤ i ≤ j ≤ n) where
the rows/columns indexed by xjxi with 1 ≤ i < j ≤ n are duplicates of the
rows/columns indexed by xixj .
We have L((Aij − xixj)xixj) ≥ 0 for all i, j: For i 6= j this follows using the
constraint L((Aij − xixj)u) ≥ 0 with u = xixj (from (5.12)), and for i = j this
follows from
L((Aii − x2i )x2i ) = L((
√
Aii − xi)2 + 2(
√
Aiixi − x2i )) ≥ 0,
which holds because of (5.6), the constraint L(p2) ≥ 0 for deg(p) ≤ 2, and the
constraint L(
√
Aiixi − x2i ) ≥ 0. Using that L(xixj) = Aij , we get the inequality
X(i,j),(i,j) = L(x
2
ix
2
j ) ≤ A2ij . Furthermore, we have the identity
X(i,j),(k,`) = L(xixjxkx`) = L(xix`xkxj) = X(i,`),(k,j),
and the constraint (L(uv))u,v∈〈x〉=2  A⊗2 implies X  A⊗A. Together this shows
that M is feasible for τ soscp (A).
5.4.2 Convergence of the basic hierarchy
We first summarize convergence properties of the hierarchy ξcpt (A). Note that unlike
in Section 5.3 where we can only claim the inequality ξcpsd∞ (A) ≤ ξcpsd∗ (A), here we
can show the equality ξcp∞(A) = ξ
cp
∗ (A). This is because we can use Theorem 4.12,
which permits to represent certain truncated linear functionals by finite atomic
measures.
Proposition 5.18. Let A ∈ CPn. For every t ∈ N∪{∞, ∗} the optimum in ξcpt (A)
is attained, and ξcpt (A) → ξcp∞(A) = ξcp∗ (A) as t → ∞. If ξcpt (A) admits a flat
optimal solution, then ξcpt (A) = ξ
cp
∞(A). Moreover, ξ
cp
∞(A) = ξ
cp
∗ (A) is the minimum
value of L(1) taken over all linear functionals L that satisfy A = (L(xixj)) and that
are conic combinations of evaluations at elements of D(S cpA ).
Proof. We may assume A 6= 0. Since √Aiixi − x2i ∈ S cpA for all i, using (5.6) we
obtain that Tr(A) −∑i x2i ∈ M2(S cpA ). By adapting the proof of Proposition 5.1
to the commutative setting, we see that the optimum in ξcpt (A) is attained for
t ∈ N ∪ {∞}, and ξcpt (A)→ ξcp∞(A) as t→∞.
We now show the inequality ξcp∗ (A) ≤ ξcp∞(A), which implies that equality holds.
For this, let L be optimal for ξcp∞(A). By Theorem 4.12, the restriction of L to
R[x]2 extends to a conic combination of evaluations at points in D(S cpA ). It follows
that this extension is feasible for ξcp∗ (A) with the same objective value. This shows
that ξcp∗ (A) ≤ ξcp∞(A), that the optimum in ξcp∗ (A) is attained, and that ξcp∗ (A) is
the minimum of L(1) over all conic combinations L of evaluations at elements of
D(S cpA ) such that A = (L(xixj)). Finally, by Theorem 4.11 we have ξ
cp
t (A) = ξ
cp
∞(A)
if ξcpt (A) admits a flat optimal solution.
Next, we give a reformulation for the parameter ξcp∗ (A), which is similar to the
formulation of τcp(A), although it lacks the constraint R  A which is present
in τcp(A).
5.4. The completely positive rank 87
Proposition 5.19. We have
ξcp∗ (A) = min
{
α : α ≥ 0, A ∈ α · conv{R ∈ Sn : 0 ≤ R ≤ A, rank(R) ≤ 1}}.
Proof. This follows directly from the reformulation of ξcp∗ (A) in Proposition 5.18
in terms of conic combinations of evaluations at points in D(S cpA ), after observing
that, for v ∈ Rn, we have v ∈ D(S cpA ) if and only if the matrix R = vvT satisfies
0 ≤ R ≤ A.
5.4.3 Additional constraints and convergence to τcp(A)
The reformulation of the parameter ξcp∗ (A) in Proposition 5.19 differs from τcp(A)
in that the constraint R  A is missing. In order to have a hierarchy converging to
τcp(A) we need to add constraints to enforce that L can be decomposed as a conic
combination of evaluation maps at nonnegative vectors v satisfying vvT  A. Here
we present two ways to achieve this goal.
First we show that the tensor constraints (5.13) suffice in the sense that ξcp∗,†(A) =
τcp(A) (note that the constraints (5.12) are not needed for this result). However,
because of the special form of the tensor constraints we do not know whether ξcpt,†(A)
admitting a flat optimal solution implies ξcpt,†(A) = ξ
cp
∗,†(A), and we do not know
whether ξcp∞,†(A) = ξ
cp
∗,†(A).
Second, we adapt the approach of adding additional localizing constraints from
Section 5.3.2 to the commutative setting, where we do show
ξcp∞,Sn−1(A) = ξ
cp
∗,Sn−1(A) = τcp(A).
This yields a doubly indexed sequence of semidefinite programs whose optimal val-
ues converge to τcp(A).
Proposition 5.20. Let A ∈ CPn. For every t ∈ N ∪ {∞} the optimum in ξcpt,†(A)
is attained. We have ξcpt,†(A)→ ξcp∞,†(A) as t→∞ and ξcp∗,†(A) = τcp(A).
Proof. The attainment of the optima in ξcpt,†(A) for t ∈ N∪{∞} and the convergence
of ξcpt,†(A) to ξ
cp
∞,†(A) can be shown in the same way as the analogous statements
for ξcpt (A) in Proposition 5.18.
We have seen the inequality ξcp∗,†(A) ≤ τcp(A) in Proposition 5.16. Now we show
the reverse inequality. Let L be feasible for ξcp∗,†(A). We will show that L is feasible
for τcp(A), which implies τcp(A) ≤ L(1) and thus τcp(A) ≤ ξcp∗,†(A).
By Proposition 5.17 and the fact that rank(A) ≤ τ soscp (A) we have L(1) > 0
(where we assume A 6= 0). By Theorem 4.10, we may write
L = L(1)
K∑
k=1
λkLvk ,
where λk > 0,
∑
k λk = 1, and Lvk is an evaluation map at a point vk ∈ D(S cpA ).
We define the matrices Rk = vkv
T
k , so that A = L(1)
∑K
k=1Rk. The matrices Rk
satisfy 0 ≤ Rk ≤ A since vk ∈ D(S cpA ). Clearly also Rk  0. It remains to show
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that Rk  A. For this we use the tensor constraints (5.13). Using that L is a conic
combination of evaluation maps, we may rewrite these constraints as
L(1)
K∑
k=1
λkR
⊗`
k  A⊗`,
from which it follows that L(1)λkR
⊗`
k  A⊗` for all k ∈ [K]. Therefore, for all
k ∈ [K] and all vectors v with vTRkv > 0 we have
L(1)λk ≤
(
vTAv
vTRkv
)`
for all ` ∈ N.
Suppose there is a k such that Rk 6 A. Then there exists a v such that we have
vTRkv > v
TAv. As (vTAv)/(vTRkv) < 1, letting ` → ∞ we obtain L(1)λk = 0,
reaching a contradiction. It follows that Rk  A for all k ∈ [K].
The second approach for reaching τcp(A) is based on using the extra localizing
constraints from Section 5.3.2. For a subset V ⊆ Sn−1, define ξcpt,V (A) by replacing
the truncated quadratic module M2t(S cpA ) in ξcpt (A) by M2t(S cpA,V ), where
S cpA,V = S
cp
A ∪
{
vTAv −
( n∑
i=1
vixi
)2
: v ∈ V }.
Proposition 5.5 can be adapted to the completely positive setting, so that we have
a sequence of finite subsets V1 ⊆ V2 ⊆ . . . ⊆ Sn−1 with ξcp∗,Vk(A)→ ξ
cp
∗,Sn−1(A) as
k → ∞. Proposition 5.18 still holds when adding extra localizing constraints, so
that for any k ≥ 1 we have
lim
t→∞ ξ
cp
t,Vk
(A) = ξcp∗,Vk(A).
Combined with Proposition 5.21 this shows that we have a doubly indexed sequence
ξcpt,Vk(A) of semidefinite programs that converges to τcp(A) as t→∞ and k →∞.
Proposition 5.21. For A ∈ CPn we have ξcp∗,Sn−1(A) = τcp(A).
Proof. The proof is the same as the proof of Proposition 5.19, with the following
additional observation: Given a vector u ∈ Rn, we have u ∈ D(S cpA,Sn−1) only if
uuT  A. The latter follows from the additional localizing constraints: for each
v ∈ Rn we have
0 ≤ vTAv −
(∑
i
viui
)2
= vT (A− uuT )v.
5.4.4 More efficient tensor constraints
Here we show that for any integer ` ≥ 2 the tensor constraint
A⊗` − (L((ww′)c))w,w′∈〈x〉=`  0,
5.4. The completely positive rank 89
used in the definition of ξcpt,+(A), can be reformulated in a more economical way
using matrices indexed by commutative monomials in [x]=` instead of noncommu-
tative words in 〈x〉=`. For this we exploit the symmetry in the matrices A⊗` and
(L((ww′)c))w,w′∈〈x〉=` for L ∈ R[x]∗2`. Recall that for a word w ∈ 〈x〉, we let wc
denote the corresponding (commutative) monomial in [x].
Define the matrix Q` ∈ R[x]=`×〈x〉=` by
(Q`)m,w =
{
1/dm if w
c = m,
0 otherwise,
(5.14)
where, for m = xα11 · · ·xαnn ∈ [x]=`, we define the multinomial coefficient
dm =
∣∣{w ∈ 〈x〉=` : wc = m}∣∣ = `!
α1! · · ·αn! . (5.15)
Lemma 5.22. For L ∈ R[x]∗2` we have
Q`(L((ww
′)c))w,w′∈〈x〉=`Q
T
` = (L(mm
′))m,m′∈[x]=` .
Proof. For m,m′ ∈ [x]`, the (m,m′)-entry of the left-hand side is equal to∑
w,w′∈〈x〉=`
QmwQm′w′L((ww
′)c) =
∑
w∈〈x〉=`
wc=m
∑
w′∈〈x〉=`
(w′)c=m′
L((ww′)c)
dmdm′
= L(mm′).
The group Sym(`) of permutations of [`] acts on 〈x〉=` by (xi1 · · ·xi`)σ =
xiσ(1) · · ·xiσ(`) for σ ∈ Sym(`). Let
P =
1
`!
∑
σ∈Sym(`)
Pσ, (5.16)
where, for any σ ∈ Sym(`), Pσ ∈ R〈x〉=`×〈x〉=` is the permutation matrix defined by
(Pσ)w,w′ =
{
1 if wσ = w′,
0 otherwise.
A matrix M ∈ R〈x〉=`×〈x〉=` is said to be Sym(`)-invariant if PσM = MPσ for all
σ ∈ Sym(`).
Lemma 5.23. Let Q` be the matrix from (5.14). If M ∈ R〈x〉=`×〈x〉=` is symmetric
and Sym(`)-invariant, then
M  0 ⇐⇒ Q`MQT`  0.
Proof. The implication M  0 =⇒ Q`MQT`  0 is immediate. For the other impli-
cation we need a preliminary fact. Consider the diagonal matrix D ∈ R[x]=`×[x]=`
90 Chapter 5. Matrix factorization ranks and polynomial optimization
with Dmm = dm for m ∈ [x]=`. We claim that QT` DQ` = P , the matrix in (5.16).
Indeed, for any w,w′ ∈ 〈x〉=`, we have
(QT` DQ`)ww′ =
∑
m∈[x]=`
(Q`)mw(Q`)mw′Dmm =
{
1/dm if w
c = (w′)c = m,
0 otherwise
=
|{σ ∈ Sym(`) : wσ = w′}|
`!
= Pww′ .
Suppose Q`MQ
T
`  0, and let λ be an eigenvalue of M with eigenvector z. Since
MP = PM , we may assume Pz = z, for otherwise we can replace z by Pz, which
is still an eigenvector of M with eigenvalue λ. We may also assume z to be a unit
vector. Then λ ≥ 0 can be shown using the identity QT` DQ` = P as follows:
λ = zTMz
= zTPMPz
= zT (QT` DQ`)M(Q
T
` DQ`)z
= (DQ`z)
T (Q`MQ
T
` )DQ`z ≥ 0.
We can now derive our symmetry reduction result:
Proposition 5.24. For L ∈ R[x]∗2` we have
A⊗` − (L((ww′)c))w,w′∈〈x〉=`  0 ⇐⇒ Q`A⊗`QT` − (L(mm′))m,m′∈[x]=`  0.
Proof. For any w,w′ ∈ 〈x〉=` we have (PσA⊗`PTσ )w,w′ = A⊗`wσ,(w′)σ = A⊗`w,w′ and
(Pσ(L((uu
′)c))u,u′∈〈x〉=`P
∗
σ )w,w′ = L((w
σ(w′)σ)c) = L((ww′)c).
This shows that the matrix A⊗`−(L((ww′)c))w,w′∈〈x〉=` is Sym(`)-invariant. Hence
the claimed result follows by using Lemma 5.22 and Lemma 5.23.
5.4.5 Computational examples
Bipartite matrices
Consider the (p+ q)× (p+ q) matrices
P (a, b) =
(
(a+ q)Ip Jp,q
Jq,p (b+ p)Iq
)
, a, b ∈ R+,
where Jp,q denotes the all-ones matrix of size p×q. We have P (a, b) = P (0, 0)+D for
some nonnegative diagonal matrix D. As can be easily verified, P (0, 0) is completely
positive with cp-rank(P (0, 0)) = pq, so P (a, b) is completely positive with pq ≤
cp-rank(P (a, b)) ≤ pq + p+ q.
For p = 2 and q = 3 we have cp-rank(P (a, b)) = 6 for all a, b ≥ 0, which follows
from the fact that 5 × 5 completely positive matrices with at least one zero entry
have cp-rank at most 6; see [BSM03, Theorem 3.12]. Fawzi and Parrilo [FP16]
show that τ soscp (P (0, 0)) = 6, and give a subregion of pairs (a, b) ∈ [0, 1]2 where
5 < τ soscp (P (a, b)) < 6. The next lemma shows the bound ξ
cp
2,†(P (a, b)) is tight for
all a, b ≥ 0 and therefore strictly improves on τ soscp in this region.
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Lemma 5.25. For a, b ≥ 0 we have ξcp2,†(P (a, b)) ≥ pq.
Proof. Let L be feasible for ξcp2,†(P (a, b)) and let
B =
(
α cT
c X
)
be the principal submatrix of M2(L) where the rows and columns are indexed by
{1} ∪ {xixj : 1 ≤ i ≤ p, p+ 1 ≤ j ∈ p+ q}.
It follows that c is the all-ones vector c = 1. Moreover, if P (a, b)ij = 0 for some
i 6= j, then the constraints L(xixju) ≥ 0 and L((P (a, b)ij − xixj)u) ≥ 0 imply
L(xixju) = 0 for all u ∈ [x]2. Hence, Xxixj ,xkx` = L(xixjxkx`) = 0 whenever
xixj 6= xkx`. It follows that X is a diagonal matrix. We write
B =
(
α 1T
1 Diag(z1, . . . , zpq)
)
.
Since
(
1 −1T
−1 J
)
 0 we have
0 ≤ Tr
((
α 1T
1 Diag(z1, . . . , zpq)
)(
1 −1T
−1 J
))
= α− 2pq +
pq∑
k=1
zk.
Finally, by the constraints L((P (a, b)ij − xixj)u) ≥ 0 (with i ∈ [p], j ∈ p + [q] and
u = xixj) and L(xixj) = P (a, b)ij we obtain zk ≤ 1 for all k ∈ [pq]. Combined with
the above inequality, it follows that
L(1) = α ≥ 2pq −
pq∑
k=1
zk ≥ pq,
and hence ξcp2,†(P (a, b)) ≥ pq.
Examples related to the DJL-conjecture
The Drew-Johnson-Loewy conjecture [DJL94] states that the maximal cp-rank of
an n × n completely positive matrix is equal to bn2/4c. Recently this conjecture
has been disproven for n = 7, 8, 9, 10, 11 in [BSU14] and for all n ≥ 12 in [BSU15]
(interestingly, it remains open for n = 6). In Table 5.1 we provide the values of
some of our bounds on the examples of [BSU14]. Although our bounds are not
tight for the cp-rank, they are non-trivial and as such may be of interest for future
comparisons. For numerical stability reasons we have evaluated our bounds on
scaled versions of the matrices from [BSU14], so that the diagonal entries become
equal to 1. The matrices M˜7, M˜8 and M˜9 correspond to the matrices M˜ in Examples
1, 2, 3 of [BSU14], and M7, M11 correspond to the matrices M in Examples 1
and 4. The column ξcp2,† + xixj corresponds to the bound ξ
cp
2,† where we replace S
cp
A
by S cpA ∪ {xixj : 1 ≤ i < j ≤ n}.
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Table 5.1: Examples from [BSU14] with various bounds on their cp-rank
Example cp-rank(·) bn24 c rank ξcp1 ξcp2 ξcp2,† ξcp2,† ξcp3,†
+xixj
M7 14 12 7 2.64 4.21 7.21 9.75 10.50
M˜7 14 12 7 2.58 4.66 8.43 9.53 10.50
M˜8 18 16 8 3.23 5.45 8.74 10.41 13.82
M˜9 26 20 9 3.39 5.71 11.60 13.74 17.74
M11 32 30 11 4.32 7.46 20.76 21.84 –
5.5 The nonnegative rank
In this section we adapt the techniques for the cp-rank from Section 5.4 to the
asymmetric setting of the nonnegative rank. We now view a factorization A =
(aTi bj)i∈[m],j∈[n] by nonnegative vectors as a factorization by positive semidefinite
diagonal matrices. That is, we write Aij = Tr(XiXm+j), with Xi = Diag(ai) and
Xm+j = Diag(bj). Note that we can view this as a “partial matrix” setting, where
for the symmetric matrix (Tr(XiXk))i,k∈[m+n] of size m + n, only the off-diagonal
entries at the positions (i,m+ j) for i ∈ [m], j ∈ [n] are specified.
This asymmetry requires rescaling the factors in order to get upper bounds on
their maximal eigenvalues, which is needed to ensure the Archimedean property for
the selected localizing polynomials. For this we use the well-known fact that for any
A ∈ Rm×n+ there exists a factorization A = (Tr(XiXm+j)) by diagonal nonnegative
matrices of size rank+(A), such that
λmax(Xi), λmax(Xm+j) ≤
√
Amax for all i ∈ [m], j ∈ [n],
where Amax := maxi,jAij . To see this, observe that for a rank-one matrix R = uv
T
with 0 ≤ R ≤ A, one may assume 0 ≤ ui, vj ≤
√
Amax for all i, j. Hence, the set
S+A =
{√
Amaxxi − x2i : i ∈ [m+ n]
} ∪ {Aij − xixm+j : i ∈ [m], j ∈ [n]}
is localizing for A; that is, there exists a minimal factorization X ∈ D(S+A ) of A.
Given A ∈ Rm×n≥0 , for each t ∈ N ∪ {∞} we consider the semidefinite program
ξ+t (A) = min
{
L(1) : L ∈ R[x1, . . . , xm+n]∗2t,
L(xixm+j) = Aij for i ∈ [m], j ∈ [n],
L ≥ 0 on M2t(S+A )
}
.
Moreover, define ξ+∗ (A) by adding the constraint rank(M(L)) <∞ to the program
defining ξ+∞(A). It it easy to check that ξ
+
t (A) ≤ ξ+∞(A) ≤ ξ+∗ (A) ≤ rank+(A) for
t ∈ N.
Denote by ξ+t,†(A) the strengthening of ξ
+
t (A) where we add the positivity con-
straints
L(gu) ≥ 0 for g ∈ {1} ∪ S+A and u ∈ [x]2t−deg(g). (5.17)
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Note that these extra constraints can help for finite t, but that they are redundant
for t ∈ {∞, ∗}.
5.5.1 Comparison to other bounds
As in the previous section, we compare our bounds to the bounds by Fawzi and
Parrilo [FP16]. They introduce the following parameter τ+(A) as an analogue of
the bound τcp(A) for the nonnegative rank:
τ+(A) = min
{
α : α ≥ 0, A ∈ α · conv{R ∈ Rm×n : 0 ≤ R ≤ A, rank(R) ≤ 1}},
and the analogue τ sos+ (A) of the bound τ
sos
cp (A) for the nonnegative rank:
τ sos+ (A) = inf
{
α : X ∈ Rmn×mn, α ∈ R,(
α vec(A)T
vec(A) X
)
 0,
X(i,j),(i,j) ≤ A2ij for 1 ≤ i ≤ m, 1 ≤ j ≤ n,
X(i,j),(k,`) = X(i,`),(k,j) for 1 ≤ i < k ≤ m, 1 ≤ j < ` ≤ n
}
.
First we give the analogue of Proposition 5.18, whose proof we omit since it is
very similar.
Proposition 5.26. Let A ∈ Rm×n+ . For every t ∈ N ∪ {∞, ∗} the optimum in
ξ+t (A) is attained, and ξ
+
t (A)→ ξ+∞(A) = ξ+∗ (A) as t→∞. If ξ+t (A) admits a flat
optimal solution, then ξ+t (A) = ξ
+
∗ (A). Moreover, ξ
+
∞(A) = ξ
+
∗ (A) is the minimum
value of L(1) taken over all linear functionals L that satisfy A = (L(xixm+j)) and
that are conic combinations L of trace evaluations at elements of D(S+A ).
Now we observe that the parameters ξ+∞(A) and ξ
+
∗ (A) coincide with τ+(A), so
that we have a sequence of semidefinite programs converging to τ+(A).
Proposition 5.27. For any A ∈ Rm×n≥0 , we have ξ+∞(A) = ξ+∗ (A) = τ+(A).
Proof. The discussion at the beginning of Section 5.5 shows that for any rank-one
matrix R satisfying 0 ≤ R ≤ A we may assume that R = uvT with (u, v) ∈ Rm+×Rn+
and ui, vj ≤
√
Amax for i ∈ [m], j ∈ [n]. Hence, τ+(A) can be written as
min
{
α : α ≥ 0, A ∈ α · conv{uvT : (u, v) ∈ [0,√Amax]m+n, uvT ≤ A}}
= min
{
α : α ≥ 0, A ∈ α · conv{uvT : (u, v) ∈ D(S+A )}}.
The equality ξ+∞(A) = ξ
+
∗ (A) = τ+(A) now follows from the reformulation of ξ
+
∗ (A)
in Proposition 5.26 in terms of conic evaluations, after noting that for (u, v) in
Rm × Rn we have (u, v) ∈ D(S+A ) if and only if the matrix R = uvT satisfies
0 ≤ R ≤ A.
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Analogously to the case of the completely positive rank we have the following
proposition. The proof is similar to that of Proposition 4.2, considering now for
M the principal submatrix of M2(L) indexed by the monomials 1 and xixm+j for
i ∈ [m] and j ∈ [n].
Proposition 5.28. If A is a nonnegative matrix, then ξ+2,†(A) ≥ τ sos+ (A).
In the remainder of this section we recall how τ+(A) and τ
sos
+ (A) compare to
other bounds in the literature. These bounds can be divided into two categories:
combinatorial lower bounds and norm-based lower bounds. The following diagram
from [FP16] summarizes how τ sos+ (A) and τ+(A) relate to the combinatorial lower
bounds
τ sos+ (A) ≤ τ+(A) ≤ rank+(A)
≤ ≤ ≤
ω(RG(A)) ≤ ϑ(RG(A)) ≤ χfrac(RG(A)) ≤ χ(RG(A)) = rankB(A).
Here RG(A) is the rectangular graph, with V = {(i, j) ∈ [m] × [n] : Aij > 0}
as vertex set and E = {((i, j), (k, `)) : Ai`Akj = 0} as edge set. The coloring
number of RG(A) coincides with the well known rectangle covering number (also
denoted rankB(A)), which was used, e.g., in [FMP
+15] to show that the extension
complexity of the correlation polytope is exponential. The clique number of RG(A)
is also known as the fooling set number (see, e.g., [FKPT13]). Observe that the above
combinatorial lower bounds only depend on the sparsity pattern of the matrix A,
and that they are all equal to one for a strictly positive matrix.
Fawzi and Parrilo [FP16] have furthermore shown that the bound τ+(A) is at
least as good as norm-based lower bounds:
τ+(A) = sup
N monotone and
positively homogeneous
N ∗(A)
N (A) .
Here, a function N : Rm×n+ → R+ is positively homogeneous if N (λA) = λN (A) for
all λ ≥ 0 and monotone if N (A) ≤ N (B) for A ≤ B, and N ∗(A) is defined as
N ∗(A) = max{L(A) : L : Rm×n → R linear and L(X) ≤ 1 for all X ∈ Rm×n+
with rank(X) ≤ 1 and N (X) ≤ 1}.
These bounds are called norm-based since norms often provide valid functions N .
For example, when N is the `∞-norm, Rothvoß [Rot17] used the corresponding
lower bound N ∗(A)/N (A) to show that the matching polytope has exponential
extension complexity.
When N is the Frobenius norm: N (A) = (∑i,j A2ij)1/2, the parameter N ∗(A)
is known as the nonnegative nuclear norm. In [FP15] it is denoted by ν+(A) and it
is shown to satisfy rank+(A) ≥ (ν+(A)/‖A‖F )2. Moreover, it is reformulated as
ν+(A) = min
{∑
i
λi : A =
∑
i
λiuiv
T
i , (λi, ui, vi) ∈ R1+m+n+ , ‖ui‖2 = ‖vi‖2 = 1
}
(5.18)
= max
{〈A,W 〉 : W ∈ Rm×n, ( I −W−WT I ) is copositive}, (5.19)
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where the cone of copositive matrices is the dual of the cone of completely posi-
tive matrices. Fawzi and Parrilo [FP15] use the copositive formulation (5.19) to
provide bounds ν
[k]
+ (A) (k ≥ 0), based on inner approximations of the copositive
cone from [Par00], which converge to ν+(A) from below. We now observe that by
Theorem 4.12 the atomic formulation of ν+(A) from (5.18) can be seen as a moment
optimization problem:
ν+(A) = min
∫
V (S)
1 dµ(x) s.t. Aij =
∫
V (S)
xixm+j dµ(x) for i ∈ [m], j ∈ [n].
Here, the optimization variable µ is required to be a Borel measure on the variety
V (S), where
S = {∑mi=1 x2i − 1, ∑nj=1 x2m+j − 1}.
(The same observation is made in [TS15] for the real nuclear norm of a symmetric
3-tensor and in [Nie17] for symmetric odd-dimensional tensors.) For t ∈ N ∪ {∞},
let µt(A) denote the parameter defined analogously to ξ
+
t (A), where we replace
the condition L ≥ 0 on M2t(S+A ) by L ≥ 0 on M2t({x1, . . . , xm+n}) and L = 0
on I2t(S), and let µ∗(A) be obtained by adding the constraint rank(M(L)) < ∞
to µ∞(A). We have µt(A) → µ∞(A) = µ∗(A) = ν+(A) by Theorem 4.12 and (a
non-normalized analogue of) Theorem 4.13. One can show that µ1(A) with the
additional constraints L(u) ≥ 0 for all u ∈ [x]2, is at least as good as ν[0]+ (A). It is
not clear how the hierarchies µt(A) and ν
[k]
+ (A) compare in general.
5.5.2 Computational examples
We illustrate the performance of our approach by comparing our lower bounds ξ+2,†
and ξ+3,† to the lower bounds τ+ and τ
sos
+ on the two examples considered in [FP16].
All nonnegative 2× 2 matrices
For A(α) =
(
1 1
1 α
)
, Fawzi and Parrilo [FP16] show that
τ+(A(α)) = 2− α and τ sos+ (A(α)) =
2
1 + α
for all 0 ≤ α ≤ 1.
Since the parameters τ+(A) and τ
sos
+ (A) are invariant under scaling and permuting
rows and columns of A, one can use the identity(
1 1
1 α
)
=
(
1 0
0 α
)(
1 1
1 1/α
)(
0 1
1 0
)
to see that their result describes the parameters for all nonnegative 2× 2 matrices.
By using a semidefinite programming solver for α = k/100, k ∈ [100], we see that
ξ+2 (A(α)) coincides with τ+(A(α)).
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The nested rectangles problem
Here we consider the nested rectangles problem as described in [FP16, Section 2.7.2]
(see also [MSvS03]). This problem asks for which a, b ∈ [−1, 1] there exists a triangle
T such that R(a, b) ⊆ T ⊆ P , where R(a, b) = [−a, a] × [−b, b] and P = [−1, 1]2,
see Figure 5.1 for an illustration.
−1
1
−1 1
(−a,−b)
(a, b)
Figure 5.1: An example of the nested rectangles problem where a triangle exists.
In Chapter 2 we have seen how the nonnegative rank relates to the extension
complexity of a polytope. In fact, it also relates to extended formulations of nested
pairs of polytopes [BFPS15, GG12]. An extended formulation of a pair of polytopes
P1 ⊆ P2 ⊆ Rd is a (possibly) higher-dimensional polytope K and a projection pi
such that pi(K) is nested between P1 and P2. Let us suppose pi(K) = {x ∈ Rd :
y ∈ Rk+, (x, y) ∈ K} and K = {(x, y) : Ex+ Fy = g, y ∈ Rk+}, then k is the size of
the extended formulation, and the smallest such k is called the extension complexity
of the pair (P1, P2). It is known (cf. [BFPS15, Theorem 1]) that the extension
complexity of the pair (P1, P2), where
P1 = conv({v1, . . . , vn}) and P2 = {x : aTi x ≤ bi for i ∈ [m]},
is equal to the nonnegative rank of the generalized slack matrix SP1,P2 ∈ Rm×n,
defined by
(SP1,P2)ij = bj − aTj vi for i ∈ [m], j ∈ [n].
It is known that any nonnegative matrix is the slack matrix of some nested pair of
polytopes [GPT13, Lemma 4.1] (see also [GG12]).
Applying this to the pair (R(a, b), P ), one immediately sees that there exists a
polytope K with at most three facets whose projection T = pi(K) ⊆ R2 satisfies
R(a, b) ⊆ T ⊆ P if and only if the pair (R(a, b), P ) admits an extended formulation
of size 3. For a, b > 0, the polytope T has to be 2-dimensional, therefore K has to be
at least 2-dimensional as well; it follows that K and T have to be triangles. Hence
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there exists a triangle T such that R(a, b) ⊆ T ⊆ P if and only if the nonnegative
rank of the slack matrix S(a, b) := SR(a,b),P is equal to 3. One can verify that
S(a, b) =

1− a 1 + a 1− b 1 + b
1 + a 1− a 1− b 1 + b
1 + a 1− a 1 + b 1− b
1− a 1 + a 1 + b 1− b
.
Such a triangle exists if and only if (1+a)(1+b) ≤ 2 (see [FP16, Proposition 4] for a
proof sketch). To test the quality of their bound, Fawzi and Parrilo [FP16] compute
τ sos+ (S(a, b)) for different values of a and b. In doing so they determine the region
where τ sos+ (S(a, b)) > 3. We do the same for the bounds ξ
+
1,†(S(a, b)), ξ
+
2,†(S(a, b))
and ξ+3,†(S(a, b)), see Figure 5.2. The results show that ξ
+
2,†(S(a, b)) strictly improves
upon the bound τ sos+ (S(a, b)), and that ξ
+
3,†(S(a, b)) is again a strict improvement
over ξ+2,†(S(a, b)).
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Figure 5.2: The colored region corresponds to rank+(S(a, b)) = 4. The top right
region (black) corresponds to ξ+1,†(S(a, b)) > 3, the two top right regions (black and
red) together correspond to τ sos+ (S(a, b)) > 3, the three top right regions (black, red
and yellow) to ξ+2,†(S(a, b)) > 3, and the four top right regions (black, red, yellow,
and green) to ξ+3,†(S(a, b)) > 3
5.6 The positive semidefinite rank
The positive semidefinite rank can be seen as an asymmetric version of the com-
pletely positive semidefinite rank. Hence, as was the case in the previous section for
the nonnegative rank, we need to select suitable factors in a minimal factorization
98 Chapter 5. Matrix factorization ranks and polynomial optimization
in order to be able to bound their maximum eigenvalues and obtain a localizing set
of polynomials leading to an Archimedean quadratic module.
For this we can follow, e.g., the approach in [LWdW17, Lemma 5] to rescale
a factorization and claim that, for any A ∈ Rm×n+ with psd-rankC(A) = d, there
exists a factorization A = (〈Xi, Xm+j〉) by matrices X1, . . . , Xm+n ∈ Hd+ such that∑m
i=1Xi = I and Tr(Xm+j) =
∑
iAij for all j ∈ [n]. Indeed, starting from any
factorization Xi, Xm+j in H
d
+ of A, we may replace Xi by X
−1/2XiX−1/2 and Xm+j
by X1/2Xm+jX
1/2, where X :=
∑m
i=1Xi is positive definite (by minimality of d).
This argument shows that the set of polynomials
S psdA =
{
xi − x2i : i ∈ [m]
} ∪ {( m∑
i=1
Aij
)
xm+j − x2m+j : j ∈ [n]
}
is localizing for A; that is, there is at least one minimal factorization X of A such
that g(X)  0 for all polynomials g ∈ S psdA . Moreover, for the same minimal
factorization X of A we have p(X)(1−∑mi=1Xi) = 0 for all p ∈ R〈x〉.
Given A ∈ Rm×n+ , for each t ∈ N ∪ {∞} we consider the semidefinite program
ξpsdt (A) = min
{
L(1) : L ∈ R〈x1, . . . , xm+n〉∗2t,
L(xixm+j) = Aij for i ∈ [m], j ∈ [n],
L ≥ 0 on M2t(S psdA ),
L = 0 on I2t(1−
∑m
i=1 xi)
}
.
We additionally define ξpsd∗ (A) by adding the constraint rank(M(L)) < ∞ to the
program defining ξpsd∞ (A) (and considering the infimum over L ∈ R〈x〉∗ instead of
the minimum, since we do not know if the infimum is attained in ξpsd∗ (A)). By
the above discussion it follows that the parameter ξpsd∗ (A) is a lower bound on
psd-rankC(A) and we have
ξpsd1 (A) ≤ . . . ≤ ξpsdt (A) ≤ . . . ≤ ξpsd∞ (A) ≤ ξpsd∗ (A) ≤ psd-rankC(A).
Note that, in contrast to the previous bounds, the parameter ξpsdt (A) is not invariant
under rescaling the rows of A or under taking the transpose of A (see Section 5.6.2).
It follows from the construction of S psdA and Equation (5.6) that the quadratic
module M(S psdA ) is Archimedean, and hence the following analogue of Proposi-
tion 5.1 can be shown.
Proposition 5.29. Let A ∈ Rm×n+ . For each t ∈ N∪{∞}, the optimum in ξpsdt (A)
is attained, and we have
lim
t→∞ ξ
psd
t (A) = ξ
psd
∞ (A).
Moreover, ξpsd∞ (A) (resp. ξ
psd
∗ (A)) is equal to the infimum over all α ≥ 0 for which
there exists a unital (resp. finite-dimensional) C∗-algebra A with tracial state τ and
X ∈ DA(S psdA ) ∩ VA(1−
∑m
i=1 xi) such that A = α · (τ(XiXm+j))i∈[m],j∈[n].
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5.6.1 Comparison to other bounds
In [LWdW17] the following bound on the complex positive semidefinite rank was
derived:
psd-rankC(A) ≥
m∑
i=1
maxj∈[n]
Aij∑
iAij
. (5.20)
If a feasible linear form L to ξpsdt (A) satisfies the inequalities
L(xi(
∑
i
Aij − xm+j)) ≥ 0 for all i ∈ [m], j ∈ [n],
then L(1) is at least the above lower bound. Indeed, the inequalities give
L(xi) ≥ maxj∈[n] L(xixm+j)∑
iAij
= maxj∈[n]
Aij∑
iAij
.
and hence
L(1) =
m∑
i=1
L(xi) ≥
m∑
i=1
maxj∈[n]
Aij∑
iAij
.
The inequalities L(xi(
∑
iAij−xm+j)) ≥ 0 are easily seen to be valid for trace eval-
uations at points of D(S psdA ). More importantly, as in Lemma 5.8, these inequalities
are satisfied by feasible linear forms to the programs ξpsd∞ (A) and ξ
psd
∗ (A). Hence,
ξpsd∞ (A) and ξ
psd
∗ (A) are at least as good as the lower bound (5.20).
In [LWdW17] two other fidelity-based lower bounds on the psd-rank were de-
fined; we do not know how they compare to ξpsdt (A).
5.6.2 Computational examples
In this section we apply our bounds to some (small) examples taken from the liter-
ature, namely 3× 3 circulant matrices and slack matrices of small polygons.
Nonnegative circulant matrices of size 3
We consider the nonnegative circulant matrices of size 3 which are, up to scaling,
of the form
M(b, c) =
1 b cc 1 b
b c 1
 with b, c ≥ 0.
If b = 1 = c, then rank(M(b, c)) = psd-rankR(M(b, c)) = psd-rankC(M(b, c)) = 1.
Otherwise we have rank(M(b, c)) ≥ 2, which implies psd-rankK(M(b, c)) ≥ 2 for
K ∈ {R,C}. In [FGP+15, Example 2.7] it is shown that
psd-rankR(M(b, c)) ≤ 2 ⇐⇒ 1 + b2 + c2 ≤ 2(b+ c+ bc).
Hence, if b and c do not satisfy the above inequality then psd-rankR(M(b, c)) = 3.
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To see how good our lower bounds are for this example, we use a semidefinite
programming solver to compute ξpsd2 (M(b, c)) for (b, c) ∈ [0, 4]2 (we discretize the
region with stepsize 0.01). In Figure 5.3 we see that the bound ξpsd2 (M(b, c)) certifies
that psd-rankR(M(b, c)) = psd-rankC(M(b, c)) = 3 for most values of (b, c) for which
psd-rankR(M(b, c)) = 3.
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Figure 5.3: The colored region corresponds to the values of (b, c) for which
psd-rankR(M(b, c)) = 3; the outer region (yellow) shows the values of (b, c) for
which ξpsd2 (M(b, c)) > 2.
Polygons
Here we consider the slack matrices of two polygons in the plane, where the bounds
are sharp (after rounding) and we illustrate the dependence on scaling the rows or
taking the transpose. We consider the quadrilateral Q with vertices (0, 0), (0, 1),
(1, 0), and (2, 2), and the regular hexagon H, whose slack matrices are given by
SQ =

0 0 2 2
1 0 0 3
0 1 3 0
2 2 0 0
, SH =

0 1 2 2 1 0
0 0 1 2 2 1
1 0 0 1 2 2
2 1 0 0 1 2
2 2 1 0 0 1
1 2 2 1 0 0
.
Our lower bounds on psd-rankC are not invariant under taking the transpose, indeed
numerically we have ξpsd2 (SQ) ≈ 2.266 and ξpsd2 (STQ) ≈ 2.5. The slack matrix SQ
has psd-rankR(SQ) = 3 (a corollary of [GRT13, Theorem 4.3]) and therefore both
bounds certify psd-rankC(SQ) = 3 = psd-rankR(SQ).
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Secondly, our bounds are not invariant under rescaling the rows of a nonnegative
matrix. Numerically we have ξpsd2 (SH) ≈ 1.99 while ξpsd2 (DSH) ≈ 2.12, where
D = Diag(2, 2, 1, 1, 1, 1). The bound ξpsd2 (DSH) is in fact tight (after rounding) for
the complex positive semidefinite rank of DSH (and hence of SH): in [GGS17] it is
shown that psd-rankC(SH) = 3.
5.7 Concluding remarks
We provide a Matlab implementation of all the lower bounds introduced in this chap-
ter, at the arXiv submission of the paper on which this chapter is based [GdLL19].
The implementation uses the CVX package [GB14] and supports various semi-
definite programming solvers; for our numerical examples we used Mosek [ApS17].
We now mention some corollaries of the results of this chapter and open prob-
lems.
Testing membership in the completely positive cone and the completely positive
semidefinite cone is another important problem to which our hierarchies can also
be applied. It follows from the proof of Proposition 5.18 that if A is not completely
positive then, for some order t, the program ξcpt (A) is infeasible or its optimum
value is larger than the Carathe´odory bound on the cp-rank (which is similar to
an earlier result in [Nie14a]). In the noncommutative setting the situation is more
complicated: If ξcpsd∗ (A) is feasible, then A ∈ CS+, and if A 6∈ CSn+,vN, then ξcpsd∞ (A)
is infeasible (Propositions 5.1 and 5.2). Here CSn+,vN is the cone defined in [BLP17]
consisting of the matrices admitting a factorization by positive elements in a von
Neumann algebra with a trace. This cone can equivalently be characterized as the
set of matrices of the form α (τ(aiaj)) where α ∈ R+, and τ is a tracial state on a
C∗-algebra A and a1, . . . , an are positive elements in A.
Our lower bounds are on the complex version of the (completely) positive semi-
definite rank. As far as we are aware, the existing generic lower bounds (except
for the dimension-counting rank lower bound) are also on the complex (completely)
positive semidefinite rank. It would be interesting to find a lower bound on the
real (completely) positive semidefinite rank that can go beyond the complex (com-
pletely) positive semidefinite rank. In [LWdW17] an ad-hoc argument is given to
separate the complex positive semidefinite rank from the real positive semidefinite
rank for a specific matrix.
Finally we mention that our approach applies more generally, for instance to the
nonnegative tensor rank; see [GdLL19, Sec. 6] for more details.

Chapter 6
Matrices with high
completely positive
semidefinite rank
This chapter is based on the paper “Matrices with high completely positive semi-
definite rank”, by S. Gribling, D. de Laat, and M. Laurent [GdLL17].
As we have seen in Chapter 2, the nonnegative rank, the positive semidefinite
rank, and the completely positive rank can all be upper bounded by a function of
the matrix size. In fact, the square of the matrix size is a (loose) upper bound on
all three. In this chapter we study the question of whether the completely positive
semidefinite rank can be upper bounded in terms of the matrix size n. We give an
explicit construction of completely positive semidefinite matrices of size 4k2 +2k+2
with complex completely positive semidefinite rank 2k for any positive integer k.
This shows that if such an upper bound would exist, it has to be at least exponential
in the matrix size. For this we exploit connections to quantum information theory
and we construct extremal bipartite correlation matrices of large rank.
The main motivation for the above question is to decide whether the completely
positive semidefinite cone is closed. Indeed, if an upper bound on cpsd-rankC that
only depends on the matrix size exists, then a compactness argument shows that the
cone is closed. If the cone is closed, that would immediately imply that affine slices of
the cone are closed. In Section 3.4 we have seen that an important affine slice of the
completely positive semidefinite cone is the set of bipartite quantum correlations.
After completion of the work in this chapter, Slofstra [Slo19] showed that the set of
bipartite quantum correaltions is not closed. Using the above mentioned connection,
this implies that the cone CSn+ is not closed, for n large enough; see Section 3.2 for
a discussion. Hence, no upper bound exists on cpsd-rankC that only depends on
the matrix size. Nevertheless, it remains challenging to construct explicit classes of
completely positive semidefinite matrices with large cpsd-rank.
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6.1 Introduction
In this chapter we study the completely positive semidefinite rank, one of the two
symmetric matrix factorization ranks that we have seen in the previous chapter.
Recall the inclusions
CPn ⊆ CSn+ ⊆ Sn+ ∩ Rn×n+ ,
where Sn+ is the cone of (real) positive semidefinite n×n matrices. The three cones
coincide for n ≤ 4 (since doubly nonnegative matrices of size n ≤ 4 are completely
positive), but both inclusions are strict for n ≥ 5 (see [LP15] for details). By
Carathe´odory’s theorem, the completely positive rank of a matrix in CPn is at
most
(
n+1
2
)
+ 1. As we now know, due to Slofstra’s work [Slo19], there does not
exist an upper bound on the cpsd-rank that only depends on the matrix size n.
It remains a challenging task to construct explicit families of completely positive
semidefinite matrices whose cpsd-rank is large.
In this chapter we construct an explicit family of matrices whose cpsd-rank grows
exponentially in the matrix size n. Our main result is the following:
Theorem 6.1. For each positive integer k, there exists a completely positive semi-
definite matrix M of size 4k2 + 2k + 2 with cpsd-rankC(M) = 2k.
The proof of this result relies on a connection with quantum information theory
and geometric properties of (bipartite) correlation matrices. A first basic ingredient
is the fact from [SV17] that a quantum correlation P can be realized in local dimen-
sion d if and only if there exists a certain completely positive semidefinite matrix M
with cpsd-rankC(M) at most d (see Section 3.4). Then, the key idea is to construct
a class of quantum correlations P that need large local dimension. In Chapter 7 we
will revisit the topic of quantifying the amount of entanglement needed to realize
a quantum correlation. There we will not focus on explicit examples, rather we
will propose a new measure for the amount of entanglement of a quantum correla-
tion. Specifically, our new measure will differ from the “minimal local dimension”
measure by assuming that access to shared randomness is free.
The papers [VP09, Slo11, Ji13] each use different techniques to show the exis-
tence of different quantum correlations that require large local dimension. Our main
contribution is to provide a unified, explicit construction of the quantum correlations
from [VP09] and [Slo11], which uses the seminal work of Tsirelson [Tsi87, Tsi93]
combined with convex geometry and recent insights from rigidity theory. In addi-
tion, we also give an explicit proof of Tsirelson’s bound (see Corollary 6.11) and we
show examples where the bound is tight.
More specifically, we construct such quantum correlations from bipartite correla-
tion matrices. For this we use the classical results of Tsirelson [Tsi87, Tsi93], which
characterize bipartite correlation matrices in terms of operator representations and,
using Clifford algebras, we relate the rank of extremal bipartite correlations to the
local dimension of their operator representations. In this way we reduce the prob-
lem to finding bipartite correlation matrices that are extreme points of the set of
bipartite correlations and have large rank.
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Organization. The proof of our main result in Theorem 6.1 boils down to sev-
eral key ingredients which we treat in the subsequent sections. In Section 6.2 we
group old and new results about the set of bipartite correlation matrices. We give a
geometric characterization of the extreme points, we revisit some conditions due to
Tsirelson and links to rigidity theory, and we construct a class of extreme bipartite
correlations with optimal parameters. In Section 6.3 we recall some characteriza-
tions, due to Tsirelson, of bipartite correlations in terms of operator representations.
We also recall connections to Clifford algebras, and for bipartite correlations that are
extreme points we relate their rank to the dimension of their operator representa-
tions. In Section 6.4 we show how to construct quantum correlations from bipartite
correlation matrices, and we prove the main theorem. Finally, in Section 6.5 we
briefly mention some related work.
6.2 The set of bipartite correlations
In this section we define the set Cor(m,n) of bipartite correlation matrices. The set
of bipartite correlation matrices should not be confused with the bipartite (quan-
tum) correlations that we have seen in Section 3.2, they are different objects. How-
ever, there is of course a connection: to every m × n bipartite correlation ma-
trix we can associate a bipartite quantum correlation P ∈ R{0,1}2×[m]×[n] and vice
versa (see Lemma 6.18 and its proof). This connection dates back to the work of
Tsirelson [Tsi87], and it plays a crucial role in this chapter.
After defining the set Cor(m,n) of bipartite correlation matrices, we discuss
properties of the extreme points of Cor(m,n) which will play a crucial role in the
construction of CS+-matrices with large complex completely positive semidefinite
rank. In particular we give a characterization of the extreme points of Cor(m,n) in
terms of extreme points of the related set Em+n of correlation matrices. We use it
to give a simple construction of a class of extreme points of Cor(m,n) with rank r,
when m = n =
(
r+1
2
)
. We also revisit conditions for extreme points introduced by
Tsirelson [Tsi87] and point out links with universal rigidity. Based on these we can
construct extreme points of Cor(m,n) with rank r when m = r and n =
(
r
2
)
+ 1,
which are used to prove our main result (Theorem 6.1).
Notation. Throughout we set S = [m] and T = [n], and with S unionsq T we denote
the disjoint union of S and T , that is, a set of size m + n whose elements belong
either to S or to T .
6.2.1 Bipartite correlations and correlation matrices
A matrix C ∈ Rm×n is called a bipartite correlation matrix if there exist real unit
vectors x1, . . . , xm, y1, . . . , yn ∈ Rd (for some d ≥ 1) such that Cs,t = 〈xs, yt〉 for
all s ∈ [m] = S and t ∈ [n] = T . Following Tsirelson [Tsi87], any such system of
real unit vectors is called a C-system. We let Cor(m,n) denote the set of all m× n
bipartite correlation matrices.
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The elliptope En is defined as
En =
{
E ∈ Sn+ : Eii = 1 for i = 1, . . . , n
}
,
its elements are the correlation matrices, which can alternatively be defined as all
matrices of the form (〈zi, zj〉)ni,j=1 for some real unit vectors z1, . . . , zn ∈ Rd (d ≥ 1).
We have the surjective projection
pi : Em+n → Cor(m,n),
(
Q C
CT R
)
7→ C. (6.1)
Hence, Cor(m,n) is a projection of the elliptope Em+n (which is a convex set) and
therefore Cor(m,n) is a convex set. Given C ∈ Cor(m,n), any matrix E ∈ Em+n
such that pi(E) = C is called an extension of C to the elliptope and we let fib(C)
denote the fiber (the set of extensions) of C. If fib(C) 6= ∅ we say that C has
an extension to the elliptope. If |fib(C)| = 1, then we say that C has a unique
extension to the elliptope.
Theorem 6.4 below characterizes extreme points of Cor(m,n) in terms of extreme
points of Em+n. It is based on two intermediary results. The first result (whose
proof is easy) relates extreme points C ∈ Cor(m,n) to properties of their set of
extensions fib(C). It is shown in [ENLV14] in a more general setting.
Lemma 6.2 ([ENLV14, Lemma 2.4]). Let C ∈ Cor(m,n). Then C is an extreme
point of Cor(m,n) if and only if the set fib(C) is a face of Em+n. Moreover, if C
is an extreme point of Cor(m,n), then every extreme point of fib(C) is an extreme
point of Em+n.
The second result (from Tsirelson [Tsi87]) shows that every extreme point C of
Cor(m,n) has a unique extension E in Em+n. We give a proof for completeness.
Lemma 6.3 ([Tsi87]). Assume C is an extreme point of Cor(m,n).
(i) If x1, . . . , xm, y1, . . . , yn is a C-system, i.e., C = (〈xs, yt〉), then
Span{x1, . . . , xm} = Span{y1, . . . , yn}.
(ii) The matrix C has a unique extension to a matrix E ∈ Em+n, and there exists
a C-system x1, . . . , xm, y1, . . . , yn ∈ Rr, with r = rank(C), such that
E = Gram(x1, . . . , xm, y1, . . . , yn).
Proof. We will use the following observation: Each matrix C = (〈as, bt〉)s∈[m],t∈[n],
where as, bt are vectors with ‖as‖, ‖bt‖ ≤ 1, belongs to Cor(m,n) since it satisfies
Cs,t =
〈 as√1− ‖as‖2
0
,
 bt0√
1− ‖bt‖2
〉 for all (s, t) ∈ S × T.
6.2. The set of bipartite correlations 107
(i) Set V = Span{x1, . . . , xm} and assume yk 6∈ V for some k ∈ [n]. Let w
denote the orthogonal projection of yk onto V . Then ‖w‖ < 1 and one can choose
a nonzero vector u ∈ V such that ‖w+−u‖ ≤ 1. Define the matrices C+− ∈ Rm×n by
C+−s,t =
{
〈xs, w +− u〉 if t = k,
〈xs, yt〉 if t 6= k.
Then, C+− ∈ Cor(m,n) (by the above observation) and C = (C+ + C−)/2. As
C is an extreme point of Cor(m,n) one must have C = C+ = C−. Hence u is
orthogonal to each xs and thus u = 0, a contradiction. This shows the inclusion
Span{y1, . . . , ym} ⊆ Span{x1, . . . , xm} and the reverse one follows in the same way.
(ii) Assume that {x′s, y′t} and {x′′s , y′′t } are two C-systems. We now show that
〈x′r, x′s〉 = 〈x′′r , x′′s 〉 for all r, s ∈ S and 〈y′t, y′u〉 = 〈y′′t , y′′u〉 for all t, u ∈ T . For this
define the vectors
xs =
x′s ⊕ x′′s√
2
and yt =
y′t ⊕ y′′t√
2
,
which again form a C-system. Using (i), for any s ∈ S, there exist scalars λst such
that xs =
∑
t∈T λ
s
tyt and thus x
′
s =
∑
t∈T λ
s
ty
′
t and x
′′
s =
∑
t∈T λ
s
ty
′′
t . This shows
〈x′r, x′s〉 =
∑
t∈T
λrt 〈y′t, x′s〉 =
∑
t∈T
λrtCs,t =
∑
t∈T
λrt 〈y′′t , x′′s 〉 = 〈x′′r , x′′s 〉
for all r, s ∈ S. The analogous argument shows 〈y′t, y′u〉 = 〈y′′t , y′′u〉 for all t, u ∈ T .
This shows C has a unique extension to a matrix E ∈ Em+n.
Finally, we show that rank(E) = rank(C). Say E is the Gram matrix of
x1, . . . , xm, y1, . . . , yn. In view of (i), rank(E) = rank{x1, . . . , xm} and thus it
suffices to show that rank{x1, . . . , xm} ≤ rank(C). For this note that if {xs : s ∈ I}
(for some I ⊆ S) is linearly independent then the corresponding rows of C are lin-
early independent, since
∑
s∈I λs〈xs, yt〉 = 0 (for all t ∈ T ) implies
∑
s∈I λsxs = 0
(using (i)) and thus λs = 0 for all s.
Theorem 6.4. A matrix C is an extreme point of Cor(m,n) if and only if C has
a unique extension to a matrix E ∈ Em+n and E is an extreme point of Em+n.
Proof. Direct application of Lemma 6.2 and Lemma 6.3 (ii).
We can use the following lemma to construct explicit examples of extreme points
of Cor(m,n) for the case m = n.
Lemma 6.5. Each extreme point of En is an extreme point of Cor(n, n).
Proof. Let C be an extreme point of En. Define the matrix
E =
(
C C
C C
)
.
Then E ∈ E2n is an extension of C. In view of Theorem 6.4 it suffices to show that E
is the unique extension of C and that E is an extreme point of E2n. With e1, . . . , en
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denoting the standard unit vectors in Rn, observe that the vectors ei⊕−ei (i ∈ [n])
lie in the kernel of any matrix E′ ∈ fib(C). Indeed, since E′ and C have an all-ones
diagonal we have
(ei ⊕−ei)TE′(ei ⊕−ei) = 0,
and since E′ is positive semidefinite this implies that ei ⊕ −ei ∈ ker(E′). This
implies that fib(C) = {E}. We now show that E is an extreme point of E2n. For
this let E1, E2 ∈ E2n and 0 < λ < 1 such that E = λE1 + (1− λ)E2. As E1, E2 are
positive semidefinite, the kernel of E is the intersection of the kernels of E1 and E2.
Hence the vectors ei ⊕−ei belong to the kernels of E1 and E2 and thus
E1 =
(
C1 C1
C1 C1
)
and E2 =
(
C2 C2
C2 C2
)
for some C1, C2 ∈ En. Hence, C = λC1 + (1 − λ)C2, which implies C = C1 = C2,
since C is an extreme point of En. Thus E = E1 = E2, which completes the
proof.
The above lemma shows how to construct extreme points of Cor(n, n) from
extreme points of the elliptope En. Li and Tam [LT95] give the following character-
ization of the extreme points of En.
Theorem 6.6 ([LT95]). Consider a matrix E ∈ En with rank r and unit vectors
z1, . . . , zn ∈ Rr such that E = Gram(z1, . . . , zn). Then E is an extreme point of En
if and only if (
r + 1
2
)
= dim(Span{z1zT1 , . . . , znzTn }). (6.2)
In particular, if E is an extreme point of En, then
(
r+1
2
) ≤ n.
Example 6.7 ([LT95]). For each integer r ≥ 1 there exists an extreme point of
En of rank r, where n =
(
r+1
2
)
. For example, let e1, . . . , er be the standard basis
vectors of Rr and define
E = Gram
(
e1, . . . , er,
e1 + e2√
2
,
e1 + e3√
2
, . . . ,
er−1 + er√
2
)
.
Then E is an extreme point of En of rank r. 4
Note that the above example is optimal in the sense that a rank-r extreme
point of En can exist only if n ≥
(
r+1
2
)
(by Theorem 6.6). By combining this
with Lemma 6.5, this gives a class of extreme points of Cor(m,n) with rank r and
m = n =
(
r+1
2
)
.
6.2.2 Tsirelson’s bound
If C is an extreme point of Cor(m,n) with rank r, then by Theorems 6.4 and 6.6 we
have
(
r+1
2
) ≤ m+n. Tsirelson [Tsi93] claimed the stronger bound (r+12 ) ≤ m+n−1
(see Corollary 6.11 below). In the rest of this section we show how to derive this
stronger bound of Tsirelson (which is given in [Tsi93] without proof). In the next
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section, we construct two classes of extreme bipartite correlation matrices, of which
one meets Tsirelson’s bound. To show Tsirelson’s bound we need to investigate in
more detail the unique extension property for extreme points of Cor(m,n).
Let C ∈ Cor(m,n) with rank r, let {xs}, {yt} be a C-system in Rr, and let
E = Gram(x1, . . . , xm, y1, . . . , yn) ∈ Em+n.
In view of Theorem 6.4, if C is an extreme point of Cor(m,n), then E is the
unique extension of C in Em+n. This uniqueness property can be rephrased as the
requirement that an associated semidefinite program has a unique solution. Namely,
consider the following dual pair of semidefinite programs:
max
{
0 : X ∈ SSunionsqT+ , Xk,k = 1 for k ∈ S unionsq T, Xs,t = Cs,t for s ∈ S, t ∈ T
}
, (6.3)
min
{∑
s∈S
λs +
∑
t∈T
µt + 2
∑
s∈S,t∈T
Ws,tCs,t : Ω =
(
Diag(λ) W
WT Diag(µ)
)
∈ SSunionsqT+
}
.
(6.4)
The feasible region of problem (6.3) consists of all possible extensions of C in Em+n,
and the feasible region of (6.4) consists of the positive semidefinite matrices Ω
whose support (consisting of all off-diagonal pairs (i, j) with Ωi,j 6= 0) is contained
in the complete bipartite graph with bipartition S unionsq T . Moreover, strong duality
holds: the optimal values of both problems are equal to 0. Finally, for any primal
feasible (optimal) X and dual optimal Ω, equality ΩX = 0 holds, which implies
that rank(X) + rank(Ω) ≤ m+ n.
Theorem 6.8 below (shown in [LV14] in the more general context of universal
rigidity) shows that if the equality rank(X) + rank(Ω) = m+ n holds (also known
as strict complementarity), then X is in fact the unique feasible solution of pro-
gram (6.3), and thus C has a unique extension in Em+n.
Theorem 6.8. Let C ∈ Cor(m,n) and let {xs}, {yt} be a C-system spanning Rr.
Assume E = Gram(x1, . . . , xm, y1, . . . , yn) is an extreme point of Em+n. If there
exists an optimal solution Ω of program (6.4) with rank(Ω) = m+ n− r, then E is
the only extension of C in Em+n.
Proof. Apply [LV14, Thm. 3.2] to the bar framework G(p), where G is the complete
bipartite graph Km,n with bipartition S unionsq T and where p = {xs(s ∈ S), yt(t ∈ T )}.
The conditions (v), (vi) in [LV14, Thm. 3.2] follow from ΩE = 0 and the fact that
{xs}, {yt} ⊂ Rr are C-systems spanning Rr.
In addition one can relate uniqueness of an extension of C in the elliptope to the
existence of a quadric separating the two point sets {xs} and {yt} (Theorem 6.10
below). Roughly speaking, such a quadric allows us to construct a suitable op-
timal dual solution Ω and to apply Theorem 6.8. This property was stated by
Tsirelson [Tsi93], however without proof. Interestingly, an analogous result was
shown recently by Connelly and Gortler [CG17] in the setting of universal rigidity.
We will give a sketch of a proof for Theorem 6.10. For this we use Theorem 6.8, argu-
ments in [CG17], and the following basic property of semidefinite programs (which
can be seen as an analog of Farkas’ lemma for linear programs, see Chapter 1).
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Lemma 6.9. Let A1, . . . , Am ∈ Sn and b ∈ Rm. Assume that there exists a matrix
X0 ∈ Sn such that 〈Aj , X0〉 = bj for all j ∈ [m]. Then exactly one of the following
two alternatives holds:
(i) There exists a matrix X  0 such that 〈Aj , X〉 = bj for all j ∈ [m].
(ii) There exists y ∈ Rm such that Ω = ∑mj=1 yjAj  0, Ω 6= 0, and bT y ≤ 0.
Theorem 6.10 ([Tsi93, Theorems 2.21-2.22]). Let C ∈ Cor(m,n), let {xs}, {yt}
be a C-system spanning Rr, and let E = Gram(x1, . . . , xm, y1, . . . , yn) ∈ Em+n.
(i) If C is an extreme point of Cor(m,n), then there exist nonnegative scalars
λ1, . . . , λm, µ1, . . . , µn, not all equal to zero, such that
m∑
s=1
λsxsx
T
s =
n∑
t=1
µtyty
T
t . (6.5)
(ii) If E is an extreme point of Em+n and there exist strictly positive scalars
λ1, . . . , λm, µ1, . . . , µn for which relation (6.5) holds, then C is an extreme
point of Cor(m,n).
Proof. (i) By assumption, C is an extreme point of Cor(m,n), so by Theorem 6.4
E is the only feasible solution of the program (6.3) and E is an extreme point
of the elliptope Em+n. As E is an extreme point of Em+n, Theorem 6.6 shows
that rank(E) = r ≤ (r+12 ) ≤ m + n, and therefore r < m + n. It follows that
the program (6.3) does not have a positive definite feasible solution. Applying
Lemma 6.9 it follows that there exists a nonzero matrix Ω that is feasible for the
dual program (6.4) and satisfies
Tr(ΩE) =
∑
s∈S
λs +
∑
t∈T
µt + 2
∑
s∈S,t∈T
Ws,tCs,t ≤ 0.
Since both Ω and E are positive semidefinite, this implies ΩE = 0. This gives:
λsxs +
∑
t∈T
Ws,tyt = 0 (s ∈ S), µtyt +
∑
s∈S
Ws,txs = 0 (t ∈ T ).
Since Ω  0, the scalars λs, µt are nonnegative. We claim that they satisfy (6.5).
We multiply the left relation by xTs and the right one by y
T
t to obtain
λsxsx
T
s +
∑
t∈T
Ws,tytx
T
s = 0 (s ∈ S), µtytyTt +
∑
s∈S
Ws,txsy
T
t = 0 (t ∈ T ).
Summing the left relation over s ∈ S, and summing the right relation over t ∈ T
and taking the transpose, we get:∑
s∈S
λsxsx
T
s = −
∑
s∈S
∑
t∈T
Ws,tytx
T
s =
∑
t∈T
µtyty
T
t ,
and thus (6.5) holds.
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(ii) Assume that E is an extreme point of Em+n and that there exist strictly
positive scalars λ1, . . . , λm, µ1, . . . , µn for which (6.5) holds. The key idea is to
construct a matrix Ω that is optimal for the program (6.4) and has rank m+n− r,
since then we can apply Theorem 6.8 and conclude that E is the only extension of
C in Em+n. The construction of such a matrix Ω is analogous to the construction
given in [CG17] for frameworks (see their Theorem 4.3 and its proof), so we omit
the details.
Corollary 6.11 ([Tsi93]). If C is an extreme point of Cor(m,n), then(
rank(C) + 1
2
)
≤ n+m− 1. (6.6)
Proof. Let x1, . . . , xm, y1, . . . , yn ∈ Rr, with r = rank(C), be a C-system spanning
Rr and let E be their Gram matrix. As E is an extreme point of Em+n, it follows
from relation (6.2) that Sr is spanned by the m + n matrices xix
T
i , yjy
T
j where
i ∈ S, j ∈ T . The identity (6.5) provides one linear dependence between these
m + n matrices and therefore we have that Sr is spanned by a set of m + n − 1
matrices and thus its dimension
(
r+1
2
)
is at most m+ n− 1.
Our first construction in the next section provides bipartite correlation matrices
for which the bound (6.6) is tight.
6.2.3 Constructing extreme bipartite correlation matrices
We construct two families of extreme points of Cor(m,n), which we will use in
Section 6.4 to construct completely positive semidefinite matrices with exponentially
large completely positive semidefinite rank. The first construction meets Tsirelson’s
bound and is used to prove Theorem 6.1. The second construction will be used to
recover one of the results of [Slo11].
We begin with constructing a family of extreme points C1 of Cor(m,n) with
rank(C1) = r, m = r, and n =
(
r
2
)
+1, which thus shows that inequality (6.6) is tight.
Such a family of bipartite correlation matrices can also be inferred from [VP09],
where the correlation matrices are obtained through analytical methods as opti-
mal solutions of linear optimization problems over Cor(m,n). Instead, we use the
sufficient conditions for extremality of bipartite correlations given above.
For this we will construct matrices E1,Ω1 ∈ Sr+n that satisfy the conditions of
Theorem 6.8; that is, E1 is an extreme point of Er+n, Ω1 is positive semidefinite with
support contained in the complete bipartite graph Kr,n, rank(E1) = r, rank(Ω1) =
n, and Ω1E1 = 0. Our construction of Ω1 is inspired by [GP90], which studies the
maximum possible rank of extremal positive semidefinite matrices with a complete
bipartite support.
Consider the matrix B̂ ∈ Rr×(r2), whose columns are indexed by the pairs (i, j)
with 1 ≤ i < j ≤ r, with entries B̂i,(i,j) = 1, B̂j,(i,j) = −1 for 1 ≤ i < j ≤ r, and
all other entries 0. We also consider the matrix B ∈ Rr×n obtained by adjoining
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to B̂ a last column equal to the all-ones vector e. Note that BBT = rIr and
B̂B̂T = rIr − Jr. Then define the following matrices:
Ω′ =
(
nIr
√
nB√
nBT rIn
)
∈ Sr+n, E′ =
(
Ir −
√
n
r B
−
√
n
r B
T n
r2B
TB
)
∈ Sr+n.
Since
Ω′ =
(√
n
rB√
rIn
)(√
n
rB√
rIn
)T
and E′ =
(
Ir
−
√
n
r B
T
)(
Ir
−
√
n
r B
T
)T
,
it follows that Ω′ and E′ are positive semidefinite, Ω′E′ = 0, rank(Ω′) = n, and
rank(E′) = r. It suffices now to modify the matrix E′ in order to get a matrix E1
with an all-ones diagonal. For this, consider the diagonal matrix
D = Ir ⊕ r√
2n
In−1 ⊕
√
r
n
I1
and set E1 = DE
′D and Ω1 = D−1Ω′D−1. Then E1 has an all-ones diagonal, it is in
fact the Gram matrix of the vectors e1, . . . , er, (ei−ej)/
√
2 (for 1 ≤ i < j ≤ r), and
(e1 + . . .+ er)/
√
r, and thus E1 is an extreme point of Er+n. Moreover, Ω1E1 = 0,
rankE1 = r, and rank Ω1 = n. Therefore the conditions of Theorem 6.8 are fulfilled
and we can conclude that the matrix C1 = pi(E1) is an extreme point of Cor(r, n).
So we have shown part (i) in Theorem 6.12 below.
Our second construction is inspired by the XOR-game considered by Slofstra
in [Slo11, Sec. 7.2]. We construct a family of extreme points C2 of Cor(m,n) with
rank(C2) = r − 1, m = r and n =
(
r
2
)
. Define the (r + n)× (r + n) matrices
Ω2 =
(√
nIr B̂
B̂T r√
n
In
)
, E2 =
(
1
r−1 B̂B̂
T − r
2
√
n
B̂
− r
2
√
n
B̂T 12 B̂
T B̂
)
. (6.7)
Note that
Ω2 =
√
n
(
1√
r
B̂ 1√
r
e√
r
nIn 0
)(
1√
r
B̂ 1√
r
e√
r
nIn 0
)T
, E2 =
( −1√
2n
B̂B̂T
1√
2
B̂T
)( −1√
2n
B̂B̂T
1√
2
B̂T
)T
,
where we use that B̂B̂T B̂ = (rIr − Jr)B̂ = rB̂. It follows that Ω2 and E2 are
positive semidefinite, rank(Ω2) = n + 1 and rank(E2) = r − 1. Moreover, one can
check that Ω2E2 = 0. In order to be able to apply Theorem 6.8 it remains to verify
that E2 is an extreme point of Er+n.
The above factorization of E2 shows that it is the Gram matrix of the system
of vectors in Rr:{
uk =
1√
2n
(e− rek) : k ∈ [r]
}
∪
{
vij =
1√
2
(ei − ej) : 1 ≤ i < j ≤ r
}
.
As the vectors uk, vij lie in Rr while E2 has rank r− 1 we need to consider another
Gram representation of E2 by vectors in Rr−1. For this, let Q be an r×r orthogonal
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matrix with columns p1, . . . , pr and pr =
1√
r
e. Then the vectors {QTuk} ∪ {QT vij}
form again a Gram representation of E2. Furthermore, as all uk, vij are orthogonal
to the vector pr it follows that the vectors Q
Tuk and Q
T vij are all orthogonal to
QT pr = er. Hence Q
Tuk = (xk, 0) and Q
T vij = (yij , 0) for some vectors xk, yij ∈
Rr−1 which now provide a Gram representation of E2 in Rr−1.
In order to conclude that E2 is an extreme point of Er+n it suffices, by The-
orem 6.6, to verify that the set {xkxTk } ∪ {yijyTij} spans the whole space Sr−1.
Equivalently, it suffices to show that the set {QTukuTkQ} ∪ {QT vijvTijQ} spans the
subspace {R⊕0 : R ∈ Sr−1} of Sr, or, in other words, that the set {ukuTk }∪{vijvTij}
spans the subspace
M := {Q(R⊕ 0)QT : R ∈ Sr−1} ⊆ Sr.
Observe that dim(M) = (r2). We also have that span{vijvTij : 1 ≤ i < j ≤ r} is
contained in
span({ukuTk : k ∈ [r]} ∪ {vijvTij : 1 ≤ i < j ≤ r}) ⊆M,
and that
span{vijvTij : 1 ≤ i < j ≤ r} = span{(ei − ej)(ei − ej)T : 1 ≤ i < j ≤ r}
has dimension
(
r
2
)
. Therefore, equality holds throughout:
span({ukuTk : k ∈ [r]} ∪ {vijvTij : 1 ≤ i < j ≤ r}) =M,
and thus E2 is an extreme point of Er+n.
This shows that the conditions of Theorem 6.8 are satisfied and we can conclude
that the matrix C2 = pi(E2) is an extreme point of Cor(r, n). So we have shown
part (ii) in Theorem 6.12 below.
Theorem 6.12. Consider an integer r ≥ 1 and let e1, . . . , er denote the standard
unit vectors in Rr.
(i) There exists a matrix C1 which is an extreme point of C(r,
(
r
2
)
+ 1) and has
rank r. We can take C1 to be the matrix with columns (ei − ej)/
√
2 (for
1 ≤ i < j ≤ r) and (e1 + . . .+ er)/
√
r.
(ii) There exists a matrix C2 which is an extreme point of Cor(r,
(
r
2
)
) and has rank
r− 1. We can take C2 to be the matrix whose columns are −
√
r
2(r−1) (ei− ej)
for 1 ≤ i < j ≤ r.
We now connect the above results to the study of XOR-games, a particular type
of nonlocal game. We refer to Section 3.3 for an introduction to the relevant aspects
of XOR-games. We explain how our second construction permits to recover a lower
bound of Slofstra [Slo11] for the amount of entanglement needed by any optimal
quantum strategy for the XOR-game he considers in [Slo11, Sec. 7.2]. Recall that
the goal of an XOR-game is to find a quantum strategy with maximal winning
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probability, or, equivalently, a strategy that maximizes the bias of the game. An
XOR-game is given by a game matrix, see Equation (3.13), and the game presented
in [Slo11, Sec. 7.2] has game matrix B̂ as defined above. To rephrase the presentation
of Section 3.3 in the language of correlation matrices, an optimal quantum strategy
corresponds to an optimal solution of the following optimization problem:
max{〈B̂, C〉 : C ∈ Cor(m,n)}. (6.8)
Slofstra [Slo11] showed (using the notion of ‘solution algebra’ of the game) that
any tensor operator representation of any optimal solution C of (6.8) has local
dimension at least 2b(r−1)/2c (see Section 6.3 for the definition of a tensor operator
representation). As we now point out this can also be derived from Tsirelson’s
results using our treatment.
For this note first that problem (6.8) is equivalent to
min{〈B̂, C〉 : C ∈ Cor(m,n)} (6.9)
(since C ∈ Cor(m,n) if and only if −C ∈ Cor(m,n)). Problem (6.9) is in turn
equivalent to the following optimization problem over the elliptope:
min{〈Ω2, E〉 : E ∈ Em+n}, (6.10)
with Ω2 being defined as above in Equation (6.7) (since E ∈ Em+n is optimal
for (6.10) if and only if C = pi(E) ∈ Cor(m,n) is optimal for (6.9)). As Ω2 is
positive semidefinite and 〈Ω2, E2〉 = 0, it follows that E2 is optimal for (6.10) and
thus C2 = pi(E2) is optimal for (6.9). Moreover, as rank(E2) = m+n− rank(Ω2) is
the largest possible rank of an optimal solution of (6.10), it follows from a geometric
property of semidefinite programming that E2 must lie in the relative interior of
the set of optimal solutions of (6.10). This, combined with the fact that E2 is an
extreme point of Em+n, implies that E2 is the unique optimal solution of (6.10) and
thus C2 is the unique optimal solution of (6.9). Finally, as C2 is an extreme point
of Cor(m,n) with rank r− 1, we can conclude using Corollary 6.17 below that any
tensor operator representation of C2 uses local dimension at least 2
b(r−1)/2c, and
the same holds for the unique optimal solution −C2 of (6.8).
6.3 Lower bounding the size of operator represen-
tations
We start with recalling, in Theorem 6.13, some equivalent characterizations for bi-
partite correlations in terms of operator representations, due to Tsirelson. These
equivalent characterizations will eventually allow us to associate a bipartite quan-
tum correlation to each bipartite correlation matrix (Lemma 6.18), therefore the
terminology used here reflects the terminology used in Section 3.2 where we defined
bipartite quantum correlations.
Consider a matrix C ∈ Rm×n. We say that C admits a tensor operator represen-
tation if there exist an integer d (the local dimension), a unit vector ψ ∈ Cd ⊗ Cd,
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and Hermitian d×d matrices {Xs}ms=1 and {Yt}nt=1 with spectra contained in [−1, 1],
such that Cs,t = ψ
∗(Xs ⊗ Yt)ψ for all s and t.
Moreover we say that C admits a (finite-dimensional) commuting operator rep-
resentation if there exist an integer d, a Hermitian positive semidefinite d×d matrix
W with trace(W ) = 1, and Hermitian d × d matrices {Xs} and {Yt} with spectra
contained in [−1, 1], such that XsYt = YtXs and Cs,t = Tr(XsYtW ) for all s and t.
A commuting operator representation is said to be pure if rank(W ) = 1.
The above definitions of tensor and commuting operator representations are
equivalent to those used in Section 3.2 for bipartite quantum correlations: we change
variables from POVMs {X0s , X1s} to observables Xs = X0s −X1s in a similar fashion
as we have seen in Equation (3.10).
Existence of these various operator representations relies on using Clifford alge-
bras. For an integer r ≥ 1 the Clifford algebra C(r) of order r can be defined as the
universal C∗-algebra with Hermitian generators a1, . . . , ar and relations
a2i = 1 and aiaj + ajai = 0 for i 6= j. (6.11)
We call these relations the Clifford relations. To represent the elements of C(r) by
matrices we can use the following map, which is a ∗-isomorphism onto its image:
ϕr : C(r)→ C2dr/2e×2dr/2e , ϕr(ai) =
{
Z⊗
i−1
2 ⊗X ⊗ I⊗d r2 e− i+12 for i odd,
Z⊗
i−2
2 ⊗ Y ⊗ I⊗d r2 e− i2 for i even.
(6.12)
Here we use the Pauli matrices
X =
(
0 1
1 0
)
, Y =
(
0 −i
i 0
)
, Z =
(
1 0
0 −1
)
.
For even r the representation ϕr is irreducible and thus C(r) is isomorphic to the full
matrix algebra with matrix size 2r/2. For odd r the representation ϕr decomposes as
a direct sum of two irreducible representations, each of dimension 2br/2c. Therefore,
if X1, . . . , Xr is a set of Hermitian matrices satisfying the relations X
2
i = I and
XiXj + XjXi = 0 for i 6= j, then they must have size at least 2br/2c. We refer
to [Pro07, Section 5.4] for details about (representations of) Clifford algebras.
We are now ready to state the fundamental result of Tsirelson that connects
bipartite correlation matrices to bipartite quantum correlations. As we have seen
in Section 3.3.1, this result allows us to find the quantum value of a 2-player XOR
game using semidefinite programming.
Theorem 6.13 ([Tsi87]). Let C ∈ Rm×n. The following statements are equivalent:
1. C is a bipartite correlation.
2. C admits a tensor operator representation.
3. C admits a pure commuting operator representation.
4. C admits a commuting operator representation.
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Proof. We first prove the core of the theorem, the implication (1) ⇒ (2). Let
C ∈ Cor(m,n). That means there exist unit vectors {xs} and {yt} in Rr, where
r = rank(C), such that Cs,t = 〈xs, yt〉 for all s and t. Set d = 2br/2c. Let pi be
an irreducible representation of C(r) by matrices of size d (note that for r even we
could use the explicit representation ϕr). Then we define the d× d matrices
Xs =
r∑
i=1
(xs)ipi(ai), Yt =
r∑
i=1
(yt)ipi(ai)
T ,
and set ψ = 1√
d
∑d
k=1 ek ⊗ ek. The Clifford relations imply that pi(ai)2 = Id and
Tr(pi(ai)pi(aj)) = 0 for all i 6= j. From this it follows that
Tr(XsY
T
t ) =
∑
i,j∈[r]
(xs)i(yt)j Tr(pi(ai)pi(aj)) = d 〈xs, yt〉.
Therefore, we have
Cs,t = 〈xs, yt〉 = Tr(XsY Tt )/d = ψ∗(Xs ⊗ Yt)ψ for all s ∈ S, t ∈ T,
where the last inequality follows from Equation (3.21) (using that ψ = vec(Id/d)).
The eigenvalues of the matrices pi(a1), . . . , pi(ar) lie in {−1, 1}. Using the Clifford
relations (6.11) one can show that X2s = Id = Y
2
t for all s ∈ S, t ∈ T . Thus,
({Xs}, {Yt}, ψ) is a tensor operator representation of C.
(2) ⇒ (3) If ({Xs}, {Yt}, ψ) is a tensor operator representation of C, then the
operators Xs ⊗ I and I ⊗ Yt commute, and by using the identity
ψ∗(Xs ⊗ Yt)ψ = Tr((Xs ⊗ I)(I ⊗ Yt)ψψ∗)
we see that ({Xs⊗ I}, {I⊗Yy}, ψψ∗) is a pure commuting operator representation.
(3)⇒ (4) This is immediate.
(4) ⇒ (1) Suppose ({Xs}, {Yt},W ) is a commuting operator representation of
C. Since W is positive semidefinite and has trace 1, there exist nonnegative scalars
λi and orthonormal unit vectors ψi ∈ Cd ⊗ Cd such that W =
∑
i λiψiψ
∗
i and∑
i λi = 1. Then,
Cs,t = Tr(XsYtW ) =
∑
i
λi Tr(XsYtψiψ
∗
i ) =
∑
i
λiψ
∗
iXsYtψi.
So, with
xs =
⊕
i
√
λi
(
Re(Xsψi)
Im(Xsψi)
)
and yt =
⊕
i
√
λi
(
Re(Ytψi)
Im(Ytψi)
)
we have Cs,t = 〈xs, yt〉 and ‖xs‖, ‖ys‖ ≤ 1, and by using the observation in the
proof of Lemma 6.3 we can extend the vectors xs and yt to unit vectors.
The proof of the above theorem also shows the following result.
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Corollary 6.14. If C is a bipartite correlation matrix of rank r, then it admits a
tensor operator representation in local dimension 2br/2c. If C is a bipartite correla-
tion matrix that admits a tensor operator representation in local dimension d, then
it has a commuting operator representation by matrices of size d2.
The remainder of this section is devoted to showing that there are bipartite
correlation matrices for which every operator representation requires a large dimen-
sion.
For this we need two more definitions. A commuting operator representation
({Xs}, {Yt},W ) is nondegenerate if there does not exist a projection matrix P 6= I
such that PWP = W , XsP = PXs, and YtP = PYt for all s and t. It is said to be
Clifford if there exist matrices Q ∈ Rm×m and R ∈ Rn×n with all-ones diagonals,
such that
XsXs′ +Xs′Xs = 2Qs,s′I for all s, s
′ ∈ S,
YtYt′ + Yt′Yt = 2Rt,t′I for all t, t
′ ∈ T.
Note that the matrices Q and R are both symmetric.
We will use the following theorem from Tsirelson as crucial ingredient.
Theorem 6.15 ([Tsi87, Theorem 3.1]). If C is an extreme point of Cor(m,n), then
any nondegenerate commuting operator representation of C is Clifford.
We can now state and prove the main result of this section.
Theorem 6.16. Let C be an extreme point of Cor(m,n) and let r = rank(C). Every
commuting operator representation of C uses matrices of size at least (2br/2c)2.
Proof. Let ({Xs}, {Yt},W ) be a commuting operator representation of C where
Xs, Yt and W are matrices of size d. We will show that d ≥ (2br/2c)2. If this
representation is degenerate, then there exists a projection matrix P 6= I such that
PWP = W , XsP = PXs, and YtP = PYt for all s and t. Let P =
∑k
i=1 viv
∗
i
be its spectral decomposition, where the vectors v1, . . . , vk are orthonormal, and
set U = (v1, . . . , vk). Then one can verify that ({U∗XsU}, {U∗YsU}, U∗WU) is
a commuting operator representation of C of smaller dimension. So, since we are
proving a lower bound on the dimension, we may assume ({Xs}, {Yt},W ) to be a
nondegenerate commuting operator representation.
By extremality of C we may assume the operator representation is pure. Hence,
there is a unit vector ψ such that W = ψψ∗. This gives
Cs,t = Tr(XsYtW ) = ψ
∗XsYtψ = 〈xs, yt〉,
where
xs =
(
Re(Xsψ)
Im(Xsψ)
)
and yt =
(
Re(Ytψ)
Im(Ytψ)
)
.
These vectors xs and yt are unit vectors because C is extreme (see the proof of
Lemma 6.3), and therefore, they form a C-system.
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By Theorem 6.15 the commuting operator representation ({Xs}, {Yt},W ) is
Clifford. So, there exist matrices Q ∈ Rm×m and R ∈ Rn×n with all-one diagonals
such that
XsXs′ +Xs′Xs = 2Qs,s′I for all s, s
′ ∈ S,
YtYt′ + Yt′Yt = 2Rt,t′I for all t, t
′ ∈ T.
We show that
E =
(
Q C
CT R
)
is an extension of C to the elliptope of C. For this, we have to show Qs,s′ = 〈xs, xs′〉
and Rt,t′ = 〈yt, yt′〉. Indeed,
〈xs, xs′〉+ 〈xs′ , xs〉 = Re
(
ψ∗XsXs′ψ + ψ∗Xs′Xsψ
)
= Re
(
ψ∗(XsXs′ +Xs′Xs)ψ
)
= Re
(
ψ∗(2Qs,s′I)ψ
)
= 2Qs,s′ ,
and in the same way 〈yt, yt′〉+ 〈yt′ , yt〉 = 2Rt,t′ .
By Theorem 6.4 the matrix E is the unique extension of C to the elliptope.
Furthermore, Lemma 6.3 tells us that rank(Q) = rank(R) = rank(C) = r.
Now consider the spectral decomposition Q =
∑r
i=1 αiviv
∗
i , where the vectors
v1, . . . , vr are orthonormal, and the algebra C〈A1, . . . , Ar〉, where
Ai =
1√
αi
m∑
s=1
(vi)sXs for i ∈ [r].
We have
AiAj +AjAi =
1√
αiαj
m∑
s,s′=1
((vi)s(vj)s′XsXs′ + (vj)s(vi)s′XsXs′)
=
1√
αiαj
m∑
s,s′=1
(vi)s(vj)s′(XsXs′ +Xs′Xs)
=
1√
αiαj
m∑
s,s′=1
(vi)s(vj)s′2Qs,s′I =
2√
αiαj
v∗iQvjI = 2δi,jI,
which means that we have the representation piA : C(r) → C〈A1, . . . , Ar〉 defined
by piA(ai) = Ai, where the ai are the generators of C(r). In the same way we can
define matrices B1, . . . , Br by taking linear combinations of the matrices Yt so that
we obtain the representation piB : C(r)→ C〈B1, . . . , Br〉 defined by piB(ai) = Bi.
By assumption, the algebras C〈X1, . . . , Xm〉 and C〈Y1, . . . , Yn〉 commute. This
implies that the algebras C〈A1, . . . , Ar〉 and C〈B1, . . . , Br〉 also commute and that
C〈A1, . . . , Ar〉C〈B1, . . . , Br〉 is an algebra. Moreover, we have
[piA(a), piB(b)] = piA(a)piB(b)− piA(a)piB(b) = 0 for all a, b ∈ C(r).
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By the universal property of the tensor product of algebras (see, e.g., [Kas95, Propo-
sition II.4.1]), there exists a (unique) algebra homomorphism
pi : C(r)⊗ C(r)→ C〈A1, . . . , Ar〉C〈B1, . . . , Br〉
such that pi(a ⊗ 1) = piA(a) and pi(1 ⊗ a) = piB(a) for all a ∈ C(r). Moreover,
each finite-dimensional, irreducible representation of a tensor product of algebras
is the tensor product of two irreducible representations of those algebras (see,
e.g., [EGH+11, Rem. 2.27]). This means that each irreducible representation of
C(r) ⊗ C(r) is the tensor product of two irreducible representations of C(r). Since
irreducible representations of C(r) have size at least 2br/2c, it follows that irreducible
representations of the tensor product C(r)⊗ C(r) must have size at least (2br/2c)2.
Since pi is a representation of C(r)⊗ C(r), this means that the matrices Ai and Bj
must have size at least (2br/2c)2, which shows d ≥ (2br/2c)2.
Corollary 6.17. Let C be an extreme point of Cor(m,n) and let r = rank(C). The
minimum local dimension of a tensor operator representation of C is 2br/2c.
Proof. The proof follows directly from Corollary 6.14 and Theorem 6.16.
6.4 Matrices with high completely positive semi-
definite rank
In this section we prove our main result and construct completely positive semi-
definite matrices with exponentially large cpsd-rank. In order to do so we first
explain the connection between bipartite correlation matrices and bipartite quan-
tum correlations in Cq({0, 1}2 × [m] × [n]). We then obtain our main result by
using this connection and the link between bipartite quantum correlations and
completely positive semidefinite matrices that we have explained in Section 3.4:
for Γ = A × B × S × T , the set Cq(Γ) of bipartite quantum correlations can be
obtained as a projection of CS
(A×S)unionsq(B×T )
+ ∩ L onto the coordinates indexed by
A × S and B × T , where L is an appropriate affine subspace (3.18). To be more
concrete, let us repeat the construction of the completely positive semidefinite ma-
trix associated to a bipartite quantum correlation P = (P (a, b|s, t)) ∈ RΓ that we
have seen in the proof of Proposition 3.7.
As we have shown there, we may assume that P has a tensor operator repre-
sentation of the form
{
ψ =
∑d
i=1
√
λi vi ⊗ vi, {Eas }, {F bt }
}
. We then define the
matrices
K =
d∑
i=1
√
λi viv
∗
i , X
a
s = K
1/2EasK
1/2, Y bt = K
1/2(F bt )
TK1/2.
The completely positive semidefinite matrix associated to P is then the Gram matrix
of the Hermitian positive semidefinite matrices Xas and Y
b
t . Indeed, notice that
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vec(K) = ψ. Moreover, we have the identity
P (a, b|s, t) = vec(K)∗(Eas ⊗ F bt )vec(K) = Tr(KEasK(F bt )T )
= Tr(K1/2EasK
1/2K1/2(F bt )
TK1/2)
= Tr(Xas Y
b
t ),
where we use the identity (3.21) in the first equality. In a similar way one can verify
that M satisfies the linear constraints (3.18).
We now show how to construct from a bipartite correlation C ∈ Cor(m,n) a
quantum correlation P = (P (a, b|s, t)) ∈ RΓ, where Γ = {0, 1} × {0, 1} × [m]× [n].
This quantum correlation P has the property that the smallest local dimension in
which P can be realized is lower bounded by the smallest local dimension of a tensor
representation of C.
Lemma 6.18. Let C ∈ Cor(m,n) and assume C admits a tensor operator rep-
resentation in local dimension d, but does not admit a tensor operator representa-
tion in smaller dimension. Then there exists a quantum correlation P defined on
{0, 1} × {0, 1} × [m]× [n], satisfying the relations
C(s, t) = P (0, 0|s, t) + P (1, 1|s, t)− P (0, 1|s, t)− P (1, 0|s, t) for s ∈ [m], t ∈ [n],
(6.13)
that can be realized in local dimension d, but cannot be realized in smaller dimension.
Proof. We first show the existence of a quantum correlation that satisfies (6.13).
Let C ∈ Cor(m,n). By assumption there exists a unit vector ψ ∈ Cd ⊗ Cd, and
Hermitian d × d matrices X1, . . . , Xm, Y1, . . . , Yn, whose spectra are contained in
[−1, 1], such that Cs,t = ψ∗(Xs ⊗ Yt)ψ for all s and t. We define the Hermitian
positive semidefinite matrices
Xas =
I + (−1)aXs
2
, Y bt =
I + (−1)bYt
2
for a, b ∈ {0, 1}. (6.14)
Using the fact that X0s +X
1
s = Y
0
t + Y
1
t = I, Xs = X
0
s −X1s , and Yt = Y 0t − Y 1t , it
follows that the function P (a, b|s, t) = ψ∗(Xas ⊗Y bt )ψ is a quantum correlation that
can be realized in local dimension d and satisfies (6.13).
Assume that P can be realized in dimension k. We show that k ≥ d. As P
is realizable in dimension k, there exist a unit vector ψ˜ ∈ Ck ⊗ Ck and Hermitian
positive semidefinite k × k matrices {X˜as } and {Y˜ bt } such that∑
a∈{0,1}
X˜as =
∑
b∈{0,1}
Y˜ bt = I for all s ∈ S, t ∈ T,
for which we have P (a, b|s, t) = ψ˜∗(X˜as ⊗ Y˜ bt )ψ˜. Observe that the spectrum of the
operators X˜as and Y˜
b
t is contained in [0, 1]. We define X˜s = X˜
0
s − X˜1s , Y˜t = Y˜ 0t − Y˜ 1t .
Then, using (6.13), we can conclude
Cs,t = ψ˜
∗(X˜s ⊗ Y˜t)ψ˜.
This means that C has a tensor operator representation in local dimension k and
thus, by the assumption of the lemma, k ≥ d.
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We can now prove our main theorem:
Theorem 6.19. For each positive integer k, there exists a completely positive semi-
definite matrix M of size 4k2 + 2k + 2 with cpsd-rankC(M) = 2k.
Proof. Let k be a positive integer, let r = 2k, and set n =
(
r
2
)
+ 1. By The-
orem 6.12(i) there exists an extreme point C of Cor(r, n) with rank(C) = r.
Corollary 6.17 tells us there exists a tensor operator representation of C using
local dimension d = 2br/2c = 2k, and there does not exist a smaller tensor op-
erator representation. Then, by Lemma 6.18, there exists a quantum correlation
P : {0, 1} × {0, 1} × [r] × [n] → [0, 1] that can be realized in local dimension d
and not in smaller dimension. Let M be a completely positive semidefinite ma-
trix constructed from P as indicated in Theorem 3.6 (see also the construction at
the beginning of this section), so that cpsd-rankC(M) = d and the size of M is
2r + 2n = r2 + r + 2 = 4k2 + 2k + 2.
We note that by using Theorem 6.12(ii) we would get a matrix with the same
completely positive semidefinite rank 2k, but with larger size 4k2 +6k+2. Likewise,
the result of [Ji13] combined with Theorem 3.6 also leads to a matrix with the same
completely positive semidefinite rank, but with larger size (148k2 − 58k). It is an
open problem to find an explicit family of completely positive semidefinite matrices
where the ratio of the completely positive semidefinite rank to the matrix size is
larger than in the above theorem. It is not possible to obtain such an improved
family by the above method. Indeed, if M is a completely positive semidefinite
matrix with cpsd-rankC(M) = 2k, constructed from an extreme bipartite correlation
matrix C ∈ Cor(m,n) as in the above theorem, then the size 2m + 2n of M is at
least 4k2 + 2k + 2. To see this, note that, by Corollary 6.17 and the results in this
section, C has to have rank 2k. Then, by Tsirelson’s bound, m + n − 1 ≥ (2k+12 )
and therefore 2m+ 2n ≥ 4k2 + 2k + 2.
6.5 Related work
Upon completion of the work in this chapter we learned of the simultaneous indepen-
dent work [PSVW18], where a class of matrices with exponential cpsd-rank is also
constructed. The key idea of using extremal bipartite correlation matrices having
large rank is the same. Our construction uses bipartite correlation matrices with
optimized parameters meeting Tsirelson’s upper bound (6.6) (see Corollary 6.11
and Theorem 6.12). As a consequence, our completely positive semidefinite matri-
ces have the best ratio between cpsd-rank and size that can be obtained using this
technique.
Finally, the subsequent work [PV18] gives a more direct proof of the main result
of [PSVW18] and [GdLL17], avoiding the language of quantum correlations.

Chapter 7
Average entanglement
dimension
This chapter is based on the paper “Bounds on entanglement dimensions and quan-
tum graph parameters via noncommutative polynomial optimization”, by S. Grib-
ling, D. de Laat, and M. Laurent [GdLL18].
In this chapter we continue to study bipartite quantum correlations, but now not
with the goal of constructing correlations which need a large amount of entanglement
as in the previous chapter, but with the goal of finding a good way to quantify
the minimal amount of entanglement necessary to realize a given correlation. The
study of this topic was initiated in [BPA+08] and continued, e.g., in [PV08, WCD08,
SVW16].
We propose and study a new measure for the amount of entanglement needed
to realize a bipartite quantum correlation. Let us briefly recall the definition of
a bipartite quantum correlation and the measure for the amount of entanglement
that we have seen in Chapters 3 and 6. Let Γ = A × B × S × T for some finite
sets A,B, S, and T . Recall that P ∈ RΓ is called a bipartite quantum correlation
realizable in the tensor model in dimension d if there exist POVMs {Eas }a∈A ⊆ Hd+
and {F bt }b∈B ⊆ Hd+, and a unit vector ψ ∈ Cd ⊗ Cd such that (3.2) holds, that is,
P (a, b|s, t) = Tr((Eas ⊗ F bt )ψψ∗) = ψ∗(Eas ⊗ F bt )ψ for all (a, b, s, t) ∈ Γ.
The set of quantum correlations realizable in dimension d is denoted by Cdq (Γ) and
the entanglement dimension Dq(P ) is defined by (3.3):
Dq(P ) = min
{
d2 : d ∈ N, P ∈ Cdq (Γ)
}
.
It might seem artificial that we consider here d2 instead of d. We do so to remain
consistent with the second model of quantum correlations, the commuting operator
model. We say that P ∈ RΓ is a bipartite quantum correlation realizable in the
commuting operator model in dimension d if there exist POVMs {Xas }a∈A ⊆ Hd+
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and {Y bt }b∈B ⊆ Hd+ and a unit vector ψ ∈ Cd such that
P (a, b|s, t) = Tr((Xas Y bt )ψψ∗) = ψ∗(Xas Y bt )ψ for all (a, b, s, t) ∈ Γ,
and, most importantly, the POVMs {Xas }a∈A ⊆ Hd+ and {Y bt }b∈B ⊆ Hd+ commute
(i.e., Xas Y
b
t = Y
b
t X
a
s for all a, b, s, t). The set of bipartite quantum correlations that
are realizable in the commuting operator model in dimension d is denoted Cdqc(Γ)
and we analogously define
Dqc(P ) = min
{
d : d ∈ N, P ∈ Cdqc(Γ)
}
.
It now becomes clear why we defined Dq(P ) using the Hilbert space dimension d
2
instead of the local dimension d: by setting Xas = E
a
s ⊗ Id and Y bt = Id⊗F bt , we see
that Dqc(P ) ≤ Dq(P ) for all P ∈ Cq(Γ). As we will show, d2 is the ‘right’ choice:
for extreme points of the set Cq(Γ) we have Dqc(P ) = Dq(P ).
So far, we have recalled the entanglement dimension Dq(P ) that was used exten-
sively in the previous Chapter 6 to measure the amount of entanglement needed to
realize a quantum correlation. Let us now propose a new measure that corresponds
to the setting where shared randomness is considered free.
When we allow the two parties free access to shared randomness, it becomes more
natural to measure the amount of entanglement used not just by the total dimen-
sion d, but by, for instance, the maximum dimension or the average dimension over
the realizations of the shared random variables. From a geometric perspective the
maximum would correspond to finding the smallest d such that P ∈ conv(Cdq (Γ)).
This seems to be a parameter that is not easy to compute and that is why we
propose to study the average entanglement dimension instead:
Aq(P ) = inf
{ I∑
i=1
λiDq(Pi) : I ∈ N, λ ∈ RI+,
I∑
i=1
λi = 1, P =
I∑
i=1
λiPi, Pi ∈ Cq(Γ)
}
.
Here I ∈ N, λ ∈ RI+ and the Pi’s are the variables. Our main results are as fol-
lows: We show that the average entanglement dimension equals 1 if and only if
the bipartite correlation is classical, we show that the parameter does not change
if we choose the commuting operator model instead of the tensor model, and, most
importantly, we show that there is a hierarchy of semidefinite programming lower
bounds.
7.1 Our results
Let us now give a more formal overview of the results in this chapter.
We are interested in the minimal entanglement dimension needed to realize a
given correlation P ∈ Cq(Γ). If P is deterministic or only uses local randomness,
then Dq(P ) = Dqc(P ) = 1. But other classical correlations (which use shared
randomness) have Dq(P ) ≥ Dqc(P ) > 1, which means the shared quantum state
is used as a shared randomness resource. In [BPA+08] the concept of dimension
witness is introduced. A d-dimensional witness is defined as a halfspace containing
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conv(Cdq (Γ)), but not the full set Cq(Γ). As a measure of entanglement this suggests
the parameter
inf
{
maxi∈[I]Dq(Pi) : I ∈ N, λ ∈ RI+,
I∑
i=1
λi = 1, P =
I∑
i=1
λiPi, Pi ∈ Cq(Γ)
}
.
(7.1)
Here I ∈ N, λ ∈ RI+ and the Pi’s are the variables. Observe that, for a bipartite
correlation P , this parameter is equal to 1 if and only if P is classical. Hence, it
more closely measures the minimal entanglement dimension when the parties have
free access to shared randomness.
Let us now give an operational interpretation of (7.1). Before, in Section 3.3 we
have seen that bipartite (quantum) correlations can be used as strategies in a nonlo-
cal game. There we said that the objective of a nonlocal game is to maximize some
linear function over the space of bipartite (quantum) correlations. In the previous
Chapter 6 we encountered the situation where there was a unique optimal quantum
strategy. It thus makes sense to think of realizing a given quantum correlation P
as a nonlocal game where two players receive questions (s, t) and have to produce
answers (a, b) with the ‘correct’ probability P (a, b|s, t). The objective of the two
players is to use as little entanglement as possible. When we measure the amount
of entanglement using the local dimension, the optimal value of the game would
equal Dq(P ).
In this language, Equation (7.1) corresponds to an entanglement measure where
shared randomness is free: Before the game starts the parties may select a finite
number of pure states ψi (i ∈ I) (instead of a single one), in possibly different
dimensions di, and POVMs {Eas (i)}a, {F bt (i)}b for each i ∈ I and (s, t) ∈ S × T .
As before, we assume that the parties cannot communicate after receiving their
questions (s, t), but now they do have access to shared randomness, which they use
to decide on which state ψi to use. The parties proceed to measure state ψi using
POVMs {Eas (i)}a, {F bt (i)}b, so that the probability of answers (a, b) is given by the
quantum correlation Pi. Equation (7.1) then asks for the largest dimension needed
in order to generate P when access to shared randomness is free.
It is not clear how to compute (7.1). Here we propose a variation of (7.1), and
we provide a hierarchy of semidefinite programs that converges to this variation
under flatness. Instead of considering the largest dimension needed to generate P ,
we consider the average dimension. That is, we minimize
∑
i∈I λiDq(Pi) over all
convex combinations P =
∑
i∈I λiPi. Hence, the minimal average entanglement
dimension is defined by
Aq(P ) = inf
{ I∑
i=1
λiDq(Pi) : I ∈ N, λ ∈ RI+,
I∑
i=1
λi = 1, P =
I∑
i=1
λiPi, Pi ∈ Cq(Γ)
}
(7.2)
in the tensor model. Here I ∈ N, λ ∈ RI+ and the Pi’s are the variables. In the
commuting model, the parameter Aqc(P ) is defined by the same expression with
Dq(Pi) being replaced by Dqc(Pi). Observe that we need not replace Cq(Γ) by
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Cqc(Γ) since Dqc(P ) = ∞ for any P ∈ Cqc(Γ) \ Cq(Γ). Moreover, since Dqc(P ) ≤
Dq(P ) by (3.6), we have the inequality
Aqc(P ) ≤ Aq(P ) for all P ∈ Cq(Γ). (7.3)
It follows by convexity that for the above definitions it does not matter whether
we use pure or mixed states. We will show in this chapter that for the average
minimal entanglement dimension it also does not matter whether we use the tensor
or commuting model.
Proposition 7.2. For any P ∈ Cq(Γ) we have Aq(P ) = Aqc(P ).
We have Aq(P ) ≤ Dq(P ) and Aqc(P ) ≤ Dqc(P ) for P ∈ Cq(Γ), and it is easy
to see that Aq(P ) = Dq(P ) and Aqc(P ) = Dqc(P ) holds if P is an extreme point
of Cq(Γ). The above proposition thus shows that Dq(P ) = Dqc(P ) if P is an
extreme point of Cq(Γ).
Next, we show that the parameter Aq(P ) can be used to distinguish between
classical and nonclassical correlations.
Proposition 7.3. For P ∈ Cq(Γ) we have Aq(P ) = 1 if and only if P ∈ Cloc(Γ).
As mentioned before, there exist sets Γ for which Cq(Γ) is not closed [Slo19,
DPP19], which implies the existence of a sequence {Pi}i∈N ⊆ Cq(Γ) such that
Dq(P )→∞ as i→∞. We show this also implies the existence of such a sequence
with Aq(Pi)→∞.
Proposition 7.4. If Cq(Γ) is not closed, then there exists a sequence {Pi} ⊆ Cq(Γ)
with Aq(Pi)→∞.
Using tracial polynomial optimization we construct a hierarchy {ξqr (P )} of lower
bounds on Aqc(P ). For each r ∈ N this is a semidefinite program, and for r =∞ it
is an infinite-dimensional semidefinite program. We further define a variation ξq∗(P )
of ξq∞(P ) by adding a constraint that the matrix variable has to have finite rank,
so that
ξq1 (P ) ≤ ξq2 (P ) ≤ . . . ≤ ξq∞(P ) ≤ ξq∗(P ) ≤ Aqc(P ).
We do not know whether ξq∞(P ) = ξ
q
∗(P ) always holds. First we show that we
imposed enough constraints in the bounds ξqr (P ) so that ξ
q
∗(P ) = Aqc(P ).
Proposition 7.5. For any P ∈ Cq(Γ) we have ξq∗(P ) = Aqc(P ).
Then we show that the infinite-dimensional semidefinite program ξq∞(P ) is the
limit of the finite-dimensional semidefinite programs.
Proposition 7.6. For any P ∈ Cq(Γ) we have ξqr (P )→ ξq∞(P ) as r →∞.
Finally we give a flatness criterion under which finite convergence ξqr (P ) = ξ
q
∗(P )
holds, this criterion is easy to check given a solution to ξqr (P ).
Proposition 7.7. If ξqr (P ) admits a (dr/3e+1)-flat optimal solution, then we have
ξqr (P ) = ξ
q
∗(P ).
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Before proving the above propositions, let us revisit a small example to illustrate
our results.
Example 7.1. As we have seen in Chapter 3, a Bell inequality is an inequality
that is valid for the set of classical correlations, but that can be violated by a
quantum correlation. Recall that the set of classical bipartite correlations Cloc(Γ)
equals conv(C1q (Γ)). Therefore, in the language of Brunner et al. [BPA
+08], a Bell
inequality forms a 1-dimensional witness. If a quantum correlation violates a Bell
inequality we know that its entanglement dimension is at least 2. What about its
average entanglement dimension? By Proposition 7.3 such a correlation would also
have average entanglement dimension strictly larger than 1.
One can say a bit more when the violation is large. To be concrete, let us
revisit the Clauser-Horne-Shimony-Holt game (CHSH) that we have described in
Section 3.3.2. There we have seen a Bell inequality consisting of a nonlocal game
for which the maximum winning probability using classical strategies equals 3/4,
while the maximum winning probability using quantum strategies equals 12 +
1
2
√
2
.
We have seen a strategy that achieves the maximum quantum winning probability
and has entanglement dimension equal to 2. Can violations of the CHSH inequality
be used to quantify the average entanglement dimension? As we argue below, this
is indeed the case. If a quantum strategy P has a winning probability of the form
(1− λ) · 3
4
+ λ · (1
2
+
1
2
√
2
), (7.4)
for some 0 ≤ λ ≤ 1, then its average entanglement dimension is at least 1+λ. Thus,
violations of the CHSH inequality form average entanglement dimension witnesses.
In particular, an optimal quantum strategy for the CHSH game (λ = 1) has average
entanglement dimension equal to 2.
Let us now show that violations of the CHSH inequality indeed form average
entanglement dimension witnesses. Let P be a quantum correlation whose winning
probability is given by Equation (7.4) for some 0 ≤ λ ≤ 1. Consider an arbitrary
convex decomposition P =
∑
i∈I λiPi with Pi ∈ Cq(Γ), as in the definition of
Aq(P ). Let Iq be the subset of I corresponding to the non-classical correlations
Pi, and set λ0 :=
∑
i∈Iq λi. Using the linearity of the CHSH inequality, and the
maximum classical and quantum winning probabilities, we see that the winning
probability of P is at most (1− λ0) · 34 + λ0 · ( 12 + 12√2 ). It thus follows that if the
winning probability of P equals Equation (7.4), then in any convex decomposition
of P we must have that λ0 ≥ λ. Since any quantum correlation has entanglement
dimension at least 2 this shows that the average entanglement dimension of P
is at least (1 − λ) · 1 + λ · 2 = 1 + λ. Therefore, a winning probability of at least
(1−λ)· 34 +λ·( 12 + 12√2 ) provides an average entanglement witness: Aq(P ) ≥ 1+λ. 4
7.2 Some properties of the average entanglement
dimension
Here we investigate some properties of the average entanglement dimension Aq(·).
We start by showing that it does not matter whether we use the tensor model or
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the commuting model.
Proposition 7.2. For any P ∈ Cq(Γ) we have Aq(P ) = Aqc(P ).
Proof. The inequality Aqc(P ) ≤ Aq(P ) was observed in (7.3). For the reverse
inequality assume we have a convex decomposition P =
∑I
i=1λiPi, which is feasible
for Aqc(P ). This means that we have POVMs {Xas (i)}a and {Y bt (i)}b in Cdi×di
with and unit vectors ψi ∈ Cdi such that for all (a, b, s, t) ∈ Γ and i ∈ [I] we have
[Xas (i), Y
b
t (i)] = 0 and Pi(a, b|s, t) = ψ∗iXas (i)Y bt (i)ψi. We will construct another
decomposition of P which will provide a feasible solution to Aq(P ) with value at
most
∑
i λidi.
Fix some index i ∈ [I]. Applying Theorem 4.2 to C〈{Xas (i)}a,s〉, the matrix
∗-algebra C〈{Xas (i)}a,s〉 generated by the matrices Xas (i) for (a, s) ∈ A× S, shows
that there exist a unitary matrix Ui and integers
1 Ki,mk, nk such that
UiC〈{Xas (i)}a,s〉U∗i =
Ki⊕
k=1
(Cnk×nk ⊗ Imk) and di =
Ki∑
k=1
mknk.
By assumption each matrix Y bt (i) commutes with all the matrices in the algebra
C〈{Xas (i)}a,s〉, and thus UiY bt (i)U∗i lies in the algebra
⊕
k(Ink ⊗Cmk×mk). Hence,
we may assume
Xas (i) =
Ki⊕
k=1
Eas (i, k)⊗ Imk , Y bt (i) =
Ki⊕
k=1
Ink ⊗ F bt (i, k), ψi =
Ki⊕
k=1
ψi,k,
with Eas (i, k) ∈ Cnk×nk , F bt (i, k) ∈ Cmk×mk , and ψi,k ∈ Cnk ⊗ Cmk . Then we have
Pi(a, b|s, t) = Tr(Xas (i)Y bt (i)ψiψ∗i ) =
Ki∑
k=1
‖ψi,k‖2 Tr
(
Eas (i, k)⊗ F bt (i, k)
ψi,kψ
∗
i,k
‖ψi,k‖2
)
︸ ︷︷ ︸
Qi,k(a,b|s,t)
,
where Qi,k ∈ Cq(Γ). As
∑
k ‖ψi,k‖2 = ‖ψi‖2 = 1, we have that Pi =
∑
k ‖ψi,k‖2Qi,k
is a convex combination of the Qi,k’s.
We now show that Qi,k ∈ Cmin{mk,nk}q (Γ). Consider the Schmidt decomposition
ψi,k
‖ψi,k‖ =
min{mk,nk}∑
`=1
λi,k,` vi,k,` ⊗ wi,k,`,
where λi,k,` ≥ 0, and {vi,k,`}nk`=1 ⊆ Cnk and {wi,k,`}mk`=1 ⊆ Cmk are orthonormal
bases.2 Define unitary matrices Vk ∈ Cnk×nk and Wk ∈ Cmk×mk such that Vkvi,k,`
is the `th unit vector in Rnk for 1 ≤ ` ≤ nk and Wkwi,k,` is the `th unit vector
1We omit the explicit dependence on i in the integers mk, nk to simplify the notation.
2For convenience we recall here Footnote 9 of Chapter 3. The Schmidt decomposition ψ =∑d
i=1
√
λi ui⊗vi of ψ ∈ Cd⊗Cd can be viewed as the singular value decomposition
∑d
i=1
√
λiuiv
∗
i
of the matrix A ∈ Cd×d for which ψ = ∑di,j=1 Aijei ⊗ ej .
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in Rmk for 1 ≤ ` ≤ mk. Let Eas (i, k)′ (resp., F bt (i, k)′) be the leading principal
submatrices of VkE
a
s (i, k)V
∗
k (resp., WkF
b
t (i, k)W
∗
k ) of size min{mk, nk}. Moreover,
set φi,k =
∑min{mk,nk}
`=1 λi,k,` e` ⊗ e`, where e` is the `th unit vector in Rmin{mk,nk}.
Then we hve
Qi,k(a, b|s, t) = Tr
(
Eas (i, k)⊗ F bt (i, k)
ψi,kψ
∗
i,k
‖ψi,k‖2
)
=
min{mk,nk}∑
`,`′=1
λi,k,`λi,k,`′(v
∗
i,k,`E
a
s (i, k)vi,k,`′)(w
∗
i,k,`F
b
t (i, k)wi,k,`′)
=
min{mk,nk}∑
`,`′=1
λi,k,`λi,k,`′(e
∗
`E
a
s (i, k)
′e`′)(e∗`F
b
t (i, k)
′e`′)
= Tr((Eas (i, k)
′ ⊗ F bt (i, k)′)φi,kφ∗i,k),
which shows Qi,k ∈ Cmin{mk,nk}q (Γ).
Combining the convex decompositions P =
∑
i λiPi and Pi =
∑
k ‖ψi,k‖2Qi,k,
we get the following convex decomposition P =
∑
i,k λi‖ψi,k‖2Qi,k, from which we
obtain that Aq(P ) is at most∑
i,k
λi‖ψi,k‖2 min{mk, nk}2 ≤
∑
i,k
λi min{mk, nk}2 ≤
∑
i,k
λimknk =
∑
i
λidi.
We now show that the parameter Aq(·) permits to characterize classical corre-
lations.
Proposition 7.3. For P ∈ Cq(Γ) we have Aq(P ) = 1 if and only if P ∈ Cloc(Γ).
Proof. If P ∈ Cloc(Γ), then P can be written as a convex combination of determin-
istic correlations (which belong to C1q (Γ)), and thus Aq(P ) = 1.
For the reverse implication, assume Aq(P ) = 1. Then there exists a sequence
of convex decompositions P =
∑
i∈I` λ
`
iP
`
i indexed by ` ∈ N, with {P `i } ⊆ Cq(Γ)
and lim`→∞
∑
i∈I` λ`Dq(P
`
i ) = 1. Note that for finite ` ∈ N we may have that∑
i∈I` λ
`
iDq(P
`
i ) > 1. Decompose the set I
` as the disjoint union I`− ∪ I`+, where
Dq(P
`
i ) = 1 for i ∈ I`− and Dq(P `i ) > 1 for i ∈ I`+. Let ε > 0. Then, for all
sufficiently large ` we have
1 +
∑
i∈I`+
λi =
(
1−
∑
i∈I`+
λ`i
)
+ 2
∑
i∈I`+
λ`i
≤
∑
i∈I`−
λ`i +
∑
i∈I`+
λ`iDq(P
`
i )
=
∑
i∈I`
λ`Dq(P
`
i )
≤ 1 + ε,
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implying
∑
i∈I`+λ
`
i ≤ ε. This shows that the sequence µ` :=
∑
i∈I`− λi tends to 1 as
` → ∞. The correlation P ` := ∑i∈I`− λ`iP `i /µ` is a convex combination of deter-
ministic correlations and thus it belongs to Cloc(Γ). Moreover, since Cloc(Γ) is a
polytope (a closed set) and P ` → P as `→∞, we have that P ∈ Cloc(Γ).
As we have observed earlier, when the set Cq(Γ) is not closed, the inclusion
Cdq (Γ) ⊆ Cq(Γ) is strict for all d (because with a compactness argument one can
show that Cdq (Γ) is closed), and thus there exists a sequence {Pi} ⊆ Cq(Γ) with
Dq(Pi) → ∞ as i → ∞. We show the analogous unboundedness property for the
average entanglement dimension Aq(·). For the proof we will use the fact that also
the sets Cdqc(Γ) are closed for all d ∈ N.
Proposition 7.4. If Cq(Γ) is not closed, then there exists a sequence {Pi} ⊆ Cq(Γ)
with Aq(Pi)→∞.
Proof. Assume for contradiction there exists an integer K such that Aq(P ) ≤ K
for all P ∈ Cq(Γ). We will show this results in a uniform upper bound K ′ on
Dqc(P ), which, in view of (3.7), implies that Cq(Γ) is equal to the closed set C
K′
qc (Γ),
contradicting the assumption that Cq(Γ) is not closed. We claim that any P ∈ Cq(Γ)
belongs to conv(CKqc(Γ)). Then, we can conclude the proof as follows. The extreme
points of the compact convex set conv(CKqc(Γ)) lie in C
K
qc(Γ), so, by the Carathe´odory
theorem, any P ∈ conv(CKqc(Γ)) is a convex combination of c elements from CKqc(Γ),
where c = |Γ|+1−|S||T |. By using a direct sum construction similar to Lemma 3.5
one can obtain Dqc(P ) ≤ cK, which shows K ′ := cK is a uniform upper bound on
Dqc(P ) for all P ∈ Cq(Γ).
It remains to prove the claim that any P ∈ Cq(Γ) belongs to conv(CKqc(Γ)).
Towards that end, suppose that P ∈ Cq(Γ) \ conv(CKqc(Γ)). We first observe that P
can be decomposed as
P = µ1R1 + (1− µ1)Q1, (7.5)
where R1 ∈ Cq(Γ), Q1 ∈ conv(CKqc(Γ)), and 0 < µ1 ≤ K/(K + 1). Indeed, by the
assumption that Aq(P ) ≤ K and Proposition 7.2, we have Aqc(P ) = Aq(P ) ≤ K,
so P can be written as a convex combination P =
∑
i∈I λiPi with {Pi} ⊆ Cq(Γ)
and
∑
i∈I λiDqc(Pi) ≤ K. As P 6∈ conv(CKqc(Γ)), the set J of indices i ∈ I with
Dqc(Pi) ≥ K + 1 is non empty. Then (K + 1)
∑
i∈J λi ≤
∑
i∈J λiDqc(Pi) ≤ K,
and thus 0 < µ1 :=
∑
i∈J λi ≤ K/(K + 1). Hence (7.5) holds after setting R1 =
(
∑
i∈J λiPi)/µ1 and Q1 = (
∑
i∈I\J λiPi)/(1− µ1).
As R1 ∈ Cq(Γ), we have either R1 ∈ conv(CKqc(Γ)) or R1 ∈ Cq(Γ) \ conv(CKqc(Γ).
In the first case we have shown that P ∈ conv(CKqc(Γ)). In the second case we may
repeat the same argument for R1. By iterating we obtain for each integer k ∈ N a
decomposition
P = µ1µ2 · · ·µkRk + (1− µ1)Q1 + µ1(1− µ2)Q2 + . . .+ µ1µ2 · · ·µk−1(1− µk)Qk︸ ︷︷ ︸
=(1−µ1µ2···µk)Q̂k
,
where Rk ∈ Cq(Γ), Q̂k ∈ conv(CKqc(Γ)) and µ1µ2 · · ·µk ≤ (K/(K + 1))k. Then the
sequence µ1µ2 · · ·µk tends to 0 as k →∞. As the entries of Rk lie in [0, 1] we can
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conclude that µ1µ2 · · ·µkRk tends to 0 as k → ∞. Hence the sequence (Q̂k)k has
a limit Q̂ and P = Q̂ holds. As all Q̂k lie in the compact set conv(C
K
qc(Γ)), we
also have P ∈ conv(CKqc(Γ)). So we reach a contradiction with the assumption that
P ∈ Cq(Γ) \ conv(CKqc(Γ)), which shows that Cq(Γ) ⊆ conv(CKqc(Γ)).
7.3 A hierarchy of SDP lower bounds
We will now construct a hierarchy of lower bounds on the minimal average en-
tanglement dimension, using its formulation via Aqc(·). Our approach is based
on noncommutative polynomial optimization, similar to the approach we used in
Chapter 5 for bounding matrix factorization ranks.
We first need some notation. Define the following sets of noncommutative vari-
ables
x =
{
xas : (a, s) ∈ A× S
}
and y =
{
ybt : (b, t) ∈ B × T
}
,
and let 〈x,y, z〉 be the set of all words in the n = |S||A| + |T ||B| + 1 symbols xas ,
ybt , and z.
The hierarchy of bounds on Aqc(P ) is based on the following idea: For any fea-
sible solution to Aqc(P ), its objective value can be modeled as L(1) for a certain
tracial linear form L on the space of noncommutative polynomials (truncated to
degree 2r). Indeed, assume {(Pi, λi)i} is a feasible solution to the program defin-
ing Aqc(P ). That is, P =
∑
i λiPi with λi ≥ 0,
∑
i λi = 1 and Pi ∈ Cq(Γ).
Assume Pi(a, b|s, t) = Tr
(
Xas (i)Y
b
t (i)ψiψ
∗
i
)
, where ψi ∈ Cdi and the POVM’s
{Xas (i)}, {Y bt (i)} ⊂ Cdi×di are such that for all (a, b, s, t) ∈ Γ the matrices Xas (i) and
Y bt (i) commute: [X
a
s (i), Y
b
t (i)] = X
a
s (i)Y
b
t (i) − Y bt (i)Xas (i) = 0. For r ∈ N ∪ {∞},
consider the linear functional L ∈ R〈x,y, z〉∗2r defined by
L(p) =
∑
i
λi Re(Tr(p(X(i),Y(i), ψiψ
∗
i ))) for p ∈ R〈x,y, z〉2r.
Here, for each index i, we set
X(i) = (Xas (i) : (a, s) ∈ A× S), Y(i) = (Y bt (i) : (b, t) ∈ B × T ),
and we replace the variables xas , y
b
t , z by X
a
s (i), Y
b
t (i), and ψiψ
∗
i , respectively. First
note that we have L(1) =
∑
i λidi. That is, L(1) is equal to the objective value of
the feasible solution {(Pi, λi)i} to Aqc(P ). Secondly, for all (s, t, a, b) ∈ Γ we have
L(xasy
b
tz) = P (a, b|s, t).
We will now identify several computationally tractable properties that this linear
functional L satisfies. The hierarchy of lower bounds on Aqc(P ) then consists of
optimization problems where we minimize L(1) over the set of linear functionals
that satisfy these properties.
First note that L is symmetric, that is, L(w) = L(w∗) for all w ∈ 〈x,y, z〉2r,
and tracial, that is, L(ww′) = L(w′w) for all w,w′ ∈ 〈x,y, z〉 with deg(ww′) ≤ 2r.
Next, for all p ∈ R〈x,y, z〉r−1 we have
L(p∗xasp) =
∑
i
λi Re(Tr(C(i)
∗Xas (i)C(i)) ≥ 0, where C(i) = p(X(i),Y(i), ψiψ∗i ),
132 Chapter 7. Average entanglement dimension
as C(i)∗Xas (i)C(i) is positive semidefinite since X
a
s (i) is positive semidefinite. In
the same way we have L(p∗ybtp) ≥ 0 and L(p∗zp) ≥ 0. That is, if we set
G = {xas : s ∈ S, a ∈ A} ∪ {ybt : t ∈ T, b ∈ B} ∪ {z},
then L is nonnegative (denoted as L ≥ 0) on the truncated quadratic module
M2r(G). Similarly, setting
H = {z−z2}∪{1−∑
a∈A
xas : s ∈ S
}∪{1−∑
b∈B
ybt : t ∈ T
}∪{[xas , ybt ] : (s, t, a, b) ∈ Γ},
we have that L = 0 on the truncated ideal I2r(H). Moreover, we have L(z) =∑
i λiRe(Tr(ψiψ
∗
i )) = 1. In addition, for any matrices U, V ∈ Cdi×di we have
ψiψ
∗
i Uψiψ
∗
i V ψiψ
∗
i = ψiψ
∗
i V ψiψ
∗
i Uψiψ
∗
i ,
and therefore, in particular,
L(wzuzvz) = L(wzvzuz) for all u, v, w ∈ 〈x,y, z〉 with deg(wzuzvz) ≤ 2r.
That is, we have L = 0 on I2r(Rr), where
Rr =
{
zuzvz − zvzuz : u, v ∈ 〈x,y, z〉 with deg(zuzvz) ≤ 2r},
where r ∈ N∪{∞}. We get the idea of adding these last constraints from [NPA12],
where this is used to study the mutually unbiased bases problem.
For r ∈ N ∪ {∞} we can now define the parameter:
ξqr (P ) = min
{
L(1) : L ∈ R〈x,y, z〉∗2r tracial and symmetric,
L(z) = 1, L(xasy
b
tz) = P (a, b|s, t) for all (a, b, s, t) ∈ Γ,
L ≥ 0 on M2r(G), L = 0 on I2r(H ∪Rr)
}
.
Note that for order r = 1 we get the trivial bound ξq1 (P ) = 1.
Additionally, we define the parameter ξq∗(P ) by adding to the definition of ξq∞(P )
the constraint rank(M(L)) < ∞. By construction this gives a hierarchy of lower
bounds for Aqc(P ):
ξq1 (P ) ≤ . . . ≤ ξqr (P ) ≤ ξq∞(P ) ≤ ξq∗(P ) ≤ Aqc(P ).
Indeed, if L ∈ R〈x,y, z〉∗2r is feasible for ξqr(P ) then its restriction to R〈x,y, z〉∗2r−2
is feasible for ξqr−1(P ), which implies ξ
q
r−1(P ) ≤ L(1) and thus ξqr−1(P ) ≤ ξqr(P ).
7.3.1 Convergence results
We first show that the parameter ξq∗(P ) coincides with the average entanglement
dimension Aq(P ) and then we consider convergence properties of the bounds ξ
q
r (P )
to the parameters ξq∞(P ) and ξ
q
∗(P ).
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Proposition 7.5. For any P ∈ Cq(Γ) we have ξq∗(P ) = Aqc(P ).
Proof. We already know ξq∗(P ) ≤ Aqc(P ). To show ξq∗(P ) ≥ Aqc(P ) we let L be
feasible for ξq∗(P ), so that L ≥ 0 onM(G), L = 0 on I(H∪R∞) and rank(M(L)) <
∞. We apply Theorem 4.6 to the scaled linear form L/L(1) (note that L(1) > 0
since L(z) = 1): there exist finitely many scalars λi ≥ 0 with
∑
i λi = L(1),
Hermitian matrix tuples X(i) = (Xas (i))a,s and Y(i) = (Y
b
t (i))b,t, and Hermitian
matrices Zi, so that
g(X(i),Y(i), Zi)  0 for all g ∈ G, h(X(i),Y(i), Zi) = 0 for all h ∈ H ∪R∞,
(7.6)
and
L(p) =
∑
i
λi Tr(p(X(i),Y(i), Zi)) for all p ∈ R〈x,y, z〉. (7.7)
By Artin-Wedderburn theory (Theorem 4.2) we know that for each i there is a uni-
tary matrix Vi such that ViC〈X(i),Y(i), Zi〉V ∗i =
⊕
k Cdk×dk ⊗ Imk . Hence, after
applying this further block diagonalization we may assume that in the decomposi-
tion (7.7), for each i, C〈X(i),Y(i), Zi〉 is a full matrix algebra Cdi×di .
Since h(X(i),Y(i), Zi) = 0 for all h ∈ R∞ ∪ {z − z2}, Zi is a projector and the
commutator
[
ZiuZi, ZivZi
]
vanishes for all u, v ∈ 〈X(i),Y(i), Zi〉 and hence for
all u, v ∈ C〈X(i),Y(i), Zi〉. This means that [ZiT1Zi, ZiT2Zi] = 0 for all T1, T2 ∈
Cdi×di . As Zi is a projector, there exists a unitary matrix Ui such that UiZiU∗i =
Diag(1, . . . , 1, 0, . . . , 0). The above then implies that for all T1 and T2, the leading
principal submatrices of size rank(Zi) of UiT1U
∗
i and UiT2U
∗
i commute. This implies
rank(Zi) ≤ 1 and thus Tr(Zi) ∈ {0, 1}. Let I be the set of indices with Tr(Zi) = 1.
Then we have
∑
i∈I λi =
∑
i λi Tr(Zi) = L(z) = 1.
For each i ∈ I define Pi = (Tr(Xas (i)Y bt (i)Zi)), which is a quantum correlation
in Cdiqc(Γ) because Tr(Zi) = 1, and X
a
s , Y
b
t  0 with
∑
aX
a
s (i) =
∑
b Y
b
t (i) = I
and [Xas (i), Y
b
t (i)] = 0 in view of (7.6). Using Equation (7.7) we obtain that P =∑
i∈I λiPi. Hence, (Pi, λi)i∈I forms a feasible solution to Aqc(P ) with objective
value
∑
i∈I λiDqc(Pi) ≤
∑
i∈I λidi ≤
∑
i λidi = L(1).
The problem ξqr (P ) differs in two ways from a standard tracial optimization
problem. First it does not have the normalization L(1) = 1 (and instead it minimizes
L(1)), and second it has ideal constraints L = 0 on I2r(Rr) where Rr depends on
the relaxation order r. Nevertheless we can show that asymptotic convergence still
holds.
Proposition 7.6. For any P ∈ Cq(Γ) we have ξqr (P )→ ξq∞(P ) as r →∞.
Proof. First observe that 1 − z2, 1 − (xas)2, 1 − (ybt )2 ∈ M4(G ∪ H0), where H0
contains the symmetric polynomials in H; i.e., omitting the commutators [xas , ybt ].
Indeed, we have 1− z2 = (1− z)2 + 2(z − z2) and
1− (xas)2 = (1− xas)2 + 2(1− xas)xas(1− xas) + 2xas
((
1−
∑
a′
xa
′
s
)
+
∑
a′ 6=a
xa
′
s
)
xas ,
and the same for ybt . Hence R − z2 −
∑
a,s(x
a
s)
2 −∑b,t(ybt )2 ∈ M4(G ∪ H0) for
some R > 0. Fix ε > 0 and for each r ∈ N let Lr be feasible for ξqr (P ) with value
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Lr(1) ≤ ξqr (P )+ε. As Lr is tracial and zero on I2r(H0), it follows (using the identity
p∗gp = pp∗g + [p∗g, p]) that L = 0 on M2r(H0). Hence, Lr ≥ 0 on M2r(G ∪ H0).
Since suprLr(1) ≤ Aq(P ) + ε, we can apply Lemma 4.15 and conclude that {Lr}r
has a converging subsequence; denote its limit by Lε ∈ R〈x〉∗. One can verify that
Lε is feasible for ξ
q
∞(P ), and ξ
q
∞(P ) ≤ Lε(1) ≤ limr→∞ ξqr (P ) + ε ≤ ξq∞(P ) + ε.
Letting ε→ 0 we obtain that ξq∞(P ) = limr→∞ ξqr (P ).
Next we show that finite convergence holds under a certain flatness condition:
if ξqr (P ) admits a δ-flat optimal solution with δ = dr/3e + 1, then ξqr (P ) = ξq∗(P ).
This result is a variation of the flat extension result from Theorem 4.7, where δ now
depends on the order r because the ideal constraints in ξqr (P ) depend on r.
Proposition 7.7. If ξqr (P ) admits a (dr/3e+1)-flat optimal solution, then we have
ξqr (P ) = ξ
q
∗(P ).
Proof. Let δ = dr/3e+ 1 and let L be a δ-flat optimal solution to ξqr (P ), i.e., such
that rank(Mr(L)) = rank(Mr−δ(L)). We have to show ξqr (P ) ≥ ξq∗(P ), which we
do by constructing a feasible solution Lˆ to ξq∗(P ) with the same objective value
Lˆ(1) = L(1). In the proof of Theorem 4.7, the linear form L is extended to a tracial
symmetric linear form Lˆ on R〈x,y, z〉 that is nonnegative on M(G), zero on I(H),
with rank(M(Lˆ)) <∞. To do this a subset W of 〈x,y, z〉r−δ is found such that we
have the vector space direct sum R〈x,y, z〉 = span(W )⊕I(Nr(L)), where Nr(L) is
the vector space
Nr(L) =
{
p ∈ R〈x,y, z〉r : L(qp) = 0 for all q ∈ R〈x,y, z〉r
}
.
It is moreover shown that I(Nr(L)) ⊆ N(Lˆ). For p ∈ R〈x,y, z〉 we denote by rp
the unique element in span(W ) such that p− rp ∈ I(Nr(L)).
We only need to show that Lˆ is zero on I(R∞). Fix u, v, w ∈ R〈x,y, z〉. Then
we have
Lˆ(w(zuzvz − zvzuz)) = Lˆ(wzuzvz)− Lˆ(wzvzuz).
Since Lˆ is tracial and u− ru, v − rv, w − rw ∈ I(Nr(L)) ⊆ N(Lˆ), we have
Lˆ(wzuzvz) = Lˆ(rwzruzrvz) and Lˆ(wzvzuz) = Lˆ(rwzrvzruz).
Since deg(ruzrvzrwz) = deg(rvzruzrwz) ≤ 3 + 3(r − δ) ≤ 2r we have
Lˆ(rwzruzrvz) = L(rwzruzrvz) and Lˆ(rwzrvzruz) = L(rwzrvzruz).
So L = 0 on I2r(Rr) implies Lˆ = 0 on I(R∞).
Since Lˆ extends L we have Lˆ(z) = L(z) = 1 and Lˆ(xasy
b
tz) = L(x
a
sy
b
tz) =
P (a, b|s, t) for all a, b, s, t. So, Lˆ is feasible for ξq∗(P ) and has the same objective
value Lˆ(1) = L(1).
Chapter 8
Quantum graph parameters
This chapter is based on the paper “Bounds on entanglement dimensions and quan-
tum graph parameters via noncommutative polynomial optimization”, by S. Grib-
ling, D. de Laat, and M. Laurent [GdLL18].
In this chapter we continue to study entanglement in bipartite quantum cor-
relations. In particular, we study the advantage entanglement can provide in the
setting of two specific nonlocal games: the quantum coloring game and the quan-
tum stability game. We introduce semidefinite programming hierarchies and unify
existing bounds on quantum chromatic and quantum stability numbers by placing
them in the framework of tracial polynomial optimization.
We have introduced nonlocal games in Section 3.3 as abstract models to quantify
the power of entanglement, and in Chapter 6 we have used them to construct
matrices with a high completely positive semidefinite rank.
8.1 Nonlocal games for graph parameters
Let G = (V,E) be a simple, undirected graph with vertex set V and edge set
E ⊆ V × V . Assume |V | = n ∈ N. The stability number of G, denoted α(G), is
defined as the size of the largest stable set in the graph G:
α(G) = max{|S| : S ⊆ V, (S × S) ∩ E = ∅}.
The chromatic number, also called the coloring number, of G is defined as the
smallest number of colors needed to color the vertices of G in such a way that no
two adjacent vertices receive the same color:
χ(G) = min{k ∈ N : ∃ c : V → [k] s.t. (i, j) ∈ E ⇒ c(i) 6= c(j)}.
Alternatively, one can define each of these parameters in terms of a nonlocal
game in which two parties try to convince a referee that the graph has a certain
stability number/chromatic number. For instance, in the graph coloring game the
two players Alice and Bob try to convince the referee that they know a coloring c
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using only k colors. The referee attempts to verify this by selecting a pair of vertices
(i, j) ∈ V × V uniformly at random, and asking Alice how she colors i and Bob
how he colors j. Alice and Bob are allowed to decide on a strategy before the game
starts, but during the game they are not allowed to communicate (in particular
they don’t know each other’s questions). Alice and Bob ‘win’ if their answers are
consistent with the same k-coloring. The referee becomes convinced that they know
a valid k-coloring if they win with probability 1, i.e., if they have a perfect strategy
(see Equation (3.9)). Below we describe these nonlocal games formally and we show
how they can be used to define the quantum analogues of the classical parameters.
These nonlocal games use the set [k] (whose elements are denoted as a, b) and the
set V of vertices of a graph G (whose elements are denoted as i, j) as question and
answer sets.
The quantum coloring number. In the quantum coloring game, introduced
in [AHKS06, CMN+07], we have a graph G = (V,E) and an integer k. Here we
have question sets S = T = V and answer sets A = B = [k], and the distribution pi
is strictly positive on V ×V . The predicate f is such that the players’ answers have
to be consistent with having a k-coloring of G; that is, f(a, b, i, j) = 0 precisely when
(i = j and a 6= b) or ({i, j} ∈ E and a = b), and f(a, b, i, j) = 1 otherwise. This
expresses the fact that if Alice and Bob receive the same vertex, they should return
the same color and if they receive adjacent vertices, they should return distinct
colors. A perfect classical strategy exists if and only if a perfect deterministic
strategy exists, and a perfect deterministic strategy means that the players agree
on a fixed k-coloring of G. Hence the smallest number k of colors for which there
exists a perfect classical strategy is equal to the classical chromatic number χ(G).
It is therefore natural to define the quantum chromatic number as the smallest k for
which there exists a perfect quantum strategy. Recall that a strategy is perfect if
the probability of giving a wrong answer is zero (see Equation (3.9)). In this case, a
strategy P is perfect if P (a, b|i, j) = 0 whenever (i = j and a 6= b) or ({i, j} ∈ E and
a = b). Here the first condition says precisely that a perfect strategy P needs to be
synchronous (see Equation (3.19)); when Alice and Bob receive the same question,
they should provide the same answer.1 We therefore have the following definition
of the quantum chromatic number:
Definition 8.1. The quantum chromatic number χq(G) is the smallest k ∈ N for
which there exists a synchronous correlation P = (P (a, b|i, j)) in Cq,s([k]2 × V 2)
such that
P (a, a|i, j) = 0 for all a ∈ [k], {i, j} ∈ E.
The commuting quantum chromatic number χqc(G) is defined analogously by taking
P ∈ Cqc,s([k]2 × V 2).
The quantum stability number. In the quantum stability number game, intro-
duced in [MR16b, Rob13], we again have a graph G = (V,E) and k ∈ N, but now
1Recall that the set of synchronous quantum correlations is denoted by Cq,s(Γ) in the tensor
model and Cqc,s(Γ) in the commuting operator model.
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we use the question set [k] × [k] and the answer set V × V . The distribution pi is
again strictly positive on the question set and now the predicate f of the game is
such that the players’ answers have to be consistent with having a stable set of size
k, that is, f(i, j, a, b) = 0 precisely when (a = b and i 6= j) or (a 6= b and (i = j
or {i, j} ∈ E)). This expresses the fact that when Alice and Bob receive the same
index a = b ∈ [k], they should answer with the same vertex i = j of G, and if they
receive distinct indices a 6= b from [k], they should answer with distinct nonadjacent
vertices i and j of G. There is a perfect classical strategy precisely when there exists
a stable set of size k, so that the largest integer k for which there exists a perfect
classical strategy is equal to the stability number α(G). Again, such a strategy is
necessarily synchronous, so we get the following definition.
Definition 8.2. The quantum stability number αq(G) is the largest integer k ∈ N
for which there exists a synchronous correlation P = (P (i, j|a, b)) in Cq,s(V 2× [k]2)
such that
P (i, j|a, b) = 0 whenever (i = j or {i, j} ∈ E) and a 6= b ∈ [k].
The commuting quantum stability number αqc(G) is defined analogously by taking
P ∈ Cqc,s(V 2 × [k]2).
The classical parameters χ(G) and α(G) are NP-hard. The same holds for the
quantum coloring number χq(G) [Ji13], and also for the quantum stability number
αq(G) in view of the following reduction to coloring shown in [MR16b]:
χq(G) = min{k ∈ N : αq(GKk) = |V |}. (8.1)
Here GKk is the Cartesian product of the graph G = (V,E) and the complete
graph Kk. By construction we have
χqc(G) ≤ χq(G) ≤ χ(G) and α(G) ≤ αq(G) ≤ αqc(G).
A natural question is whether or not the above inequalities can be strict. We
revisit this topic in Section 8.4. In short, the quantum parameters can indeed
be strictly separated from their classical analogues, but we do not know how to
separate the quantum parameter and its commuting operator model analogue. Such
a separation would require infinite-dimensional entanglement to be useful for either
of the nonlocal games. Finding such a separation is a motivation for the work in
this chapter: new bounds on these parameters could potentially lead to a separation
there as well.
8.2 Our results
We now give an overview of the results of Section 8.3 and refer to that section for for-
mal definitions. In Section 8.3.1 we first reformulate the quantum graph parameters
in terms of C∗-algebras, which allows us to use techniques from tracial polynomial
optimization to formulate bounds on the quantum graph parameters. We define a
hierarchy {γcolr (G)} of lower bounds on the commuting quantum chromatic number
and a hierarchy {γstabr (G)} of upper bounds on the commuting quantum stability
number. We show the following convergence results for these hierarchies.
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Proposition 8.5. There is an integer r0 ∈ N such that γcolr (G) = χqc(G) and
γstabr (G) = αqc(G) for all r ≥ r0. Moreover, if γcolr (G) admits a flat optimal
solution, then γcolr (G) = χq(G), and if γ
stab
r (G) admits a flat optimal solution, then
γstabr (G) = αq(G).
Then in Section 8.3.2 we define tracial analogues {ξstabr (G)} and {ξcolr (G)} of
Lasserre-type bounds on α(G) and χ(G) that provide hierarchies of bounds for
their quantum analogues. These bounds are more economical than the bounds
γcolr (G) and γ
stab
r (G) (since they use less variables) and they also permit to recover
some known bounds for the quantum parameters. We show that ξstab∗ (G), which is
the parameter ξstab∞ (G) with an additional rank constraint on the matrix variable,
coincides with the projective packing number αp(G) from [Rob13] and that ξ
stab
∞ (G)
upper bounds αqc(G).
Proposition 8.7. For every graph G we have
ξstab∗ (G) = αp(G) ≥ αq(G) and ξstab∞ (G) ≥ αqc(G).
Next, we consider the chromatic number. The tracial hierarchy {ξcolr (G)} unifies
two known bounds: the projective rank ξf (G), a lower bound on the quantum
chromatic number from [MR16b], and the tracial rank ξtr(G), a lower bound on the
commuting quantum chromatic number from [PSS+16].
Proposition 8.9. For every graph G we have
ξcol∗ (G) = ξf (G) ≤ χq(G) and ξcol∞ (G) = ξtr(G) ≤ χqc(G).
Let us put the result in perspective. For each graph G we have the inequality
ξtr(G) ≤ ξf (G). In [DP16, Cor. 3.10] it is shown that the projective rank and the
tracial rank coincide if Connes’ embedding conjecture is true. That is, if Connes’
embedding conjecture is true, then ξcol∗ (G) = ξ
col
∞ (G) for every graph G.
Next, we establish some relations between the four hierarchies ξcolr (G), γ
col
r (G),
ξstabr (G), and γ
stab
r (G). For the coloring parameters, we show the analogue of
reduction (8.1).
Proposition 8.14. For every graph G and r ∈ N ∪ {∞} we have
γcolr (G) = min{k : ξstabr (GKk) = |V |}.
We show an analogous statement for the stability parameters, when using the
homomorphic graph product of Kk with the complement of G, denoted here as
Kk ? G, and the following reduction shown in [MR16b]:
αq(G) = max{k ∈ N : αq(Kk ? G) = k}.
Proposition 8.15. For every graph G and r ∈ N ∪ {∞} we have
γstabr (G) = max{k : ξstabr (Kk ? G) = k}.
Finally, we show that the hierarchies {γcolr (G)} and {γstabr (G)} refine the hier-
archies {ξcolr (G)} and {ξstabr (G)}.
Proposition 8.16. For every graph G and r ∈ N ∪ {∞, ∗} we have
ξcolr (G) ≤ γcolr (G) and ξstabr (G) ≥ γstabr (G).
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8.3 Bounding quantum graph parameters
We investigate the quantum graph parameters αq(G), γq(G), αqc(G), and χqc(G).
They were introduced earlier in Section 8.1 in terms of nonlocal games and syn-
chronous quantum correlations (in the tensor and commuting models). As we will
see below, they can be reformulated in terms of the existence of positive semi-
definite matrices with arbitrary size (or operators) satisfying a system of equations
corresponding to the natural integer linear programming formulation of α(G) and
χ(G). This opens the way to using techniques from noncommutative polynomial
optimization for designing hierarchies of bounds for the quantum graph parame-
ters. We present these approaches and compare them with known hierarchies for
the classical graph parameters.
8.3.1 Hierarchies γcolr (G) and γ
stab
r (G) based on synchronous
correlations
In Section 8.1 we introduced quantum chromatic numbers (Definition 8.1) and quan-
tum stability numbers (Definition 8.2) in terms of synchronous quantum correlations
satisfying certain linear constraints. We first give (known) reformulations in terms
of C∗-algebras, and then we reformulate those in terms of tracial optimization,
which leads to the hierarchies γcolr (G) and γ
stab
r (G).
The following result from [PSS+16] allows us to write a synchronous quantum
correlation in terms of C∗-algebras admitting a tracial state.
Theorem 8.3 ([PSS+16]). Let Γ = A2 × S2 and P ∈ RΓ. We have P ∈ Cqc,s(Γ)
(resp., P ∈ Cq,s(Γ)) if and only if there exists a unital (resp., finite-dimensional)
C∗-algebra A with a faithful tracial state τ and a set of projectors {Xas : s ∈ S, a ∈
A} ⊆ A satisfying ∑a∈AXas = 1 for all s ∈ S and P (a, b|s, t) = τ(XasXbt ) for all
s, t ∈ S, a, b ∈ A.
Here we add the condition that τ is faithful, that is, τ(X∗X) = 0 implies X = 0,
since it follows from the GNS construction in the proof of [PSS+16]. This means
that
0 = P (a, b|s, t) = τ(XasXbt ) = τ((Xas )2(Xbt )2) = τ((XasXbt )∗XasXbt )
implies XasX
b
t = 0. It follows from Definition 8.1 and the above that χqc(G) is equal
to the smallest k ∈ N for which there exists a C∗-algebra A, a tracial state τ on A,
and a family of projectors {Xci : i ∈ V, c ∈ [k]} ⊆ A satisfying∑
c∈[k]
Xci − 1 = 0 for all i ∈ V, (8.2)
XciX
c′
j = 0 if (c 6= c′ and i = j) or (c = c′ and {i, j} ∈ E). (8.3)
The quantum chromatic number χq(G) is equal to the smallest k ∈ N for which
there exists a finite-dimensional C∗-algebra A with the above properties.
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Analogously, αqc(G) is equal to the largest k ∈ N for which there is a C∗-algebra
A, a tracial state τ on A, and a set of projectors {Xic : c ∈ [k], i ∈ V } ⊆ A satisfying∑
i∈V
Xic − 1 = 0 for all c ∈ [k], (8.4)
XicX
j
c′ = 0 if (i 6= j and c = c′) or ((i = j or {i, j} ∈ E) and c 6= c′), (8.5)
and αq(G) is equal to the largest k ∈ N for which A can be taken finite-dimensional.
These reformulations of the graph parameters χq(G), χqc(G), αq(G) and αqc(G)
also follow from [OP16, Thm. 4.7], where general quantum graph homomorphisms
are considered; the reformulations of χq(G) and χqc(G) are also made explicit
in [OP16, Thm. 4.12].
Remark 8.4. The above definition for the parameters αq(G) and χq(G) (ten-
sor model) can be simplified. Indeed, instead of asking for projectors {Xci } in a
finite-dimensional C∗-algebra equipped with a tracial state and satisfying the con-
straints (8.2)-(8.3) or (8.4)-8.5, one may ask for such projectors that are matrices
of unspecified (but finite) size (as in [CMN+07, MR16b, SV17]). This can be seen
in the following two ways.
A first possibility is to apply Artin-Wedderburn theory, which tells us that any
finite-dimensional C∗-algebra is isomorphic to a matrix algebra.
An alternative, more elementary way is to use the link presented in Section 3.4
between synchronous quantum correlations and completely positive semidefinite ma-
trices. Indeed, as we have seen there, having a synchronous quantum correlation
P = (P (c, c′|i, j)) ∈ RV 2×[k]2 certifying χq(G) ≤ k is equivalent to having a set of
positive semidefinite matrices {Xci } satisfying the constraints (8.2)-(8.3). Indeed,
the proof of Proposition 3.7 shows that there exist Hermitian positive semidefinite
matrices {Y ci } and K that satisfy P (c, c′|i, j) = Tr(Y ci Y c
′
j ) for all i, j ∈ V , c, c′ ∈ [k]
and
∑
c∈[k] Y
c
i = K for all i ∈ V . We can see that the matrices {Y ci } satisfy (8.3)
by using the fact that, since Y ci , Y
c′
j  0, we have P (c, c′|i, j) = Tr(Y ci Y c
′
j ) = 0
if and only if Y ci Y
c′
j = 0. Next, we obtain matrices {Xci } that satisfy both the
constraints (8.2) and (8.3) by letting each Xci be the projection onto the image
of Y ci . Finally, observe that the constraints (8.2)-(8.3) imply that the matrices X
c
i
are projectors. Indeed, for every i, c′, by multiplying (8.2) by Xc
′
i and using (8.3) we
obtain (Xc
′
i )
2 = Xc
′
i . The analogous result holds of course for the quantum stability
number αq(G).
Note that restricting to scalar solutions (1×1 matrices) in these feasibility prob-
lems recovers the classical graph parameters χ(G) and α(G).
We now reinterpret the above formulations in terms of tracial optimization.
Given a graph G = (V,E), let i ∼ j denote {i, j} ∈ E and let i ' j denote
{i, j} ∈ E or i = j. For k ∈ N, let HcolG,k and HstabG,k denote the sets of polynomials
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corresponding to equations (8.2)–(8.3) and (8.4)–(8.5):
HcolG,k =
{
1−
∑
c∈[k]
xci : i ∈ V
} ∪ {xcixc′j : (c 6= c′ and i = j) or (c = c′ and i ∼ j)},
HstabG,k =
{
1−
∑
i∈V
xic : c ∈ [k]
} ∪ {xicxjc′ : (i 6= j and c = c′) or (i ' j and c 6= c′)}.
We have
1− (xci )2 ∈M2(∅) + I2(HcolG,k),
since 1− (xci )2 = (1− xci )2 + 2(xci − (xci )2), and
xci − (xci )2 = xci
(
1−
∑
c′
xc
′
i
)
+
∑
c′:c′ 6=c
xcix
c′
i ∈ I2(HcolG,k), (8.6)
and the analogous statements hold for HstabG,k . Hence, both M(∅) + I(Hcolk ) and
M(∅) + I(Hstabk ) are Archimedean and we can apply Theorems 4.5 and 4.6 to
express the quantum graph parameters in terms of positive tracial linear functionals.
Namely,
χqc(G) = min
{
k ∈ N : ∃L ∈ R〈{xci : i ∈ V, c ∈ [k]}〉∗ symmetric, tracial, positive,
L(1) = 1, L = 0 on I(HcolG,k)
}
,
and χq(G) is obtained by adding the constraint rank(M(L)) <∞. Likewise,
αqc(G) = max
{
k ∈ N : ∃L ∈ R〈{xic : c ∈ [k], i ∈ V }〉∗ symmetric, tracial, positive,
L(1) = 1, L = 0 on I(HstabG,k )
}
,
and αq(G) is given by this program with the additional constraint rank(M(L)) <∞.
Starting from these formulations it is natural to define a hierarchy {γcolr (G)} of
lower bounds on χqc(G) and a hierarchy {γstabr (G)} of upper bounds on αqc(G),
where the bounds of order r ∈ N are obtained by truncating L to polynomials of
degree at most 2r and truncating the ideal to degree 2r:
γcolr (G) = min
{
k ∈ N : ∃L ∈ R〈{xci : i ∈ V, c ∈ [k]}〉∗2r symmetric, tracial,
positive, L(1) = 1, L = 0 on I2r(HcolG,k)
}
,
γstabr (G) = max
{
k ∈ N : ∃L ∈ R〈{xic : c ∈ [k], i ∈ V }〉∗2r symmetric, tracial,
positive, L(1) = 1, L = 0 on I2r(HstabG,k )
}
.
Then, by defining γcol∗ (G) and γ
stab
∗ (G) by adding the constraint rank(M(L)) <∞
to γcol∞ (G) and γ
stab
∞ (G), we have
γcol∞ (G) = χqc(G), γ
stab
∞ (G) = αqc(G), γ
col
∗ (G) = χq(G), and γ
stab
∗ (G) = αq(G).
The optimization problems γcolr (G), for r ∈ N, can be computed by semidefinite
programming and binary search on k. If there is an optimal solution (k, L) to
γcolr (G) with L flat, then, by Theorem 4.7, we have equality γ
col
r (G) = χq(G). Since
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{γcolr (G)}r∈N is a monotone nondecreasing sequence of lower bounds on χq(G),
there exists an r0 such that for all r ≥ r0 we have γcolr (G) = γcolr0 (G), which is
equal to γcol∞ (G) = χqc(G) by Lemma 4.15. The analogous statements hold for the
parameters γstabr (G). Hence, we have shown the following result.
Proposition 8.5. There is an integer r0 ∈ N such that γcolr (G) = χqc(G) and
γstabr (G) = αqc(G) for all r ≥ r0. Moreover, if γcolr (G) admits a flat optimal
solution, then γcolr (G) = χq(G), and if γ
stab
r (G) admits a flat optimal solution, then
γstabr (G) = αq(G).
Remark 8.6. A hierarchy {Qr(Γ)} of semidefinite outer approximations for the set
Cqc(Γ) of commuting quantum correlations was constructed in [PSS
+16] (revisiting
the approach in [NPA08, PNA10]). This hierarchy converges, that is,
Cqc(Γ) = Q∞(Γ) =
⋂
r∈N
Qr(Γ).
These approximations Qr(Γ) are based on the eigenvalue optimization approach,
applied to the formulation (3.4) of commuting quantum correlations. So they use
linear functionals on polynomials involving the two sets of variables xas and y
b
t for
(a, b, s, t) ∈ Γ. Paulsen et al. [PSS+16] use these outer approximations to define
a hierarchy of lower bounds converging to χqc(G), where the bounds are defined in
terms of feasibility problems over the sets Qr(Γ).
For synchronous correlations we can use the result of Theorem 8.3 and the tracial
optimization approach used here to directly define a converging hierarchy {Qr,s(Γ)}
of outer semidefinite approximations for the set Cqc,s(Γ) of synchronous commuting
quantum correlations. These approximations now use linear functionals on poly-
nomials involving only one set of variables xas for (a, s) ∈ A × S. Namely, for
r ∈ N∪{∞} define Qr,s(Γ) as the set of P ∈ RΓ for which there exists a symmetric,
tracial, positive linear functional L ∈ R〈{xas : (a, s) ∈ A× S}〉∗2r such that L(1) = 1
and L = 0 on the ideal generated by the polynomials xas − (xas)2 ((a, s) ∈ A×S) and
1−∑a∈A xas (s ∈ S), truncated at degree 2r. Then we have
Cqc,s(Γ) = Q∞,s(Γ) =
⋂
r∈N
Qr,s(Γ).
The synchronous value of a nonlocal game is defined in [DP16] as the maximum
value of the objective function (3.8) over the set Cqc,s(Γ). By maximizing the objec-
tive (3.8) over the relaxations Qr,s(Γ) we get a hierarchy of semidefinite program-
ming upper bounds that converges to the synchronous value of the game. Finally
note that one can also view the parameters γcolr (G) as solving feasibility problems
over the sets Qr,s(Γ).
8.3.2 Hierarchies ξcolr (G) and ξ
stab
r (G) based on Lasserre-type
bounds
Here we revisit some known Lasserre-type hierarchies for the classical stability num-
ber α(G) and chromatic number χ(G) and we show that their tracial noncommu-
tative analogues can be used to recover known parameters such as the projective
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packing number αp(G), the projective rank ξf (G), and the tracial rank ξtr(G). Both
the commutative hierarchies and the tracial noncommutative hierarchies can be
viewed as strengthenings of the Lova´sz theta number towards either the (quantum)
stability number or the (quantum) chromatic number: the first level corresponds
to the theta number. Compared to the hierarchies defined in the previous section,
these Lasserre-type hierarchies use less variables (they only use variables indexed
by the vertices of the graph G), but they also do not converge to the (commuting)
quantum chromatic or stability number.
Given a graph G = (V,E), define the set of polynomials
HG =
{
xi − x2i : i ∈ V
} ∪ {xixj : {i, j} ∈ E}
in the variables x = (xi : i ∈ V ) (which are commutative or noncommutative
depending on the context). Note that 1 − x2i ∈ M2(∅) + I2(HG) for all i ∈ V , so
that M(∅) + I(HG) is Archimedean.
Semidefinite programming bounds on the projective packing number
We first recall the Lasserre hierarchy of bounds for the classical stability number
α(G). Starting from the formulation of α(G) via the optimization problem
α(G) = sup
{∑
i∈V
xi : x ∈ Rn, h(x) = 0 for all h ∈ HG
}
, (8.7)
the r-th level of the Lasserre hierarchy for α(G) (introduced in [Las01, Lau03]) is
defined by
lasstabr (G) = sup
{
L
(∑
i∈V
xi
)
: L ∈ R[x]∗2r positive, L(1) = 1, L = 0 on I2r(HG)
}
.
Then we have lasstabr+1(G) ≤ lasstabr (G) and the first bound is Lova´sz’ theta number:
lasstab1 (G) = ϑ(G). Finite convergence to α(G) is shown in [Lau03]:
lasstabα(G)(G) = α(G).
Roberson [Rob13] introduces the projective packing number
αp(G) = sup
{1
d
∑
i∈V
rankXi : d ∈ N, X ∈ (Sd)n projectors, (8.8)
XiXj = 0 for {i, j} ∈ E
}
= sup
{1
d
Tr
(∑
i∈V
Xi
)
: d ∈ N, X ∈ (Sd)n, h(X) = 0 for h ∈ HG
}
(8.9)
as an upper bound for the quantum stability number αq(G). Note that the in-
equality αq(G) ≤ αp(G) also follows from Proposition 8.7 below. Comparing (8.7)
and (8.9) we see that the parameter αp(G) can be viewed as a noncommutative
analogue of α(G).
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For r ∈ N ∪ {∞} we define the noncommutative analogue of lasstabr (G) by
ξstabr (G) = sup
{
L
(∑
i∈V
xi
)
: L ∈ R〈x〉∗2r tracial, symmetric, and positive,
L(1) = 1, L = 0 on I2r(HG)
}
,
and ξstab∗ (G) by adding the constraint rank(M(L)) <∞ to the definition of ξstab∞ (G).
In view of Theorems 4.5 and 4.6, both ξstab∞ (G) and ξ
stab
∗ (G) can be reformu-
lated in terms of C∗-algebras: ξstab∞ (G) (resp., ξ
stab
∗ (G)) is the largest value of
τ(
∑
i∈V Xi), where A is a (resp., finite-dimensional) C∗-algebra with tracial state τ
and Xi ∈ A (i ∈ [n]) are projectors satisfying XiXj = 0 for all {i, j} ∈ E. Moreover,
as we now see, the parameter ξstab∗ (G) coincides with the projective packing num-
ber and the parameters ξstab∗ (G) and ξ
stab
∞ (G) upper bound the quantum stability
numbers.
Proposition 8.7. For every graph G we have
ξstab∗ (G) = αp(G) ≥ αq(G) and ξstab∞ (G) ≥ αqc(G).
Proof. By (8.9), αp(G) is the largest value of L(
∑
i∈V xi) taken over all linear
functionals L that are normalized trace evaluations at projectors X ∈ (Sd)n (for
some d ∈ N) with XiXj = 0 for {i, j} ∈ E. By convexity the optimum remains
unchanged when considering a convex combination of such trace evaluations. In
view of Theorem 4.6 (the equivalence between (1) and (3)), we can conclude that this
optimum value is precisely the parameter ξstab∗ (G). This shows equality αp(G) =
ξstab∗ (G).
Consider a C∗-algebra A with tracial state τ and a set of projectors Xic ∈ A (for
i ∈ V, c ∈ [k]) satisfying (8.4)-(8.5). Then, setting Xi =
∑
c∈[k]X
i
c for i ∈ V , we ob-
tain projectors Xi ∈ A that satisfy XiXj = 0 if {i, j} ∈ E. Moreover, the following
holds: τ(
∑
i∈V Xi) =
∑
c∈[k] τ(
∑
i∈V X
i
c) = k. This shows that ξ
stab
∞ (G) ≥ αqc(G)
and, when restricting A to be finite-dimensional, ξstab∗ (G) ≥ αq(G).
Using Lemma 4.15 one can verify that ξstabr (G) converges to ξ
stab
∞ (G) as r → ∞,
and for r ∈ N ∪ {∞} the infimum in ξstabr (G) is attained. Moreover, by Theo-
rem 4.7, if ξstabr (G) admits a flat optimal solution, then equality ξ
stab
r (G) = ξ
stab
∗ (G)
holds. The first bound ξstab1 (G) coincides with the theta number, since ξ
stab
1 (G) =
lasstab1 (G) = ϑ(G). Summarizing, we have αqc(G) ≤ ξstab∞ (G) and the following
chain of inequalities
αq(G) ≤ αp(G) = ξstab∗ (G) ≤ ξstab∞ (G) ≤ ξstabr (G) ≤ ξstab1 (G) = ϑ(G),
where the bounds ξstabr (G) (r ∈ N) are semidefinite programs, and αq(G) is NP-hard
to compute.
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Semidefinite programming bounds on the projective rank and tracial
rank
We now turn to the (quantum) chromatic numbers. First recall the definition of
the fractional chromatic number:
χf (G) := min
{ ∑
S∈SG
λS : λ ∈ RSG+ ,
∑
S∈SG:i∈S
λS = 1 for all i ∈ V
}
,
where SG is the set of stable sets of G. Clearly, χf (G) ≤ χ(G). The following
Lasserre type lower bounds for the classical chromatic number χ(G) are defined
in [GL08b]:
lascolr (G) = inf
{
L(1) : L ∈ R[x]∗2r positive, L(xi) = 1 (i ∈ V ), L = 0 on I2r(HG)
}
.
Note that we may view χf (G) as minimizing L(1) over all linear functionals L ∈
R[x]∗ that are conic combinations of evaluations at characteristic vectors of stable
sets. From this we see that lascolr (G) ≤ χf (G) for all r ≥ 1. In [GL08b] it is shown
that finite convergence to χf (G) holds:
lascolα(G)(G) = χf (G).
The bound of order r = 1 coincides with the theta number: lascol1 (G) = ϑ(G).
The following parameter ξf (G), called the projective rank of G, was introduced
in [MR16b] as a lower bound on the quantum chromatic number χq(G):
ξf (G) := inf
{d
r
: d, r ∈ N, X1, . . . , Xn ∈ Sd, Tr(Xi) = r (i ∈ V ),
X2i = Xi (i ∈ V ), XiXj = 0 ({i, j} ∈ E)
}
.
Proposition 8.8 ([MR16b]). For every graph G we have ξf (G) ≤ χq(G).
Proof. Set k = χq(G). It is shown in [CMN
+07] that in the definition of χq(G)
from (8.2)-(8.3), one may assume w.l.o.g. that Xci are projectors that all have the
same rank, say, r. Then, for any given color c ∈ [k], the matrices Xci (i ∈ V ) provide
a feasible solution to ξf (G) with value d/r. This shows ξf (G) ≤ d/r. Finally,
d/r = k holds since by (8.2)-(8.3) we have d = rank(I) =
∑k
c=1 rank(X
c
i ) = kr.
In [PSS+16, Prop. 5.11] it is shown that the projective rank can equivalently be
defined as
ξf (G) = inf
{
λ : ∃finite-dimensional C∗-algebra A with tracial state τ,
Xi ∈ A projector with τ(Xi) = 1
λ
for i ∈ V,
XiXj = 0 for {i, j} ∈ E
}
.
Paulsen et al. [PSS+16] also define the tracial rank ξtr(G) of G as the parameter
obtained by omitting in the above definition of ξf (G) the restriction that A has
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to be finite-dimensional. The motivation for the parameter ξtr(G) is that it lower
bounds the commuting quantum chromatic number [PSS+16, Thm. 5.11]:
ξtr(G) ≤ χqc(G).
Using Theorems 4.5 and 4.6 (which we apply to L/L(1) when L is not normal-
ized), we obtain the following reformulations:
ξf (G) = inf
{
L(1) : L ∈ R〈x〉∗ tracial, symmetric, positive, rank(M(L)) <∞,
L(xi) = 1 (i ∈ V ), L = 0 on I(HG)
}
,
and ξtr(G) is obtained by the same program without the restriction rank(M(L)) <
∞. In addition, we obtain that in this formulation of ξf (G) we can equivalently
optimize over all L that are conic combinations of trace evaluations at projectors
Xi ∈ Sd (for some d ∈ N) satisfying XiXj = 0 for all {i, j} ∈ E. If we restrict
the optimization to conic combinations of scalar evaluations (d = 1) we obtain the
fractional chromatic number. This shows that the projective rank can be seen as
the noncommutative analogue of the fractional chromatic number, as was already
observed in [MR16b, PSS+16].
The above formulations of the parameters ξtr(G) and ξf (G) in terms of linear
functionals also show that they fit within the following hierarchy {ξcolr (G)}r∈N∪{∞},
defined as the noncommutative tracial analogue of the hierarchy {lascolr (G)}r:
ξcolr (G) = inf
{
L(1) : L ∈ R〈x〉∗2r tracial, symmetric, and positive,
L(xi) = 1 (i ∈ V ), L = 0 on I2r(HG)
}
.
Again, ξcol∗ (G) is the parameter obtained by adding the constraint rank(M(L)) <∞
to the program defining ξcol∞ (G). By the above discussion the following holds.
Proposition 8.9. For every graph G we have
ξcol∗ (G) = ξf (G) ≤ χq(G) and ξcol∞ (G) = ξtr(G) ≤ χqc(G).
Using Lemma 4.15 one can verify that the parameters ξcolr (G) converge to
ξcol∞ (G). Moreover, by Theorem 4.7, if ξ
col
r (G) admits a flat optimal solution, then
we have ξcolr = ξ
col
∗ (G). Also, the parameter ξ
col
1 (G) coincides with las
col
1 (G) = ϑ(G).
Summarizing we have ξcol∞ (G) = ξtr(G) ≤ χqc(G) and the following chain of inequal-
ities
ϑ(G) = ξcol1 (G) ≤ ξcolr (G) ≤ ξcol∞ (G) = ξtr(G) ≤ ξcol∗ (G) = ξf (G) ≤ χq(G).
Observe that the bounds lascolr (G) and ξ
col
r (G) remain below the fractional chro-
matic number χf (G), since ξf (G) = ξ
col
∗ (G) ≤ lascol∗ (G) = χf (G). Hence, these
bounds are weak if χf (G) is close to ϑ(G) and far from χ(G) or χq(G). In the clas-
sical setting this is the case, e.g., for the class of Kneser graphs G = K(n, r), with
vertex set the set of all r-subsets of [n] and having an edge between any two disjoint
r-subsets. By results of Lova´sz [Lov78, Lov79], the fractional chromatic number
is n/r, which is known to be equal to ϑ(K(n, r)), while the chromatic number is
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n − 2r + 2. In [GL08b] this was used as a motivation to define a new hierarchy
of lower bounds {Λr(G)} on the chromatic number that can go beyond the frac-
tional chromatic number. In Section 8.3.3 we recall this approach and show that
its extension to the tracial setting recovers the hierarchy {γcolr (G)} introduced in
Section 8.3.1. We also show how a similar technique can be used to recover the
hierarchy {γstabr (G)}.
A link between ξstabr (G) and ξ
col
r (G)
In [GL08b, Thm. 3.1] it is shown that the bounds lasstabr (G) and las
col
r (G) satisfy
lasstabr (G)las
col
r (G) ≥ |V | for any r ≥ 1,
with equality if G is vertex-transitive. This extends a well-known property of the
theta number (i.e., the case r = 1). The same property holds for the noncommuta-
tive analogues ξstabr (G) and ξ
col
r (G).
Lemma 8.10. For a graph G = (V,E) and r ∈ N ∪ {∞, ∗} we have
ξstabr (G)ξ
col
r (G) ≥ |V |,
with equality if G is vertex-transitive.
Proof. Let L be feasible for ξcolr (G). Then L˜ = L/L(1) provides a solution to
ξstabr (G) with value L˜
(∑
i∈V xi
)
= |V |/L(1), implying that ξstabr (G) ≥ |V |/L(1)
and therefore ξstabr (G)ξ
col
r (G) ≥ |V |.
Assume G is vertex-transitive. Let L be a feasible solution for ξstabr (G). As G is
vertex-transitive we may assume (after symmetrization) that L(xi) takes a constant
value. Set L(xi) =: 1/λ for all i ∈ V , so that the objective value of L for ξstabr (G) is
|V |/λ. Then L˜ = λL provides a feasible solution for ξcolr (G) with value λ, implying
ξcolr (G) ≤ λ. This shows ξcolr (G)ξstabr (G) ≤ |V |.
For a vertex-transitive graph G, the inequality ξf (G)αq(G) ≤ |V | is shown
in [MR16b, Lem. 6.5]; it can be recovered from the r = ∗ case of Lemma 8.10 and
αq(G) ≤ αp(G).
Comparison to existing semidefinite programming bounds
By adding the constraints L(xixj) ≥ 0, for all i, j ∈ V , to the program defining
ξcol1 (G), we obtain the strengthened theta number ϑ
+(G) (from [Sze94]). Moreover,
if we add the constraints
L(xixj) ≥ 0 for i 6= j ∈ V, (8.10)∑
j∈C
L(xixj) ≤ 1 for i ∈ V, (8.11)
L(1) +
∑
i∈C,j∈C′
L(xixj) ≥ |C|+ |C ′| for C,C ′ distinct cliques in G (8.12)
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to the program defining the parameter ξcol1 (G), then we obtain the parameter
ξSDP(G), which is introduced in [PSS
+16, Thm. 7.3] as a lower bound on ξtr(G).
We will now show that the inequalities (8.10)–(8.12) are in fact valid for ξcol2 (G),
which implies
ξcol2 (G) ≥ ξSDP(G) ≥ ϑ+(G).
For this, given a clique C in G, we define the polynomial
gC := 1−
∑
i∈C
xi ∈ R〈x〉.
Then (8.11) and (8.12) can be reformulated as L(xigC) ≥ 0 and L(gCgC′) ≥ 0,
respectively, using the fact that L(xi) = L(x
2
i ) = 1 for all i ∈ V . Hence, to show
that any feasible L for ξcol2 (G) satisfies (8.10)-(8.12), it suffices to show Lemma 8.11
below. Recall that a commutator is a polynomial of the form [p, q] = pq − qp with
p, q ∈ R〈x〉. We denote by Θr the set of linear combinations of commutators [p, q]
with deg(pq) ≤ r.
Lemma 8.11. Let C and C ′ be cliques in a graph G and let i, j ∈ V . Then we
have
gC ∈M2(∅) + I2(HG), and xixj , xigC , gCgC′ ∈M4(∅) + I4(HG) + Θ4.
Proof. The claim gC ∈M2(∅) + I2(HG) follows from the identity
gC =
(
1−
∑
i∈C
xi︸ ︷︷ ︸
gC
)2
+
∑
i∈C
(xi − x2i ) +
∑
i 6=j∈C
xixj︸ ︷︷ ︸
h
= g2C + h, (8.13)
where h ∈ I2(HG). We also have
xixj = xix
2
jxi + xj(xi − x2i ) + x2i (xj − x2j ) + [xi, xix2j ] + [xi − x2i , xj ],
xigC = xig
2
Cxi + g
2
C(xi − x2i ) + [xi − x2i , g2C ] + [xi, xig2C ],
and, writing analogously gC′ = g
2
C′ + h
′ with h′ ∈ I2(HG), we have
gCgC′ = gCg
2
C′gC + [gC , gCg
2
C′ ] + [h, g
2
C′ ] + g
2
Ch
′ + hh′ + g2C′h.
Example 8.12. Using the bound ξSDP(G) it is shown in [PSS
+16, Thm. 7.4] that
the tracial rank of the odd cycle C2n+1 on 2n+ 1 vertices equals (2n+ 1)/n. That
is, ξtr(C2n+1) = ξ
col
∞ (C2n+1) = (2n + 1)/n. Combining this with Lemma 8.10
gives the inequality n = ξstab∞ (C2n+1) ≥ αqc(C2n+1). In fact, equality holds since
αqc(C2n+1) ≥ α(C2n+1) = n. 4
8.3.3 Links between γcolr (G), ξ
col
r (G), γ
stab
r (G), and ξ
stab
r (G)
In this last section, we make the link between the two hierarchies {ξstabr (G)} (resp.
{ξcolr (G)}) and {γstabr (G)} (resp. {γcolr (G)}). The key tool is the interpretation of
the coloring and stability numbers in terms of certain graph products.
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We start with the (quantum) coloring number. For an integer k, recall that the
Cartesian product GKk of G and the complete graph Kk is the graph with vertex
set V × [k], where two vertices (i, c) and (j, c′) are adjacent if ({i, j} ∈ E and c = c′)
or (i = j and c 6= c′). The following is a well-known reduction of the chromatic
number χ(G) to the stability number of the Cartesian product GKk:
χ(G) = min
{
k ∈ N : α(GKk) = |V |
}
.
It was used in [GL08b] to define the following lower bounds on the chromatic num-
ber:
Λr(G) = min
{
k ∈ N : lasstabr (GKk) = |V |
}
,
where it was also shown that lascolr (G) ≤ Λr(G) ≤ χ(G) for all r ≥ 1, with equality
Λ|V |(G) = χ(G). Hence the bounds Λr(G) may go beyond the fractional chromatic
number. This is the case for the above-mentioned Kneser graphs; see [GL08a] for
other graph instances.
The above reduction from coloring to stability number has been extended to the
quantum setting in [MR16b], where it is shown that
χq(G) = min{k ∈ N : αq(GKk) = |V |}.
It is therefore natural to use the upper bounds ξstabr (GKk) on αq(GKk) in order
to get the following lower bounds on the quantum coloring number:
min{k : ξstabr (GKk) = |V |}, (8.14)
which are thus the noncommutative analogues of the bounds Λr(G).
Observe that, for any k ∈ N and r ∈ N ∪ {∞, ∗}, we have ξstabr (GKk) ≤ |V |,
which follows from Lemma 8.11 and the fact that the cliques Ci = {(i, c) : c ∈ [k]},
for i ∈ V , cover all vertices in GKk. Let
CGKk =
{
gCi : i ∈ V
}
, where gCi = 1−
∑
c∈[k]
xci ,
denote the set of polynomials corresponding to these cliques. We now show that the
parameter (8.14) in fact coincides with the parameter γcolr (G) for all r ∈ N ∪ {∞}.
For this observe first that the quadratic polynomials in the set HcolG,k correspond
precisely to the edges of GKk, and that the projector constraints are included in
I2(HcolG,k) (see (8.6)). Hence we have
I2r(HcolG,k) = I2r(HGKk ∪ CGKk). (8.15)
We will also use the following result.
Lemma 8.13. Let r ∈ N∪{∞, ∗} and assume L is feasible for ξstabr (GKk). Then,
we have L(
∑
i∈V,c∈[k] x
c
i ) = |V | if and only if L = 0 on I2r(CGKk).
Proof. Assume L = 0 on I2r(CGKk). Then 0 =
∑
i∈V L(gCi) = |V | − L(
∑
i,c x
c
i ).
Conversely assume that 0 = L
(∑
i∈V,c∈[k] x
c
i
) − |V | = ∑i∈V L(gCi). We will
show L = 0 on I2r(CGKk). For this we first observe that gCi−(gCi)2 ∈ I2(HGKk)
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by (8.13). Hence L(gCi) = L(g
2
Ci
) ≥ 0, which, combined with ∑i L(gCi) = 0, im-
plies L(gCi) = 0 for all i ∈ V . Next we show L(wgCi) = 0 for all words w with
degree at most 2r − 1, using induction on deg(w). The base case w = 1 holds by
the above. Assume now w = uv, where deg(v) < deg(u) ≤ r. Using the positiv-
ity of L, the Cauchy-Schwarz inequality gives |L(uvgCi)| ≤ L(u∗u)1/2L(v∗g2Civ)
1/2
.
Note that it suffices to show L(v∗gCiv) = 0 since, using again (8.13), this implies
L(v∗g2Civ) = 0 and thus L(uvgCi) = 0. We have deg(vv
∗) < deg(w), and there-
fore, using the tracial property of L and the induction assumption, we see that
L(v∗gCiv) = L(vv
∗gCi) = 0.
Proposition 8.14. For every graph G and r ∈ N ∪ {∞} we have
γcolr (G) = min{k : ξstabr (GKk) = |V |}.
Proof. Let L be a linear functional certifying γcolr (G) ≤ k. Then, using (8.15) we see
that L is feasible for ξstabr (GKk) and Lemma 8.13 shows that L(
∑
i,c x
c
i ) = |V |.
This shows ξstabr (GKk) ≥ |V | and thus equality holds (since the reverse inequality
always holds). Therefore, min{k : ξstabr (GKk) = |V |} ≤ k.
Conversely, assume ξstabr (GKk) = |V |. Since the optimum is attained, there
exists a linear functional L feasible for ξstabr (GKk) with L(
∑
i,c x
c
i ) = |V |. Using
Lemma 8.13 we can conclude that L is zero on I2r(CGKk). Hence, in view of (8.15),
L is zero on I2r(HcolG,k). This shows γcolr (G) ≤ k.
Note that the proof of Proposition 8.14 also works in the commutative setting;
this shows that the sequence Λr(G) corresponds to the usual Lasserre hierarchy for
the feasibility problem defined by the equations (8.2)–(8.3), which is another way
of showing Λ∞(G) = χ(G).
We now turn to the (quantum) stability number. For k ∈ N, consider the graph
product Kk ? G, with vertex set [k] × G, and with an edge between two vertices
(c, i) and (c′, j) when (c 6= c′, i = j) or (c = c′, i 6= j) or (c 6= c′, {i, j} ∈ E). The
product Kk ? G coincides with the homomorphic product Kk nG used in [MR16b,
Sec. 4.2], where it is shown that
αq(G) = max
{
k ∈ N : αq(Kk ? G) = k
}
.
This suggests using the upper bounds ξstabr (Kk ? G) on αq(Kk ? G) to define the
following upper bounds on αq(G):
max
{
k ∈ N : ξstabr (Kk ? G) = k
}
. (8.16)
For each c ∈ [k], the set Cc = {(c, i) : i ∈ V } is a clique in Kk ? G, and we let
CKk?G =
{
gCc : c ∈ [k]
}
, where gCc = 1−
∑
i∈V
xic,
denote the set of polynomials corresponding to these cliques. As these k cliques cover
the vertex set of Kk ?G, we can use Lemma 8.11 to conclude that ξ
stab
r (Kk ?G) ≤ k
for all r ∈ N ∪ {∞, ∗}.
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Again, observe that the quadratic polynomials in the set HstabG,k correspond pre-
cisely to the edges of Kk ? G and that we have
I2r(HstabG,k ) = I2r(HKk?G ∪ CKk?G).
Based on this, one can show the analogue of Lemma 8.13: If L is feasible for the
program ξstabr (Kk ? G), then we have L(
∑
i,c x
i
c) = k if and only if L = 0 on
I2r(CKk?G). This lemma can be used to show the following result, whose proof is
analogous to that of Proposition 8.14 and thus omitted.
Proposition 8.15. For every graph G and r ∈ N ∪ {∞} we have
γstabr (G) = max{k : ξstabr (Kk ? G) = k}.
We do not know whether the results of Propositions 8.14 and 8.15 hold for r = ∗,
because we do not know whether the supremum is attained in the program defining
the parameter ξstab∗ (·) = αp(·) (as was already observed in [Rob13, p. 120]). Hence
we can only claim the inequalities
γcol∗ (G) ≥ min{k : ξstab∗ (GKk) = |V |} and γstab∗ (G) ≤ max{k : ξstab∗ (Kk?G) = k}.
As mentioned above, we have lascolr (G) ≤ Λr(G) for every integer r ∈ N [GL08b,
Prop. 3.3]. This result extends to the noncommutative setting and the analogous
result holds for the stability parameters. In other words the hierarchies {γcolr (G)}
and {γstabr (G)} refine the hierarchies {ξcolr (G)} and {ξstabr (G)}.
Proposition 8.16. For every graph G and r ∈ N ∪ {∞, ∗} we have
ξcolr (G) ≤ γcolr (G) and ξstabr (G) ≥ γstabr (G).
Proof. We may restrict to r ∈ N since we have seen earlier that the inequalities
hold for r ∈ {∞, ∗}. The proof for the coloring parameters is similar to the proof
of [GL08b, Prop. 3.3] in the classical case and thus we omit it. We now show
ξstabr (G) ≥ γstabr (G). Set k = γstabr (G) and, using Proposition 8.15, let L ∈ R〈xic :
i ∈ V, c ∈ [k]〉∗2r be optimal for ξstabr (Kk ? G) = k. That is, L is tracial, symmetric,
positive, and satisfies L(1) = 1, L(
∑
i,c x
i
c) = k, and L = 0 on I(HKk?G). It suffices
now to construct a tracial symmetric positive linear form Lˆ ∈ R〈xi : i ∈ V 〉∗2r such
that Lˆ(1) = 1, Lˆ(
∑
i∈V xi) = k, and Lˆ = 0 on I2r(HG), since this will imply
ξstabr (G) ≥ k. For this, for any word xi1 · · ·xit with degree 1 ≤ t ≤ 2r, we define
Lˆ(xi1 · · ·xit) :=
∑
c∈[k] L(x
i1
c · · ·xitc ), and we set Lˆ(1) = L(1) = 1. Then, we have
Lˆ(
∑
i∈V xi) = k. Moreover, one can easily check that Lˆ is indeed tracial, symmetric,
positive, and vanishes on I2r(HG).
8.4 Discussion
Let us discuss some known separations between the quantum graph parameters and
their classical analogues.
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The separations between χq(G) and χ(G), and between αq(G) and α(G), can be
exponentially large in the number of vertices. This is the case for the graphs with
vertex set {±1}N for N a multiple of 4, where two vertices are adjacent if they are
orthogonal [AHKS06, MR16b, MSS13]. These graphs are often called Hadamard
graphs (notice that a clique of size N corresponds to a real Hadamard matrix, see
Section 2.2).
Let us explain the separation between χq(G) and χ(G) for these graphs. Let
N ∈ N and let GN = (V,E) be the graph where V = {±1}N and
E =
{{x, y} ∈ V × V : 〈x, y〉 = N∑
i=1
xiyi = 0
}
.
We will first show that χq(GN ) ≤ N , for this we follow the argument given
in [AHKS06].2 We will construct a perfect strategy P ∈ Cq,s([N ]2 × V 2) for the
quantum coloring game. We use the state ψ = 1√
N
∑N
i=1 ei ⊗ ei ∈ CN ⊗ CN . To
describe Alice’s and Bob’s POVMs it will be usefull to consider the unitary matrix
ΩN =
1√
N
(ωijN )i,j∈[N ], where ωN = e
2pii/N is the Nth root of unity. This matrix
is known as the discrete Fourier transform. For each question x ∈ V , Alice has a
POVM {Aix}i∈[N ], and for each question y ∈ V , Bob has a POVM {Biy}i∈[N ], where
Aix = Diag(x)Ω
∗
Neie
∗
iΩNDiag(x) i ∈ [N ],
Biy = Diag(y)ΩNeie
∗
iΩ
∗
NDiag(y) i ∈ [N ].
ei 7→ 1√
N
N∑
i=1
ωijNej ,
The claim is that the bipartite quantum correlation P corresponding to this state
and these POVMs is a perfect strategy for the coloring game. To see this, we
compute the probability that Alice and Bob output i and j respectively, when they
are given questions x, y ∈ V :
P (i, j|x, y) = ψ∗(Aix ⊗Bjy)ψ
=
1
N3
∣∣∣∣∣
N∑
k=1
xkykω
k(i−j)
N
∣∣∣∣∣
2
.
In particular, the probability that Alice and Bob both answer i ∈ [N ] is
P (i, i|x, y) = 1
N3
(
N∑
k=1
xkyk
)2
.
Therefore, if Alice and Bob receive adjacent vertices x and y, that is, if
∑N
k=1 xkyk =
0, then the probability that they both answer color i equals zero. Similarly, if Alice
2The same argument was given earlier for the case where N is a power of 2. See [BCT99] for
the same argument in the setting of graph coloring, and see [BCW98] for a similar argument in a
different setting.
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and Bob receive the same vertex x = y, then the above shows that P (i, i|x, x) = 1N
for each i ∈ [N ]. It follows that ∑Ni=1 P (i, i|x, x) = 1 and therefore P (i, j|x, x) = 0
if i 6= j, that is, P is synchronous. Together this shows that P is indeed a perfect
strategy for χq(G) and therefore χq(G) ≤ N .
In fact, one can show that χq(GN ) = N . For this, we can use the theta number
of the complement G of G. Recall that ϑ(G) ≤ χq(G). It was shown in [MR16b,
Prop. 4.2] that if N is divisible by 4, then ϑ(GN ) = N .
Finally, it follows from a result of Frankl and Ro¨dl [FR87, Thm. 1.11] that for
large enough N divisible by 4, the chromatic number of GN is exponential in N .
Informally, the result of Frankl and Ro¨dl implies that there are no large independent
sets in GN . Therefore, the chromatic number needs to be large. Together, this
shows that the ratio between χ(G) and χq(G) can be exponential in the number of
vertices.
What about α(G) and αq(G)? In [MR16b] it is shown that the graphs GN can
also be used to show an exponential separation between αq(G) and α(G).
Can we also separate the quantum parameters from their commuting operator
analogues? This is still an open question. While it was recently shown that the sets
Cq,s(Γ) and Cqc,s(Γ) can be different [DPP19], it is still not known whether there
is a separation between the parameters χq(G) and χqc(G), and between αq(G) and
αqc(G).
Let us finish by noting a remarkable property of the quantum chromatic number.
It is easy to see that the chromatic number of a graph increases by 1 if we add a
new vertex that is adjacent to all other vertices. Surprisingly, this is not true in
general for the quantum chromatic number [MR16a].
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Chapter 9
Quantum algorithms
In this background chapter we introduce the basic concepts of quantum algorithms
and we give an overview of the main quantum algorithms that will be used as
subroutines in the subsequent chapters. For more details see for example [NC00],
or the lecture notes [Wat11, dW11].
9.1 The basics
In Chapter 3 we have seen that the state of a quantum-mechanical system can be
described by a unit vector in a Hilbert space, and that the allowed operations are
applications of unitary operators and measurements. A quantum algorithm consists
of precisely those operations: we start with an initial state ψ, we apply a unitary U
to ψ and then we perform some m-outcome projective measurement {E1, . . . , Em}
to Uψ.1 Below we introduce some notation and concepts that allow us to talk about
the complexity of a quantum algorithm.
Dirac notation. The fundamental building block of a classical Boolean circuit is
a bit, which is either 0 or 1. The quantum analogue is the quantum bit, a qubit, a
superposition over two basis states, that is, a unit vector ψ ∈ C2. It will be useful
to think of the standard basis vectors of C2 as ‘0’ and ‘1’. To emphasize this, for
quantum algorithms we will use the Dirac notation for the standard basis vectors
of Cd: |0〉, . . . , |d− 1〉. The conjugate transpose of a vector |ψ〉 ∈ Cd is denoted by
〈ψ|. We will use the shorthand notation |ψ〉|φ〉 for the state |ψ〉 ⊗ |φ〉. When |ψ〉
and |φ〉 are standard basis vectors we sometimes even use the notation |ψ, φ〉 for
|ψ〉|φ〉. From now on, unless explicitly stated otherwise, a vector |ψ〉 is assumed to
be a normalized state: a unit vector in some complex Hilbert space.
Quantum circuits. We can describe a classical computation by a sequence of
wires, which carry bits, and logical gates which act on those bits. For example we
1Note that a product of unitary operators is again a unitary operator. Also, without loss of
generality we may assume that all measurements are deferred until the end [NC00, Section 4.4].
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can apply the NOT gate to a bit b which transforms it into b⊕1, or we can take the
OR of two bits a and b which evaluates to 0 if a = b = 0 and to 1 otherwise. Similarly
a quantum computation can be described by wires, which now carry qubits, and
some elementary gates that act on them. Two important gates are the Hadamard
gate H and the controlled-not gate CNOT. The Hadamard gate acts on a single
qubit |b〉 (where b ∈ {0, 1}) as
H|b〉 = |0〉+ (−1)
b|1〉√
2
,
and the CNOT acts on two qubits |a〉|b〉 (where a, b ∈ {0, 1}) as
CNOT |a〉|b〉 = a|a〉|b⊕ 1〉+ (1− a)|a〉|b〉
(i.e., if the control-qubit |a〉 is |0〉 then CNOT acts as the identity on the second
qubit, otherwise it performs the NOT gate on it). As matrices the Hadamard and
CNOT gate can be represented as follows (in the standard basis):
H =
1√
2
(
1 1
1 −1
)
, CNOT =

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0
.
For example, the Hadamard gate can be used to create a uniform superposition
over all 2n standard basis vectors of (C2)⊗n:
H⊗n|0〉⊗n = 1√
2n
∑
i1,...,in∈{0,1}
|i1〉 · · · |in〉 = 1√
2n
∑
i∈{0,...,2n−1〉
|i〉.
As another example, we can construct the EPR-pair that we have seen in Section 3.1
(an entangled state!) from 2 qubits initialized in |0〉|0〉 by first applying a Hadamard
gate on the first qubit and then a CNOT gate on the second qubit where the first
qubit acts as the control-qubit:
|0〉|0〉 H⊗I−−−→ H|0〉|0〉 = 1√
2
|0〉|0〉+ 1√
2
|1〉|0〉
CNOT−−−−→ 1√
2
CNOT |0〉|0〉+ CNOT 1√
2
|1〉|0〉 = 1√
2
|0〉|0〉+ 1√
2
|1〉|1〉.
Complexity. The AND and NOT gate mentioned above are universal for classical
computation, meaning that any Boolean function f : {0, 1}n → {0, 1} can be com-
puted using a circuit containing only AND and NOT gates. Is there also a small uni-
versal gate set for quantum computation? One can show that the set of all 1-qubit
gates (unitaries acting on a single qubit) together with the CNOT gate is universal:
any unitary matrix can be written as a product of such small unitaries [NC00, Sec-
tion 4.5.2]. The set of all 1-qubit gates is unfortunately rather big, but it turns out
that it can be very efficiently approximated using only the Hadamard gate and the
1-qubit phase gate Rpi/4 defined as Rpi/4|0〉 = |0〉, Rpi/4|1〉 = eipi/4|1〉. Indeed, the
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Solovay-Kitaev theorem [NC00, App. 3] implies that any single qubit gate can be
approximated up to error ε using only polylog(1/ε) gates from the set {H,Rpi/4}.
In the subsequent chapters, when we talk about gate complexity, we count the
number of 1-qubit and 2-qubit quantum gates in a circuit.
The query model. Besides applications of these simple 2-qubit gates, it is often
convenient to separately count the applications of certain “black-box” unitaries. We
call an application of such a unitary a query and we refer to such a unitary as an
oracle.
For example, for a bitstring x ∈ {0, 1}n we can think of allowing access to the
quantum analogue of the classical oracle that allows you to query a bit of x. That
is, we may consider the standard bit oracle: the unitary Ox acting on Cn⊗C2 that
is defined by
Ox : |i, b〉 7→ |i, b⊕ xi〉 for i ∈ [n], and b ∈ {0, 1}.
Such an oracle can be used to test certain properties of the string x more efficiently
than on a classical computer. For example, below we show how to find an index
i ∈ [n] such that xi = 1 (if such an i exists) using only O(
√
n) applications of
Ox. Classically, Ω(n) queries of the form “what is xi?” are needed to succeed
with high probability. In other words, we can more efficiently compute the OR
function OR(x) = x1 ∨ x2 ∨ · · · ∨ xn on a quantum computer using queries to
Ox. In Section 10.4 we study the quantum query complexity of Boolean functions
f : {0, 1}n → {0, 1}. We show there how to express the minimum number of queries
to Ox that are needed to compute f(x) as a semidefinite program.
9.2 The fundamental building blocks
In this section we provide an overview of the (quantum) complexity of some useful
subroutines: unstructured search, amplitude amplification, amplitude estimation,
minimum finding, and singular value transformation. This is by no means a com-
plete list, it is merely a collection of tools that will be used in the subsequent
chapters.
9.2.1 Grover search
The problem: suppose we are given an x ∈ {0, 1}n. Our goal is to find an index
i ∈ [n] such that xi = 1 (and output that no solution exists if |x| = ‖x‖1 = 0).
Theorem 9.1 ([Gro96, BBHT98]). There exists a quantum algorithm that uses
O(√n) queries to Ox and O(
√
n log(n)) other gates, and, with probability at least
2/3, outputs an i ∈ [n] such that xi = 1 if such an i exists.
The algorithm roughly works as follows. It first constructs a uniform super-
position over all indices i: the state 1√
n
∑
i∈[n] |i〉. This state can be written as
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α|φ〉+ β|ψ〉 where
|φ〉 =
∑
i∈[n]:xi=1
1√|x| |i〉
|ψ〉 =
∑
i∈[n]:xi=0
1√
n− |x| |i〉,
and α =
√
|x|
n , β =
√
n−|x|
n . That is, |φ〉 corresponds to the ‘good’ indices and |ψ〉
to the remaining ‘bad’ indices. Then it uses successive applications of the oracle Ox
(to mark ‘good’ indices with a phase of −1) and a reflection through the subspace
spanned by the uniform superposition, together called the Grover iterate, to boost
the amplitude α on |φ〉 to some α′ which is close to 1 in modulus.2 The latter
ensures that upon measuring in the computational basis, we end up with a ‘good’
index.
We point out that a success probability of at least 2/3 does not seem much,
especially if it used as a subroutine in a larger quantum algorithm. But a con-
stant success probability of at least 2/3 can be boosted to at least 1− δ with only
O(log(1/δ)) repetitions (here 0 < δ < 1/2). The same will be true for the other
quantum algorithms in this section, hence we usually only state the number of
queries and gates needed to achieve a constant success probability > 1/2.
9.2.2 Amplitude amplification
The above procedure works since we have an oracle Ox to mark ‘good’ indices.
Therefore it can be generalized to arbitrary quantum algorithms for which we can
mark ‘good’ solutions. This procedure is called amplitude amplification.
Theorem 9.2 ([BHMT02]). Suppose that U is a quantum algorithm acting on q
qubits such that U |0〉⊗q = α|φ〉+ β|ψ〉, where α, β ∈ C and 〈ψ|φ〉 = 0, and that we
have access to the unitary R = 2|φ〉〈φ| − I. Then, using O(1/|α|) applications of
U , U∗ and R, and O(q/|α|) other gates, we can create a state α′|φ〉 + β′|ψ〉 such
that |α′| > 2/3.
Grover search can be seen as a special case where U creates a uniform superpo-
sition over all indices, which has amplitude 1/
√
n on each of the ‘good’ indices, and
where R is Ox. When n is a power of 2, we can use U = H
⊗ log(n). Note that upon
measuring the uniform superposition you would expect to see each good index with
probability (1/
√
n)2 = 1/n. If there is only one ‘good’ index you would therefore
expect to need to repeat the procedure n times to see a good solution. Classically
this is indeed the case. The above two algorithms show that
√
n repetitions suffice
on a quantum computer.
2The number of successive applications depends on |α|. This suggests that we need to know
|α| up front. It turns out that this is not needed [BBHT98].
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9.2.3 Amplitude estimation
The number of applications of U and U∗ in the above procedure depends on the
initial amplitude α on the ‘good’ indices. This suggests that we need to know |α|,
or a good approximation of it, up front. Fortunately |α| can be estimated very well
using a procedure called amplitude estimation [BHMT02]. We state here an easy
corollary of amplitude estimation that we will use.
Lemma 9.3 ([vAGGdW17, Lem. 9]). Suppose we have a unitary U acting on
q qubits such that U |0〉⊗q = |0〉|ψ〉 + |1〉|φ〉 with ‖ψ‖2 = p ≥ pmin for some known
bound pmin, and ‖φ‖2 = 1 − p. Let µ ∈ (0, 1] be the allowed multiplicative error in
our estimation of p. Then, with O
(
1
µ
√
pmin
)
uses of U and U∗ and using O
(
q
µ
√
pmin
)
gates on the q qubits, we obtain a scalar p˜ such that |p− p˜| ≤ µp with probability at
least 4/5.
9.2.4 Minimum-finding
Du¨rr and Høyer [DH96] showed how to find the minimal value of a function f from
[n] to R using only O(√n) queries to f . They did so by repeatedly using Grover
search to find smaller and smaller elements of the range of f . Just as amplitude
amplification generalizes Grover search, we can also generalize the minimum finding
procedure. Here we describe the more general minimum-finding procedure given
in [vAGGdW17, App. C].
Suppose we have a unitary U which acts on the all-zero state as
U |0〉⊗q =
∑
k∈[n]
|ψk〉|xk〉,
where the |ψk〉 are unnormalized states in (C2)⊗a. Assume that the states |xk〉 ∈
(C2)⊗b are standard basis vectors so that we can interpret xk as a real number
written down with b bits of precision. (Notice that a + b = q.) Let X be the
random variable on {xk : k ∈ [n]} such that Pr(X = xk) = 〈ψk|ψk〉. Our goal is to
find the minimum value among the xk’s, using queries to U and U
∗. We have the
following result.
Theorem 9.4 (Generalized Minimum-Finding [vAGGdW17]). Let U be a unitary,
acting on q qubits, such that U |0〉⊗q = ∑nk=1 |ψk〉|xk〉. Let X be the random variable
on {xk : k ∈ [n]} such that Pr(X = xk) = ‖|ψk〉‖2. Let x ≥ minkxk. Using
M = O(1/√Pr(X ≤ x)) applications of U and U∗ (and O(qM) other gates) we
can obtain an xi from the range of X that satisfies xi ≤ x with probability at
least 34 .
Our procedure can find the minimum value xk∗ among the xk’s that have support
in the second register, using roughly O(1/‖ψk∗‖) applications of U and U∗. Also,
upon finding the minimal value xk∗ the procedure actually outputs the normalized
state proportional to |ψk∗〉|xk∗〉. This immediately gives the Du¨rr-Høyer result as
a special case, if we take U to produce U |0〉 = 1√
n
∑n
k=1 |k〉|f(k)〉 using one query
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to f . Unlike Du¨rr-Høyer, we need not assume direct query access to the individual
values f(k).
We finish this section with an example application of the above generalized
minimum-finding procedure: we show how to estimate the minimum eigenvalue of
a Hermitian matrix A.
Finding the minimal eigenvalue of a Hermitian matrix. Let A be an n×n
Hermitian matrix whose rows (and hence columns) each have at most s non-zero
entries. Such a matrix is called s-sparse. We assume sparse oracle access to A as
described in Section 9.3.2 below, and will count queries to these oracles.
Lemma 9.5 ([vAGGdW17, App. C]). Suppose A ∈ Hn is given in s-sparse form.
Let A =
∑n
j=1 λj |φj〉〈φj | be the spectral decomposition of A (which need not be
known to the algorithm), with eigenvalues λ1 ≤ λ2 ≤ . . . ≤ λn. Suppose we are
given a constant K ∈ R such that maxj |λj | ≤ K, and a precision ε ∈ R that satisfies
0 < ε ≤ K/2. Then we can obtain an estimate λ ∈ R that satisfies |λ1 − λ| ≤ ε
with probability at least 2/3, using
O
(
Ks
√
n
ε
log2
(
Kn
ε
))
queries to A and O
(
Ks
√
n
ε
log
9
2
(
Kn
ε
))
gates.
Proof idea. Here we only provide the general idea of the proof, for the details we
refer to [vAGGdW17, App. C]. The general idea is as follows. We construct a unitary
U which maps the all-zero state to
∑n
k=1 |ψk〉|λk〉 where the |ψk〉 are unnormalized
states and |λk〉 is a binary encoding of λk, and then we apply the generalized
minimum-finding procedure of Theorem 9.4.
The quantum algorithm acts on several registers, the first three of which are
relevant to explain the main ideas and for the sake of exposition we ignore the
other registers. The first two are log(n)-qubit registers each. The last register will
eventually correspond to the states |λk〉; it will contain sufficiently precise binary
encodings of the eigenvalues λk, say using b bits (the precise value of b depends
on the required precision ε). The algorithm works as follows. We first prepare the
maximally entangled state on the first two registers, that is, we perform a unitary
that acts as
|0〉log(n)|0〉log(n)|0〉b 7→ 1√
n
n−1∑
j=0
|j〉|j〉|0〉b.
We then use the invariance of maximally entangled states under transformations of
the form W ⊗W for any n× n unitary W :3
1√
n
n−1∑
j=0
|j〉|j〉 = 1√
n
n∑
j=1
|φj〉|φj〉,
and therefore
1√
n
n−1∑
j=0
|j〉|j〉|0〉b = 1√
n
n∑
j=1
|φj〉|φj〉|0〉b.
3To see this invariance, note that
∑n−1
j=0 |j〉|j〉 = vec(I) = vec(WW ∗) =
∑n
j=1 vec(wjw
∗
j ) =∑n
j=1 |wj〉|wj〉, where wj is the jth column of W .
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The state now contains the eigenvectors of A in the first register. We now apply a
technique called phase-estimation (see, e.g., [NC00, Sec. 5.2]). Given a unitary U
and an eigenvector |u〉 of U (and some work space), this technique allows to obtain
an estimate λ˜ of the real value λ for which U |u〉 = e2piiλ|u〉. For now let us assume
that we have access to the unitary epiiA/K . Then our quantum algorithm continues
by applying phase-estimation with respect to epiiA/K to the first register, where
we write the approximate phase λ˜ in the third register. That is, we perform the
operation
1√
n
n∑
j=1
|φj〉|φj〉|0〉b 7→
1√
n
n∑
j=1
|φj〉|φj〉|λ˜j〉.
Let us use U to denote the resulting unitary that acts on the all-zero state as
|0〉log(n)|0〉log(n)|0〉b 7→ 1√
n
n∑
j=1
|φj〉|φj〉|λ˜j〉.
Notice that the latter state is precisely of the form required for the generalized
minimum-finding procedure: the states 1√
n
|φj〉|φj〉 are sub-normalized and the re-
maining register contains a binary encoding of λ˜k, which we want to minimize
over. Our algorithm thus computes the smallest eigenvalue of A by applying the
generalized minimum-finding procedure with the unitary U .
It remains to show how to approximately implement the unitary epiiA/K , and
how to account for the approximation errors coming from phase estimation and
our imperfect implementation of epiiA/K . In the next section we will show how to
apply the norm-decreasing operator e−A for positive semidefinite matrices A, using
similar techniques one can approximately implement epiiA/K .
We note that a similar result was shown by Poulin and Wocjan [PW09], but,
they assume access to (an approximation of) the unitary epiiA/K instead of sparse
access to A as we do here.
9.3 Matrix arithmetics using block-encodings
Suppose we are given a Hermitian matrix A and a univariate polynomial p and we
wish to construct the matrix p(A). There are several ways to construct p(A). First,
one can compute the matrices A,A2, . . . , Adeg(p) and then take the appropriate
linear combination of these matrices to obtain p(A). A second way is to compute
the spectral decomposition A =
∑
i λiviv
∗
i and apply p to the eigenvalues to obtain
p(A) =
∑
i p(λi)viv
∗
i . The notions coincide. Each approach takes a polynomial
number of arithmetic operations in the size of the matrix A. In this section we
show how to compute p(A) more efficiently on a quantum computer given a special
kind of access to A (a ‘block-encoding’), and we show how to efficiently create such
access to A if the matrix A is sparse.
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9.3.1 Singular value transformations
Suppose we have an operator A that acts on q qubits and satisfies ‖A‖ ≤ 1. In
what follows we let n = 2q, so that A is an n × n matrix. Now suppose we want
to perform the operation that maps states of the form |0〉|φ〉 ∈ C2 ⊗ Cn to states
|0〉A|φ〉+ |1〉|ψ〉 where we don’t really care about how the sub-normalized state |ψ〉
looks like. This can be done by applying a (q + 1)-qubit unitary that looks like
U =
(
A ∗
∗ ∗
)
, (9.1)
where the ∗’s represent n × n matrices, to the state |0〉|φ〉. Since U encodes A in
its top-left block, we call such a unitary a block-encoding of A. A block-encoding
of A exists since ‖A‖ ≤ 1. A block-encoding of A allows us to learn properties of A
such as for instance the trace of A∗A: after applying U to the first q + 1 qubits of
the (2q + 1)-qubit state |0〉 1√
n
∑
i∈[n] |i〉|i〉, the state becomes
|0〉 1√
n
∑
i∈[n]
A|i〉|i〉,
and the probability of measuring ‘0’ in the first qubit is given by Tr(A∗A)/n.
Now suppose we have a block-encoding of A and some function f : R→ R and we
want to construct a block-encoding of f(A). Here f acts on the singular values of A,
that is, f(A) =
∑
i f(λi)uiv
∗
i if A =
∑
i λiuiv
∗
i is the singular value decomposition
of A. Can we construct a block-encoding of f(A) efficiently? The answer is yes
to a certain extent: if f is sufficiently nice we can do so up to an additive and
multiplicative error. To make this more precise we will need to generalize the
notion of a block-encoding to allow for error, scaling, and the use of more auxiliary
qubits. An alternative way to say that the unitary U from Equation (9.1) is a
block-encoding is the following:
A =
(
In
0
)T(
A ∗
∗ ∗
)(
In
0
)
=
(〈0| ⊗ I)U(|0〉 ⊗ I).
In the definition below we allow the state |0〉 to be an a-qubit state instead of a
single qubit state; and we allow both a multiplicative error (α) and an additive
error (ε).
Definition 9.6 ([GSLW18, Def. 43]). Suppose A is a q-qubit operator, α, ε ∈ R+
and a ∈ N, then the (q + a)-qubit unitary U is an (α, a, ε)-block-encoding of A if
‖A− α(〈0|⊗a ⊗ I)U(|0〉⊗a ⊗ I)‖ ≤ ε.
It follows that the unitary U of Eq. (9.1) is a (1, 1, 0)-block-encoding of A. A
particularly useful result of Gilye´n et al. [GSLW18] states that if we have a univariate
polynomial p that is bounded in absolute by 1/2 on the interval [−1, 1], then we
can construct a block-encoding of p(A) given access to a block-encoding of A.
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Theorem 9.7 ([GSLW18, Thm. 56]). Suppose that U is an (α, a, ε)-block-encoding
of a Hermitian matrix A. Let p ∈ R[x] be a degree-d univariate polynomial such
that |p(x)| ≤ 1/2 for all x ∈ [−1, 1]. Given δ ≥ 0, there exists a quantum circuit
(i.e., a unitary), which is a (1, a + 2, 4d
√
ε/α + δ)-block-encoding of p(A/α). The
circuit consists of d applications of U and U∗, a single application of a controlled-U
gate, and O((a+ 1)d) other gates. Moreover, we can compute a description of such
a circuit with a classical computer in time O(poly(d, log(1/δ)).
We next record the useful fact that block-encodings of Hermitian matrices A
and B can be combined to produce a block-encoding of AB.
Lemma 9.8 ([GSLW18, Lem. 53]). Suppose that U is an (α, a, δ)-block-encoding
of a q-qubit operator A, and V is a (β, b, ε)-block-encoding of a q-qubit operator B.
Then, considering the Hilbert space C2q ⊗C2a ⊗C2b , successively applying V to the
first and third register, and U to the first and second, yields an (αβ, a+ b, αε+βδ)-
block-encoding of AB.
9.3.2 Sparse access to matrices
We now motivate the above singular value transformation techniques by showing
how they can be used to compute block-encodings of smooth functions of Hermitian
matrices to which we only have sparse access. In particular, in certain regimes, we
show that this can be done more efficiently than by computing the singular value
decomposition of the Hermitian matrix and then applying the smooth function. Let
us first define the sparse access model.
Let A be an s-sparse (i.e., having at most s non-zero entries per row/column)
Hermitian matrix acting on q qubits and let n = 2q. We assume sparse black-box
access to the elements of A in the following way: for input (k, `) ∈ [n] × [s] we
can query the location and value of the `th non-zero entry in the kth row of the
matrix A.
In the quantum setting this means we assume access to two oracles, as described
in [BCK15]. We have an oracle OI that calculates the function indexA : [n]× [s]→
[n] that for input (k, `) gives the column index of the `th non-zero element in the
kth row of A. We assume this oracle computes the index “in place”:
OI |k, `〉 = |k, indexA(k, `)〉 for k ∈ [n], ` ∈ [s]. (9.2)
(In the degenerate case where the kth row has fewer than ` non-zero entries,
indexA(k, `) is defined to be ` together with some special symbol.) We also as-
sume we can apply the inverse of OI . Throughout we assume that the entries of
A can each be represented using b bits and we furthermore assume access to an
oracle OA that returns a b-bit binary description of the entries of A:
OA|k, i, z〉 = |k, i, z ⊕Aki〉 for k, i ∈ [n], z ∈ {0, 1}b. (9.3)
When we count queries we make no distinction between OI and OA. We say that
we make M queries to A if the number of applications of OI plus the number of
applications of OA is upper bounded by M .
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Lemma 9.9 ([GSLW18, Lem. 48 and Thm. 30]). Let A ∈ C2q×2q be a Hermitian
operator that is s-sparse, satisfies ‖A‖ ≤ 1, and to which we have access through
the oracles described in (9.2) and (9.3), and let ε > 0. Then we can implement a
(2, q+ 4, ε)-block-encoding of A using O(s log(s/ε)) queries to A and O(sq log(s/ε))
2-qubit gates.
Combining the above block-encoding of A with Theorem 9.7 allows us to effi-
ciently compute block-encodings of polynomials of A. Naturally we can combine
this with polynomial approximations of more complicated functions f to provide
block-encodings of f(A). We finish this chapter with two examples that will be
useful in Chapter 11.
Approximating the square-root function. We show how to efficiently con-
struct a block-encoding of the matrix
√
1 +A/4/4, given sparse access to A. We
do so by combining Lemma 9.9 and Theorem 9.7. For the latter it is necessary to
have a good polynomial approximation of the function
√
1 + x/2/4 on the interval
[−1, 1]. Notice that we consider the function √1 + x/2/4 instead of √1 + x/4/4,
we do so since Lemma 9.9 only provides a block-encoding of A with α = 2. We
show below that a good polynomial approximation of
√
1 + x/2/4 can be obtained
from its Taylor expansion around 0.
We have √
1 + x/2
4
=
1
4
∞∑
k=0
(
1/2
k
)(x
2
)k
whenever |x| ≤ 1.
Now, from the inequality∣∣∣∣(1/2k
)∣∣∣∣ = ∣∣∣∣ 12 ( 12 − 1) · · · ( 12 − k + 1)k!
∣∣∣∣ ≤ 1,
it follows that for d = log(1/δ) we have that the degree-d Taylor expansion is a
δ-approximation on the interval [−1, 1]. One can verify that each Taylor expansion
of the function
√
1 + x/2/4 around 0 is bounded in absolute value by 1/2 on the
interval [−1, 1]. Therefore, for any 0 < δ ≤ 1/2, there exists a univariate polynomial
p of degree d = O(log(1/δ)) such that |p(x) −
√
1+x/2
4 | ≤ δ and |p(x)| ≤ 12 for all
x ∈ [−1, 1]. We may therefore apply Theorem 9.7.
Lemma 9.10. Let A ∈ C2q×2q be a Hermitian operator that is s-row-sparse, sat-
isfies ‖A‖ ≤ 1, and to which we have access through the oracles described in (9.2)
and (9.3). Let 0 < δ < 1/2 −
√
3/2
4 . Then we can implement a (1, q + 6, δ)-
block-encoding of
√
1+A/4
4 with O˜(s log(1/δ)) queries to A and O˜(sq log(1/δ)) other
2-qubit gates. Moreover, we can compute a description of such a circuit with a
classical computer in time O(poly(log(1/δ))).
Proof. Let ε, δ′ > 0 be constants to be determined later. We want the polynomial
p to be a δ/2-approximation of the function
√
1 + x/2/4 on the interval [−1, 1].
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Therefore we let p be the Taylor expansion of degree d = O(log(1/δ)) of the function√
1 + x/2/4 around 0. We now construct a block-encoding of
√
I +A/4/4. First
construct a (2, q+4, ε)-block-encoding of A using Lemma 9.9. Then use Theorem 9.7
with this block-encoding and the polynomial p to construct a (1, q + 6, 4d
√
ε/2 +
δ′+δ/2)-block-encoding of
√
1 +A/4/4 (here the linear δ/2-term in the error comes
from the polynomial approximation of
√
1 + x/2/4 up to error δ/2). Finally pick
δ′ = δ/10 and ε > 0 such that 4d
√
ε/2 + δ′ ≤ δ/2, note that ε = Θ(δ2/ log(1/δ)2)
suffices. The complexity statement follows from Lemma 9.9 and Theorem 9.7.
Approximating the exponential function. Assume we are given sparse access
to a Hermitian matrix A that satisfies 0  A  KI for some known K ∈ R. We
show how to efficiently construct a block-encoding of e−A/4. We again want to use
Theorem 9.7. For that we need a polynomial on the interval [−1, 1] that allows us
to approximate the function e−x on the interval [0,K]. First, we use the identity
exp(−A) = exp
(
−K
2
(
A−KI/2
K/2
+ I
))
,
to see that it suffices to obtain a good approximation of the function exp(−K2 (x+1))
on the interval [−1, 1]. Next, as we did before for the function √1 + x/2/4, one
can show that, for β > 0, the function e−β(x+1)/4 can be δ-approximated on the
interval [−1, 1] by its Taylor expansion of degree O(β + log(1/δ)) around 0. We
thus use this with β = K/2.
Lemma 9.11. Let A ∈ C2q×2q be a Hermitian operator that is s-sparse, satisfies
0  A  KI for some K ∈ R, and to which we have access through the oracles
described in (9.2) and (9.3). Let 0 < δ < 1/4. Then we can implement a (1, q+6, δ)-
block-encoding of e−A/4 with O˜(sK log(1/δ)) queries to A and O˜(sKq log(1/δ))
other 2-qubit gates. Moreover, we can compute a description of such a circuit with
a classical computer in time O(poly(log(K), log(1/δ))).
Proof. Let ε, δ′ > 0 be constants to be determined later. We want the polynomial
p to be a δ/2-approximation of the function e−
K
2 (x+1)/4 on the interval [−1, 1].
Therefore we let p be the Taylor expansion of degree d = O(K + log(1/δ)) of
the function e−
K
2 (x+1)/4 around 0. We now construct a block-encoding of e−A/4.
First construct a (2, q + 4, ε)-block-encoding of A−K/2·IK/2 using Lemma 9.9. Then
use Theorem 9.7 with this block-encoding and the polynomial p to construct a
(1, q + 6, 4d
√
ε/2 + δ′ + δ/2)-block-encoding of e−A/4 (here the linear δ/2-term
in the error comes from the polynomial approximation of e−
K
2 (x+1)/4 up to error
δ/2). Finally pick δ′ = δ/10 and ε > 0 such that 4d
√
ε/2 + δ′ ≤ δ/2, note that ε =
Θ(δ2/(K + log(1/δ))2) suffices. The complexity statement follows from Lemma 9.9
and Theorem 9.7.

Chapter 10
Quantum query complexity
and semidefinite
programming
This chapter is based on the paper “Semidefinite programming formulations for the
completely bounded norm of a tensor”, by S. Gribling and M. Laurent [GL19].
We can try to understand the power and limitations of quantum computers
by determining how efficiently they can compute Boolean functions. Let us first
give an informal introduction to this topic, we refer to Section 10.4 for formal
definitions. Given a Boolean function f : {±1}n → {±1}, how many queries to an
input x ∈ {±1}n do we need in order to compute f(x)? Here, a classical query
would be of the form “what is the ith bit of x?”. We allow a quantum computer
to make a superposition (over i ∈ [n]) of such queries. The minimum number of
queries required to succeed with error probability ≤ 1/3 is respectively the classical
and quantum query complexity of the function. A first natural question is whether
there is a difference between the notions of classical and quantum query complexity.
Interestingly, the answer is yes for some class of functions. In Chapter 9 we have
seen that there is a quantum algorithm (Grover’s search) that computes the OR
function, the function that is the logical OR of n bits, using O(√n) quantum queries
to the input string. It is not too hard to see that Θ(n) classical queries are needed.
The study of the classical and quantum query complexity of Boolean func-
tions has a long history, we refer to for instance the survey [BW02] and the pa-
per [ABDK16] for more information. In that long history, several general lower
bound techniques and characterizations have been developed, see Section 10.4 for
an overview. In this chapter we consider a recent characterization of quantum query
complexity due to Arunachalam, Brie¨t and Palazuelos [ABP19]. Let us first give a
brief, high-level, summary of our results before explaining them in more detail in
Section 10.1.
In this chapter we provide a new semidefinite programming characterization of
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the quantum query complexity of Boolean functions. Our new SDP characterization
is based on a recent result of Arunachalam, Brie¨t and Palazuelos [ABP19]. They
showed that the quantum query complexity of a Boolean function can be character-
ized using tensors that have a completely bounded norm of at most one. Our main
result is that the completely bounded norm of a t-tensor can be computed using
an SDP involving matrices of size O(ndt/2e) and O(n2dt/2e) linear constraints. As
an application of our result, the quantum query complexity of a Boolean function
f can be obtained by checking feasibility of some SDPs. Using the duality theory
of semidefinite programming we obtain a new type of certificates for large query
complexity. We show that our class of certificates encompasses the linear program-
ming certificates corresponding to the approximate degree of f and we propose an
intermediate class of certificates based on second-order cone programming.
Organization. This chapter is organized as follows. We first explain our results
in Section 10.1. We introduce some notation in Section 10.2. We then prove our
main result in Section 10.3. In Section 10.4 we use our main result to derive a new
SDP characterization of the quantum query complexity of Boolean functions. We
compare our SDP to existing SDP characterizations of quantum query complexity
in Section 10.4.3. Finally, using the duality theory of semidefinite programming, we
obtain a new type of certificates for large query complexity in Section 10.5.
10.1 Our results
Throughout, we let T = (Ti1,...,it) ∈ Rn×···×n be a t-tensor acting on Rn. The
completely bounded norm of T , denoted ‖T‖cb, is defined as
sup
{∣∣∣∣∣∣ n∑
i1,...,it=1
Ti1,...,itU1(i1) · · ·Ut(it)
∣∣∣∣∣∣ : d ∈ N, Uj(i) ∈ O(d) for i ∈ [n], j ∈ [t]}.
(10.1)
Here ‖ · ‖ is the operator norm and O(d) ⊆ Rd×d is the group of d × d orthogonal
matrices. Note that in (10.1) one could equivalently optimize over complex unitary
matrices Uj(i).
We show that ‖T‖cb can be expressed as the optimal value of a semidefinite
program (SDP). This SDP involves matrices of size O(ndt/2e) and O(n2dt/2e) linear
constraints, so that an additive ε-approximation of its optimal value can be obtained
in time poly(nt, log(1/ε)) (see Theorem 10.5 in Section 10.3).
To put this result in perspective, if we replace the product U1(i1) · · ·Ut(it) by
the Kronecker (or tensor) product U1(i1) ⊗ · · · ⊗ Ut(it) then we obtain the jointly
completely bounded norm of T . It is known that there is a one-to-one correspondence
between the jointly completely bounded norm of a t-tensor and the entangled bias of
an associated t-partite XOR game (see, e.g., [PV16]). The latter can be computed
in polynomial time when t = 2 [Tsi87] (as we have seen in Section 3.3.1), but it
is an NP-hard problem to give any constant-factor multiplicative approximation of
the entangled bias of a 3-partite XOR game [Vid16]. Hence the jointly completely
bounded norm of a 3-tensor is hard to approximate up to any constant factor.
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As we have mentioned before, the main motivation for our study of the com-
pletely bounded norm of a tensor comes from a connection to the quantum query
complexity of Boolean functions that was recently shown in [ABP19]. In Sec-
tion 10.4 we explain that connection and the corollaries of our SDP characteri-
zation of ‖T‖cb in more detail. For now, let us mention that we obtain a new
SDP characterization of the quantum query complexity of Boolean functions. This
is not the first SDP characterization of quantum query complexity. Previously,
two other semidefinite programming characterizations of quantum query complex-
ity were given in [BSS03, HLSˇ07] using a different approach. For total functions
on n bits, these two SDPs have matrix variables of size 2n while our SDP has a
matrix variable of size Θ(nt) where t is the number of queries. Thus, for small
query complexity (constant) the matrix variable in our SDP is much smaller. In
Section 10.4.3 we compare the three SDPs in more detail.
Finally, we point out that the notion of completely bounded norm of a ten-
sor considered in this chapter differs from the notion considered in the work of
Watrous [Wat09].
10.2 Preliminaries
For two sets of vectors {x1, . . . , xk} and {y1, . . . , y`} we use the shorthand notation
Gram({xi}, {yj}) for the Gram matrix of the k + ` vectors x1, . . . , xk, y1, . . . , y`,
which has the block structure:
Gram({xi}, {yj}) =
((〈xi, xj〉) (〈xi, yj〉)(〈yi, xj〉) (〈yi, yj〉)
)
.
We will use the following lemma, which follows from a well-known isometry
property of the Euclidean space; we give a short proof for completeness.
Lemma 10.1. Let x1, . . . , xk, y1, . . . , yk ∈ Rd for some d ∈ N. If 〈xi, xj〉 = 〈yi, yj〉
for all i, j ∈ [k], then there exists a matrix U ∈ O(d) such that Uxi = yi for all
i ∈ [k].
Proof. We may assume that both sets {x1, . . . , xk} and {y1, . . . , yk} are linearly
independent (since, for any λ ∈ Rk, ∑i λixi = 0 if and only if ∑i λiyi = 0,
as ‖∑i λixi‖2 = ‖∑i λiyi‖2). We may also assume that k = d (else consider
vectors xk+1, . . . , xd ∈ Rd forming an orthonormal basis of Span(x1, . . . , xk)⊥ and
analogously for the yi’s). Now it follows from the assumption (〈xi, xj〉)di,j=1 =
(〈yi, yj〉)di,j=1 that the linear map U such that Uxi = yi for i ∈ [d] is orthogonal.
Throughout we let e denote the all-ones vector (of appropriate size). For an
integer t, we use the shorthand notation
(
[n]
≤t
)
for {S ⊆ [n] : |S| ≤ t}. In what follows
we use tensors, matrices, and vectors indexed by tuples (i1, . . . , it) ∈ [n]t. We will
use the notation i to denote such a tuple, whose length (here t) will be clear from the
context, and we let i j = (i1, . . . , it, j1, . . . , js) denote the concatenation of two tuples
i = (i1, . . . , it) and j = (j1, . . . , js). We may view a tensor T ∈ Rn×···×n either as a
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map from [n]×· · ·×[n] to R given by i 7→ Ti, or as a multilinear form on Rn×· · ·×Rn
given by (z1, . . . , zt) 7→ T (z1, . . . , zt) =
∑n
i1,...,it=1
Ti1,...,itz1(i1) · · · zt(it). We use
the (n+ 1)-dimensional Lorentz cone Ln+1 = {(w, v) ∈ R× Rn : w ≥ ‖v‖2}.
10.3 SDPs for the completely bounded norm
In this section we provide semidefinite programming reformulations of the com-
pletely bounded norm of a tensor. We first explain the main idea for building such
a program, which essentially follows by using an adaptation of Lemma 10.1, and
then we indicate how to design a more economical SDP, using smaller matrices and
fewer constraints.
10.3.1 Basic construction of an SDP formulation
Recall that the operator norm of a matrix A is defined by ‖A‖ = maxv:‖v‖=1‖Av‖,
or, equivalently, by ‖A‖ = supu,v:‖u‖=‖v‖=1〈u,Av〉. Using the latter definition we
can reformulate the completely bounded norm ‖T‖cb of a t-tensor T as the optimal
value of the following program:
‖T‖cb = sup
n∑
i1,...,it=1
Ti1,...,it 〈u, U1(i1) · · ·Ut(it)v〉 (10.2)
s.t. d ∈ N, u, v ∈ Rd unit, Uj(i) ∈ O(d) for i ∈ [n], j ∈ [t]
We now show how to use Lemma 10.1 to characterize vectors that can be written
as U1(i1) · · ·Ut(it)v, where v is a unit vector and Uj(i) are orthogonal matrices, in
terms of their Gram matrix.
Lemma 10.2. Let {vi}i=(i1,...,it)∈[n]t be a set of unit vectors in Rd. There exist
orthogonal matrices Uj(i) ∈ O(d) for j ∈ [t], i ∈ [n] and a unit vector v ∈ Rd such
that
vi = U1(i1) · · ·Ut(it)v for all i = (i1, . . . , it) ∈ [n]t,
if and only if
〈vi j , vi k〉 = 〈vi′ j , vi′ k〉 for all ` ∈ [t− 1], and indices i, i′ ∈ [n]`, j, k ∈ [n]t−`.
(10.3)
Proof. The ‘only if’ part is easy: for any indices i ∈ [n]` and j = (j`+1, . . . , jt),
k = (k`+1, . . . , kt) ∈ [n]t−` we have
〈vi j , vi k〉 = 〈U`+1(j`+1) · · ·Ut(jt)v, U`+1(k`+1) · · ·Ut(kt)v〉,
which is independent of i. We show the ‘if’ part by induction on t ≥ 1. Assume
first t = 1 (in which case condition (10.3) is void). By assumption, the vectors
v1, . . . , vn are unit vectors. Then pick a unit vector v ∈ Rd and for each i ∈ [n] let
U(i) ∈ O(d) be such that U(i)v = vi (which exists by Lemma 10.1). Assume now
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that t ≥ 2. Fix the index 1 ∈ [n] and for any i1 ∈ [n] \ {1} consider the two sets of
vectors
{v1 i : i ∈ [n]t−1} and {vi1 i : i ∈ [n]t−1}.
Observe that it follows from condition (10.3) (case ` = 1) that
〈v1 j , v1 k〉 = 〈vi1 j , vi1 k〉 for all j, k ∈ [n]t−1.
Hence we may apply Lemma 10.1: there exists an orthogonal matrix U1(i1) ∈ O(d)
such that
vi1 i = U1(i1)v1 i for all i ∈ [n]t−1.
We can now apply the induction hypothesis to the vectors v1 i (i ∈ [n]t−1). Since
they satisfy (10.3) (with t replaced by t − 1) it follows that there exist orthogonal
matrices U2(i2), . . . , Ut(it) ∈ O(d) and a unit vector v ∈ Rd such that
v1 i = U2(i2) · · ·Ut(it)v for all i ∈ [n]t−1.
Combining the above two relations we obtain
vi1,...,it = U1(i1)v1 i = U1(i1) · · ·Ut(it)v for all i ∈ [n]t−1.
This concludes the proof.
We are now ready to give an equivalent SDP formulation for the program (10.2).
First, in view of Lemma 10.2, we can rewrite (10.2) as
sup
{ ∑
i∈[nt]
Ti 〈u, vi〉 : d ∈ N, u, vi ∈ Rd unit vectors satisfying (10.3)
}
. (10.4)
Consider now the Gram matrix of the vectors u, vi (for i ∈ [n]t):
X = Gram({u}, {vi}i∈[n]t) ∈ S1+n
t
+ .
Let A1, . . . , Am0 ∈ S1+n
t
be such that the linear constraints Tr(AiX) = 0 (for
i ∈ [m0]) enforce condition (10.3) on X (namely, the fact that the entry Xi j,i k does
not depend on the choice of i), and define the operator
A0(X) = (Tr(A1X), . . . ,Tr(Am0X)).
One can show that the number of linear constraints that is necessary to enforce
condition (10.3) on X is m0 =
∑t−1
`=1(n
`− 1)(nt−`2 ) ≤ (nt2 ), where the last inequality
follows from the fact that each entry in the bottom-right nt×nt principal submatrix
of X appears in at most one equation. In addition, let the matrix C0(T ) ∈ S1+nt
be the block-matrix whose first diagonal block is indexed by 0 (corresponding to u)
and whose second diagonal block is indexed by the tuples i ∈ [n]t, defined as
C0(T ) =
1
2

0 . . . Ti . . .
...
Ti 0
...
. (10.5)
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It follows that
〈C0(T ), X〉 =
∑
i∈[n]t
Ti X0,i =
∑
i∈[n]t
Ti 〈u, vi〉
is precisely the objective function in the program (10.4) (and thus of (10.2)). Con-
sider now the following pair of primal/dual semidefinite programs:
max 〈C0(T ), X〉 min 〈e, λ〉 (10.6)
s.t. X ∈ S1+nt+ s.t. λ ∈ R1+n
t
, y ∈ Rm0
diag(X) = e, A0(X) = 0 Diag(λ) +A∗0(y)− C0(T ) ∈ S1+n
t
+
It follows from the above discussion that the optimal value of the primal prob-
lem equals ‖T‖cb. Observe that both the primal and the dual are strictly feasible
(for the primal the identity matrix provides a strictly feasible solution). Hence,
strong duality holds and the optima in both primal and dual are equal and attained
(justifying the use of max and min). In other words this shows:
Theorem 10.3. The completely bounded norm ‖T‖cb of a t-tensor T acting on Rn
is given by any of the two semidefinite programs in (10.6). Moreover, the supremum
in definition (10.1) is attained and one may restrict the optimization to size d ≤
1 + nt.
We also observe that the primal SDP in (10.6) involves a matrix of size O(nt)
and has O(n2t) linear constraints. Hence, for fixed constant t, the optimal values
can be approximated up to an additive error ε in time polynomial in n and log(1/ε).
10.3.2 Reducing the size of the semidefinite program
To obtain a more efficient semidefinite programming representation of the com-
pletely bounded norm of a t-tensor, we fix an integer s ∈ [t] and use the following
observation:
〈u, U1(i1) · · ·Ut(it)v〉 = 〈Us(is)∗ · · ·U1(i1)∗u, Us+1(is+1) · · ·Ut(it)v〉.
We characterized in Lemma 10.2 the vectors of the form Us+1(is+1) · · ·Ut(it)v,
where v ∈ Rd is a unit vector and Uj(i) ∈ O(d) for i ∈ [n] and j ∈ {s+ 1, . . . , t}, as
the unit vectors vb ∈ Rd (for b ∈ [n]t−s) satisfying the condition:
〈vi j , vi k〉 = 〈vi′ j , vi′ k〉 for all ` ∈ [t−s−1], and indices i, i′ ∈ [n]`, j, k ∈ [n]t−s−`.
(10.7)
Analogously to Lemma 10.2 we have the following characterization for the vectors
of the form Us(is)
∗ · · ·U1(i1)∗u, where u ∈ Rd is a a unit vector and Uj(i) ∈ O(d)
for i ∈ [n] and j ∈ [s]. (Note that U∗ ∈ O(d) if and only if U ∈ O(d)).
Lemma 10.4. Let {ua}a=(i1,...,is)∈[n]s be a set of unit vectors in Rd. There exist
orthogonal matrices Uj(i) ∈ O(d) for j ∈ [s], i ∈ [n] and a unit vector u ∈ Rd such
that
ua = Us(is) · · ·U1(i1)u for all a = (i1, . . . , is) ∈ [n]s,
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if and only if
〈uj i, uk i〉 = 〈uj i′ , uk i′〉 for all ` ∈ [s− 1], and indices i, i′ ∈ [n]`, j, k ∈ [n]s−`.
(10.8)
We can now rewrite the program (10.2) as an SDP using matrices of size ns +
nt−s. Indeed, by the above, program (10.2) can be equivalently rewritten as
sup
{∑
a∈[n]s,b∈[n]t−s Ta b 〈ua, vb〉 : vb ∈ Rd unit vectors satisfying (10.7),
ua ∈ Rd unit vectors satisfying (10.8)
}
.
(10.9)
Consider now the Gram matrix of the vectors {ua} and {vb}:
X = Gram({ua}a∈[n]s , {vb}b∈[n]t−s).
Let A1, . . . , Ams ∈ Sn
s+nt−s be such that the linear constraints Tr(AiX) = 0 (for
i ∈ [ms]) enforce the conditions (10.7) and (10.8), and define the operator
As(X) = (Tr(A1X), . . . ,Tr(AmsX)).
Observe that X has size ns + nt−s, which is minimized when selecting s = bt/2c.
Moreover, the number of linear constraints satisfies
ms =
s−1∑
`=1
(n` − 1)
(
ns−`
2
)
+
t−s−1∑
`=1
(n` − 1)
(
nt−s−`
2
)
≤
(
ns
2
)
+
(
nt−s
2
)
<
(
nt
2
)
.
(10.10)
Let Cs(T ) ∈ Sns+nt−s be the block-matrix whose first diagonal block is indexed by
tuples a ∈ [n]s and whose second diagonal block is indexed by tuples b ∈ [n]t−s,
given by
Cs(T ) =
1
2
(
0 M(T )
M(T )∗ 0
)
, (10.11)
where M(T ) ∈ Rns×nt−s has entries M(T )a,b := Ta b. Note that when selecting
s = 0 the matrix in (10.11) coincides with the matrix in (10.5). It follows that
〈Cs(T ), X〉 =
∑
a∈[n]s, b∈[n]t−s
Ta bXa,b =
∑
a∈[n]s, b∈[n]t−s
Ta b 〈ua, vb〉
is the objective function of the program (10.9) (and thus of (10.2)). Then we can
define the pair of primal/dual semidefinite programs
max 〈Cs(T ), X〉 min 〈e, λ〉 (10.12)
s.t. X ∈ Sns+nt−s+ s.t. λ ∈ Rn
s+nt−s , y ∈ Rm
diag(X) = e, As(X) = 0 Diag(λ) +A∗s(y)− Cs(T ) ∈ Sn
s+nt−s
+
whose optimal values provide as before the completely bounded norm ‖T‖cb.
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Theorem 10.5. The completely bounded norm ‖T‖cb of a t-tensor T acting on
Rn is given by any of the two semidefinite programs in (10.12). Moreover, the
supremum in definition (10.1) is attained and one may restrict the optimization to
size d ≤ ns + nt−s for any integer s ∈ [t].
If we select s = bt/2c the primal program in (10.12) involves a matrix variable
of size nbt/2c + ndt/2e and it has O(n2dt/2e) affine constraints. This represents a
significant size reduction with respect to the program in (10.6) (corresponding to
the choice s = 0), which involves a matrix variable of size 1 + nt and O(n2t) affine
constraints.
10.4 SDP characterization of the quantum query
complexity of Boolean functions
In this section we illustrate the relevance of the above results through the connection
established recently in [ABP19] between the completely bounded norm of tensors
and the quantum query complexity of Boolean functions. After a brief recap on the
quantum query complexity of Boolean functions, we give a new SDP characteriza-
tion for the quantum query complexity Qε(f) of a Boolean function f . We then
compare our SDP to the known SDP characterizations. Finally we use our SDP to
derive a new type of certificates for large quantum query complexity: Qε(f) > t.
10.4.1 Quantum query complexity
We are given a domain D ⊆ {±1}n and a Boolean function f : D → {±1}. The
function is called total when D = {±1}n and partial otherwise. The task is to
compute the value f(x) for an input x ∈ D while having access to x only through
some oracle. The objective is to compute f(x) using the smallest possible number
of oracle calls on a worst-case input x, and the least such number is called the
classical/quantum query complexity of the function f . See for instance [BW02] for
a survey on query complexity and [ABDK16] for a more recent overview of the
relation between classical and quantum query complexity.
In the classical case, the oracle consists of querying the value of the entry xi
for a selected index i ∈ [n]. In the quantum case, an oracle query to x is defined
as an application of the phase oracle Ox, which is the diagonal unitary operator
acting on Cn+1 defined by Ox = Diag(x1, . . . , xn, 1).1 A t-query quantum algorithm
can be described by a Hilbert space H = Cn+1 ⊗ Cd (for some d ∈ N), a sequence
of unitaries U0, . . . , Ut acting on H, two Hermitian positive semidefinite operators
P+1, P−1 on H satisfying P+1 + P−1 = I, and a unit vector v ∈ H. The algorithm
1The above described classical oracle can be seen as applying the function Cx : [n] × {±1} →
[n] × {±1}, defined by (i, b) 7→ (i, xib), to the input (i, 1), it is the standard bit oracle that
we have seen in Section 9.1. In the quantum setting Cx corresponds to applying the operator
Diag(x) ⊕ −Diag(x) which acts on Cn ⊗ C2. For this section, in the quantum setting it will be
more convenient to work with the phase oracle Ox = Diag(x, 1) that acts on Cn+1. It is well known
that for quantum query algorithms the two oracles are equivalent, see also [BSS03, AAI+16].
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starts in the state v and alternates between applying a unitary Uj and the oracle Ox.
The final state of the algorithm on input x ∈ D is
ψx := Ut(Ox ⊗ Id)Ut−1(Ox ⊗ Id)Ut−2 · · ·U1(Ox ⊗ Id)U0v.
The algorithm concludes by measuring ψx with respect to the POVM {P+1, P−1},
which means that it outputs +1 with probability ψ∗xP+1ψx and −1 with probability
ψ∗xP−1ψx. The expected output of the algorithm is therefore given by
ψ∗x(P+1 − P−1)ψx. (10.13)
Given ε ≥ 0 the bounded-error quantum query complexity of f , denoted as Qε(f), is
the smallest number of queries a quantum algorithm must make such that, for all
x ∈ D, it computes f(x) with probability at least 1− ε. The key fact that we will
use later is that for a quantum algorithm which computes f(x) with probability at
least 1− ε we have
|ψ∗x(P+1 − P−1)ψx − f(x)| = 2ψ∗xP−f(x)ψx ≤ 2ε for all x ∈ D.
Determining the quantum query complexity of a given function f is non-trivial.
Understanding the quantum query complexity of specific functions can roughly be
done in one of two ways: via the polynomial method from [BBC+01] or via the
adversary method from [Amb02]. Both methods have been used to provide lower
bounds on the quantum query complexity. The adversary method was strengthened
in [HLSˇ07] to the general adversary method, which provides a parameter ADV±(f),
satisfying Qε(f) = Θ(ADV
±(f)) for any fixed ε ∈ (0, 12 ) [HLSˇ07, Rei09, Rei11,
LMR+11].2 The polynomial method has been strengthened only very recently
in [ABP19] and is shown there to provide an exact characterization of the quantum
query complexity. Since the polynomial method is the most relevant to our work
we explain it in some more detail below.
The polynomial method is based on the following observation made in [BBC+01]:
for any t-query quantum algorithm, Equation (10.13) in fact defines an n-variate
polynomial p with degree at most 2t such that p(x) = ψ∗x(P+1 − P−1)ψx equals the
expected value of the returned sign of the algorithm for an input x ∈ D. For inputs
x ∈ {±1}n \D we can also run our quantum algorithm, it will still output a sign, so
we have |p(x)| ≤ 1 (and thus also |p(x)| ≤ 1+2ε) for all x ∈ {±1}n. This motivated
considering the ε-approximate degree of f , degε(f), defined by
degε(f) = min t (10.14)
s.t. ∃n-variate polynomial p with deg(p) ≤ t
|p(x)− f(x)| ≤ 2ε ∀x ∈ D,
|p(x)| ≤ 1 + 2ε ∀x ∈ {±1}n.
2To be more precise, for all ε ∈ (0, 1
2
), we have
1−2
√
ε(1−ε)
2
ADV±(f) ≤ Qε(f) =
O(log(1/ε)ADV±(f)), where the first inequality is shown in [HLSˇ07] and the second one in [Rei11].
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Then, as shown in [BBC+01], it follows from the above that the approximate degree
of f provides a lower bound on Qε(f):
degε(f) ≤ 2Qε(f).
In [AA15] (see also [AAI+16]) the observation is made that (10.13) can be used
to define a 2t-tensor T ∈ R(n+1)×···×(n+1) by using different input strings at the
successive queries. More precisely, for any (z1, . . . , z2t) ∈ Rn+1× . . .×Rn+1, we can
define
T (z1, . . . , z2t) = v
∗U∗0 O˜z1 · · · O˜ztU∗t (P+1 − P−1)UtO˜zt+1Ut−1O˜zt+2 · · · O˜z2tU0v,
(10.15)
where O˜z = Oz ⊗ Id, so that T ((x, 1), . . . , (x, 1)) = ψ∗x(P+1 − P−1)ψx equals the
expected value of the returned sign of the quantum algorithm for all x ∈ D. Note
that T is in fact bounded on the entire hypercube: T satisfies the inequalities
|T (z1, . . . , z2t)| ≤ 1 for all z1, . . . , z2t ∈ {±1}n+1. This led to the following notion
of block-multilinear approximate degree, bm-degε(f), defined by
bm-degε(f) = min t (10.16)
s.t. ∃ t-tensor T acting on Rn+1,
|T ((x, 1), . . . , (x, 1))− f(x)| ≤ 2ε ∀x ∈ D,
|T (z1, . . . , zt)| ≤ 1 ∀z1, . . . , zt ∈ {±1}n+1.
Notice that if T is a t-tensor that is feasible for the program (10.16), then the
degree-t polynomial p defined by p(x) = T ((x, 1), . . . , (x, 1)) is feasible for the pro-
gram (10.14), and thus we have
degε(f) ≤ bm-degε(f) ≤ 2Qε(f).
In the recent work [ABP19] it is shown that the 2t-tensor in (10.15) in fact
has completely bounded norm at most 1. In addition, the authors of [ABP19] also
show the converse: the existence of a 2t-tensor T ∈ R(n+1)×···×(n+1) that satisfies
‖T‖cb ≤ 1 and |T ((x, 1), . . . , (x, 1))−f(x)| ≤ 2ε for all x ∈ D, ensures the existence
of a t-query quantum algorithm that outputs the correct sign with probability at
least 1− ε for all x ∈ D.3 That is, if such a 2t-tensor exists, then Qε(f) ≤ t. This
leads to the notion of completely bounded approximate degree, cb-degε(f), defined
by4
cb-degε(f) = min t (10.17)
s.t. ∃ t-tensor T acting on Rn+1,
|T ((x, 1), . . . , (x, 1))− f(x)| ≤ 2ε ∀x ∈ D,
‖T‖cb ≤ 1.
3In [ABP19] the result is stated using a tensor T ∈ R2n×···×2n. The dimension 2n corresponds
to the fact that a controlled-phase gate (acting on C2n) is unitarily equivalent to the standard
bit oracle. When we allow the quantum algorithm to use additional workspace we obtain the
same query complexity measure working with the oracle Ox = Diag(x, 1) (acting on Cn+1). See
also [BSS03, AAI+16].
4Note that [ABP19] use the same definition except that they consider the least t such that
there exists a 2t-tensor with these properties.
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Notice that ‖T‖cb ≤ 1 implies that |T (z1, . . . , zt)| ≤ 1 for all z1, . . . zt ∈ {±1}n+1.
Therefore we have
degε(f) ≤ bm-degε(f) ≤ cb-degε(f) ≤ 2Qε(f).
As mentioned above, the last inequality is in fact an equality up to rounding:
Theorem 10.6 ([ABP19, Cor. 1.5]). For a Boolean function f : D → {−1, 1} and
ε ≥ 0, we have
Qε(f) = dcb-degε(f)/2e.
The completely bounded degree thus gives a much tighter characterization of
quantum query complexity than the general adversary method. Indeed, the general
adversary method only characterizes Qε(f) for ε > 0, and moreover it only does so
up to logarithmic factors in 1/ε (see footnote 2 of this chapter), while the completely
bounded degree is exact for all ε ≥ 0.
10.4.2 New semidefinite reformulation
Using our earlier results in Section 10.3 about the completely bounded norm of
a tensor, we can express the completely bounded approximate degree cb-degε(f)
using semidefinite programming. To certify the inequality ‖T‖cb ≤ 1 we can use
the dual SDP in (10.12) as follows: ‖T‖cb ≤ 1 if and only if
∃λ ∈ RNs , y ∈ Rms such that 〈e, λ〉 ≤ 1 and Diag(λ) +A∗s(y)− Cs(T ) ∈ SNs+ .
Here, we may choose s to be any integer 0 ≤ s ≤ bt/2c, so that Ns is given by
(n + 1)s + (n + 1)t−s and ms by (10.10) (with n replaced by n + 1). We may
then use the fact that the constraints: |T ((x, 1), . . . , (x, 1)) − f(x)| ≤ 2ε for all
x ∈ D, can be written as linear constraints on the coefficients of T to refor-
mulate (10.17) using semidefinite programming. To make it more apparent that
T ((x, 1), . . . , (x, 1)) is a linear combination of the coefficients of T , recall that by
definition T (z, . . . , z) =
∑n+1
i1,...,it=1
Ti1,...,itzi1 · · · zit for all z ∈ Rn+1. It follows that
the parameter cb-degε(f) can be reformulated as the smallest integer t ∈ N for
which the following SDP admits a feasible solution:
cb-degε(f) = (10.18)
min t
s.t. ∃ t-tensor T ∈ R(n+1)×...×(n+1), λ ∈ R(n+1)s+(n+1)t−s , y ∈ Rms∣∣∣ n+1∑
i1,...,it=1
Ti1,...,itzi1 · · · zit − f(x)
∣∣∣ ≤ 2ε for x ∈ D, z = (x, 1) ∈ {±1}n+1
〈e, λ〉 ≤ 1
diag(λ) +A∗s(y)− Cs(T ) ∈ S(n+1)
s+(n+1)t−s
+ .
Recall that, due to Theorem 10.5, we may choose s to be any integer 0 ≤ s ≤ bt/2c.
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10.4.3 Relation to known SDPs for quantum query complex-
ity
The above SDP (10.18) is not the first SDP that characterizes the quantum query
complexity. The parameter ADV±(f) provided by the general adversary method
in [HLSˇ07] mentioned in the previous section can also be written as an SDP. Even
earlier, Barnum, Saks, and Szegedy [BSS03] formulated another SDP characteriza-
tion for the quantum query complexity. Like ours, the SDP in [BSS03] expresses
Qε(f) as the smallest integer t ∈ [n] for which there exist some positive semidefinite
matrices satisfying some linear (in)equalities. Both the Barnum-Saks-Szegedy SDP
and the general adversary method SDP are derived by considering the behavior of a
quantum algorithm on pairs of different inputs; the matrix variables should be seen
as the Gram matrices of vectors associated to the quantum algorithm. Instead, as
explained before, our SDP fits in the framework of the polynomial method where
we only consider the expected output of the quantum algorithm on different inputs.
There are three main differences between these three SDP characterizations that
we will highlight below.
First, solutions to either the Barnum-Saks-Szegedy SDP or the general adversary
method SDP can be turned into quantum query algorithms, while a solution to our
SDP only proves the existence of a quantum algorithm (it is not clear how to
directly derive a quantum algorithm from it, as far as we know). We do not know
how to construct a quantum algorithm from a solution to our SDP because the
proof of Theorem 10.6 given in [ABP19, Cor. 1.5] relies on a factorization theorem
due to Christensen and Sinclair [CS87], which, as far as we know, does not have a
constructive proof.
A second difference is the size of the matrix variables involved in the various
SDPs, which we have summarized in Table 10.1. We want to highlight the difference
in block size between the three SDPs. Using our SDP one can certify the quantum
query complexity t of a Boolean function using a single matrix of size Θ(nt), while
both the general adversary method SDP and the Barnum-Saks-Szegedy SDP use
several matrix variables of size |D| (which is 2n for total functions). We mention
that for ε = 0 our SDP for cb-degε(f) simplifies: the matrix variable remains of
size Θ(nt), there is only one linear inequality, and the number of linear equalities
remains Θ(n2t). Indeed, since the equations
∑n+1
i1,...,it=1
Ti1,...,itzi1 · · · zit = f(x) (for
x ∈ D, z = (x, 1)) involve Θ(nt) real variables (the coefficients of T ), there are
at most Θ(nt) linear equalities that are linearly independent, and we only need to
impose linearly independent equality constraints.
A third difference is the fact that the adversary method SDP characterizes the
quantum query complexity only up to a multiplicative factor, while both our SDP
and the Barnum-Saks-Szegedy SDP give an exact characterization.
10.5 Lower bounds on quantum query complexity
We now turn our attention to providing lower bounds on the quantum query com-
plexity. Given a fixed integer t ∈ N, finding the smallest scalar ε ≥ 0 such that
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# blocks block size # lin. ineq. # equations
ADV±(f) n |D| 0 |f−1(1)| · |f−1(0)|
BSS nt+ 2 |D| |D| Θ(t · |D|2)
cb-degε(f) 1 Θ(n
t) 2|D|+ 1 Θ(n2t)
Table 10.1: A comparison of the size of the general adversary method
SDP ADV±(f), the Barnum-Saks-Szegedy SDP (BSS), and our SDP for
cb-degε(f). The latter two are feasibility problems whose size depends on
the number of queries t (which means we consider cb-degε(f) = 2t). When
viewed as a block-diagonal SDP, the first column specifies the number of
blocks and the second one the size of the blocks, the third column gives the
number of linear inequalities on entries of these blocks and the fourth one
the number of linear equations.
degε(f) ≤ t can be expressed as a linear program. The duality theory of linear
programming can therefore be used to provide tight lower bounds on the approxi-
mate degree degε(f). Likewise, as we explain in this section, our SDP formulation
of cb-degε(f) and the duality theory of semidefinite programming can be used to
give tight lower bounds on cb-degε(f).
This section is organized as follows. We first rewrite the program expressing
cb-degε(f) in a form that permits to give certificates for cb-degε(f) > t. These
certificates take the form of feasible solutions to a certain SDP. We show how linear
programming certificates for degε(f) can be seen as SDP solutions with a specific
structure. We then define an intermediate class of certificates based on second-order
cone programming.
10.5.1 Semidefinite programming certificates
Let D ⊆ {±1}n and let f : D → {±1}. A certificate for cb-degε(f) > t can be given
as follows. We now fix t and consider the following minimization problem (derived
from the program (10.18), setting s = 0)5
min 2ε (10.19)
s.t. T ∈ R(n+1)×...×(n+1) a t-tensor, λ ∈ R1+(n+1)t , y ∈ Rm, ε ∈ R∣∣∣ n+1∑
i1,...,it=1
Ti1,...,itzi1 · · · zit − f(x)
∣∣∣ ≤ 2ε for all x ∈ D, z = (x, 1) ∈ {±1}n+1
〈e, λ〉 ≤ 1
diag(λ) +A∗0(y)− C0(T ) ∈ S1+(n+1)
t
+
5Note that we use the less efficient, but easier, SDP-formulation of the completely bounded
norm (10.6). In (10.19) we could have just as easily used the more efficient formulation, but in
Section 10.5.3 it will be convenient to work with the less efficient formulation.
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Using semidefinite programming duality theory we can formulate its dual. After
simplification the dual reads as follows:
max − w +
∑
x∈D
φ(x)f(x) (10.20)
s.t. φ = (φ(x))x∈D ∈ RD, X ∈ S1+(n+1)
t
+ , w ∈ R∑
x∈D
|φ(x)| = 1
diag(X) = w · e
A0(X) = 0
X0,i =
∑
x∈D
z=(x,1)
φ(x)zi1 · · · zit for all i = (i1, . . . , it) ∈ [n+ 1]t
Note that there is no duality gap since the dual program (10.20) is strictly feasible.
A tuple (φ,X,w) that forms a feasible solution to (10.20) with objective value
strictly larger than 2ε is an SDP certificate for cb-degε(f) > t.
We remark that, for total functions, i.e., when D = {±1}n, the constraint on
X0,i says that X0,i should be equal to a certain Fourier coefficient of the function φ.
To see this we briefly recall the basic relevant facts of Fourier analysis on the Boolean
cube; we refer to, for instance, [O’D14, Wol08] for more information.
Fourier analysis on the Boolean cube. For functions f, g : {±1}n → R we
define the inner product 〈f, g〉 = 12n
∑
x∈{±1}n f(x)g(x). Then the character func-
tions χS(x) :=
∏
i∈S xi (S ⊆ [n]) form an orthonormal basis with respect to this
inner product. Any function f : {±1}n → R can be expressed in this basis as
f(x) =
∑
S⊆[n] f̂(S)χS(x), where f̂(S) = 〈f, χS〉 are the Fourier coefficients of f .
We need one more definition in order to point out a link between the last
constraint of program (10.20) and the Fourier coefficients of φ. For a tuple i =
(i1, . . . , it) ∈ [n + 1]t let Si denote the set of indices k ∈ [n] that occur an odd
number of times within the multiset {i1, . . . , it}. Note the identity∑
x∈D,z=(x,1)
φ(x)zi1 · · · zit =
∑
x∈D
φ(x)
∏
k∈Si
xk =
∑
x∈D
φ(x)χSi(x). (10.21)
Hence, in the case D = {±1}n, we have∑
x∈{±1}n,z=(x,1)
φ(x)zi1 · · · zit = 2nφ̂(Si) (10.22)
and thus the last constraint in program (10.20) says that X0,i = 2
nφ̂(Si) for all
indices i ∈ [n+ 1]t.
Adding redundant inequalities to (10.19). In the next section we will show
how the SDP certificates for the completely bounded approximate degree generalize
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the linear programming certificates corresponding to the approximate degree. To
do so, it will be useful to state an equivalent form of (10.20) derived by adding
redundant inequalities to the primal problem. Recall that for a tensor T the norm
constraint ‖T‖cb ≤ 1 implies that
∣∣∣∑n+1i1,...,it=1 Ti1,...,itzi1 · · · zit∣∣∣ = |T (z, . . . , z)| ≤ 1
for all z ∈ {±1}n+1. As the last two constraints of (10.19) ensure ‖T‖cb ≤ 1, it
follows that the conditions∣∣∣ n+1∑
i1,...,it=1
Ti1,...,itzi1 · · · zit
∣∣∣ ≤ 1 + 2ε for all x 6∈ D, z = (x, 1) (10.23)
are redundant for (10.19). If we add these inequalities to (10.19) and then take the
dual, then we obtain
max − w +
∑
x∈D
φ(x)f(x)−
∑
x 6∈D
|φ(x)| (10.24)
s.t. φ = (φ(x))x∈{±1}n ∈ R{±1}
n
, X ∈ S1+(n+1)t+ , w ∈ R∑
x∈{±1}n
|φ(x)| = 1
diag(X) = w · e
A0(X) = 0
X0,i = 2
nφ̂(Si) for all i = (i1, . . . , it) ∈ [n+ 1]t
Notice that strong duality holds between the above program (10.24) and the pro-
gram defined by (10.19) and (10.23). In particular it follows that the optimal value
of program (10.24) equals that of program (10.20). Using complementary slackness,
we can say slightly more when the optimal value is strictly positive.
Lemma 10.7. If the optimal value of the program (10.24) is strictly positive, then
any optimal solution (φ,X,w) to (10.24) satisfies φ(x) = 0 for x 6∈ D.
Proof. Suppose that the above program (10.24) has an optimal solution (φ,X,w)
with strictly positive objective value. Then, by strong duality, the program defined
by (10.19) and (10.23) has an optimal solution (T, λ, y, ε) with ε > 0. Since ε is
strictly positive, there will be a strictly positive slack in all the inequalities (10.23).
By complementary slackness this means that the variables in the dual corresponding
to these inequalities must be equal to zero for an optimal solution, that is, φ(x) = 0
for all x 6∈ D.
Note that any tuple (φ,X,w) that is feasible for the program in (10.24) and
satisfies φ(x) = 0 for x 6∈ D is in fact feasible for the program in (10.20).
10.5.2 Linear programming certificates: approximate degree
Let f : D → {±1} be given. Given a fixed degree t, the smallest ε ≥ 0 for which
there exists a polynomial p of degree at most t that satisfies supx∈D|f(x)−p(x)| ≤ 2ε
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and supx6∈D|p(x)| ≤ 1 + 2ε can be determined using the following pair of linear
programs:
min 2ε max
∑
x∈D
f(x)φ(x)−
∑
x 6∈D
|φ(x)|
s.t. |p(x)− f(x)| ≤ 2ε for x ∈ D s.t.
∑
x∈{±1}n
|φ(x)| = 1
|p(x)| ≤ 1 + 2ε for x 6∈ D φ(x) ∈ R for x ∈ {±1}n
c = (cS) ∈ R(
[n]
≤t), ε ∈ R φ̂(S) = 0 for S ∈
(
[n]
≤ t
)
.
p =
∑
S∈([n]≤t)
cSχS (10.25)
For a fixed ε ≥ 0, a polynomial φ that is a feasible solution to the maximization
problem in (10.25) with objective value strictly larger than 2ε is called a dual poly-
nomial for f , and it is a certificate for degε(f) > t. Note that by LP duality such
a certificate exists whenever degε(f) > t. Dual polynomials have been used to
give tight bounds on the approximate degree of many Boolean functions, see for
example [Sˇpa08, She13, BT13, BKT18].
Feasible solutions to the maximization problem in (10.25) provide feasible solu-
tions to the SDP in (10.24). This gives a “direct” proof that dual polynomials give
lower bounds on quantum query complexity.
Lemma 10.8. Let f : D → R and let φ : {±1}n → R be a feasible solution
to (10.25) with objective value strictly larger than 2ε, then cb-degε(f) > t.
Proof. Observe that the tuple (φ,X = 0, w = 0) forms a feasible solution to (10.20)
with objective value strictly larger than ε. Indeed, X = 0 is positive semidefinite,
it satisfies diag(X) = 0 = w · e and A0(X) = 0. Moreover, the condition φ̂(S) = 0
for all S ∈ ([n]≤t) ensures that, for all i ∈ [n+ 1]t,
X0,i = 2
nφ̂(Si) = 0
since |Si| ≤ t.
10.5.3 Second-order cone programming certificates
In (the proof of) Lemma 10.8 we have seen that the linear programming certificates
of degε(f) > t correspond to SDP certificates (φ,X,w) = (φ, 0, 0) using the all-
zeroes matrix X = 0 in (10.24). Here we consider a more general class of SDP
certificates (φ,X,w) where X and w still have an easy structure: those certificates
for which we can take X =
(
w vT
v wI
)
for some vector v ∈ R(n+1)t and real number w.
This is based on the following observation.
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Lemma 10.9. Let w ∈ R and v ∈ R(n+1)t . The matrix X =
(
w vT
v wI
)
satisfies
A(X) = 0. Moreover, X ∈ S1+(n+1)t+ if and only if w ≥ ‖v‖2.
Proof. First note that A0(X) = 0 is trivially satisfied by X. Indeed, A0 ignores the
first row and column of X and, for all ` ∈ [t − 1], i, i′ ∈ [n + 1]`, j, k ∈ [n + 1]t−`,
we have that
Xi j,i k = Xi′ j,i′ k =
{
w if j = k
0 else.
Second, by considering the Schur complement of X with respect to its upper-
left corner, we have X ∈ S1+(n+1)t+ if and only if either X = 0, or w > 0 and
w − vT v/w ≥ 0.
By restricting our attention to feasible solutions of the above form, the pro-
gram (10.24) reduces to the following second-order cone program:
max − w +
∑
x∈D
φ(x)f(x)−
∑
x/∈D
|φ(x)| (10.26)
s.t. φ = (φ(x))x∈{±1}n ∈ R{±1}
n
, w ∈ R∑
x∈{±1}n
|φ(x)| = 1, w ≥ 2n
√ ∑
i∈[n+1]t
φ̂(Si)2
This second-order cone program involves the (1 + (n + 1)t)-dimensional Lorentz
cone. However, by counting the number of tuples i for which Si equals a given set
S we can reduce to dimension
∣∣∣([n]≤t)∣∣∣ = ∑tk=0 (nk). Indeed, for each subset S ⊆ [n]
with |S| ≤ t let IS denote the set of tuples i ∈ [n+ 1]t for which Si = S. One can
verify that
|IS | =
∑
k1,...,kn∈N,∑
i ki≤t,
kl is odd for l∈S,
kl is even for l 6∈S
t!
k1! · · · kn!(t−
∑
i ki)!
.
Then by construction
∑
i∈[n+1]t
φ̂(Si)
2 =
∑
S∈([n]≤t)
|IS |φ̂(Si)2
and therefore (10.26) is equivalent to the following pair of primal/dual second-order
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cone programs:
min 2ε max − w +
∑
x∈D
f(x)φ(x)−
∑
x/∈D
|φ(x)|
s.t. c = (cS)S∈([n]≤t)
∈ R([n]≤t), ε ∈ R s.t. φ = (φ(x))x∈{±1}n ∈ R{±1}
n
, w ∈ R
|p(x)− f(x)| ≤ 2ε for x ∈ D
∑
x∈{±1}n
|φ(x)| = 1
|p(x)| ≤ 1 + 2ε for x /∈ D v =
(
2n
√
|IS | φ̂(S)
)
S∈([n]≤t)∑
S∈([n]≤t)
c2S
|IS | ≤ 1 w ≥ ‖v‖2
p =
∑
S∈([n]≤t)
cSχS (10.27)
We note that strong duality holds since both the primal and dual are strictly feasible.
Lemma 10.10. If the optimal value of (10.27) is strictly larger than 2ε, then
cb-degε(f) > t.
Hence, the above forms a strengthening of the polynomial method. Indeed, any φ
that is feasible for the maximization program in (10.25) (with objective > 2ε) will
have low-degree Fourier coefficients equal to zero and therefore (φ,w = 0, v = 0) will
be feasible for the maximization program in (10.27) (with objective > 2ε). Also,
notice that compared to (10.25) the primal here has the additional constraint that
the coefficients of the approximating polynomial have to be normalized (w.r.t. a
weighted 2-norm).
Chapter 11
Quantum algorithms for
semidefinite programming
This chapter is based on the paper “Quantum SDP-solvers: Better upper and lower
bounds”, by J. van Apeldoorn, A. Gilye´n, S. Gribling, R. de Wolf [vAGGdW17].
Some of the key ideas needed to provide the better upper bounds the title suggests
have been generalized by Gilye´n et al. [GSLW18], we have seen some of these gen-
eralizations in Section 9.3. Here we use those generalizations to provide a cleaner
presentation of the results of [vAGGdW17].
After seeing many applications of semidefinite programming in the preceding
chapters, we turn our attention to solving semidefinite programs using quantum
computers. The first contribution in this direction was due to Branda˜o and Svore
in 2016 [BS17]. They provided a quantum algorithm for solving semidefinite pro-
grams, which in some regimes is faster than the best-possible classical algorithms in
terms of the dimension n of the problem and the number m of constraints, but worse
in terms of various other parameters. This chapter is based on [vAGGdW17], the
first work to improve on the results of Branda˜o and Svore, where we improve their
algorithm in several ways, getting better dependence on those other parameters.
Subsequent progress in the same framework has been made in [BKL+17, vAG18a],
which we briefly discuss in Section 11.5.
To be more concrete, let us recall the formulation of a pair of primal-dual semi-
definite programs, and define some useful parameters. Given a set of matrices
C,A1, . . . , Am ∈ Sn and a vector b ∈ Rm we can define a pair of semidefinite pro-
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grams, a primal (P ) and a dual (D):1
(P ) max 〈C,X〉 (D) min 〈b, y〉 (11.1)
s.t. X ∈ Sn+ s.t. y ∈ Rm+
Tr(AjX) ≤ bj j ∈ [m]
m∑
j=1
yjAj − C ∈ Sn+
For the sake of normalization, let us assume that the operator norm of each of the
matrices C,A1, . . . , Am is at most one. A special class of semidefinite programs is
formed by linear programs, those SDPs for which all matrices involved are diagonal.
Under assumptions that will be satisfied everywhere in this chapter, strong duality
applies: the primal and dual SDP (11.1) will have the same optimal value OPT. To
talk about the complexity of SDP-solvers, let us define some parameters. Let s be
the sparsity of the input matrices: the maximal number of non-zero entries per row
(and hence also per column) of the input matrices. Let R be an upper bound on
the trace of an optimal X. Let r be an upper bound on ‖y‖1 for an optimal y to the
dual. Let ε > 0 be the desired additive error with which we want to approximate
OPT. Assume that the rows and columns of the matrices of SDP (11.1) can be
accessed as adjacency lists: we can query, say, the `th non-zero entry of the kth
row of matrix Aj in constant time (this is the same sparse access model that we
have seen in Section 9.3.2). One can define ‘solving’ an SDP in different ways. At
the very least an SDP-solver should produce an additive approximation of the value
OPT. On top of that, one can require a solver to output a primal or dual point that
is feasible, or nearly feasible, with the stated objective value. The algorithms stated
below provide at least an approximation of OPT, but they differ in the additional
output. Our algorithm (see Theorem 11.1) will provide, with high probability, a
feasible solution y to the dual that is optimal up to an additive error ε.
One way to divide SDP-solvers into two categories is by looking at the depen-
dence of their runtime on R, r, and 1/ε.
The first class of SDP-solvers has a runtime that scales polylogarithmically in
these parameters. This class of SDP-solvers encompasses for instance the ellip-
soid method [GLS81], which is mainly of theoretical importance, and interior point
methods [NN94], which are used in practice to solve SDPs. One can show that
interior point methods can solve SDPs in time
O(√nm(m2 +mn2 + n3)L),
where L is a measure of the size of the instance [BTN01, Sec. 6.6]. The dependence
on m and n becomes prohibitive even for moderate size SDPs.
The second class of SDP-solvers, often based on first-order methods, often pro-
vides a better runtime in terms of m and n, at the expense of a polynomial de-
pendence on R, r, and 1/ε. In this chapter we focus on the matrix version of the
1Note that we slightly deviate from the presentation in (1.1) by allowing inequality constraints
in the primal instead of equality constraints.
189
multiplicative weights update method due to Arora and Kale [AK16].2 A typical
classical runtime for SDP-solvers in this framework is of the form
O
(
nms · poly
(
Rr
ε
))
,
which can provide a faster algorithm for SDPs with small values of Rr/ε. The
framework of Arora and Kale should really be seen as a meta-algorithm, because
it does not specify how to implement a certain crucial step, let us call this ‘the
oracle’ for now.3 They themselves provide oracles that are optimized for special
cases. For example for the MAXCUT SDP, they obtain a solver with near-linear
runtime O˜(|E|/ε5) in the number of edges of the graph. For the sake of comparison,
let us note that in [vAGGdW17] we show that one can get a general classical SDP-
solver in their framework with complexity4
O˜
(
nms
(
Rr
ε
)4
+ ns
(
Rr
ε
)7)
.
The first quantum SDP-solver of Branda˜o and Svore achieved a runtime of
O˜
(√
mns2poly
(
Rr
ε
))
,
where the degree of the polynomial term is at least 32. Note that compared to the
classical runtime this provides a quadratic improvement in terms of the dependence
on m and n. We subsequently modified their algorithm. These modifications both
simplify and speed up the quantum SDP-solver, resulting in complexity
O˜
(
√
mns2
(
Rr
ε
)8)
.
The dependence on m, n, and s is the same as in Branda˜o-Svore, but our dependence
on R, r, and 1/ε is substantially better. Note that each of the three parameters
R, r, and 1/ε now occurs with the same 8th power in the complexity. This is no
coincidence: as we show in [vAGGdW17, App. E], these three parameters can all
be traded for one another, in the sense that we can massage the SDP to make
each one of them small at the expense of making the others proportionally bigger.
These trade-offs suggest we should actually think of Rr/ε as one parameter of the
2See also [AHK12] for a subsequent survey; the same algorithm was independently discovered
around the same time in the context of learning theory [TRW05, WK12]. In the optimization
community first-order methods for semidefinite programming have been considered for instance
in [Ren16, Ren19].
3We provide a complete overview of the Arora-Kale method in Section 11.2.1. We refer to that
section for definitions and details. ‘The oracle’ should not be confused with the oracle access to
the input data.
4Here, and in the rest of this chapter, the notation O˜(·) is used to hide polylogarithmic factors
in n,m, s, r, R and the desired additive error ε.
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primal-dual pair of SDPs, not three separate parameters. For the special case of
LPs, we can improve the runtime to
O˜
(
√
mn
(
Rr
ε
)5)
.
Finally, in terms of upper bounds on the complexity of SDP solving, we mention
that the current state of the art is due to van Apeldoorn and Gilye´n [vAG18a]
who provide an algorithm with a runtime of O˜
(
(
√
m+
√
nRrε )s
(
Rr
ε
)4)
. We briefly
discuss their result in Section 11.5.
Limitations of our approach. Given that the runtime of our algorithm depends
polynomially on the factor Rr/ε, a natural question is how big this term can be, or
needs to be. In other words, for a fixed SDP (i.e., fixed R and r), what is the error up
to which we can efficiently solve the SDP? As we will argue, sometimes the ‘natural’
choice of error is inverse polynomial in n and m, which negates our ‘speed=up’. Let
us briefly sketch why this is the case. As we will see, the output of our algorithm is a
vector y ∈ Rm+ such that
∑m
j=1 yjAj−C  0 and |〈b, y〉−OPT| ≤ ε. The vector y will
be very sparse, it will have O(T ) non-zero entries where T = O
((
Rr
ε
)2
ln(n)
)
is the
number of iterations of our algorithm. Such sparse vectors have some advantages,
for example they take much less space to store than arbitrary y ∈ Rm. In fact,
to get a sublinear running time in terms of m, this is necessary. However, this
sparsity of the algorithm’s output also points to a weakness of these methods: if
every ε-optimal dual-feasible vector y has many non-zero entries, then the number
of iterations needs to be large. For example, if every ε-optimal dual-feasible vector y
has Ω(m) non-zero entries, then these methods require T = Ω(m) iterations before
they can reach an ε-optimal dual-feasible vector. Since T = O
((
Rr
ε
)2
ln(n)
)
this
would imply that Rrε = Ω(
√
m/ ln(n)), and hence many classical SDP-solvers would
have a better complexity than our quantum SDP-solver. As we show in Section 11.3,
this will naturally be the case for families of SDPs that have a lot of symmetry.
Lower bounds. What about lower bounds for quantum SDP-solvers? Branda˜o
and Svore already proved that a quantum SDP-solver has to make Ω(
√
n +
√
m)
queries to the input matrices, for some SDPs. Their lower bound is for a family of
SDPs where s,R, r, 1/ε are all constant, and is by reduction from a search problem.
Somewhat surprisingly, the subsequent work in [BKL+17, vAG18a] shows that this
lower bound is in fact tight, in the setting where s,R, r, 1/ε are all constant.
Here we step away from this regime. We prove lower bounds that are quanti-
tatively stronger in m and n, but for SDPs with non-constant R and r. The key
idea is to consider a Boolean function F on N = abc input bits that is the com-
position of an a-bit majority function with a b-bit OR function that is composed
with a c-bit majority function. The known quantum query complexities of major-
ity and OR, combined with composition properties of the adversary lower bound,
imply that every quantum algorithm that computes this function requires Ω(a
√
bc)
11.1. Basic approach 191
queries. We define a family of LPs, with constant 1/ε but non-constant r and R,
such that constant-error approximation of OPT computes F . Choosing a, b, and c
appropriately, this implies a lower bound of
Ω
(√
max{n,m}(min{n,m})3/2
)
queries to the entries of the input matrices for quantum LP-solvers. Since LPs are
SDPs with sparsity s = 1, we get the same lower bound for quantum SDP-solvers.
If m and n are of the same order, this lower bound is Ω(mn), the same scaling
with mn as the classical general instantiation of Arora-Kale (11). In particular,
this shows that we cannot have an O(
√
mn) upper bound without simultaneously
having polynomial dependence on Rr/ε. The value of Rr/ε in the proof of our lower
bound implies that for the case m ≈ n, this polynomial dependence has to be at
least (Rr/ε)1/4.
Organization. This chapter is structured as follows. We first provide an informal
overview of the Arora-Kale framework for solving SDPs in Section 11.1. This allows
us to point out where the quantum improvements come from in Section 11.1.1. We
then give a formal proof of our quantum SDP-solver in Section 11.2. We then
proceed by highlighting the limitations of quantum SDP-solvers. First we consider
SDP-solvers in the Arora-Kale framework (that are not tuned to specific classes of
SDPs): we show that the inherent sparsity of the provided solutions puts a lower
bound on the runtime for SDPs whose good solutions are dense (Section 11.3). We
then prove some general lower bounds on the runtime of quantum LP-solvers and
therefore quantum SDP-solvers (Section 11.4). Finally, in Section 11.5 we describe
subsequent progress.
11.1 Basic approach
Arora and Kale [AK16] showed how to approximate OPT using a matrix version
of the “multiplicative weights update” method. In Section 11.2.1 we will describe
their framework in more detail, but in order to describe our result we will start
with an overly simplified sketch here. The algorithm goes back and forth between
candidate solutions to the primal SDP and to the corresponding dual SDP. Recall
that under assumptions that will be satisfied everywhere in this chapter, strong
duality applies: the primal and dual SDP (11.1) will have the same optimal value
OPT. The algorithm does a binary search for OPT by trying different guesses α
for it. Suppose we have fixed some α, and want to find out whether α is bigger or
smaller than OPT. This is now a feasibility problem and we will try to construct
a feasible solution to the dual with objective value at most α or show that it does
not exist. Start with some candidate solution X(1) for the primal, for example
a multiple of the identity matrix (X(1) has to be psd but need not be a feasible
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solution to the primal). This X(1) induces the following polytope:
Pε(X(1)) := {y ∈ Rm : bT y ≤ α, (11.2)
Tr
( m∑
j=1
yjAj − C
)
X(1)
 ≥ −ε,
y ≥ 0}.
This polytope can be thought of as a relaxation of the feasible region of the dual SDP
with the extra constraint that OPT ≤ α: instead of requiring that ∑j yjAj − C
is psd, we merely require that its inner product with the particular psd matrix
X(1) is not too negative. The algorithm then calls an “oracle” that provides a
y(1) ∈ Pε(X(1)), or outputs “fail” if P0(X(1)) is empty (how to efficiently implement
such an oracle depends on the application). In the “fail” case we know there is no
dual-feasible y with objective value ≤ α, so we can increase our guess α for OPT,
and restart. In case the oracle produced a y(1), this is used to define a Hermitian
matrix H(1) and a new candidate solution X(2) for the primal, which is proportional
to e−H
(1)
. Then the oracle for the polytope Pε(X(2)) induced by this X(2) is called
to produce a candidate y(2) ∈ Pε(X(2)) for the dual (or “fail”), this is used to define
H(2) and X(3) proportional to e−H
(2)
, and so on.
Surprisingly, the average of the dual candidates y(1), y(2), . . . converges to a
nearly-dual-feasible solution. Let w∗ be the “width” of the oracle for a certain
SDP: the maximum of
∥∥∥∑mj=1 yjAj − C∥∥∥ over all psd matrices X and all vectors y
that the oracle may output for the corresponding polytope Pε(X). In general we
will not know the width of an oracle exactly, but only an upper bound w ≥ w∗, that
may depend on the SDP; this is, however, enough for the Arora-Kale framework.
In Section 11.2.1 we will show that without loss of generality we can assume the
oracle returns a y such that ‖y‖1 ≤ r (recall that r is an upper bound on ‖y‖1 for
an optimal y to the dual). Because we assumed ‖Aj‖, ‖C‖ ≤ 1, we have w∗ ≤ r+ 1
as an easy width-bound. General properties of the multiplicative weights update
method guarantee that after T = O˜(w2R2/ε2) iterations, if no oracle call yielded
“fail”, then the vector 1T
∑T
t=1 y
(t) is close to dual-feasible and satisfies bT y ≤ α.
This vector can then be turned into a dual-feasible solution by tweaking its first
coordinate, certifying that OPT ≤ α+ ε, and we can decrease our guess α for OPT
accordingly.
The framework of Arora and Kale is really a meta-algorithm, because it does
not specify how to implement the oracle. They themselves provide oracles that are
optimized for special cases, which allows them to give a very low width-bound for
these specific SDPs. As mentioned before, for example, for the MAXCUT SDP,
they obtain a solver with near-linear runtime in the number of edges of the graph.
They also observed that the algorithm can be made more efficient by not explicitly
calculating the matrix X(t) in each iteration: the algorithm can still be made to
work if instead of providing the oracle with X(t), we feed it good estimates of
Tr(AjX
(t)) and Tr(CX(t)).
11.1. Basic approach 193
11.1.1 Quantum improvements
The Branda˜o-Svore quantum SDP-solver. The key idea of the Branda˜o-
Svore algorithm is to take the Arora-Kale approach and to replace two of its steps
by more efficient quantum subroutines. First, given a vector y(t−1), it turns out one
can use “Gibbs sampling” to prepare the new primal candidate X(t) ∝ e−H(t−1) as a
log(n)-qubit quantum state ρ(t) := X(t)/Tr(X(t)) in much less time than needed to
compute X(t) as an n× n matrix. Second, one can efficiently implement the oracle
for Pε(X(t)) based on a number of copies of ρ(t), using those copies to estimate
Tr(Ajρ
(t)) and Tr(AjX
(t)) when needed (note that Tr(Aρ) is the expectation value
of operator A for the quantum state ρ). This is based on something called “Jaynes’s
principle”. The resulting oracle is weaker than what is used classically, in the sense
that it outputs a sample j ∼ yj/‖y‖1 rather than the whole vector y. However, such
sampling still suffices to make the algorithm work (it also means we can assume the
vector y(t) to be quite sparse).
Our SDP-solver. Following Branda˜o and Svore, we make a quantum algorithm
out of the Arora-Kale framework by giving a quantum implementation of the oracle.
Our first observation is that the polytope Pε(X) is extremely simple: it has only
two constraints and therefore, if it is non-empty, then all its vertices have at most
2 non-zero coordinates.
A first naive approach would then be to find all vertices by solving Θ(m2) linear
systems of size 2× 2 (this also determines if Pε(X) is non-empty). Here each linear
system is determined by values of the form Tr(AjX), bj and Tr(CX), and thus we
can decide if Pε(X) is non-empty with Θ(m2) queries to such values.
We use a more sophisticated approach to show that Θ(m) classical queries suffice.
Our approach is amenable to a quantum speed-up: we show that only Θ(
√
m)
quantum queries are needed. In particular, we show how to reduce the problem
of finding a y ∈ Pε(X) with ‖y‖1 ≤ r to finding a convex combination of points
(Tr(AjX), bj) (j ∈ [m]) that lies within a certain region of the plane. The geometry
of that region implies that if such a convex combination exists, then there exists
such a convex combination of only two points (Tr(AjX), bj).
5 We show how to
find such a convex combination using the generalized minimum-finding procedure
presented in Theorem 9.4. This procedure uses O˜(√m) calls to an oracle that
provides Tr(AjX) and bj . We then proceed to show that a quantum algorithm can
compute Tr(AjX) more efficiently than a classical computer.
5This in turn implies that the output of our oracle will be a 2-sparse vector in each iteration.
Independently of us, Ben-David, Eldar, Garg, Kothari, Natarajan, and Wright (at MIT), and
separately Ambainis observed that in the special case where all bj are at least 1, the oracle can
even be made 1-sparse, and the one entry can be found using one Grover search over m points (in
both cases personal communication 2017). The same happens implicitly in our oracle in this case.
However, in general 2 non-zero entries are necessary in y.
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11.2 An improved quantum SDP-solver
Here we describe our quantum SDP-solver in more detail. In Section 11.2.1 we de-
scribe the framework designed by Arora and Kale for solving semidefinite programs.
As in the recent work by Branda˜o and Svore, we use this framework to design an
efficient quantum algorithm for solving SDPs. In particular, we show that the key
subroutine needed in the Arora-Kale framework can be implemented efficiently on
a quantum computer. Our implementation uses different techniques than the quan-
tum algorithm of Branda˜o and Svore, allowing us to obtain a faster algorithm. The
techniques required for this subroutine are developed in Sections 11.2.2 and 11.2.3.
In Section 11.2.4 we put everything together to prove the main theorem of this
section (the notation is explained below):
Theorem 11.1. Instantiating Meta-Algorithm 1 using the trace calculation algo-
rithm from Section 11.2.2 and the oracle from Section 11.2.3 (with width-bound
w := r + 1), and using this to do a binary search for OPT ∈ [−R,R] (using dif-
ferent guesses α for OPT), gives a quantum algorithm for solving SDPs of the
form (11.1), which (with high probability) produces a feasible solution y to the dual
program which is optimal up to an additive error ε, and uses
O˜
(
√
nms2
(
Rr
ε
)8)
queries to the input matrices and the same order of other gates.
Notation/Assumptions. We use log to denote the logarithm in base 2. We
denote the all-zero matrix and vector by 0. Throughout we assume each element
of the input matrices can be represented by a bitstring of size poly(log n, logm) (in
particular this means that the input contains only rational entries!). We use s to
denote the sparsity of the input matrices, that is, the maximum number of non-
zero entries in a row (or column) of any of the matrices C,A1, . . . , Am is s. Recall
that for normalization purposes we assume ‖A1‖, . . . , ‖Am‖, ‖C‖ ≤ 1. We assume
throughout that the optimal value of both the primal and the dual is attained and
that their values are equal. We furthermore assume that A1 = I and b1 = R, that
is, the trace of primal-feasible solutions is bounded by R (and hence also the trace
of primal-optimal solutions is bounded by R). The analogous quantity for the dual
SDP, an upper bound on
∑m
j=1 yj for an optimal dual solution y, will be denoted
by r. However, we do not add the constraint
∑m
j=1 yj ≤ r to the dual. We will
assume r ≥ 1. In Section 11.3 it will be necessary to work with the best possible
upper bounds: we let R∗ be the smallest trace of an optimal solution to the primal
SDP (11.1), and we let r∗ be the smallest `1-norm of an optimal solution to the
dual.
Unless specified otherwise, we always consider additive error. In particular, an
ε-optimal solution to an SDP will be a feasible solution whose objective value is
within additive error ε of the optimum.
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Input oracles. We assume sparse black-box access to the elements of the matrices
C,A1, . . . , Am defined in the following way: for input (j, k, `) ∈ ({0}∪ [m])× [n]× [s]
we can query the location and value of the `th non-zero entry in the kth row of the
matrix Aj (where j = 0 would indicate the C matrix).
Specifically in the quantum case, similar to (9.2) and (9.3), we assume access to
an oracle OI that calculates the indexAj : [n]× [s] → [n] function, which for input
(k, `) gives the column index of the `th non-zero element in the kth row of Aj . We
assume this oracle computes the index “in place”:
OI |j, k, `〉 = |j, k, indexAj (k, `)〉. (11.3)
(In the degenerate case where the kth row has fewer than ` non-zero entries,
indexAj (k, `) is defined to be ` together with some special symbol.) We also as-
sume we can apply the inverse of OI .
We also need another oracle OM , returning a bitstring representation of (Aj)ki
for any j ∈ {0} ∪ [m] and k, i ∈ [n]:
OM |j, k, i, z〉 = |j, k, i, z ⊕ (Aj)ki〉. (11.4)
Computational model. As our computational model, we assume a slight relax-
ation of the usual quantum circuit model: a classical control system that can run
quantum subroutines. We limit the classical control system so that its number of
operations is at most a polylogarithmic factor bigger than the gate complexity of the
quantum subroutines, i.e., if the quantum subroutines use C gates, then the classical
control system may not use more than O(C polylog(C)) elementary operations.
When we talk about gate complexity, we count the number of 2-qubit quantum
gates needed for implementation of the quantum subroutines. Additionally, we
assume that there exists a unit-cost QRAM gate that allows us to store and retrieve
qubits in a memory, by means of a swap of two registers indexed by another register:
QRAM : |i, x, r1, . . . , rK〉 7→ |i, ri, r1, . . . , ri−1, x, ri+1, . . . , rK〉,
where the registers r1, . . . , rK are only accessible through this gate. The QRAM
gate can be seen as a quantum analogue of pointers in classical computing. The
only place where we need QRAM is for a data structure that allows efficient access
to the non-zero entries of a sum of sparse matrices [vAGGdW17, App. D]; for the
special case of LP-solving it is not needed.
11.2.1 The Arora-Kale framework for solving SDPs
In this section we give a short introduction to the Arora-Kale framework for solving
semidefinite programs. We refer to [AK16, AHK12] for a more detailed description
and omitted proofs.
The key building block is the Matrix Multiplicative Weights (MMW) algorithm
introduced by Arora and Kale in [AK16]. The MMW algorithm can be seen as
a strategy for you in a game between you and an adversary. We first introduce
the game. There is a number of rounds T . In each round you present a density
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matrix ρ to an adversary, the adversary replies with a loss matrix M satisfying
−I M  I. After each round you have to pay Tr(Mρ). Your objective is to pay
as little as possible. The MMW algorithm is a strategy for you that allows you to
lose not too much, in a sense that is made precise below. In Algorithm 1 we state
the MMW algorithm, the following theorem shows the key property of the output
of the algorithm.
Input Parameter η ≤ 1, number of rounds T .
Rules In each round player 1 (you) presents a density matrix ρ, player 2 (the
adversary) replies with a matrix M satisfying −I M  I.
Output A sequence of symmetric n× n matrices M (1), . . . ,M (T ) satisfying −I 
M (t)  I, for t ∈ [T ], and a sequence of n × n psd matrices ρ(1), . . . , ρ(T )
satisfying Tr
(
ρ(t)
)
= 1 for t ∈ [T ].
Strategy of player 1:
Take ρ(1) := I/n
In round t:
1. Show the density matrix ρ(t) to the adversary.
2. Obtain the loss matrix M (t) from the adversary.
3. Update the density matrix as follows:
ρ(t+1) := exp
(
−η
t∑
τ=1
M (τ)
)/
Tr
(
exp
(
−η
t∑
τ=1
M (τ)
))
Algorithm 1: Matrix Multiplicative Weights (MMW) Algorithm
Theorem 11.2 ([AK16, Thm. 3.1]). For every adversary, the sequence of density
matrices ρ(1), . . . , ρ(T ) constructed using the Matrix Multiplicative Weights Algo-
rithm 1 satisfies
T∑
t=1
Tr
(
M (t)ρ(t)
)
≤ λmin
(
T∑
t=1
M (t)
)
+ η
T∑
t=1
Tr
(
(M (t))2ρ(t)
)
+
ln(n)
η
.
Arora and Kale use the MMW algorithm to construct an SDP-solver. For that,
they construct an adversary who promises to satisfy an additional condition: in
each round t, the adversary returns a matrix M (t) whose trace inner product with
the density matrix ρ(t) is non-negative. The above theorem shows that then, after
T rounds, the average of the adversary’s responses satisfies the stronger condition
that its smallest eigenvalue is not too negative: λmin
(
1
T
∑T
t=1M
(t)
)
≥ −η − ln(n)ηT .
More explicitly, the MMW algorithm is used to build a vector y ≥ 0 such that
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1
T
∑T
t=1M
(t) is proportional to
∑m
j=1 yjAj − C:
1
T
T∑
t=1
M (t) ∝
m∑
j=1
yjAj − C,
and bT y ≤ α. It then follows that the smallest eigenvalue of the matrix∑mj=1 yjAj−
C is only slightly below zero and the objective value bT y is at most α. Since A1 = I,
increasing the first coordinate of y makes the smallest eigenvalue of
∑
j yjAj − C
bigger. By the above we know how much the minimum eigenvalue has to be shifted
to make the matrix positive semidefinite: −η− ln(n)ηT . So y = y+
(− η− ln(n)ηT )e1 is
dual feasible. With the right choice of parameters it can be shown that y satisfies
bT y ≤ α+ε. In order to present the algorithm formally, we require some definitions.
Given a candidate solution X  0 for the primal problem (11.1) and a parameter
ε ≥ 0, define the polytope
Pε(X) := {y ∈ Rm : bT y ≤ α,
Tr
(( m∑
j=1
yjAj − C
)
X
)
≥ −ε,
y ≥ 0}.
One can verify the following:
Lemma 11.3 ([AK16, Lemma 4.2]). If for a given candidate solution X  0 the
polytope P0(X) is empty, then a scaled version of X is primal-feasible and of objec-
tive value at least α.
The Arora-Kale framework for solving SDPs uses the MMW algorithm where
the role of the adversary is taken by an ε-approximate oracle whose role is to either
provide a y ∈ Pε(X), or certify that P0 = ∅, see Algorithm 2.
Input An n×n psd matrix X, a parameter α ∈ [−R,R], and the description of an
SDP as in (11.1).
Output Either the Oracleε returns a vector y from the polytope Pε(X) or it outputs
“fail”. It may only output fail if P0(X) = ∅.
Algorithm 2: Definition of an ε-approximate Oracleε for maximization SDPs
As we will see later, the runtime of the Arora-Kale framework depends on a property
of the oracle called the width:
Definition 11.4 (Width of Oracleε). The width of Oracleε for an SDP is the
smallest w∗ ≥ 0 such that for every X  0 and α ∈ [−R,R], the vector y returned
by Oracleε satisfies
∥∥∥∑mj=1 yjAj − C∥∥∥ ≤ w∗.
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In practice, the width of an oracle is not always known. However, it suffices
to work with an upper bound w ≥ w∗: as we can see in Meta-Algorithm 1, the
purpose of the width is to rescale the matrix M (t) in such a way that it forms a
valid response for the adversary in the MMW algorithm. The following theorem
Input The input matrices and reals of SDP (11.1) and trace bound R. The current
guess α of the optimal value. An additive error tolerance ε > 0. An ε3 -
approximate oracle Oracleε/3 as in Algorithm 2 with width-bound w.
Output Either “Lower” and a vector y ∈ Rm+ feasible for (11.1) with bT y ≤ α+ ε
or “Higher” and a symmetric n × n matrix X that, when scaled suitably, is
primal-feasible with objective value at least α.
T :=
⌈
9w2R2 ln(n)
ε2
⌉
.
η :=
√
ln(n)
T .
ρ(1) := I/n
for t = 1, . . . , T do
Run Oracleε/3 with X
(t) = Rρ(t).
if Oracleε/3 outputs “fail” then
return “Higher” and a description of X(t).
end if
Let y(t) be the vector generated by Oracleε/3.
Set M (t) = 1w
(∑m
j=1 y
(t)
j Aj − C
)
.
Define H(t) =
∑t
τ=1M
(τ).
Update the state matrix as follows:
ρ(t+1) := exp
(
−ηH(t)
)
/Tr
(
exp
(
−ηH(t)
))
.
end for
If Oracleε/3 does not output “fail” in any of the T rounds, then output the dual
solution y = εRe1 +
1
T
∑T
t=1 y
(t) where e1 = (1, 0, . . . , 0) ∈ Rm.
Meta-Algorithm 1: Primal-Dual Algorithm for solving SDPs
shows the correctness of the Arora-Kale primal-dual meta-algorithm for solving
SDPs, stated in Meta-Algorithm 1:
Theorem 11.5 ([AK16, Theorem 4.7]). Suppose we are given an SDP of the
form (11.1) with input matrices A1 = I, A2, . . . , Am and C having operator norm
at most 1, and input reals b1 = R, b2, . . . , bm. Assume Meta-Algorithm 1 does not
output “fail” in any of the rounds, then the returned vector y is feasible for the
dual (11.1) with objective value at most α+ε. If Oracleε/3 outputs “fail” in the t-th
round then a suitably scaled version of X(t) is primal-feasible with objective value
at least α.
The SDP-solver uses T =
⌈
9w2R2 ln(n)
ε2
⌉
iterations. In each iteration several
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steps have to be taken. The most expensive two steps are computing the matrix
exponential of the matrix −ηH(t) and the application of the oracle. Note that
the only purpose of computing the matrix exponential is to allow the oracle to
compute the values Tr(AjX) for all j and Tr(CX), since the polytope depends
on X only through those values. To obtain faster algorithms it is important to
note, as was done already by Arora and Kale, that the primal-dual algorithm also
works if we provide a (more accurate) oracle with approximations of Tr(AjX). Let
aj := Tr(Ajρ) = Tr(AjX)/Tr(X) and c := Tr(Cρ) = Tr(CX)/Tr(X). Then, given
a list of reals a˜1, . . . , a˜m, c˜ and a parameter θ ≥ 0, such that |a˜j − aj | ≤ θ for all j,
and |c˜− c| ≤ θ, we define the polytope
P˜(a˜1, . . . , a˜m, c˜− (r + 1)θ) := {y ∈ Rm : bT y ≤ α,
m∑
j=1
yj ≤ r,
m∑
j=1
a˜jyj ≥ c˜− (r + 1)θ
y ≥ 0}.
For convenience we will denote a˜ = (a˜1, . . . , a˜m) and c
′ := c˜ − (r + 1)θ. Notice
that P˜ also contains a new type of constraint: ∑j yj ≤ r. Recall that r is defined
as a positive real such that there exists an optimal solution y to SDP (11.1) with
‖y‖1 ≤ r. Hence, using that P0(X) is a relaxation of the feasible region of the dual
(with bound α on the objective value), we may restrict our oracle to return only
such y:
P0(X) 6= ∅ ⇒ P0(X) ∩ {y ∈ Rm :
m∑
j=1
yj ≤ r} 6= ∅.
The benefit of this restriction is that an oracle that always returns a vector with
bounded `1-norm automatically has a width w
∗ ≤ r + 1, due to the assumptions
on the norms of the input matrices. The downside of this restriction is that the
analogue of Lemma 11.3 does not hold for P0(X) ∩ {y ∈ Rm :
∑
j yj ≤ r} (instead
of P0(X)).
The following shows that an oracle that always returns a vector y ∈ P˜(a˜, c′) if
one exists, is a 4Rrθ-approximate oracle as defined in Algorithm 2.
Lemma 11.6. Let a˜1, . . . , a˜m and c˜ be θ-approximations of Tr(A1ρ), . . . ,Tr(Amρ)
and Tr(Cρ), respectively, where X = Rρ. Then the following holds:
P0(X) ∩ {y ∈ Rm :
m∑
j=1
yj ≤ r} ⊆ P˜(a˜, c′) ⊆ P4Rrθ(X).
Proof. First, suppose y ∈ P0(X)∩{y ∈ Rm :
∑
j yj ≤ r}. We then have y ∈ P˜(a˜, c′)
because
m∑
j=1
a˜jyj − c˜ ≥
m∑
j=1
(a˜j − Tr(Ajρ))yj − (c˜− Tr(Cρ)) ≥ −θ‖y‖1 − θ ≥ −(r + 1)θ,
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where we first subtracted
∑m
j=1 Tr(Ajρ)yj−Tr(Cρ) ≥ 0, and then used the triangle
inequality.
Next, suppose y ∈ P˜(a˜, c′). We show that y ∈ P4Rrθ(X). Indeed, since
|Tr(Ajρ)− a˜j | ≤ θ we have
Tr
 m∑
j=1
yjAj − C
ρ
 ≥
 m∑
j=1
a˜jyj + c˜
− (r + 1)θ ≥ −(2 + r + ‖y‖1)θ ≥−4rθ
where the last inequality used our assumptions r ≥ 1 and ‖y‖1 ≤ r. Hence
Tr
 m∑
j=1
yjAj − C
X
 ≥ −4rTr(X)θ = −4Rrθ,
where for the equality we use Tr(X) = R.
We have now seen the Arora-Kale framework for solving SDPs. To obtain a
quantum SDP-solver it remains to provide a quantum oracle subroutine. By the
above discussion it suffices to set θ = ε/(12Rr), since with that choice of θ we have
P4Rrθ(X) = Pε/3(X), and to use an oracle that is based on θ-approximations of
Tr(Aρ) (for A ∈ {A1, . . . , Am, C}). In Section 11.2.2 below we first give a quantum
algorithm for approximating Tr(Aρ) efficiently. Then, in Section 11.2.3, we provide
an oracle using those estimates. The oracle will be based on a simple geometric idea
and can be implemented both on a quantum computer and on a classical computer
(of course, resulting in different runtimes). In Section 11.2.4 we conclude with an
overview of the runtime of our quantum SDP-solver. We want to stress that our
solver is meant to work for any SDP. In particular, our oracle does not use the
structure of a specific SDP. As we will show in Section 11.3, any oracle that works
for all SDPs necessarily has a large width-bound. To obtain quantum speedups
for a specific class of SDPs it will be necessary to develop oracles tuned to that
problem, we view this as an important direction for future work.
11.2.2 Approximating Tr(Aρ) using a quantum algorithm
In this section we give an efficient quantum algorithm to approximate quantities
of the form Tr(Aρ). We are going to work with Hermitian matrices A,H ∈ Cn×n,
such that ρ is the Gibbs state e−H/Tr
(
e−H
)
. That is, we want to estimate
Tr(Aρ) =
Tr
(
Ae−H
)
Tr(e−H)
. (11.5)
Note the analogy with quantum physics: in physics terminology Tr(Aρ) is sim-
ply called the “expectation value” of A for a quantum system in a thermal state
corresponding to H.
The general approach is to separately estimate Tr
(
Ae−H
)
and Tr
(
e−H
)
, and
then to use the ratio of these estimates as an approximation of Tr(Aρ). Both
estimations are done using state preparation to prepare a pure state with a ‘flag’ (a
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1-qubit register), such that the probability that the flag is 0 is proportional to the
quantity we want to estimate, and then to use amplitude estimation to estimate that
probability (see Section 9.2.3). For example, to estimate Tr
(
Ae−H
)
we could create
a unitary U such that U |0〉 = |0〉|ψ〉 + |1〉|Φ〉, where |ψ〉 is a subnormalized state
such that ‖|ψ〉‖2 = Tr(Ae−H), and then use the amplitude estimation procedure
(Lemma 9.3) to estimate ‖|ψ〉‖2 = Tr(Ae−H). To do so efficiently requires a lower
bound on ‖|ψ〉‖2. To give such a lower bound it suffices to have good control over
the largest eigenvalue of e−H and the smallest eigenvalue of A. We first show how
to control the largest eigenvalue of e−H and we then mention how we can assume a
lower bound on the smallest eigenvalue of “A”.
The largest eigenvalue of e−H we equals e−λmin(H), we thus need to control the
smallest eigenvalue of H. The first observation to make is that Equation (11.5)
is invariant under shifting H by a multiple of the identity, that is, for the matrix
H+ = H − λmin(H)I we have
Tr
(
Ae−H
)
Tr(e−H)
=
Tr
(
Ae−H+
)
Tr(e−H+)
,
since e−H+ = eλmin(H)e−H . Hence, if we can efficiently find the smallest eigenvalue
of H (approximately) then we can control the largest eigenvalue of e−H .
We now show how to control the smallest eigenvalue of the second matrix in the
trace inner product. It is clear that Tr(Aρ) is not invariant under shifting A, but it
turns out that we can also get an additive approximation of Tr(Aρ) by combining
multiplicative approximations of Tr
(
I+A/4
4 e
−H
)
and Tr
(
e−H
)
/4. The important
observation here is that both these traces are the inner product of a matrix whose
largest eigenvalue we can control (e−H) and a matrix whose smallest eigenvalue is
at least 1/8 (either I+A/44 or I/4).
The remainder of this section consists of two parts. We first provide a rig-
orous analysis of the above approach. We show that we can obtain an additive
θ-approximation to Tr(Aρ) = Tr
(
Ae−H
)
/Tr
(
e−H
)
using O˜
(√
ndK
θ
)
queries to A
and H, given that A is s-sparse and satisfies ‖A‖ ≤ 1 and H is d-sparse and satisfies
‖H‖ ≤ K (and assuming s ≤ d). The proof will use several of the techniques we
have seen in Chapter 9 as black-boxes. We then unpack these boxes to a certain
extent for the special case where all matrices are diagonal, showing an improved
bound of O˜
(√
n
θ
)
queries, which is the relevant case for LP-solving.
General approach
To start, consider the following lemma about the multiplicative approximation error
of a ratio of two real numbers that are given by multiplicative approximations:
Lemma 11.7. Let 0 ≤ θ ≤ 1 and let α, α˜, β, β˜ be positive real numbers such that
|α− α˜| ≤ αθ/3 and |β − β˜| ≤ βθ/3. Then∣∣∣∣αβ − α˜β˜
∣∣∣∣ ≤ θαβ
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Proof. The inequality can be proven as follows∣∣∣∣αβ − α˜β˜
∣∣∣∣ =
∣∣∣∣∣αβ˜ − α˜βββ˜
∣∣∣∣∣ =
∣∣∣∣∣αβ˜ − αβ + αβ − α˜βββ˜
∣∣∣∣∣
≤
∣∣∣∣∣αβ˜ − αβββ˜
∣∣∣∣∣+
∣∣∣∣αβ − α˜βββ˜
∣∣∣∣ ≤ αθ3β˜ + αθ3β˜ ≤ θαβ
where the last step used β˜ ≥ 23β.
Corollary 11.8. Let A be such that ‖A‖ ≤ 1. A multiplicative θ/15-approximation
of both Tr
(
(I +A/4)e−H
)
/n and Tr
(
e−H
)
/n can be turned into an additive θ-
approximation of
Tr(Ae−H)
Tr(e−H) .
Proof. According to Lemma 11.7, by dividing the two multiplicative approximations
we get a multiplicative θ/5-approximation of
Tr
(
(I +A/4)e−H
)
Tr(e−H)
= 1 +
Tr
(
A
4 e
−H)
Tr(e−H)
. (11.6)
Notice that 1 +
Tr(A4 e
−H)
Tr(e−H) can be upper bounded by 5/4 (using that ‖A‖ ≤ 1),
which implies that the ratio is an additive θ/4-approximation of (11.6). By sub-
tracting 1 from this ratio and multiplying the result by 4 we thus obtain an additive
θ-approximation to Tr
(
Ae−H
)
/Tr
(
e−H
)
.
It thus suffices to approximate both quantities from the corollary separately.
Notice that both are of the form Tr
(
(I +A/4)e−H
)
/n, the first with the actual A,
the second with A = 0. In Lemma 11.9 we first show that we can estimate such
a trace using a block-encoding of B =
√
I +A/4e−H/2. Moreover, we can do so
efficiently provided that Tr(B∗B) = Ω(1).
Recall that a (1, a, ε)-block-encoding of a matrix B ∈ Cn is a (n+ 2a)× (n+ 2a)
unitary of the form (
B˜ ∗
∗ ∗
)
where ‖B − B˜‖ ≤ ε, and the ∗’s represent matrices of an appropriate size, see
Definition 9.6 for the precise definition.
Lemma 11.9. Let U be a (1, a, ε)-block-encoding of a matrix B ∈ Cn×n that sat-
isfies Tr(B∗B) = Ω(1). Let 0 < µ ≤ 1 and assume ε ≤ µTr(B∗B)/(4n). A
multiplicative µ-approximation of Tr(B∗B)/n can be computed using O˜
(√
n
µ
)
appli-
cations of U and U∗, while using the same order of other gates.
Proof. Let us define B˜ = (〈0|a ⊗ I)U(|0〉a ⊗ I) such that ‖B − B˜‖ ≤ ε. Let
|ψ〉 = 1√
n
∑
i∈[n] |i〉|i〉. Then, as we have seen before
‖(B ⊗ I)|ψ〉‖2 = Tr(B∗B)/n.
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Since ‖B − B˜‖ ≤ ε we have
∣∣∣‖(B ⊗ I)|ψ〉‖ − ‖(B˜ ⊗ I)|ψ〉‖∣∣∣ ≤ ε. Using this and the
fact that ‖B‖, ‖B˜‖ ≤ 1, we find that∣∣∣‖(B ⊗ I)|ψ〉‖2 − ‖(B˜ ⊗ I)|ψ〉‖2∣∣∣ ≤ 2ε.
Let U˜ be the circuit that first maps |0 . . . 0〉 7→ 1√
n
∑
i∈[n] |i〉|i〉 and then applies B˜
to the first register using U . That is, U acts on the all-zero state as
U˜ |0 . . . 0〉 = |0〉a(B˜ ⊗ I)|ψ〉+ |Φ〉,
where (〈0|a⊗I)|Φ〉 = 0. By the assumption on the eigenvalues of B and the value of
ε, we have that ‖(B˜⊗ I)|ψ〉‖2 = Ω(1/n). Therefore, applying amplitude estimation
with the unitary U˜ leads to a multiplicative µ/2-approximation of ‖(B˜ ⊗ I)|ψ〉‖2
using O(
√
n
µ ) queries to U˜ (and thus to U), see Lemma 9.3.
Finally we observe that if p is a multiplicative µ/2-approximation of ‖(B˜ ⊗
I)|ψ〉‖2, then
|p− ‖(B ⊗ I)|ψ〉‖2| ≤ |p− ‖(B˜ ⊗ I)|ψ〉‖2|+ 2ε
≤ µ/2‖(B˜ ⊗ I)|ψ〉‖2 + 2ε
≤ µ/2(‖(B ⊗ I)|ψ〉‖2 + 2ε) + 2ε.
Hence, since ε is such that µ/2 · 2ε+ 2ε ≤ µ/2‖(B ⊗ I)|ψ〉‖2, it follows that p is a
multiplicative µ-approximation of ‖(B ⊗ I)|ψ〉‖2 = Tr(B∗B)/n.
It remains to show how to implement a block-encoding of
√
I +A/4e−H/2
with the desired properties efficiently. In order to have an Ω(1)-lower bound on
Tr
(
(I +A/4)e−H
)
it suffices to make sure that the smallest eigenvalues of I +A/4
is at least a constant, and that the largest eigenvalue of e−H is at least a constant.
By the assumption on the norm of A, the smallest eigenvalue of I + A/4 will be
at least 3/4. As we have remarked before, we may shift H by a scalar multiple of
the identity. If we shift H such that H  0 but H 6 I, then the largest eigen-
value of e−H will be larger than 1/e. Let us show how to efficiently implement a
block-encoding of
√
I +A/4e−H/2, assuming that H  0.
Lemma 11.10. Let A,H ∈ Cn×n (n = 2q) be Hermitian matrices such that ‖A‖ ≤
1, ‖H‖ ≤ K for a known bound K > 1, and H  0. Assume A is s-sparse and H is
d-sparse with s ≤ d. Let ε > 0. We can implement a (1, 2(q+ 6), 2ε)-block-encoding
of
√
I+A/4
4
e−H/2
4 using O˜(dK) queries to A and H, while using the same order of
other gates.
Proof. Let UA and UH be (1, q + 6, ε)-block-encodings of
√
I+A/4
4 and e
−H/2/4 re-
spectively, constructed using Lemma 9.10 and Lemma 9.11. These block-encodings
can be created using O˜(dK) queries to A and H. Using Lemma 9.8 we can combine
these block-encodings into a (1, 2(q + 6), 2ε)-block-encoding UA,H of
B :=
√
I +A/4
4
e−H/2
4
.
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Theorem 11.11. Let A,H ∈ Cn×n be Hermitian matrices such that ‖A‖ ≤ 1 and
‖H‖ ≤ K for a known bound K > 1. Assume A is s-sparse and H is d-sparse with
s ≤ d. An additive θ-approximation of
Tr(Aρ) =
Tr
(
Ae−H
)
Tr(e−H)
can be computed using O˜
(√
ndK
θ
)
queries to A and H, while using the same order
of other gates.
Proof. Start by computing an estimate λ˜min of λmin(H), the minimum eigenvalue of
H, up to additive error 1/2 using Lemma 9.5. We define H+ := H−(λ˜min−1/2)I, so
that λmin(H+) ∈ [0, 1]. We then apply Lemma 11.10 and Lemma 11.9 twice, once to
the matrices A,H+ and once to the matrices 0, H+, to obtain multiplicative θ/15-
approximations of Tr
(
(I +A/4)e−H
)
/n and Tr
(
e−H
)
/n, which we can combine
to an additive θ-approximation of Tr(Aρ) using Corollary 11.8. The complexity
statement follows from the applied lemmas.
The special case of diagonal matrices – for LP-solving
In this section we consider diagonal matrices, assuming oracle access to H of the
following form:
OH |i〉|z〉 = |i〉|z ⊕Hii〉
and similarly for A. Notice that this kind of oracle can easily be constructed from
the general sparse matrix oracle (11.4) that we assume access to.
Lemma 11.12. Let A,H ∈ Rn×n be diagonal matrices such that ‖A‖ ≤ 1 and
H  0, and let ε > 0 be an error parameter. Then there exists a unitary U˜A,H such
that ∣∣∣∣∥∥∥(〈0| ⊗ I)U˜A,H |0 . . . 0〉∥∥∥2 − Tr(I +A/24n e−H
)∣∣∣∣ ≤ ε,
which uses 1 quantum query to A and H and O(logO(1)(1/ε) + log(n)) other gates.
Proof. First we prepare the state
∑n
i=1 |i〉/
√
n with O(log(n)) one- and two-qubit
gates. If n is a power of 2 we do this by applying log2(n) Hadamard gates on
|0〉⊗ log2(n); in the general case it is still possible to prepare the state ∑ni=1 |i〉/√n
with O(log(n)) two-qubit gates, for example by preparing the state ∑ki=1 |i〉/√k
for k = 2dlog2(n)e and then using (exact) amplitude amplification in order to remove
the i > n from the superposition.
Then we query the values of H and A to get the state
∑n
i=1 |i〉|Hii〉|Aii〉/
√
n.
Using these binary values we apply a finite-precision arithmetic circuit to prepare
1√
n
n∑
i=1
|i〉|Hii〉|Aii〉|βi〉,
where βi := arcsin
(√
1+Aii/2
4 e
−Hii + δi
)
/pi, and |δi| ≤ ε. Note that the error
δi comes from writing down only a finite number of bits b1.b2b3 . . . blog(8/ε) of
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1+Aii/2
4 e
−Hii . Due to our choice of A and H, we know that βi lies in [0, 1]. We
proceed by first adding an ancilla qubit initialized to |1〉 in front of the state, then
we apply log(8/ε) controlled rotations to this qubit: for each j such that bj = 1 we
apply a rotation by angle pi2−j . In other words, if b1 = 1, then we rotate |1〉 fully to
|0〉. If b2 = 1, then we rotate halfway, and we proceed further by halving the angle
for each subsequent bit. We will end up with a normalized version of the state:
n∑
i=1
(√
1 +Aii/2
4
e−Hii + δi|0〉+
√
1− 1 +Aii/2
4
e−Hii − δi|1〉
)
|i〉|Aii〉|Hii〉|βi〉.
It is now easy to see that the squared norm of the |0〉-part of the normalized state
is as required:∥∥∥∥∥ 1√n
n∑
i=1
√
1 +Aii/2
4
e−Hii + δi|i〉
∥∥∥∥∥
2
=
Tr
(
(I +A/2)e−H
)
4n
+
n∑
i=1
δi
n
,
which is an additive ε-approximation since
∣∣∑n
i=1
δi
n
∣∣ ≤ ε.
Corollary 11.13. Let A,H ∈ Rn×n be diagonal matrices, with ‖A‖ ≤ 1, let θ ∈
(0, 1]. An additive θ-approximation of
Tr(Aρ) =
Tr
(
Ae−H
)
Tr(e−H)
can be computed using O
(√
n
θ
)
queries to A and H and O˜
(√
n
θ
)
other gates.
Proof. Let ε > 0 be a constant to be determined later. Since H is a diagonal matrix,
its eigenvalues are exactly its diagonal entries. Using the quantum minimum-finding
algorithm of Du¨rr and Høyer [DH96] (see also Section 9.2.4) one can find (with high
success probability) the minimum λmin of the diagonal entries using O(
√
n) queries
to the matrix elements. Let H+ := H − λminI. Lemma 11.12 applied to A and H+
shows that there exists a unitary U such that U |0 . . . 0〉 = |0〉|ψ〉+ |1〉|φ〉 where |ψ〉
and |φ〉 are subnormalized states such that∣∣∣∣∣‖|ψ〉‖2 − Tr
(
(I +A/2)e−H+
)
4n
∣∣∣∣∣ ≤ ε.
Assuming that ε < 12
Tr((I+A/2)e−H+)
4n , this implies that
‖|ψ〉‖2 ≥ 1
2
Tr
(
(I +A/2)e−H+
)
4n
= Ω(1/n),
where we use that λmin(H+) ∈ [0, 1]. Therefore, using the amplitude estimation pro-
cedure of Lemma 9.3, we can find a θ/18-multiplicative approximation p of ‖|ψ〉‖2
using O˜
(√
n
θ
)
applications of U and U∗. As in the proof of Lemma 11.9 one can
show that this θ/18-multiplicative approximation of ‖|ψ〉‖2 is a θ/9-multiplicative
206 Chapter 11. Quantum algorithms for semidefinite programming
approximation of
Tr((I+A/2)e−H+)
4n , assuming that ε ≤ θ9 ·
Tr((I+A/2)e−H+)
16n . We
therefore choose ε = θ9 ·
Tr((I+A/2)e−H+)
16n . Repeating the procedure with A = 0 and
combining the resulting multiplicative approximations using Lemma 11.8 shows that
an additive θ-approximation to Tr(Aρ) =
Tr(Ae−H)
Tr(e−H) can be obtained using O
(√
n
θ
)
queries to A and H.
11.2.3 An efficient 2-sparse oracle
Recall from the end of Section 11.2.1 that a˜j is an additive θ-approximation to
Tr(Ajρ), c˜ is a θ-approximation to Tr(Cρ) and c
′ = c˜− rθ − θ.
Our goal is to find a y ∈ P˜(a˜, c′), i.e., a y such that
‖y‖1 ≤ r (11.7)
bT y ≤ α
a˜T y ≥ c′
y ≥ 0
We first describe our quantum 2-sparse oracle assuming access to a unitary which
acts as |j〉|0〉|0〉 7→ |j〉|a˜j〉|ψj〉, where |ψj〉 is some workspace state depending on j.
We then briefly discuss how to modify the analysis when we are given an oracle which
acts as |j〉|0〉|0〉 7→ |j〉∑i βij |a˜ij〉|ψij〉 (where each a˜ij is an additive θ-approximation
to Tr(Ajρ)), since this is the output of the trace-estimation procedure of the previous
section.
If α ≥ 0 and c′ ≤ 0, then y = 0 is a solution to (11.7) and our oracle can return
it. If not, then we may write y = Nq with N = ‖y‖1 > 0 and hence ‖q‖1 = 1. So
we are looking for an N and a q such that
bT q ≤ α/N (11.8)
a˜T q ≥ c′/N
‖q‖1 = 1
q ≥ 0
0 < N ≤ r
We can now view q ∈ Rm+ as the coefficients of a convex combination of the points
pi = (bi, a˜i) in the plane. We want such a combination that lies to the upper left of
gN = (α/N, c
′/N) for some 0 < N ≤ r. Let GN denote the upper-left quadrant of
the plane starting at gN .
Lemma 11.14. If there is a y ∈ P˜(a˜, c′), then there is a 2-sparse y′ ∈ P˜(a˜, c′) such
that ‖y‖1 = ‖y′‖1.
Proof. Consider pi = (bi, a˜i) and g = (α/N, c
′/N) as before, and write y = Nq
where
∑m
j=1 qj = 1, q ≥ 0. The vector q certifies that a convex combination of the
points pi lies in GN . But then there exist j, k ∈ [m] such that the line segment pjpk
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intersects GN . All points on this line segment are convex combinations of pj and
pk, hence there is a convex combination of pj and pk that lies in GN . This gives a
2-sparse q′, and y′ = Nq′ ∈ P˜(a˜, c′).
Let G = ⋃N∈(0,r] GN , see Figure 11.1 for the shape of G. Then we want to find
two points pj , pk that have a convex combination in G, since this implies that a
scaled version of their convex combination gives a y ∈ P˜(a˜, c′) with ‖y‖1 ≤ r (this
scaling can be computed efficiently given pj and pk).
(a) α < 0, c′ < 0 (b) α < 0, c′ ≥ 0
(c) α ≥ 0, c′ < 0 (d) α ≥ 0, c′ ≥ 0
Figure 11.1: The region G in light blue. The borders of two quadrants GN have
been drawn by thick dashed blue lines. The red dot at the beginning of the arrow
is the point (α/r, c′/r).
Furthermore, regarding the possible (non-)emptiness of G we know the following
by Lemma 11.6 and Lemma 11.14:
• If P0(X)∩{y ∈ Rm :
∑
j yj ≤ r} is non-empty, then some convex combination
of two of the pj ’s lies in G.
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• If P4Rrθ(X)∩ {y ∈ Rm :
∑
j yj ≤ r} is empty, then no convex combination of
the pj ’s lies in G.
Lemma 11.15. There is an algorithm that returns a 2-sparse vector q such that∑m
j=1 qjpj ∈ G, if one exists, using one search and two minimizations over the m
points pj = (bj , a˜j). This gives a classical algorithm that uses O(m) calls to the
subroutine that gives the entries of a˜, and O(m) other operations; and a quantum
algorithm that (in order to solve the problem with high probability) uses O(√m)
calls to an (exact quantum) subroutine that gives the entries of a˜, and O˜(√m)
other gates.
Proof. The algorithm can be summarized as follows:
1. Check if α ≥ 0 and c′ ≤ 0. If so, then return q = 0.
2. Check if there is a pi ∈ G. If so, then return q = ei
3. Find pj , pk so that the line segment pjpk goes through G and return the
corresponding q.
4. If the first three steps did not return a vector q, then output ‘Fail’.
The main realization is that in step 3 we can search separately for pj and pk.
We explain this in more detail below, but first we will need a better understanding
of the shape of G (see Figure 11.1 for illustration). The shape of G depends on the
sign of α and c′.
(a) If α < 0 and c′ < 0. The corner point of G is (α/r, c′/r). One edge goes
up vertically and an other follows the line segment λ · (α, c′) for λ ∈ [1/r,∞)
starting at the corner.
(b) If α < 0 and c′ ≥ 0. Here GN ⊆ Gr for N ≤ r. So G = Gr. The corner point
is again (α/r, c′/r), but now one edge goes up vertically and one goes to the
left horizontally.
(c) If α ≥ 0 and c′ ≤ 0. This is the case where y = 0 is a solution, G is the whole
plane and has no corner.
(d) If α ≥ 0 and c′ > 0. The corner point of G is again (α/r, c′/r). From there
one edge goes to the left horizontally and one edge follows the line segment
λ · (α, c′) for λ ∈ [1/r,∞).
Since G is always an intersection of at most 2 halfspaces, steps 1-2 of the algo-
rithm are easy to perform. In step 1 we handle case (c) by simply returning y = 0.
For the other cases (α/r, c′/r) is the corner point of G and the two edges are simple
lines. Hence in step 2 we can easily search through all the points to find out if there
is one lying in G; since G is a very simple region, this only amounts to checking on
which side of the two lines a point lies.
Now, if we cannot find a single point in G in step 2, then we need a combination
of two points in step 3. Let L1, L2 be the edges of G and let `j and `k be the
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L2
L1
pj
pk
∠L2`k
∠L1L2
∠`jL1 (α/r, c
′/r)
Figure 11.2: Illustration of G with the points pj , pk and the angles
∠`jL1,∠L1L2,∠L2`k drawn in. Clearly the line pjpk only crosses G when the
total angle is less than pi.
line segments from (α/r, c′/r) to pj and pk, respectively. Then, as can be seen in
Figure 11.2, the line segment pjpk goes through G if and only if (up to relabeling
pj and pk) ∠`jL1 +∠L1L2 +∠L2`k ≤ pi. Since ∠L1L2 is fixed, we can simply look
for a j such that ∠`jL1 is minimized and a k such that ∠L2`k is minimized. If pjpk
does not pass through G for this pair of points, then it does not for any of the pairs
of points.
Notice that these minimizations can be done separately and hence can be done
in the stated complexity. Given the minimizing points pj and pk, it is easy to check
if they give a solution by calculating the angle between `j and `k. The coefficients
of the convex combination q are then easy to compute.
The analysis above applies if there are m points pj = (bj , a˜j), where j ∈ [m],
and we are given a unitary which acts as |j〉|0〉|0〉 7→ |j〉|a˜j〉|ψj〉. We now consider
the more general case where we are given access to a unitary which for each j
provides a superposition over different values a˜j . That is, we assume that we are
given an oracle that acts as |j〉|0〉|0〉 7→ |j〉∑i βij |a˜ij〉|ψij〉 where each |a˜ij〉 is an
approximation of aj and the amplitudes β
i
j are such that measuring the second
register with high probability returns an a˜ij which is θ-close to aj . We do so because
the trace estimation procedure of Corollary 11.11 provides an oracle of this form.
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Since we can exponentially reduce the probability that we obtain an a˜ij which is
further than θ away from aj , we will for simplicity assume that for all i, j we have
|a˜ij − aj | ≤ θ; the neglected exponentially small probabilities will only affect the
analysis in negligible ways.
Let pij := (bj , a˜
i
j). Our new goal will be to find a 2-sparse vector q and points p
i
j
and pi
′
k such that qjp
i
j + qkp
i′
k ∈ G, or to conclude that for all j, k ∈ [m] there exist
i and i′ such that no q exists for which qjpij + qkp
i′
k ∈ G.
Note that while we do not allow our quantum algorithm enough time to obtain
classical descriptions of all a˜js (we aim for a runtime of O˜(
√
m)), we do have enough
time to compute c˜ once initially (after this measurement G is well-defined). Knowing
c˜, we can compute the angles defined by the points pij = (bj , a˜
i
j) with respect to
the corner point of (α/r, (c˜ − θ)/r − θ) and the lines L1, L2 (see Figure 11.2). We
now apply our generalized minimum-finding algorithm with runtime O˜(√m) (see
Theorem 9.4) starting with a uniform superposition over the js to find k, ` ∈ [m] and
points pik and p
i′
` approximately minimizing the respective angles to lines L1, L2.
Here ‘approximately minimizing’ means that there is no j ∈ [m] such that for all i′′
the angle of pi
′′
j = (bj , a˜
i′′
j ) with L1 is smaller than that of p
i
k with L1 (and similar
for ` and L2). From this point on we can simply consider the model in Lemma 11.15
since by the analysis above there exists an approximation a˜ ∈ Rm with a˜k = a˜ik and
a˜` = a˜
i′
` and where k and ` are the correct minimizers.
11.2.4 Total runtime
We are now ready to add our quantum implementations of the trace calculations
and the oracle to the classical Arora-Kale framework.
Theorem 11.1. Instantiating Meta-Algorithm 1 using the trace calculation algo-
rithm from Section 11.2.2 and the oracle from Section 11.2.3 (with width-bound
w := r + 1), and using this to do a binary search for OPT ∈ [−R,R] (using dif-
ferent guesses α for OPT), gives a quantum algorithm for solving SDPs of the
form (11.1), which (with high probability) produces a feasible solution y to the dual
program which is optimal up to an additive error ε, and uses
O˜
(
√
nms2
(
Rr
ε
)8)
queries to the input matrices and the same order of other gates.
Proof. Using our implementations of the different building blocks, it remains to
calculate what the total complexity will be when they are used together.
Cost of the oracle for H(t). The first problem in each iteration is to obtain ac-
cess to an oracle for H(t). In each iteration the oracle will produce a y(t)
that is at most 2-sparse, and hence in the (t+ 1)th iteration, H(t) is a linear
combination of 2t of the Aj matrices and the C matrix.
We can write down a sparse representation of the coefficients of the linear
combination that gives H(t) in each iteration by adding the new terms coming
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from y(t). This will clearly not take longer than O˜(T ), since there are only a
constant number of terms to add for our oracle. As we will see, this term will
not dominate the complexity of the full algorithm.
Using such a sparse representation of the coefficients, one query to a sparse
representation of H(t) will cost O˜(st) queries to the input matrices and O˜(st)
other gates. For a detailed explanation and a matching lower bound for this
part, see [vAGGdW17, App. D].
Cost of the oracle for Tr(Ajρ). In each iteration M
(t) is made to have operator
norm at most 1. This means that∥∥∥−ηH(t)∥∥∥ ≤ η t∑
τ=1
∥∥∥M (τ)∥∥∥ ≤ ηt.
Furthermore we know that H(t) is at most d := s(2t+ 1)-sparse. Calculating
Tr(Ajρ) for one index j up to an additive error of θ := ε/(12Rr) can be done
using the algorithm from Theorem 11.11. This will take
O˜
(√
n
‖H‖d
θ
)
= O˜
(√
nsηt2
(
Rr
ε
))
queries to the oracle for H(t) and the same order of other gates. Since each
query to H(t) takes O˜(st) queries to the input matrices, this means that
O˜
(√
nηs2t3
(
Rr
ε
))
queries to the input matrices will be made, and the same order of other gates,
for each approximation of a Tr(Ajρ) (and similarly for approximating Tr(Cρ)).
Total cost of one iteration. Lemma 11.15 tells us that we will use O˜(√m) cal-
culations of Tr(Ajρ), and the same order of other gates, to calculate a classical
description of a 2-sparse y(t). This brings the total cost of one iteration to
O˜
(√
nmηs2t3
(
Rr
ε
))
queries to the input matrices, and the same order of other gates.
Total quantum runtime for SDPs. Since w ≤ r + 1 we can set T = O˜
(
R2r2
ε2
)
.
With η =
√
ln(n)
T , summing over all iterations in one run of the algorithm
gives a total cost of
O˜
(
T∑
t=1
√
nmηs2t3
(
Rr
ε
))
= O˜
(√
nmηs2T 4
(
Rr
ε
))
= O˜
(
√
nms2
(
Rr
ε
)8)
queries to the input matrices and the same order of other gates.
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Total quantum runtime for LPs. The final complexity of our algorithm con-
tains a factor O˜(sT ) that comes from the sparsity of the H(t) matrix. This assumes
that when we add the input matrices together, the rows become less sparse. This
need not happen for certain SDPs. For example, in the SDP relaxation of MAX-
CUT, the H(t) will always be d-sparse, where d is the degree of the graph. A more
important class of examples is that of linear programs: since LPs have diagonal Aj
and C, their sparsity is s = 1, and even the sparsity of the H(t) is always 1. This,
plus the fact that the traces can be computed without a factor ‖H‖ in the com-
plexity (as shown in Corollary 11.13 in Section 11.2.2), means that our algorithm
solves LPs with
O˜
(
√
nm
(
Rr
ε
)5)
queries to the input matrices and the same order of other gates.
11.3 Downside of this method: general oracles are
restrictive
In this section we show some of the limitations of a method that uses sparse or
general oracles, i.e., ones that are not optimized for the properties of specific SDPs.
We will start by discussing sparse oracles in the next section. We will use a counting
argument to show that sparse solutions cannot hold too much information about a
problem’s solution. In Section 11.3.2 we will show that width-bounds that do not
depend on the specific structure of an SDP are for many problems not efficient.
11.3.1 Sparse oracles are restrictive
Lemma 11.16. If, for some specific SDP of the form (11.1), every ε-optimal dual-
feasible vector has at least ` non-zero elements, then the width w of any k-sparse
Oracleε/3 for this SDP is such that
Rw
ε = Ω
(√
`
k ln(n)
)
.
Proof. The vector y¯ returned by Meta-Algorithm 1 is, by construction, the average
of T vectors y(t) that are all k-sparse, plus one extra 1-sparse term of εRe1, and
hence ` ≤ kT + 1. The stated bound on Rwε then follows directly by combining this
inequality with T = O(R2w2ε2 ln(n)).
The oracle presented in Section 11.2.3 always provides a 2-sparse vector y. This
implies that if an SDP requires an `-sparse dual solution, we must have Rwε =
Ω(
√
`/ ln(n)). This in turn means that the upper bound on the runtime of our
algorithm will be of order `7/2
√
nms3/2. This is clearly bad if ` is of the order n or
m.
Of course it could be the case that almost every SDP of interest has a sparse
approximate dual solution (or can easily be rewritten so that it does), and hence
sparseness might be not a restriction at all. However, as we will see below, this is
not the case. We will prove that for certain kinds of SDPs, no “useful” dual solution
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can be very sparse. Intuitively, a dual solution to an SDP is “useful” if it can be
turned into a solution of the problem that the SDP is trying to solve. We make this
more precise in the definition below.
Definition 11.17. A problem is defined by a function f that, for every element
p of the problem domain D, gives a subset of the solution space S, consisting of
the solutions that are considered correct. We say a family of SDPs, {SDP (p)}p∈D,
solves the problem via the dual if there is an ε ≥ 0 and a function g such that for
every p ∈ D and every ε-optimal dual-feasible vector y(p) to SDP (p):
g(y(p)) ∈ f(p).
In other words, an ε-optimal dual solution can be converted into a correct solution
of the original problem without more knowledge of p.
For these kinds of SDP families we will prove a lower bound on the sparsity
of the dual solutions. The idea for this bound is as follows. If you have a lot of
different instances that require different solutions, but the SDPs are equivalent up
to permuting the constraints and the coordinates of Rn, then a dual solution vector
should have a lot of unique permutations and hence cannot be too sparse.
Theorem 11.18. Consider a problem and a family of SDPs as in Definition 11.17.
Let T ⊆ D be such that for all p, q ∈ T :
• f(p)∩ f(q) = ∅. That is, a solution to p is not a solution to q and vice versa.
• The number of constraints m and the primal variable size n are the same for
SDP (p) and SDP (q).
• Let A(p)j be the constraints of SDP (p) and A(q)j those from SDP (q) (and define
C(p), C(q), b
(p)
j , and b
(q)
j in the same manner). Then there exist σ ∈ Sn,
pi ∈ Sm s.t. σ−1A(p)pi(j)σ = A(q)j (and σ−1C(p)σ = C(q)). That is, the SDPs are
the same up to permutations of the labels of the constraints and permutations
of the coordinates of Rn.
If y(p) is an ε-optimal dual-feasible vector to SDP (p) for some p ∈ T , then y(p) is
at least log(|T |)logm -dense (i.e., has at least that many non-zero entries).
Proof. We first observe that, with SDP (p) and SDP (q) as in the lemma, if y(p) is
an ε-optimal dual-feasible vector of SDP (p), then y(q) defined by
y
(q)
j := y
(p)
pi(j) = pi(y
(p))j
is an ε-optimal dual vector for SDP (q). Here we use the fact that a permutation of
the n coordinates in the primal does not affect the dual solutions. Since f(p)∩f(q) =
∅ we know that g(y(p)) 6= g(y(q)) and so y(p) 6= y(q). Since this is true for every q in
T , there should be at least |T | different vectors y(q) = pi(y(p)).
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A k-sparse vector can have k different non-zero entries and hence the number of
possible unique permutations of that vector is at most(
m
k
)
k! =
m!
(m− k)! =
m∏
t=m−k+1
t ≤ mk
so
log |T |
logm
≤ k.
Example. Consider the (s, t)-mincut problem, i.e., the dual of the (s, t)-maxflow.
Specifically, consider a simple instance of this problem: the union of two complete
graphs of size z + 1, where s is in one subgraph and t in the other. Let the other
vertices be labeled by {1, 2, . . . , 2z}. Every assignment of the labels over the two
halves gives a unique mincut, in terms of which labels fall on which side of the cut.
There is exactly one partition of the vertices in two sets that cuts no edges (namely
the partition consisting of the two complete graphs), and every other partition cuts
at least z edges. Hence a z/2-approximate cut is a mincut. This means that there
are
(
2z
z
)
problems that require a different output. So for every family of SDPs that
is symmetric under permutation of the vertices and for which a z/2-approximate
dual solution gives an (s, t)-mincut, the sparsity of a z/2-approximate dual solution
is at least6
log
(
2z
z
)
logm
≥ z
logm
,
where we used that
(
2z
z
) ≥ 22z
2
√
z
.
11.3.2 General width-bounds are restrictive for certain SDPs
In this section we will show that width-bounds can be restrictive when they do not
consider the specific structure of an SDP.
Definition 11.19. An algorithm is called a general oracle if it implements an
oracle for all SDPs, optimal value guesses α and error parameters ε. A function
w(n,m, s, r, R, ε) is called a general width-bound for a general oracle if it is a
correct width-bound for that oracle, for every SDP with parameters n,m, s, r, R, ε. In
particular, the function w may not depend on the structure of the input A1, . . . , Am,
C, b or on the value of α.
We will show that general width-bounds need to scale with r∗ (recall that r∗
denotes the smallest `1-norm of an optimal solution to the dual). We then go on to
show that if two SDPs in a class can be combined to get another element of that
class in a natural manner, then, under some mild conditions, r∗ will be of the order
n and m for some instances of the class.
We start by showing, for specifically constructed LPs, a lower bound on the
width of any oracle. Although these LPs will not solve any useful problem, every
6Here m is the number of constraints, not the number of edges in the graph.
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general width-bound should also apply to these LPs. This gives a lower bound on
general width-bounds.
Lemma 11.20. For every n ≥ 3, m ≥ 3, s ≥ 1, R∗ ≥ 1, r∗ > 0, and ε ≤ 1/2 there
is an SDP with these parameters for which every oracle with precision ε has width
at least 12r
∗.
Proof. We will construct an LP for n = m = 3. This is enough to prove the lemma
since LPs are a subclass of SDPs and we can increase n, m, and s by adding more
dimensions and s-sparse SDP constraints that do not influence the analysis below.
For some k > 0, consider the following LP
max x1
s.t.
 1 1 11/k 1 0
−1 0 −1
x ≤
 R0
−R

x ≥ 0
where the first row is the primal trace constraint. Notice that x1 = x2 = 0 due to
the second constraint. This implies that OPT = 0 and, due to the last constraint,
that x3 ≥ R. In fact, (0, 0, R) is an optimal solution, so R∗ = R.
To calculate r∗, look at the dual of the LP:
min R(y1 − y3)
s.t.
1 1/k −11 1 0
1 0 −1
y ≥
10
0

y ≥ 0,
due to strong duality its optimal value is 0 as well. This implies y1 = y3, so the first
constraint becomes y2 ≥ k. This in turn implies r∗ ≥ k, which is actually attained
(by y = (0, k, 0)) so r∗ = k.
Since the oracle and width-bound should work for every x ∈ R3+ and every α,
they should in particular work for x = (R, 0, 0) and α = 0. In this case the polytope
for the oracle becomes
Pε(x) := {y ∈ Rm : y1 − y3 ≤ 0,
(y1 − y3 + y2
k
)R ≥ R− ε,
y ≥ 0}.
This implies that for every y ∈ Pε(x), we have y2 ≥ k(1− εR ) ≥ k/2 = r∗/2.
Notice that the term ∥∥∥∥∥∥
m∑
j=1
yjAj − C
∥∥∥∥∥∥
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in the definition of width for an SDP becomes∥∥AT y − c∥∥∞
in the case of an LP. In our case, due to the second constraint in the dual, we know
that ∥∥AT y − c∥∥∞ ≥ y1 + y2 ≥ r∗2
for every vector y from Pε(x). This shows that any oracle has width at least r∗/2
for this LP.
Corollary 11.21. For every general width-bound w(n,m, s, r, R, ε), if n,m ≥ 3,
s ≥ 1, r > 0, R ≥ 1, and ε ≤ 1/2, then
w(n,m, s, r, R, ε) ≥ r
2
.
Note that this bound applies to both our algorithm and the one given by Branda˜o
and Svore. It turns out that for many natural classes of SDPs, r∗, R∗, ε, n and m
can grow linearly for some instances. In particular, this is the case if SDPs in
a class combine in a natural manner. Take for example two SDP relaxations for
the MAXCUT problem on two graphs G(1) and G(2) (on n(1) and n(2) vertices,
respectively):
max Tr
(
L(G(1))X(1)
)
s.t. Tr
(
X(1)
)
≤ n(1)
Tr
(
EjjX
(1)
)
≤ 1 for j ∈ [n(1)]
X(1)  0
max Tr
(
L(G(2))X(2)
)
s.t. Tr
(
X(2)
)
≤ n(2)
Tr
(
EjjX
(2)
)
≤ 1 for j ∈ [n(2)]
X(2)  0
Where L(G) is the Laplacian of a graph. Note that this is not normalized to operator
norm ≤ 1, but for simplicity we ignore this here. For the disjoint union of the two
graphs, we have
L(G(1) ∪G(2)) = L(G(1))⊕ L(G(2)).
This, plus the fact that the trace distributes over direct sums of matrices, means
that the SDP relaxation for MAXCUT on G(1) ∪ G(2) is the same as a natural
combination of the two separate maximizations:
max Tr
(
L(G(1))X(1)
)
+ Tr
(
L(G(2))X(2)
)
s.t. Tr
(
X(1)
)
+ Tr
(
X(2)
)
≤ n(1) + n(2)
Tr
(
EjjX
(1)
)
≤ 1 for j = 1, . . . , n(1)
Tr
(
EjjX
(2)
)
≤ 1 for j = 1, . . . , n(2)
X(1), X(2)  0.
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It is easy to see that the new value of n is n(1) + n(2), the new value of m is
m(1) +m(2) − 1 and the new value of R∗ is n(1) + n(2) = R∗(1) + R∗(2). Since it is
natural for the MAXCUT relaxation that the additive errors also add, it remains to
see what happens to r∗, and so, for general width-bounds, what happens to w. As we
will see later in this section, under some mild conditions, these kind of combinations
imply that there are MAXCUT-relaxation SDPs for which r∗ also increases linearly,
but this requires a bit more work.
Definition 11.22. We say that a class of SDPs (each with an associated allowed
approximation error) is combinable if there is a k ≥ 0 so that for every two elements
in this class, (SDP (a), ε(a)) and (SDP (b), ε(b)), there is an instance in the class,
(SDP (c), ε(c)), that is a combination of the two in the following sense:
• C(c) = C(a) ⊕ C(b).
• A(c)j = A(a)j ⊕A(b)j and b(c)j = b(a)j + b(b)j for j ∈ [k].
• A(c)j = A(a)j ⊕ 0 and b(c)j = b(a)j for j = k + 1, . . . ,m(a).
• A(c)
m(a)+j−k = 0⊕A
(b)
j and b
(c)
m(a)+j−k = b
(b)
j for j = k + 1, . . . ,m
(b).
• ε(c) ≤ ε(a) + ε(b).
In other words, some fixed set of constraints are summed pairwise, and the remaining
constraints get added separately.
Note that this is a natural generalization of the combining property of the MAX-
CUT relaxations (in that case k = 1 to account for the trace bound).
Theorem 11.23. If a class of SDPs is combinable and there is a δ > 0 and an
element SDP (1) for which every optimal dual solution has the property that
m∑
j=k+1
yj ≥ δ,
then there is a sequence (SDP (t))t∈N in the class such that R
∗(t)r∗(t)
ε(t)
increases lin-
early in n(t), m(t) and t.
Proof. The sequence we will consider is the t-fold combination of SDP (1) with itself.
If SDP (1) is
max Tr(CX)
s.t. Tr(AjX) ≤ bj for j ∈ [m(1)],
X  0
min
m(1)∑
j=1
bjyj
s.t.
m(1)∑
j=1
yjAj − C  0,
y ≥ 0
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then SDP (t) is
max
t∑
i=1
Tr(CXi)
s.t.
t∑
i=1
Tr(AjXi) ≤ tbj for j ∈ [k],
Tr(AjXi) ≤ bj for j = k + 1, . . . ,m(1) and i = 1, . . . , t
Xi  0 for all i = 1, . . . , t
with dual
min
k∑
j=1
tbjyj +
t∑
i=1
m(1)∑
j=k+1
bjy
i
j
s.t.
k∑
j=1
yjAj +
m(1)∑
j=k+1
yijAj  C for i = 1, . . . , t
y, yi ≥ 0.
First, let us consider the value of OPT(t). Let X(1) be an optimal solution to
SDP (1) and for all i ∈ [t] let Xi = X(1). Since these Xi form a feasible solution to
SDP (t), this shows that OPT(t) ≥ t ·OPT(1). Furthermore, let y(1) be an optimal
dual solution of SDP (1), then (y
(1)
1 , . . . , y
(1)
k )⊕
(
y
(1)
k+1, · · · , y(1)m(1)
)⊕t
is a feasible dual
solution for SDP (t) with objective value t ·OPT(1), so OPT(t) = t ·OPT(1).
Next, let us consider the value of r∗(t). Let y˜ ⊕ y1 ⊕ · · · ⊕ yt be an optimal
dual solution for SDP (t), split into the parts of y that correspond to different parts
of the combination. Then y˜ ⊕ yi is a feasible dual solution for SDP (1) and hence
bT (y˜ ⊕ yi) ≥ OPT(1). On the other hand we have
t ·OPT(1) = OPT(t) =
t∑
i=1
bT (y˜ ⊕ yi),
this implies that each term in the sum is actually equal to OPT(1). But if (y˜ ⊕ yi)
is an optimal dual solution of SDP (1) then
∥∥(y˜ ⊕ yi)∥∥
1
≥ r∗(1) by definition and∥∥yi∥∥
1
≥ δ. We conclude that r∗(t) ≥ r∗(1) − δ + tδ.
Now we know the behavior of r∗ under combinations, let us look at the primal
to find a similar statement for R∗(t). Define a new SDP, ŜDP
(t)
, in which all
the constraints are summed when combining, that is, in Definition 11.22 we take
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k = n(1), however, contrary to that definition, we even sum the psd constraints:
max
t∑
i=1
Tr(CXi)
s.t.
t∑
i=1
Tr(AjXi) ≤ tbj for j ∈ [m(1)],
t∑
i=1
Xi  0.
This SDP has the same objective function as SDP (t) but a larger feasible region:
every feasible X1, . . . , Xt for SDP
(t) is also feasible for ŜDP
(t)
. However, by a
change of variables, X :=
∑t
i=1Xi, it is easy to see that ŜDP
(t)
is simply a scaled
version of SDP (1). So, ŜDP
(t)
has optimal value t · OPT(1). Since optimal solu-
tions to ŜDP
(t)
are scaled optimal solutions to SDP (1), we have Rˆ∗(t) = t · R∗(1).
Combining the above, it follows that every optimal solution to SDP (t) is optimal
to ŜDP
(t)
as well, and hence has trace at least t ·R∗(1), so R∗(t) ≥ t ·R∗(1).
We conclude that
R∗(t)r∗(t)
ε(t)
≥ tR
∗(1)(r∗(1) + (t− 1)δ)
tε(1)
= Ω(t)
and n(t) = tn(1), m(t) = t(m(1) − k) + k.
This shows that for many natural SDP formulations for combinatorial problems,
such as the MAXCUT relaxation, R∗r∗/ε increases linearly in n and m for some
instances. Hence, using R∗ ≤ R and Lemma 11.20, Rw/ε grows at least linearly
when a general width-bound is used.
11.4 Lower bounds on quantum query complexity
In this section we will show that every LP-solver (and hence every SDP-solver) that
can distinguish (with high probability) between an optimal value being 0 or 1 needs
Ω
(√
max{n,m}(min{n,m})3/2
)
quantum queries to the input in the worst case.
For the lower bound on LP-solving we will give a reduction from a composition
of Majority and OR functions. Here the majority function on a bits is the function
MAJa : {0, 1}a → {0, 1} that maps x ∈ {0, 1}a to 1 if |x| > a/2 and to 0 otherwise.
We say that an input x to MAJa is a boundary case if |x| = a2 or |x| = a2 + 1 (we
assume a is even from now on). We have seen the OR function before in Chapter 9.
220 Chapter 11. Quantum algorithms for semidefinite programming
Definition 11.24. Given input bits Zij` ∈ {0, 1}a×b×c the problem of calculating
MAJa(
ORb(MAJc(Z111, . . . , Z11c), . . . ,MAJc(Z1b1, . . . , Z1bc)),
. . . ,
ORb(MAJc(Za11, . . . , Za1c), . . . ,MAJc(Zab1, . . . , Zabc))
)
with the promise that
• Each inner MAJc is a boundary case, in other words
∑c
`=1 Zij` ∈ {c/2, c/2+1}
for all i, j.
• The outer MAJa is a boundary case, in other words, if Z˜ ∈ {0, 1}a is the
bitstring that results from all the OR calculations, then |Z˜| ∈ {a/2, a/2 + 1}.
is called the promise MAJa-ORb-MAJc problem.
Lemma 11.25. It takes at least Ω(a
√
b c) queries to the input to solve the promise
MAJa-ORb-MAJc problem.
Proof. The promise version of MAJk is known to require Ω(k) quantum queries.
Likewise, it is known that the ORk function requires Ω(
√
k) queries. Furthermore,
it is known that the general adversary bound that we have mentioned in Chap-
ter 10 is multiplicative under composition of functions; Kimmel [Kim13, Lemma A.3
(Lemma 6 in the arXiv version)] showed that this even holds for promise functions.
Since the general adversary method characterizes quantum query complexity we
have the same multiplicativity for quantum query complexity. Therefore, the quan-
tum query complexity of MAJa-ORb-MAJc is Ω(a
√
b c).
Lemma 11.26. Determining the value
a∑
i=1
maxj∈[b]
c∑
`=1
Zij`
for a Z from the promise MAJa-ORb-MAJc problem up to additive error ε = 1/3,
solves the promise MAJa-ORb-MAJc problem.
Proof. Notice that due to the first promise,
∑c
`=1 Zij` ∈ {c/2, c/2 + 1} for all
i ∈ [a], j ∈ [b]. This implies that
• If the ith OR is 0, then all of its inner MAJ functions are 0 and hence
maxj∈[b]
c∑
`=1
Zij` =
c
2
• If the ith OR is 1, then at least one of its inner MAJ functions is 1 and hence
maxj∈[b]
c∑
`=1
Zij` =
c
2
+ 1
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Now, if we denote the string of outcomes of the OR functions by Z˜ ∈ {0, 1}a, then
a∑
i=1
maxj∈[b]
c∑
`=1
Zij` = a
c
2
+ |Z˜|
Hence determining the left-hand side will determine |Z˜|; this Hamming weight is
either a2 if the full function evaluates to 0, or
a
2 + 1 if it evaluates to 1.
Lemma 11.27. For an input Z ∈ {0, 1}a×b×c there is an LP with m = c + a and
n = c+ ab for which the optimal value is
a∑
i=1
maxj∈[b]
c∑
`=1
Zij`
Furthermore, a query to an entry of the input matrix or vector costs at most 1 query
to Z.
Proof. Let Z(i) be the matrix one gets by fixing the first index of Z and putting
the entries in a c× b matrix, so Z(i)`j = Zij`. We define the following LP:
OPT = max
c∑
k=1
wk
s.t.

I −Z1 · · · −Za
0 1T
0
. . .
0 1T


w
v(1)
...
v(a)
 ≤

0
1
...
1

v1, . . . , va ∈ Rb+, w ∈ Rc+
Notice every Z(i) is of size c× b, so that indeed m = c+ a and n = c+ ab.
For every i ∈ [a] there is a constraint that says
b∑
j=1
v
(i)
j ≤ 1.
The constraints involving w say that for every k ∈ [c]
wk ≤
a∑
i=1
b∑
j=1
v
(i)
j Z
(i)
kj =
a∑
i=1
(Z(i)v(i))k
where (Z(i)v(i))k is the kth entry of the matrix-vector product Z
(i)v(i). Clearly,
for an optimal solution these constraints will be satisfied with equality, since in the
objective function wk has a positive weight. Summing over k on both sides, we get
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the equality
OPT =
c∑
k=1
wk
=
c∑
k=1
a∑
i=1
(Z(i)v(i))k
=
a∑
i=1
c∑
k=1
(Z(i)v(i))k
=
a∑
i=1
∥∥∥Z(i)v(i)∥∥∥
1
so in the optimum
∥∥Z(i)v(i)∥∥
1
will be maximized. Note that we can use the `1-norm
as a shorthand for the sum over vector elements since all elements are positive. In
particular, the value of
∥∥Z(i)v(i)∥∥
1
is given by
max
∥∥∥Z(i)v(i)∥∥∥
1
s.t.
∥∥∥v(i)∥∥∥
1
≤ 1
v(i) ≥ 0
Now ‖Z(i)v(i)‖1 will be maximized by putting all weight in v(i) on the index that
corresponds to the column of Z(i) that has the highest Hamming weight. In partic-
ular in the optimum ‖Z(i)v(i)‖1 = maxj∈[b]
∑c
`=1 Z
(i)
`j . Putting everything together
gives:
OPT =
a∑
i=1
∥∥∥Z(i)v(i)∥∥∥
1
=
a∑
i=1
maxj∈[b]
c∑
`=1
Z
(i)
`j =
a∑
i=1
maxj∈[b]
c∑
`=1
Zij`
Theorem 11.28. There is a family of LPs, with m ≤ n and two possible integer
optimal values, that require at least Ω(
√
nm3/2) quantum queries to the input to
distinguish those two values.
Proof. Let a = c = m/2 and b = n−ca =
2n
m − 1, so that n = c+ ab and m = c+ a.
By Lemma 11.27 there exists an LP with n = c+ ab and m = c+ a that calculates
a∑
i=1
maxj∈[b]
c∑
`=1
Zij`
for an input Z to the promise MAJa-ORb-MAJc problem. By Lemma 11.26, calcu-
lating this value will solve the promise MAJa-ORb-MAJc problem. By Lemma 11.25
the promise MAJa-ORb-MAJc problem takes Ω(a
√
bc) quantum queries in the worst
case. This implies a lower bound of
Ω
(
m2
√
n
m
)
= Ω(m3/2
√
n)
quantum queries on solving these LPs.
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Corollary 11.29. Distinguishing two optimal values of an LP (and hence also of
an SDP) with additive error ε < 1/2 requires
Ω
(√
max{n,m}(min{n,m})3/2
)
quantum queries to the input matrices in the worst case.
Proof. Since the roles of m and n are exchanged by passing to the dual, the result
follows from Theorem 11.28.
It is important to note that the parameters R and r from the Arora-Kale al-
gorithm are not constant in this family of LPs (R, r = Θ(min{n,m}2) here), and
hence this lower bound does not contradict the scaling with
√
mn of the complexity
of our SDP-solver or Branda˜o and Svore’s. Since we show in the appendix that one
can always rewrite the LP (or SDP) so that 2 of the parameters R, r, ε are constant,
the lower bound implies that any algorithm with a sub-linear dependence on m or n
has to depend at least polynomially on Rr/ε. For example, the above family of LPs
shows that an algorithm with a
√
mn dependence has to have an (Rr/ε)κ factor in
its complexity with κ ≥ 1/4.
11.5 Discussion and related work
In this chapter we have seen better algorithms and lower bounds for quantum SDP-
solvers. Below we briefly point to related work, but first we mention some directions
for future work:
• Applications of our algorithm. As mentioned, both our and Branda˜o-
Svore’s quantum SDP-solvers only improve upon the best classical algorithms
for a specific regime of parameters, namely where mn Rr/ε. Unfortunately,
we don’t know particularly interesting problems in combinatorial optimization
in this regime. As shown in Section 11.3, many natural SDP formulations will
not fall into this regime. Therefore, it would be interesting to find useful SDPs
for which our algorithm gives a significant speed-up.
In subsequent work [vAG18a] van Apeldoorn and Gilyen have described two
possible applications where a speed-up in terms of some parameter is possible.
(Below we state the complexity bound that they achieve using their improved
quantum SDP-solver.)
– They show how the quantum state discrimination problem can be solved
up to additive error ε using O˜(
√
k
ε5 poly(d)) queries to the input. Here
the quantum state discrimination problem can be described as follows:
find a POVM {M (i)}i∈[k] that best discriminates a given set of states
ρ(1), . . . , ρ(k) ∈ Sd+. Here ‘best discriminates’ is measured according to
the objective max
∑
i Tr(M
(i)ρ(i)).
– They show how to determine the ‘optimal’ weighting of k experiments
with which you can learn a hidden d-dimensional state θ ∈ Rd. Here the
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ith experiment produces a sample from a normal distribution centered
at 〈θ, u(i)〉. We refer to their paper for the definition of ‘optimal’. A
quantum SDP-solver can find an approximately optimal weighting in
time that scales as
√
k.
• New algorithms. As in the work by Arora and Kale, it might be more
promising to look at oracles (now quantum) that are designed for specific
SDPs. Such oracles could build on the techniques developed here, or develop
totally new techniques. It might also be possible to speed up other classical
SDP-solvers, for example those based on interior-point methods; we mention
a first step in this direction below.
Subsequent work. Following the first version of [vAGGdW17], improvements
in the running time were obtained in [BKL+17, vAG18a], the latter providing a
runtime of O˜
(
(
√
m+
√
nRrε )s
(
Rr
ε
)4)
. In addition to the sparse input model, these
works also consider different input models. Most notably, in light of the presentation
of the results in this chapter, they also consider a model where we are given access
to the input matrices via block-encodings.
More recently, a quantum interior point method for solving SDPs and LPs was
obtained by Kerenidis and Prakash [KP18]. It is hard to compare the latter algo-
rithm to the other SDP-solvers for two reasons. First, the output of their algorithm
consists only of almost-feasible solutions to the primal and dual (their algorithm
has a polynomial dependence on the distance to feasibility). It is therefore not
clear what their output means for the optimal value of the SDPs. Secondly, the
runtime of their algorithm depends polynomially on the condition number of the
matrices that the interior point method encounters, and no explicit bounds for these
condition numbers are given.
The recent work on quantum SDP-solvers is a step towards solving optimization
problems faster using quantum computers. Another such step is taken recently in
the direction of black-box convex optimization, where one optimizes over a gen-
eral convex set K, and the access to K is via membership and/or separation ora-
cles [vAGGdW18, CCLW18]. We will discuss this in much more detail in the next
chapter.
Chapter 12
Quantum algorithms for
convex optimization
This chapter is based on the paper “Convex optimization using quantum oracles”,
by J. van Apeldoorn, A. Gilye´n, S. Gribling, R. de Wolf [vAGGdW18].
12.1 Introduction
One of the most successful optimization paradigms is convex optimization, which
optimizes a convex function over a convex set that is given explicitly (by a set
of constraints) or implicitly (by an oracle). See for instance the classical work of
Gro¨tschel, Lova´sz, and Schrijver [GLS88] or the recent survey of Bubeck [Bub15].
Recent experimental progress on building quantum computers created a surge of
interest in the following question: can we solve optimization problems more effi-
ciently by exploiting quantum effects such as superposition, interference, and en-
tanglement? In the previous chapter we have studied that question in the setting
of semidefinite optimization problems, where the constraints are given explicitly.
In this chapter we study investigate to what extent quantum computers can help
solve convex optimization problems when the constraints are given implicitly, the
‘black-box’ model.
To be more concrete, let us formally state the problem (see also Section 1.2).
The general convex optimization problem is to maximize a linear function cTx over
points x ∈ K ⊆ Rn, where K is a closed convex set and c is a unit vector ‖c‖2 = 1.
max cTx s.t. x ∈ K. (12.1)
Unless explicitly stated otherwise, we assume that a point x0 ∈ Rn and radii r,R > 0
are known that satisfy B(x0, r) ⊆ K ⊆ B(x0, R). Here B(x0, r) is the Euclidean
ball of radius r centered at x0.
Previously we have seen an important special class of convex optimization prob-
lems: semidefinite programs (SDPs). In an SDP the convex set K is the intersection
of an affine subspace with the cone of positive semidefinite matrices. In Chapter 11
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we have seen a quantum SDP-solver. This quantum SDP-solver made explicit use
of the structure of the cone of positive semidefinite matrices; the structure was
crucial to the algorithm. In this chapter we study to what extent quantum com-
puters are useful for solving general convex optimization problems. But, unlike the
previous chapter, we do so in the setting where access to the convex set is given
only in a black-box manner, through an oracle. We consider the usual membership,
separation, optimization, violation, and validity oracles (see Section 12.2 for the
definitions). We examine the efficiency of reductions between the different oracles
in terms of the underlying dimension n. That is, given an oracle O for one of
these problems, how many applications of O do we need to implement an oracle for
any of the other problems? It is known since the 1980s that all these oracles are
polynomial-time equivalent on classical computers [GLS88]. Subsequent work made
these polynomial-time reductions more efficient, reducing the degree of the poly-
nomials. We now study this problem from a quantum perspective: given quantum
query access to an oracle O for one of these problems, how many quantum queries
to O do we need to implement a classical oracle for any of the other problems?
Let us highlight a recent work in the classical setting that formed the starting
point for the work in this chapter. Recently Lee, Sidford, and Vempala [LSV18]
showed that with1 O˜(n2) calls to a membership oracle (and O˜(n3) other elemen-
tary arithmetic operations) one can implement an optimization oracle, offering a
significant improvement over the original reduction of Gro¨tschel, Lova´sz, and Schri-
jver [GLS88].2 They did so by showing that O˜(n) calls to a membership oracle
suffice to do separation, and then composing this with the known fact [LSW15]
(see also [LSV18, Theorem 15]) that O˜(n) calls to a separation oracle suffice for
optimization.
Our main algorithmic result (Section 12.4) shows that on a quantum computer
O˜(1) calls to a membership oracle suffice to implement a separation oracle, and
hence, using the classical reduction, O˜(n) quantum queries to a membership oracle
suffice for optimization (the best known classical upper bound on the number of
membership queries is quadratic).3 Besides this algorithmic result, we also prove
several lower bounds on the efficiency of (quantum) reductions between the five
oracles.
In the remainder of this section we first give an overview of related work on
quantum optimization algorithms, and then we give an overview of our results. The
latter will also serve as a roadmap to the rest of this chapter.
1Here, and in the rest of this chapter, the notation O˜(·) is used to hide polylogarithmic factors
in n, r, R and the desired additive error ε.
2The original reduction of [GLS88] uses the ellipsoid method (twice) and appears to use Ω(n10)
membership queries in order to implement an optimization oracle.
3Although not stated explicitly in our results, we also use O˜(n3) additional operations for op-
timization using membership, like [LSV18]. This is because our quantum algorithm for separation
uses only O˜(n) gates in addition to the O˜(1) membership queries, and we use the same reduction
from optimization to separation as [LSV18].
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12.1.1 Related work
Quantum optimization. Quantum algorithms for solving convex optimization
problems have been considered before. In 2008, Jordan [Jor08] described a faster
quantum algorithm for minimizing quadratic functions. Recently, for an important
class of convex optimization problems (semidefinite optimization) quantum speed-
ups were achieved using algorithms whose runtime scales polynomially with the
desired precision and some geometric parameters [BS17, vAGGdW17, BKL+17,
vAG18a] (see also Chapter 11). However, many convex optimization problems can
be solved classically using algorithms whose runtime scales logarithmically with the
desired precision and the relevant geometric parameters. We are aware of only
one quantum speed-up which is partially in this regime, namely the very recent
quantum interior point method of Kerenidis and Prakash [KP18]. In this chapter
we look at general convex optimization problems, considering algorithms that have
such favorable logarithmic scaling with the precision.
Related independent work. In independent simultaneous work, Chakrabarti,
Childs, Li, and Wu [CCLW18] discovered a similar upper bound as ours: combin-
ing the recent classical work of Lee et al. [LSV18] with a quantum algorithm for
computing gradients, they show how to implement an optimization oracle via O˜(n)
quantum queries to a membership oracle and to an oracle for the objective func-
tion. Their proof stays quite close to [LSV18] while ours first simplifies some of the
technical lemmas of [LSV18], giving us a slightly simpler presentation and a better
error-dependence of the resulting algorithm.
12.1.2 Our results
Recall that our main algorithmic result is that, on a quantum computer, O˜(1)
calls to a membership oracle suffice to implement a separation oracle, and hence
(by the known classical reduction from optimization to separation) O˜(n) calls to
a membership oracle suffice for optimization. The proof of this result is inspired
by the work of Lee et al. [LSV18]. They used a geometric idea to reduce separa-
tion to finding an approximate subgradient of a convex Lipschitz function. They
then showed that O˜(n) evaluations of a convex Lipschitz function suffice to get
an approximate subgradient. We use the same geometric idea, but we provide a
simpler way to compute an approximate subgradient of a convex Lipschitz function
(Section 12.3). We point out that this new algorithm is purely classical. But, be-
sides being simpler, the main advantage of our algorithm is that it is suitable for
a quantum speed-up using known quantum algorithms for computing approximate
(sub)gradients [Jor05, GAW], which we show in Section 12.4.
As a second set of results, in Section 12.5 we provide lower bounds on the number
of membership or separation queries needed to implement several other oracles. We
show that our quantum reduction from separation to membership indeed improves
over the best possible classical reduction: Ω(n) classical membership queries are
needed to do separation.4 We only have partial results regarding the optimality of
4We are not aware of an existing proof of this classical lower bound, but it may well be some-
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the reduction from optimization to separation. In the setting where we are not given
an interior point of the set K, we can prove an essentially optimal Ω(n) lower bound
on the number of quantum queries to a separation oracle needed to do optimization.
However, for the case of quantum algorithms that do know an interior point, we
are only able to prove an Ω(
√
n) lower bound. In the classical setting, regardless
of whether or not we know an interior point, the reduction uses Θ˜(n) queries. This
raises the interesting question of whether knowing an interior point can lead to a
better quantum algorithm. We therefore view closing the gap between upper and
lower bound as an important direction for future work.
Finally, we briefly mention (Section 12.6) how to obtain upper and lower bounds
for some of the other oracle reductions, using a convex polarity argument. As we
show, in the setting where we are given an interior point, the relation between mem-
bership and separation is analogous to the relation between validity and optimiza-
tion. In particular, our better quantum algorithm for separation using membership
queries implies that on a quantum computer O˜(1) queries to a validity oracle suffice
to implement an optimization oracle. That is, on a quantum computer, finding
the optimal value is equivalent to finding an optimizer. Also, the same polarity
argument shows that algorithms for optimization using separation are essentially
equivalent to algorithms for separation using optimization. In particular, this turns
our lower bound on the number of separation queries needed to implement an op-
timization oracle into a lower bound on the reverse direction.
We have summarized the current state of the art (informally) in Figure 12.1, the
bold-face entries indicate our results; the (change in) accuracy is ignored here for
simplicity. The above-mentioned polarity manifests itself in the central symmetry
of the figure.
MEM(K) SEP(K) OPT(K) VAL(K)
Classical:
Θ˜(n)
Θ(1)
Θ˜(n)
Θ˜(n)
Θ(1)
Θ˜(n)
MEM(K) SEP(K) OPT(K) VAL(K)
Quantum:
Θ˜(1)
Θ(1)
O˜(n)
Ω(n)∗
Ω(
√
n)
O˜(n)
Θ(1)
Θ˜(1)
Figure 12.1: The top and bottom diagram illustrate the relations between the basic
(weak) oracles for respectively classical and quantum queries, with boldface entries
marking our new results. All upper and lower bounds hold in the setting where we
know an interior point of the convex set K, except the ∗-marked Ω(n) lower bound
on the number of separation queries needed for optimization.
where in the vast literature on convex optimization.
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12.2 Preliminaries
For p ≥ 1, ε ≥ 0, and a set C ⊆ Rn we let
Bp(C, ε) = {x ∈ Rn : ∃y ∈ C such that ||x− y||p ≤ ε}
be the set of points of distance at most ε from C in the `p-norm. When C = {x}
is a singleton set we abuse notation and write Bp(x, ε). We overload notation by
setting
Bp(C,−ε) = {x ∈ Rn : Bp(x, ε) ⊆ C}.
Whenever p is omitted it is assumed that p = 2.
Recall that a function f : C → R is Lipschitz if there exists a constant L > 0
such that
|f(y′)− f(y)| ≤ L‖y′ − y‖2 for all y, y′ ∈ C.
We write that f is L-Lipschitz. The inner product between vectors v, w ∈ Rn is
〈v, w〉 = vTw.
Definition 12.1 (Subgradient). Let C ⊆ Rn be convex and let x be an element of
the interior of C. For a convex function f : C → R we denote by ∂f(x) the set of
subgradients of f at x, i.e., those vectors g satisfying
f(y) ≥ f(x) + 〈g, y − x〉 for all y ∈ C.
Note that in the above definition ∂f(x) 6= ∅ due to convexity.
If f : C → R is L-Lipschitz, then for any x in the interior of C and any g ∈ ∂f(x)
we have ‖g‖ ≤ L, as follows. Consider a y ∈ C such that y−x = αg for some α > 0.
Then since g is a subgradient of f at x we have
α‖g‖2 = 〈g, y − x〉 ≤ f(y)− f(x) ≤ L‖y − x‖ = αL‖g‖, (12.2)
and therefore ‖g‖ ≤ L.
We will assume familiarity with quantum computing [NC00]. In particular, a
standard quantum oracle corresponds to a unitary transformation that acts on two
registers, where the first register contains the query and the answer is added to
the second register. For example, for X ⊆ Qn, Y ⊆ Q, a function evaluation
oracle for f : X → Y would map |x, 0〉 to |x, f(x)〉, where |x〉 and |f(x)〉 are basis
states corresponding to binary representations of x and f(x) respectively. Unlike
classical algorithms, quantum computers can apply such an oracle to a superposition
of different y’s. They are also allowed to apply the inverse of a unitary oracle.
The standard quantum oracle described above models problems where there is
a single correct answer to a query. When there are multiple good answers (for
instance, different good approximations to the correct value) and the oracle is only
required to give a correct answer with high probability, then we will work with the
more liberal notion of relational quantum oracles.
Definition 12.2 (Relational quantum oracle). Let F : X → P(Y ) be a function,
such that for each x ∈ X the subset F(x) ⊆ Y is the set of valid answers to an
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x query. A relational quantum oracle for F which answers queries with success
probability ≥ 1− ρ, is a unitary that for all x ∈ X maps
U : |x, 0, 0〉 7→
∑
y∈Y
αx,y|x, y, ψx,y〉,
where |ψx,y〉 denotes some normalized quantum state and
∑
y∈F(x) |αx,y|2 ≥ 1− ρ.
Thus measuring the second register of U |x, 0, 0〉 gives a valid answer to the x query
with probability at least 1− ρ.
This definition is very natural for cases where the oracle is implemented by a
quantum algorithm that produces a valid answer with probability ≥ 1− ρ.
12.2.1 Oracles for convex sets
We largely follow the seminal work [GLS88] in the different types of access to a
convex set K that we consider. The main difference is that we allow each oracle
an error probability: with probability at most ρ the output of the oracle may be
incorrect (and we have no way to detect an incorrect answer). By choosing to allow
an error probability we follow the work of Lee, Sidford, and Vempala [LSV18].
Definition 12.3 (Membership oracle MEMε,ρ(K)). Queried with a vector y ∈ Qn,
the oracle, with success probability ≥ 1− ρ, correctly asserts one of the following
• y ∈ B(K, ε), or
• y 6∈ B(K,−ε).
Definition 12.4 (Separation oracle SEPε,ρ(K)). Queried with a vector y ∈ Qn, the
oracle, with success probability at least ≥ 1−ρ, correctly asserts one of the following
• y ∈ B(K, ε), or
• y 6∈ B(K,−ε),
and in the second case it returns a unit5 vector g ∈ Qn such that 〈g, x〉 ≤ 〈g, y〉+ ε
for all x ∈ B(K,−ε).
Definition 12.5 (Optimization oracle OPTε,ρ(K)). Queried with a unit vector
c ∈ Qn, the oracle, with probability ≥ 1− ρ, does one of the following:
• it returns a vector y ∈ Qn such that y ∈ B(K, ε) and 〈c, x〉 ≤ 〈c, y〉+ ε for all
x ∈ B(K,−ε),
• or it correctly asserts that B(K,−ε) is empty.
Note that the above optimization oracle corresponds to maximizing a linear function
over a convex set; we could equally well state it for minimization.
5In [GLS88], the vector g ∈ Qn is required to be a unit vector in the ∞-norm, to avoid having
to normalize by an irrational number. We choose to work with the 2-norm, which means that
‘unit’ should be interpreted as 2-norm very close to 1, say ‖g‖2 ∈ [0.99, 1.01].
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Definition 12.6 (Violation oracle VIOLε,ρ(K)). Queried with a unit vector c ∈ Qn
and a real number γ, the oracle, with probability ≥ 1− ρ, does one of the following:
• it asserts that 〈c, x〉 ≤ γ + ε for all x ∈ B(K,−ε),
• or it finds a rational vector y ∈ B(K, ε) such that 〈c, y〉 ≥ γ − ε.
Definition 12.7 (Validity oracle VALε,ρ(K)). Queried with a unit vector c ∈ Qn
and a rational number γ, the oracle, with probability ≥ 1 − ρ, does one of the
following:
• it asserts that 〈c, x〉 ≤ γ + ε for all x ∈ B(K,−ε),
• or it asserts that 〈c, y〉 ≥ γ − ε for some y ∈ B(K, ε).
If in the above definitions both ε and ρ are equal to 0, then we call the oracle strong.
If either is non-zero then we sometimes call it weak. If ρ = 0, then we recover the
weak oracles defined by Gro¨tschel, Lova´sz, and Schrijver in [GLS88].
When we discuss membership queries, we will always assume that we are given
a small ball which lies inside the convex set. It is easy to see that without such
a small ball one cannot obtain an optimization oracle using only poly(n) classical
queries to a membership oracle (see, e.g., [GLS88, Sec. 4.1] or the example below).
As the following example shows, the same holds for quantum queries. We will use
a reduction from a version of the well-studied search problem:
Given z ∈ {0, 1}N such that |z| := ‖z‖1 = 1, find b ∈ [N ] such that zb = 1.
It is not hard to see that if the access to z is given via classical queries i 7→ zi,
then Ω(N) queries are needed. It is well known [BBBV97] that if we allow quantum
queries, i.e., applications of the unitary |i〉|b〉 7→ |i〉|zi ⊕ b〉, then Ω(
√
N) queries
are needed. As we have seen in Chapter 9, the Grover search algorithm shows that
O(√N) queries are also sufficient. Now suppose that we have an algorithm that
turns a membership oracle for any convex set K ⊆ B(0,√n) into an optimization
oracle. We will show that this algorithm needs to make 2Ω(n) queries to the member-
ship oracle. Let N = 2n and consider an input z ∈ {0, 1}N to the search problem.
Let b ∈ {0, 1}n be the index such that zb = 1. Consider maximizing the linear
function 〈e, z〉 (where e is the all-1 vector) over the set Kz =
∏n
i=1[bi − 1/2, bi].
Clearly the optimal solution to this convex optimization problem, even with a small
constant additive error in the answer, gives the solution to the search problem.
Also, a membership query is essentially equivalent to querying a bit of z. There-
fore, Ω(
√
N) = Ω(2n/2) quantum queries to the membership oracle are needed to
implement an optimization oracle.
12.3 Computing approximate subgradients of con-
vex Lipschitz functions
Here we show how to compute an approximate subgradient (at 0) of a convex
Lipschitz function. That is, given a convex set C such that 0 ∈ int(C) and a
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convex function f : C → R, we show how to compute a vector g˜ ∈ Rn such that
f(y) ≥ f(0) + 〈g˜, y〉 − a‖y‖ − b for some real numbers a, b > 0 that will be defined
later (see Lemma 12.12 and Lemma 12.19). The idea of the classical algorithm given
in the next section is to pick a point z ∈ B∞(0, r1) uniformly at random and use
the finite difference ∇(r2)f(z) (defined below) as an approximate subgradient of f
at 0; the radii r1 and r2 need to be chosen small to make the approximation good.
This results in a slightly simplified version of the algorithm of Lee et al. [LSV18].
In Section 12.3.2 we show how to speed up this classical algorithm on a quantum
computer.
12.3.1 Classical approach
Definition 12.8 (Finite difference gradient approximation). For a function f :
C → R, and a point x ∈ Rn such that B1(x, r) ⊆ C, and i ∈ [n], we define
∇(r)i f(x) := f(x+rei)−f(x−rei)2r , where ei ∈ {0, 1}n is the vector that has a 1 only in
its ith coordinate. Similarly we define
∇(r)f(x) :=
(
∇(r)1 f(x),∇(r)2 f(x), . . . ,∇(r)n f(x)
)
∈ Rn.
For a differentiable function f we have that ∇(r)f(x)→ ∇f(x) as r → 0.
Definition 12.9 (Finite difference Laplace approximation). For a function f :
C → R, and a point x ∈ Rn such that B1(x, r) ⊆ C, and i ∈ [n], we define
∆
(r)
i f(x) :=
f(x+rei)−2f(x)+f(x−rei)
r2 . Similarly
∆(r)f(x) :=
n∑
i=1
∆
(r)
i f(x) ∈ R.
Note that for a convex function we have ∆
(r)
i f(x) ≥ 0 for all x for which the inclusion
B1(x, r) ⊆ C holds.
The next two lemmas will be needed in the proof of the main result of this
section, Lemma 12.12. In Lemma 12.10 we give an upper bound on the deviation∥∥g −∇(r2)f(z)∥∥
1
of a finite difference gradient approximation ∇(r2)f(z) from an
actual subgradient g at the point z, in terms of the finite difference Laplace approx-
imation ∆(r2)f(z). Then, in Lemma 12.11 we show that in expectation, the finite
difference Laplace approximation is small. Together with Markov’s inequality this
gives us good control over the quality of a finite difference gradient approximation.
Lemma 12.10. If r2 > 0, z ∈ Rn, and f : B1(z, r2)→ R is convex, then
supg∈∂f(z)
∥∥∥g −∇(r2)f(z)∥∥∥
1
≤ r2∆
(r2)f(z)
2
.
Proof. Fix a g ∈ ∂f(z). For every i ∈ [n], we have
f(z + r2ei) ≥ f(z) + 〈g, r2ei〉 = f(z) + r2gi,
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and, similarly, f(z − r2ei) ≥ f(z)− r2gi. Rearranging gives
f(z)− f(z − r2ei)
r2︸ ︷︷ ︸
:=A
≤ gi ≤ f(z + r2ei)− f(z)
r2︸ ︷︷ ︸
:=B
.
Note that |gi − A+B2 | ≤ B−A2 for any three real numbers A ≤ gi ≤ B. Moreover,
A+B
2 = ∇(r2)i f(z) and B−A = r2∆(r2)i f(z), thus
∣∣∣gi −∇(r2)i f(z)∣∣∣ ≤ r2∆(r2)i f(z)2 . Now
we can finish the proof by summing this inequality over all i ∈ [n].
Lemma 12.11. If 0 < r2 ≤ r1, and f : B∞(x, r1 + r2) → R is convex and L-
Lipschitz, then
E
z∈B∞(x,r1)
∆(r2)f(z) ≤ nL
r1
,
where the expectation is taken with respect to the uniform distribution on B∞(x, r1).
Proof. Below we show that E
z∈B∞(x,r1)
∆
(r2)
i f(z) ≤ Lr1 for all i ∈ [n], and then sum
over i.
E
z∈B∞(x,r1)
∆
(r2)
i f(z)
=
1
(2r1)n
∫
z∈B∞(x,r1)
f(z + r2ei)− 2f(z) + f(z − r2ei)
r22
dz
=
1
(2r1)n
∫
zj∈[xj−r1,xj+r1],
j∈[n],j 6=i
∫
zi∈[xi−r1,xi+r1]
f(z + r2ei)− 2f(z) + f(z − r2ei)
r22
dz
=
1
(2r1)n
∫
zj∈[xj−r1,xj+r1],
j∈[n],j 6=i
(∫
zi∈[xi−r1,xi−r1+r2]
f(z + r2ei)− f(z)
r22
dz
+
∫
zi∈[xi+r1−r2,xi+r1]
−f(z) + f(z − r2ei)
r22
dz
)
≤ 1
(2r1)n
∫
zj∈[xj−r1,xj+r1],
j∈[n],j 6=i
2Ldz =
L
r1
.
Note that the above lemma is stated and proved for continuous random variables,
but the same proof holds if we have a uniform hypergrid over the same hypercube,
providing a discrete version of the above result. In the discrete case, in order to get
the same cancellations we need to assume that both r1 and r2 are integer multiples
of the grid spacing.
We are now ready to prove the main result of this section. Informally, the next
lemma proves that an approximate subgradient of a convex Lipschitz function f
at 0 can be obtained by an algorithm that outputs ∇(r2)f˜(z) for a random z close
enough to 0, where f˜ is an approximate version of f . In other words, this lemma
gives us a classical algorithm to compute an approximate subgradient of f using 2n
classical queries to an approximate version of f .
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Lemma 12.12. Let r1 > 0, L > 0, ρ ∈ (0, 1/3], and δ ∈ (0, r1
√
nL/ρ]. Then
r2 :=
√
δr1ρ√
nL
≤ r1. Suppose f : C → R is a convex function that is L-Lipschitz
on B∞(0, 2r1), and f˜ : B∞(0, 2r1) → R is such that
∥∥∥f˜ − f∥∥∥
∞
≤ δ. Then for a
uniformly random z ∈ B∞(0, r1), with probability at least 1− ρ
f(y) ≥ f(0) +
〈
∇(r2)f˜(z), y
〉
− 3n
3
4
2
√
δL
ρr1
‖y‖ − 2L√nr1 for all y ∈ C.
Proof. Let z ∈ B∞(0, r1) and g ∈ ∂f(z). Recall ‖g‖ ≤ L by Equation (12.2). Then
for all y ∈ C
f(y) ≥ f(z) + 〈g, y − z〉
= f(z) + 〈g, y − z〉+
(〈
∇(r2)f(z), y
〉
−
〈
∇(r2)f(z), y
〉)
+ (f(0)− f(0))
= f(0) +
〈
∇(r2)f(z), y
〉
+ 〈g −∇(r2)f(z), y〉+ (f(z)− f(0)) + 〈g,−z〉
≥ f(0) +
〈
∇(r2)f(z), y
〉
−
∥∥∥g −∇(r2)f(z)∥∥∥
1
‖y‖∞ − L‖z‖ − ‖g‖‖z‖
≥ f(0) +
〈
∇(r2)f(z), y
〉
−
∥∥∥g −∇(r2)f(z)∥∥∥
1
‖y‖∞ − L
√
nr1 − L
√
nr1
≥ f(0) +
〈
∇(r2)f˜(z), y
〉
− δ
√
n
r2
‖y‖ −
∥∥∥g −∇(r2)f(z)∥∥∥
1
‖y‖∞ − 2L
√
nr1.
Note that in the last line we switched from f to f˜ , using that ∇(r2)f(z) and
∇(r2)f˜(z) differ by at most δ/r2 in each coordinate. Our choice of r2 gives δ
√
n
r2
=
n
3
4
√
δL
ρr1
and by Lemma 12.10–12.11 we have
E
z∈B∞(x,r1)
∥∥∥g −∇(r2)f(z)∥∥∥
1
≤ nLr2
2r1
=
n
3
4
2
√
δLρ
r1
.
By Markov’s inequality we get that
∥∥g −∇(r2)f(z)∥∥
1
≤ n
3
4
2
√
δL
ρr1
with probability
at least 1 − ρ over the choice of z. Plugging this bound on ∥∥g −∇(r2)f(z)∥∥
1
into
the above lower bound on f(y) concludes the proof of the lemma.
12.3.2 Quantum improvements
In this section we show how to improve subgradient computation of convex functions
via Jordan’s quantum algorithm for gradient computation [Jor05]. We use the
formulation given by Gilye´n et al. [GAW, Lemma 20], for which we first introduce
the following definition.
Definition 12.13 (Hyper-grid). For k ∈ N we define the following discretization
of the interval (−1/2, 1/2):
Gk :=
{
j
2k
− 1
2
+ 2−k−1 : j ∈ {0, . . . , 2k − 1}
}
⊂ (−1/2, 1/2).
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Similarly we define the n-dimensional hyper-grid Gnk := Gk × . . .×Gk (n times).
Note that an element of Gnk can be represented using n × k (qu)bits. Basically,
Jordan’s algorithm just sets up a uniform superposition over all grid points, applies
a “phase query” to f , and then a quantum Fourier transform over each coordinate.
Lemma 12.14. (Jordan’s algorithm [GAW, Lemma 20])
Let m ∈ N, c ∈ R and g ∈ Rn such that ‖g‖∞ ≤ 1/3. If f : Gnm → R is such that
|f(x)− 〈g, x〉 − c| ≤ 2
−m
42pi
, (12.3)
for 99.9% of the points x ∈ Gnm, then using a single query to a phase oracle O: |x〉 7→
e2pii2
mf(x)|x〉 Jordan’s gradient computation algorithm outputs a vector v ∈ Rn such
that:
Pr
[|vi − gi| >22−m] ≤ 1/3 for every i ∈ [n].
We now show that the above algorithm allows us to compute an approximate
subgradient of a function f , even if we are only given standard oracle access to a
function f˜ which is sufficiently close to f . In particular, we will assume we are
given access to a standard unitary oracle of a function f˜ : Gnm → R which satisfies
|f˜(x) − f(x)| ≤ δ for all x ∈ Gnm. That is, we assume we are given access to a
unitary U acting as
U : |x〉|0〉 7→ |x〉|f˜(x)〉 (12.4)
Note that if we can classically efficiently evaluate f˜ , then it is well known that we
can construct such a unitary as a small quantum circuit (see [NC00, Sec. 1.4.1]).
The main idea is that, using one application of U , a phase gate corresponding to
the output register, and another application of U∗ to uncompute the function value,
we can implement a phase oracle for f˜ . Moreover, Equation (12.5) below will also
hold for f˜ , with a slightly worse right-hand side, since f is close to f˜ . A version of
the following is proven in [GAW, Theorem 21], for completeness we sketch a proof.
Corollary 12.15 (Gradient computation using approximate function evaluation).
Let δ,B, r, c ∈ R, and let ρ ∈ (0, 1/3]. Let x0, g ∈ Rn with ‖g‖∞ ≤ Br . Let
m :=
⌈
log2
(
B
28piδ
)⌉
and suppose f : (x0 + rG
n
m)→ R is such that
|f(x0 + rx)− 〈g, rx〉 − c| ≤ δ (12.5)
for 99.9% of the points x ∈ Gnm. Assume we have access to a standard unitary oracle
U , providing O(log(Bδ))-bit binary approximations f˜(z) such that |f˜(z)− f(z)| ≤ δ
for all z ∈ (x0 + rGnm). Then we can compute a vector g˜ ∈ Rn such that
Pr
[
‖g˜ − g‖∞ >
8 · 42piδ
r
]
≤ ρ,
with O
(
log
(
n
ρ
))
queries to U and U∗ and with gate complexity
O
(
n log
(
n
ρ
)
log
(
B
δ
)
loglog
(
n
ρ
)
loglog
(
B
δ
))
.
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Proof. As described above the corollary, we first implement a phase oracle for f˜
and then we apply Jordan’s gradient computation algorithm (Lemma 12.14).
With a single query to U and its inverse we can implement a phase oracle O
that acts as O : |x〉 7→ e2pii M3B f˜(x0+rx)|x〉, where M := 3B84piδ , and6 m := log2(M).
Let h(x) := f˜(x0+rx)3B , then by Equation (12.5) 99.9% of the points x ∈ Gnm satisfy∣∣∣h(x)− 〈 r
3B
g, x
〉
− c
3B
∣∣∣ ≤ 2δ
3B
=
1
42piM
.
Since
∥∥ r
3B g
∥∥
∞ ≤ 13 , by Lemma 12.14 we can compute a vector v ∈ Rn which is
a coordinatewise 4M -approximator of
r
3B g: for each i ∈ [n] we have
∣∣gi − 3Br vi∣∣ ≤
12B
rM =
8·42piδ
r with probability at least
2
3 .
Note that the above success probability is per coordinate of g. However, repeat-
ing the whole procedure O(log(nρ )) times and taking the median of the resulting
vectors coordinatewise gives a gradient approximator g˜ with the desired approxima-
tion quality with probability at least 1− ρ. For the proof of the gate complexity we
refer to [GAW, Theorem 21] where the complexity of Jordan’s algorithm is analyzed
in detail.7
Remark 12.16. With essentially the same approach, the above corollary of Jordan’s
quantum gradient computation algorithm can also be proven in the setting where our
access to an approximation of f is not given by a standard quantum oracle but by a
relational quantum oracle as in Definition 12.2, see Appendix A of [vAGGdW18] for
both the definition of this type of approximation to f and a proof of this corollary.
In terms of applications, we want to point out that if the membership oracle
used in Section 12.4 comes from a deterministic algorithm, then we get a standard
quantum oracle. Only when the membership oracle itself is relational (for example,
when it is itself computed by a bounded-error quantum algorithm) do we need the
more general setting of Appendix A of [vAGGdW18].
In order to apply the above corollary, we need to find some function which is
sufficiently close to linear. Fortunately, convex Lipschitz functions can be very well
approximated by linear functions over most small-enough regions. Similarly to the
classical case (Lemma 12.12) we make this claim quantitative using Lemma 12.11. In
order to apply the more efficient quantum gradient computation of Corollary 12.15
we also need the following two lemmas to ensure that Equation (12.5) holds.
Lemma 12.17. Let S ⊆ Rn be such that S = −S, and let conv(S) denote the
convex hull of S. If f : conv(S)→ R is a convex function, f(0) = 0, and |f(s)| ≤ δ
for all s ∈ S, then
|f(s′)| ≤ δ for all s′ ∈ conv(S).
Proof. Since f is convex and f(s) ≤ δ for all s ∈ S we immediately get that f(s′) ≤ δ
for all s′ ∈ conv(S). Because f(0) = 0 and S = −S, due to convexity we get that
f(s′) ≥ −f(−s′) ≥ −δ.
6We can assume w.l.o.g. that the upper bound B is such that M is a power of two.
7The correspondence with the parametrization of [GAW] is ε↔ 8·42piδ
r
, M ↔ B
r
.
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Lemma 12.18. If r2 > 0, z ∈ Rn and f : B1(z, r2)→ R is convex, then
supy∈B1(0,r2)
∣∣∣f(z + y)− f(z)− 〈y,∇(r2)f(z)〉∣∣∣ ≤ r22∆(r2)f(z)
2
.
Proof. Let d(y) := f(z+y)−f(z)−〈y,∇(r2)f(z)〉 be the difference between f(z+y)
and its linear approximator. Let S := {±r2ei : i ∈ [n]}. It is easy to see that
d(0) = 0, S = −S, and conv(S) = B1(0, r2). Also, for all s ∈ S we have that
|d(s)| ≤ r22∆(r2)f(z)/2:
d(±r2ei) = f(z ± r2ei)− f(z)−
〈
±r2ei,∇(r2)f(z)
〉
= f(z ± r2ei)− f(z)∓ r2∇(r2)i f(z)
= f(z ± r2ei)− f(z)∓ f(z + r2ei)− f(z − r2ei)
2
=
f(z + r2ei)− 2f(z) + f(z − r2ei)
2
= r22∆
(r2)
i f(z)/2
≤ r22∆(r2)f(z)/2.
Therefore Lemma 12.17 implies that supy∈B1(0,r2)|d(y)| ≤ r22∆(r2)f(z)/2.
We can now state the main result of this section, the quantum analogue of
Lemma 12.12.
Lemma 12.19. Let r1 > 0, L > 0, ρ ∈ (0, 1/3], and suppose δ ∈ (0, r1nL/ρ]. Then
r2 :=
√
δr1ρ
nL ≤ r1. Suppose f : C → R is a convex function that is L-Lipschitz
on B∞(0, 2r1), and we have quantum query access8 to f˜ , which is a δ-approximate
version of f , via a unitary U over a (fine-enough) hypergrid of B∞(0, 2r1). Then
we can compute a g˜ ∈ Rn using O(log(n/ρ)) queries to U , such that with probability
≥ 1− ρ, we have
f(y) ≥ f(0) + 〈g˜, y〉 − (23n)2
√
δL
ρr1
‖y‖ − 2L√nr1 for all y ∈ C.
Proof. The quantum algorithm works roughly as follows. It first picks a uniformly9
random z ∈ B∞(0, r1). Then it uses Jordan’s quantum algorithm to compute an
approximate gradient at z by approximately evaluating f in superposition over a
discrete hypergrid of B∞(z, r2/n). This then yields an approximate subgradient of
f at 0.
8Using [vAGGdW18, Cor. 29] instead of Corollary 12.15 shows that a relational quantum oracle
also suffices as input.
9A discrete quantum computer strictly speaking cannot do this, but (as noted after
Lemma 12.11) a uniformly random point from a fine enough hypergrid suffices.
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We now work out this rough idea. Since B∞(z, r2/n) ⊆ B1(z, r2), Lemma 12.18
implies
supy∈B∞(0,r2/n)
∣∣∣f(z + y)− f(z)− 〈y,∇(r2)f(z)〉∣∣∣ ≤ r22∆(r2)f(z)
2
. (12.6)
Also as shown by Lemma 12.11 and Markov’s inequality we have
∆(r2)f(z) ≤ 2nL
ρr1
(12.7)
with probability ≥ 1 − ρ/2 over the choice of z. If z is such that Equation (12.7)
holds, then we get
supy∈B∞(0,r2/n)
∣∣∣f(z + y)− f(z)− 〈y,∇(r2)f(z)〉∣∣∣ ≤ nLr22
ρr1
= δ.
Now we apply the quantum algorithm of Corollary 12.15 with r = 2r2/n, c =
f(z), g = ∇(r2)f(z), and B = Lr. This uses O(log(n/ρ)) queries to U , and with
probability ≥ 1− ρ/2 computes an approximate gradient g˜ such that∥∥∥∇(r2)f(z)− g˜∥∥∥
∞
≤ 8 · 42pin
2r2
· δ = 4 · 42 · pi
√
δn3L
ρr1
. (12.8)
Also, if z is such that Equation (12.7) holds, then by Lemma 12.10 we get that
supg∈∂f(z)
∥∥∥∇(r2)f(z)− g∥∥∥
1
≤ r2∆
(r2)f(z)
2
≤ nLr2
ρr1
=
√
δnL
ρr1
,
and therefore by the triangle inequality and Equation (12.8) we get that
supg∈∂f(z)‖g − g˜‖∞ ≤ supg∈∂f(z)
∥∥∥g −∇(r2)f(z)∥∥∥
∞
+
∥∥∥∇(r2)f(z)− g˜∥∥∥
∞
≤ supg∈∂f(z)
∥∥∥g −∇(r2)f(z)∥∥∥
1
+
∥∥∥∇(r2)f(z)− g˜∥∥∥
∞
≤
√
δnL
ρr1
+ 4 · 42 · pi
√
δn3L
ρr1
< 232
√
δn3L
ρr1
.
Thus with probability at least 1 − ρ, for all y ∈ C and for all g ∈ ∂f(z) we have
that
f(y) ≥ f(z) + 〈g, y − z〉
= f(0) + 〈g˜, y〉+ 〈g − g˜, y〉+ (f(z)− f(0)) + 〈g,−z〉
≥ f(0) + 〈g˜, y〉 − |〈g − g˜, y〉| − L‖z‖ − ‖g‖‖z‖
≥ f(0) + 〈g˜, y〉 − ‖g − g˜‖∞‖y‖1 − L
√
nr1 − L
√
nr1 (by (12.2))
≥ f(0) + 〈g˜, y〉 − 232
√
δn3L
ρr1
‖y‖1 − 2L
√
nr1
≥ f(0) + 〈g˜, y〉 − (23n)2
√
δL
ρr1
‖y‖ − 2L√nr1.
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12.4 Algorithms for separation using membership
queries
Let K ⊆ Rn be a convex set such that B(0, r) ⊆ K ⊆ B(0, R). Given a mem-
bership oracle10 MEMε,0(K) as in Definition 12.3, we construct a separation oracle
SEPη,ρ(K) as in Definition 12.4. Let x be the point we want to separate from K.
We first make a membership query to x itself, receiving answer x ∈ B(K, ε) or
x 6∈ B(K,−ε). Suppose x 6∈ B(K,−ε), then we need to find a hyperplane that
approximately separates x from K. Due to the rotational symmetry of the separa-
tion problem, for ease of notation we assume that x = −‖x‖en.11 For this x define
h : Rn−1 → R ∪ {∞} as
h(y) := inf(y,yn)∈Kyn. (12.9)
Our h is a bit different from the one used in [LSV18], but we can show that it has
many of the same properties. Since K is a convex set, h is a convex function over
Rn−1. As we show below, the function h is also Lipschitz (Lemma 12.20) and we
can approximately compute its value using binary search with O˜(1) classical queries
to a membership oracle (Lemma 12.21). Furthermore, an approximate subgradi-
ent of h at 0 allows to construct a hyperplane approximately separating x from K
(Lemma 12.22). Combined with the results of Section 12.3 this leads to the main
results of this section, Theorems 12.23 and 12.24, which show how to efficiently con-
struct a separation oracle using classical (resp. quantum) queries to a membership
oracle.
Analogously to [LSV18, Lemma 12] we first show that our h is Lipschitz.
Lemma 12.20. For every δ ∈ (0, r), h is Rr−δ -Lipschitz on B(0, δ) ⊆ Rn−1, that
is, we have
|h(y′)− h(y)| ≤ R
r − δ ‖y
′ − y‖ for all y, y′ ∈ B(0, δ).
Proof. Observe that for all y ∈ B(0, r) we have −R ≤ h(y) ≤ 0, because of the
inclusions B(0, r) ⊆ K ⊆ B(0, R). To show that h is Lipschitz, let y, y′ ∈ B(0, δ)
be arbitrary, and let z = y
′−y
‖y′−y‖ . Observe that
y + (‖y′ − y‖+ (r − δ))z = y′ + (r − δ)z ∈ B(0, r),
10For simplicity we assume throughout this section that the membership oracle succeeds with
certainty (i.e., its error probability is 0). This is easy to justify: suppose we have a classical
T -query algorithm, which uses MEMε,0(K) queries and succeeds with probability at least 1 − ρ.
If we are given access to a MEMε, 1
3
(K) oracle instead, then we can create a MEMε, ρ
T
(K) oracle
by O(log(T/ρ)) queries to MEMε, 1
3
(K) and taking the majority of the answers. Then running
the original algorithm with MEMε, ρ
T
(K) will fail with probability at most 2ρ. Therefore the
assumption of a membership oracle with error probability 0 can be removed at the expense of only
a small logarithmic overhead in the number of queries. A similar argument works for the quantum
case.
11For the query complexity this is without loss of generality, since we can always apply a rotation
to all the points such that this holds. If we instead consider the computational cost of our
algorithm, then we have to take into account the cost of this rotation and its inverse. Note, however,
that this rotation can always be written as the product of n rotations on only 2 coordinates, and
hence can be applied in O˜(n) additional steps.
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and that
y′ =
‖y′ − y‖
‖y′ − y‖+ (r − δ) (y
′ + (r − δ)z) + r − δ‖y′ − y‖+ (r − δ)y.
Therefore, due to the convexity of h, we have
h(y′)− h(y) ≤ [h(y′ + (r − δ)z)− h(y)] ‖y
′ − y‖
‖y′ − y‖+ (r − δ) ≤
R
r − δ ‖y
′ − y‖.
Now we show how to compute the value of h using membership queries to K.
Lemma 12.21. For all y ∈ B(0, r2) ⊂ Rn−1 we can compute a δ-approximation of
h(y) with O(log(Rδ )) queries to a MEMε,0(K) oracle, where ε ≤ r3Rδ.
Proof. Let y ∈ B(0, r2 ), then (y, h(y)) is a boundary point of K by the definition
of h. Note that h(y) ∈ [−R,−r/2], our goal is to perform binary search over this
interval to find a good approximation of h(y). Suppose yn ≤ − r2 is our current
guess for h(y). We first show that
(a) if (y, yn) ∈ B(K, ε), then yn ≥ h(y)− δ, and
(b) if (y, yn) 6∈ B(K,−ε), then yn ≤ h(y) + 23δ.
For the proof of (a) consider a g ∈ ∂h(y). Since g is a subgradient we have that
h(z) ≥ h(y) + 〈g, z − y〉 for all z ∈ Rn−1. Hence, for all z ∈ Rn−1 and zn such that
(z, zn) ∈ K we have〈(−g
1
)
,
(
y
h(y)
)〉
≤
〈(−g
1
)
,
(
z
h(z)
)〉
≤
〈(−g
1
)
,
(
z
zn
)〉
where the first inequality is a rewriting of the subgradient inequality and the second
inequality uses that zn ≥ h(z) since (z, zn) ∈ K. Since (y, yn) ∈ B(K, ε) it follows
from the above inequality that〈(−g
1
)
,
(
y
yn
)〉
≥
〈(−g
1
)
,
(
y
h(y)
)〉
−ε
∥∥∥∥(−g1
)∥∥∥∥ ≥ 〈(−g1
)
,
(
y
h(y)
)〉
−ε(‖g‖+1).
Lemma 12.20 together with the argument of Equation (12.2) implies that ‖g‖ ≤ 2Rr .
Since
ε(‖g‖+ 1) ≤ ε
(
2R
r
+ 1
)
≤ ε3R
r
≤ δ,
we obtain the inequality of (a).
For (b), consider the convex set C which is the convex hull of B((y, 0), r/2)
and (y, h(y)). Note that B(C,−ε) is the convex hull of B((y, 0), r/2 − ε) and(
y, h(y)
(
1− 2εr
))
. Since C ⊆ K, we have B(C,−ε) ⊆ B(K,−ε). Therefore
(y, yn) 6∈ B(K,−ε) implies (y, yn) /∈ B(C,−ε), and
yn ≤ h(y)
(
1− 2ε
r
)
= h(y)− ε2h(y)
r
≤ h(y) + ε2R
r
≤ h(y) + 2
3
δ.
12.4. Algorithms for separation using membership queries 241
Now we can analyze the binary search algorithm. By making O(log(Rδ )) queries
to MEMε,0(K) with points of the form (y, z), we can find a value yn ∈ [−R,− r2 ]
such that (y, yn) ∈ B(K, ε) but (y, yn − δ3 ) 6∈ B(K,−ε). By (a)-(b) we get that|h(y)− yn| ≤ δ.
The following lemma shows how to convert an approximate subgradient of h to
a hyperplane that approximately separates x from K.
Lemma 12.22. Suppose −‖x‖en = x /∈ B(K,−ε), and g˜ ∈ Rn−1 is an approximate
subgradient of the function h of Equation (12.9) at 0, meaning that for some a, b ∈ R
and for all y ∈ Rn−1
h(y) ≥ h(0) + 〈g˜, y〉 − a‖y‖ − b,
then s := (−g˜,1)‖(−g˜,1)‖ satisfies 〈s, z〉 ≥ 〈s, x〉 − aR+b‖(−g˜,1)‖ − 2Rr ε‖(−g˜,1)‖ for all z ∈ K.
Proof. Let us introduce the notation z = (y, zn) and s
′ := (−g˜, 1) = ‖(−g˜, 1)‖s,
then
〈s′, z〉 = zn − 〈g˜, y〉
≥ h(y)− 〈g˜, y〉
≥ h(0)− a‖y‖ − b
≥ −‖x‖ − 2R
r
ε− aR− b
= 〈s′, x〉 − aR− b− 2R
r
ε,
where the last inequality used claim (b) from the proof of Lemma 12.21.
We now construct a separation oracle using O˜(n) classical queries to a membership
oracle. In particular, for an η-precise separation oracle, we require an ε-precise
membership oracle with
ε =
η
676
n−2
( r
R
)3( η
R
)2
ρ
The analogous result in [LSV18, Theorem 14] uses the stronger assumption12
ε ≈ η
8 · 106n
− 72
( r
R
)6( η
R
)2
ρ3.
Compared to this, our result scales better in terms of n, rR and ρ.
Theorem 12.23. Let K be a convex set satisfying B(0, r) ⊆ K ⊆ B(0, R). For
any η ∈ (0, R] and ρ ∈ (0, 1/3], we can implement the oracle SEPη,ρ(K) using
O
(
n log
(
n
ρ
R
η
R
r
))
classical queries to a MEMε,0(K) oracle, assuming that ε is at
most η(26n)−2
(
r
R
)3( η
R
)2
ρ.
12It seems that Lee et al. [LSV18, Algorithm 1] did not take into account the change in precision
analogous to our Lemma 12.21, therefore one would probably need to worsen their exponent of r
R
from 6 to 7.
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Proof. Let x 6∈ B(K,−ε) be the point we want to separate from K. Let δ :=
η n
−2
9·24
(
r
R · ηR
)2
ρ,
then ε ≤ r3Rδ. By Lemma 12.21 we can evaluate h to within error δ usingO
(
log
(
R
δ
))
queries to a MEMε,0(K) oracle. By Lemma 12.20 we know that h is
2R
r -Lipschitz
on B(0, r/2). Let us choose r1 :=
r
12
√
n
η
R , then r1
√
n ≤ r4 and therefore we have
the inclusion B∞(0, 2r1) ⊆ B(0, r/2). Also note that δ ≤ η6ρ = 2r1
√
nR
ρr . Hence by
Lemma 12.12, using O(n log(Rδ )) queries to a MEMε,0(K) oracle, we can compute
an approximate subgradient g˜ such that with probability at least 1− ρ we have
h(y) ≥ h(0) + 〈g˜, y〉 − 3n
3
4
2
√
δ2R
ρr1r
‖y‖ − 4R
r
√
nr1 for all y ∈ Rn−1.
Substituting the value of r1 and δ we get h(y) ≥ h(0) + 〈g˜, y〉 − η2R‖y‖ − η3 , which
by Lemma 12.22 gives an s such that 〈s, z〉 ≥ 〈s, x〉 − 56η − 2Rr ε ≥ 〈s, x〉 − η for all
z ∈ K
Finally, we give a proof of our main result: we construct a separation oracle
using O˜(1) quantum queries to a membership oracle.
Theorem 12.24. Let K be a convex set satisfying B(0, r) ⊆ K ⊆ B(0, R). For
any η ∈ (0, R] and ρ ∈ (0, 1/3], we can implement the oracle SEPη,ρ(K) us-
ing O
(
log
(
n
ρ
)
log
(
n
ρ
R
η
R
r
))
quantum queries to a MEMε,0(K) oracle, where ε ≤
η(58n)−
9
2
(
r
R
)3( η
R
)2
ρ.
Proof. Let x 6∈ B(K,−ε) be the point we want to separate from the convex set K.
Let δ := η 23
−4
4·24 n
− 92
(
r
R · ηR
)2
ρ, then ε ≤ r3Rδ. By Lemma 12.21 we can evaluate h to
within error δ using O(log(Rδ )) queries to a MEMε,0(K) oracle. By Lemma 12.20
we know that h is 2Rr -Lipschitz on B(0, r/2). Let us choose r1 :=
r
12
√
n
η
R , then
r1
√
n ≤ r4 , and therefore B∞(0, 2r1) ⊆ B(0, r/2). Also note that δ ≤ η6ρ = 2r1nRρr .
Hence by Lemma 12.19, using O
(
log
(
n
ρ
)
log
(
R
δ
))
queries to a MEMε,0(K) oracle,
we can compute an approximate subgradient g˜ such that with probability at least
1− ρ we have
h(y) ≥ h(0) + 〈g˜, y〉 − (23n)2
√
2δR
ρr1r
‖y‖ − 4R
r
√
nr1 for all y ∈ Rn−1.
Substituting the value of r1 and δ we get h(y) ≥ h(0) + 〈g˜, y〉 − η2R‖y‖ − η3 , which
by Lemma 12.22 gives an s such that 〈s, z〉 ≥ 〈s, x〉 − 56η − 2Rr ε ≥ 〈s, x〉 − η for all
z ∈ K.
12.5 Lower bounds
For a convex set K satisfying B(0, r) ⊆ K ⊆ B(0, R), we have shown in Theo-
rem 12.24 that one can implement a SEP(K) oracle with O˜(1) quantum queries to
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a MEM(K) oracle if the membership oracle is sufficiently precise. In this section
we first show that this is exponentially better than what can be achieved using
classical access to a membership oracle. We also investigate how many queries to
a membership/separation oracle are needed in order to implement an optimization
oracle. Our results are as follows.
• We show that Ω(n) classical queries to a membership oracle are needed to
implement a separation oracle.
• We show that Ω(n) classical (resp. Ω(√n) quantum) queries to a separation
oracle are needed to implement an optimization oracle; even when we know
an interior point in the set.
• We show an Ω(n) lower bound on the number of classical and/or quantum
queries to a separation oracle needed to optimize over the set when we do not
know an interior point.
In this section we will always assume that the input oracle is a strong oracle but
the output oracle is allowed to be a weak oracle with error ε. Furthermore, we will
make sure that R, 1/r, and 1/ε are all upper bounded by a polynomial in n. This
guarantees that the lower bound is based on the dimension of the problem, not the
required precision.
12.5.1 Classical lower bound on the number of MEM queries
needed for SEP
Here we show that a separation query can provide Ω(n) bits of information about
the underlying convex set K; since a classical membership query returns a 0 or a 1
and hence can give at most 1 bit of information13, this theorem immediately implies
a lower bound of Ω(n) on the number of classical membership queries needed to
implement one separation query.
Theorem 12.25. Let ε ≤ 391600 . There exist a set of m = 2Ω(n) convex sets
K1, . . . ,Km and points y, x0 ∈ Rn such that B(x0, 1/3) ⊆ Ki ⊆ B(x0, 2
√
n) for
all i ∈ [m], and such that the result of a classical query to SEPε,0(Ki) with the
point y correctly identifies i.
Proof. Let h1, . . . , hm ∈ Rn be a set of m = 2Ω(n) entrywise non-negative unit
vectors such that 〈hi, hj〉 ≤ 0.51 for all distinct i, j ∈ [m]. Such a set of m vectors
can for instance be constructed from a good error-correcting code that encodes
Ω(n)-bit words into n-bit codewords with pairwise Hamming distance close to n/2.
Now pick an i ∈ [m] and define Kˆi := {x : 〈hi, x〉 ≤ 0} ∩ B(0,
√
n) and Ki :=
B(Kˆi, ε). Then Kˆi = B(Ki,−ε). We claim that a query to SEPε,0(Ki) with the
point y = 3εe ∈ Rn will identify hi. First note that y 6∈ B(Ki, ε), since Kˆi does
not contain any entrywise positive vectors and y has distance at least 3ε from all
13This is not true for quantum membership queries!
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vectors that have at least one non-positive entry. Hence a separation query with y
will return a unit vector g such that for all x ∈ Kˆi
〈g, x〉 ≤ 〈g, y〉+ ε ≤ ‖g‖ · ‖y‖+ ε ≤ (3√n+ 1)ε ≤ 4√nε. (12.10)
Now consider the specific point x that is the projection of g onto h⊥i (the hyperplane
orthogonal to hi) scaled by a factor
√
n, i.e., x =
√
n(g − 〈g, hi〉hi). Since 〈hi, x〉 = 0
and ‖x‖ ≤ √n, we have x ∈ Kˆi. Therefore (12.10) gives the following inequality
√
n(1− 〈g, hi〉2) = 〈g, x〉 ≤ 4
√
nε.
Hence |〈g, hi〉| ≥
√
1− 4ε ≥ 1920 . This implies that g − hi or g + hi has length at
most
√
2− 2|〈g, hi〉| ≤
√
1
10 ; assume the former for simplicity. Now for all j 6= i we
have
|〈g, hj〉| ≤ |〈g − hi, hj〉|+ |〈hi, hj〉| ≤
√
1
10
+ 0.51 <
9
10
.
Hence g uniquely identifies hi. Finally, for x0 = −e/3 we have the inclusions
B(x0, 1/3) ⊆ Ki ⊆ B(x0, 2
√
n).
12.5.2 Lower bound on number of SEP queries for OPT
(given an interior point)
We now consider lower bounding the number of quantum queries to a separation
oracle needed to do optimization. In fact, we prove a lower bound on the number of
separation queries needed for validity, which implies the same bound on optimiza-
tion. We will use a reduction from a version of the well-studied search problem:
Given z ∈ {0, 1}n such that either |z| = 0 or |z| = 1, decide which of the two holds.
This is a slightly different version from the one used in Section 12.2.1, but again
Θ(n) classical queries and Θ(
√
n) quantum queries are necessary and sufficient.
We use this problem to show that there exist convex sets for which it is hard to
construct a weak validity oracle, given a strong separation oracle. Since a separation
oracle can be used as a membership oracle, this gives the same hardness result for
constructing a weak validity oracle from a strong membership oracle.
Theorem 12.26. Let 0 < ρ ≤ 1/3. Let A be an algorithm that can implement
a VAL(4n)−1,ρ(K) oracle for every convex set K (with B(x0, r) ⊆ K ⊆ B(x0, R))
using only queries to a SEP0,0(K) oracle, and unitaries that are independent of K.
Then the following statements are true, even when we restrict to convex sets K with
r = 1/3 and R = 2
√
n:
• if the queries to SEP0,0(K) are classical, then the algorithm uses Ω(n) queries.
• if the queries to SEP0,0(K) are quantum, then the algorithm uses Ω(
√
n)
queries.
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Proof. Let z ∈ {0, 1}n have Hamming weight |z| = 0 or |z| = 1. We construct a set
Kz in such a way that solving the weak validity problem solves the search problem
for z, while separation queries for Kz can be answered using a single query to z.
The known classical and quantum lower bounds on the search problem then imply
the two claims of the theorem, respectively.
Define Kz := ×ni=1[−1, zi]. We first show how to implement a strong separation
oracle using a single query to z. Suppose the input is the point y. The strong
separation oracle works as follows:
1. If y ∈ [−1, 0]n, then return the statement that y ∈ B(Kz, 0) = Kz.
2. If y 6∈ [−1, 1]n, then return a hyperplane that separates y from [−1, 1]n (and
hence from Kz).
3. Let i be such that yi > 0. Query zi.
(a) If zi = 1 and i is the only index such that yi > 0, then return that
y ∈ B(Kz, 0) = Kz.
(b) If zi = 1 and there is a j 6= i such that yj > 0, return separating
hyperplane xj ≤ yj .
(c) If zi = 0, then return the separating hyperplane xi ≤ yi.
It remains to show that a query to a weak validity oracle with accuracy ε = 14n
can solve the search problem on z. We show that a validity query over Kz with the
direction c = 1√
n
(1, . . . , 1) ∈ Rn and value γ = 1
2
√
n
solves the search problem:
• If |z| = 0, then we claim validity will return that 〈c, x〉 ≤ γ + ε holds for all
x ∈ B(K0,−ε).
Indeed, we show there is no x ∈ B(K0, ε) with 〈c, x〉 ≥ γ − ε. For all points
x ∈ K0 we have 〈c, x〉 ≤ 0. Thus, for all points x ∈ B(K0, ε) we have
〈c, x〉 ≤ ε < γ − ε.
• If |z| = 1, then we claim validity will return that 〈c, x〉 ≥ γ− ε holds for some
x ∈ B(Kz, ε).
Indeed, we show there is an x ∈ B(Kz,−ε) for which 〈c, x〉 > γ+ε. The point
z ∈ Kz satisfies 〈z, c〉 = 1√n and therefore x = z − εe ∈ B(Kz,−ε) satisfies
〈c, x〉 = 1√
n
−√nε > γ + ε.
Finally, we observe that if we set x0 = (−1/2, . . . ,−1/2), then we have the inclusions
B(x0,
1
3 ) ⊆ Kz ⊆ B(x0, 2
√
n).
12.5.3 Lower bound on number of SEP queries for OPT
(without interior point)
We now lower bound the number of quantum queries to a separation oracle needed
to solve the optimization problem, if our algorithm does not already know an interior
point of K. In fact we prove a lower bound on finding a point in K using separation
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queries, which implies the lower bound on the number of separation queries needed
for optimization.
We prove our lower bound by a reduction to the problem of learning z with
first-difference queries. Here one needs to find an initially unknown n-bit binary
string z via a guessing game. For a given guess g ∈ {0, 1}n a query returns the first
index in [n] for which the binary strings z and g differ (or it returns n+ 1 if z = g).
The goal is to recover z with as few guesses as possible. First we prove an Ω(n)
quantum query lower bound for this problem.14
Theorem 12.27 (Quantum lower bound for learning z with first-difference queries).
Let z ∈ {0, 1}n be an unknown string accessible by an oracle acting as Oz|g, b〉 =
|g, b⊕f(g, z)〉, where f(g, z) is the first index for which z and g differ, more precisely
f(g, z) =
{
min{i ∈ [n] : gi 6= zi} if g 6= z
f(g, z) = n+ 1 otherwise.
Then every quantum algorithm that outputs z with high probability uses at least
Ω(n) queries to Oz.
Proof. We will use the general adversary bound [HLSˇ07]. For this problem, we
call Γ ∈ R2n×2n an adversary matrix if it is a non-zero matrix with zero diagonal
whose rows and columns are indexed by all z ∈ {0, 1}n. For g ∈ {0, 1}n let us define
∆g ∈ {0, 1}2n×2n such that the [z, z′] entry of ∆g is 0 if and only if f(g, z) = f(g, z′).
The general adversary bound tells us that for any adversary matrix Γ, the quantum
query complexity of our problem is
Ω
( ‖Γ‖
maxg∈{0,1}n‖Γ ◦∆g‖
)
, (12.11)
where “◦” denotes the Hadamard product and ‖·‖ the operator norm.
We claim that Equation (12.11) gives a lower bound of Ω(n) for the adversary
matrix Γ defined as
Γ[z, z′] =
{
2f(z,z
′) if z 6= z′
0 if z = z′
It is easy to see that Γ is indeed an adversary matrix since it is zero on the diagonal
and non-zero everywhere else. Furthermore, the all-one vector e is an eigenvector
of Γ with eigenvalue n2n:
(Γe)z =
∑
z′∈{0,1}n
Γ[z, z′] =
n∑
d=1
2d·|{z′ ∈ {0, 1}n : f(z, z′) = d}| =
n∑
d=1
2d2n−d = n2n.
So Γe = n2ne and hence ‖Γ‖ ≥ n2n.
14Note that this is a strengthening of the Ω(n) quantum query lower bound for binary search
on a space of size 2n by Ambainis [Amb99], since first-difference queries are at least as strong as
the queries one makes in binary search.
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From the definition of ∆g it follows that
(Γ ◦∆g)[z, z′] = 2f(z,z′)χ[f(g,z) 6=f(g,z′)],
where χ[f(g,z)6=f(g,z′)] stands for the indicator function of the condition f(g, z) 6=
f(g, z′). Let Γg := Γ ◦∆g. We will show an upper bound on ‖Γg‖. We decompose
Γg in an “upper-triangular” and a “lower-triangular” part:
ΓUg [z, z
′] := 2f(z,z
′)χ[f(g,z)<f(g,z′)] = 2
f(g,z)χ[f(g,z)<f(g,z′)], (12.12)
ΓLg [z, z
′] := 2f(z,z
′)χ[f(g,z′)<f(g,z)] = 2
f(g,z′)χ[f(g,z′)<f(g,z)].
So Γg = Γ
U
g + Γ
L
g and Γ
U
g = (Γ
L
g )
T . Hence by the triangle inequality we have
‖Γg‖ ≤
∥∥ΓUg ∥∥+ ∥∥ΓLg ∥∥ = 2∥∥ΓUg ∥∥. (12.13)
It thus suffices to upper bound
∥∥ΓUg ∥∥. Notice that as (12.12) shows, ΓUg [z, z′] only
depends on the values f(g, z), f(g, z′). Since the range of f(g, · ) is [n+ 1], we can
think of ΓUg as an (n+ 1)× (n+ 1) block-matrix, where the blocks are determined
by the values of f(g, z) and f(g, z′), and within a block all matrix elements are
the same. Also observe that for all k ∈ [n] there are 2n−k bitstrings y ∈ {0, 1}n
such that f(g, y) = k, which tells us the sizes of the blocks. Motivated by these
observations we define an orthonormal set of vectors in R2n by vn+1 := eg, and for
all k ∈ [n]
vk :=
∑
y:f(g,y)=k
ey√
2n−k
.
Since the row and column spaces of ΓUg are spanned by {vk : k ∈ [n + 1]}, we can
reduce ΓUg to a (n+ 1)× (n+ 1)-dimensional matrix G:
ΓUg =
(
n+1∑
k=1
vkv
T
k
)
ΓUg
(
n+1∑
`=1
v`v
T
`
)
=
(
n+1∑
k=1
vke
T
k
)(
n+1∑
k=1
ekv
T
k
)
ΓUg
(
n+1∑
`=1
v`e
T
`
)
︸ ︷︷ ︸
G:=
(
n+1∑
`=1
e`v
T
`
)
.
It follows from the above identity, together with the orthonormality of the vectors
{v1, . . . , vn, vn+1}, that
∥∥ΓUg ∥∥ =
∥∥∥∥∥
(
n+1∑
k=1
ekv
T
k
)
ΓUg
(
n+1∑
`=1
v`e
T
`
)∥∥∥∥∥ = ‖G‖. (12.14)
The matrix G ∈ R(n+1)×(n+1) is strictly upper-triangular, with the following entries
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for k, ` ∈ [n]:
G[k, `] = vTk Γ
U
g v`
=
 ∑
z:f(g,z)=k
eTz√
2n−k
ΓUg
 ∑
z′:f(g,z′)=`
ez′√
2n−`

=
2
k+`
2
2n
 ∑
z:f(g,z)=k
eTz
ΓUg
 ∑
z′:f(g,z′)=`
ez′

=
2
k+`
2
2n
∑
z:f(g,z)=k
∑
z′:f(g,z′)=`
ΓUg [z, z
′]
=
2
k+`
2
2n
∑
z:f(g,z)=k
∑
z′:f(g,z′)=`
2kχ[k<`] (by (12.12))
=
2
k+`
2
2n
2n−k2n−`2kχ[k<`]
= 2n−
`−k
2 χ[k<`].
Similarly for ` = n + 1 we get that G[k, `] =
√
2 2n−
`−k
2 χ[k<`] for all k ∈ [n + 1].
For each d ∈ [n] define Gd ∈ R(n+1)×(n+1) such that Gd[k, `] = G[k, `]χ[d=`−k].
This Gd is only non-zero on a non-main diagonal (namely the (k, `)-entries where
d = ` − k), and its non-zero entries are all upper bounded by √2 2n2− d2 . We have
G =
∑n
d=1Gd and therefore
‖G‖ ≤
n∑
d=1
‖Gd‖ =
n∑
d=1
√
2 2n2−
d
2 = 2n
n−1∑
d=0
(
√
2)−d ≤ 2
n
1− 1/√2 ≤ 2
n+2. (12.15)
Inequalities (12.13)-(12.15) give that ‖Γg‖ ≤ 2n+3 and hence (12.11) yields a lower
bound of Ω
(
n2n
2n+3
)
= Ω(n) on the number of quantum queries to Oz needed to
learn z.
Theorem 12.28. Finding a point in B∞(K, 1/7) for an unknown convex set K
such that K ⊆ B∞(0, 2) ⊆ Rn requires Ω(n) quantum queries to a separation oracle
SEP0,0(K), even if we are promised there exists some unknown x ∈ Rn such that
B∞(x, 1/3) ⊆ K.
Proof. We will prove an Ω(n) quantum query lower bound for this problem by a
reduction from learning with first-difference queries. Let z ∈ {0, 1}n be an unknown
binary string, and let us define Kz := B∞(z, 1/3) ⊂ Rn as a small box around the
corner of the hypercube corresponding to z. Then clearly Kz ⊂ B∞(0, 2), and
finding a point close enough to Kz is enough to recover z.
We can also easily reduce a separation oracle query to a first-difference query
to z, as follows. Suppose y is the vector we query:
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1. If y is outside [−1/3, 4/3]n, then output a hyperplane separating y from
[−1/3, 4/3]n.
2. If y is in [−1/3, 4/3]n, then let g be the nearest corner of the hypercube.
3. Let i be the result of a first-difference query to z with g.
(a) If z = g, then we know Kz exactly, so we can find a separating hyperplane
or conclude that y ∈ Kz.
(b) If z 6= g, then return ei if gi = 1, and −ei if gi = 0.
Hence our Ω(n) quantum lower bound on learning z with first-difference queries
implies an Ω(n) lower bound on the number of quantum queries to a separation
oracle needed for finding a point in a convex set.
Since optimization over a set K gives a point in the set K, this also implies
a lower bound on the number of separation queries needed for optimization. This
theorem is tight up to logarithmic factors, since it is known that O˜(n) classical sep-
aration queries suffice for optimization, even without knowing a point in the convex
set. Finally we remark that, due to our improved algorithm for optimization using
validity queries, this also gives an Ω˜(n) lower bound on the number of separation
queries needed to implement validity.
12.6 Consequences of convex polarity
Here we justify the central symmetry of Figure 12.1 using the results of Gro¨tschel,
Lova´sz, and Schrijver [GLS88, Section 4.4]. We first need to recall the definition
and some basic properties of the polar K∗ of a set K ⊆ Rn. This is the closed
convex set defined as follows:
K∗ = {y ∈ Rn : 〈y, x〉 ≤ 1 for all x ∈ K}.
It is straightforward to verify that ifB(0, r) ⊆ K ⊆ B(0, R), then B(0, 1/R) ⊆ K∗ ⊆
B(0, 1/r), moreover (K∗)∗ = K for closed convex sets.15 For the remainder of this
section we assume that K is a closed convex set such that B(0, r) ⊆ K ⊆ B(0, R).
We will observe that for the polar K∗ of a set K the following holds:
MEM(K∗)↔ VAL(K), SEP(K∗)↔ VIOL(K), (12.16)
where MEM(K∗) ↔ VAL(K) means we can implement a weak validity oracle for
K using a single query to a weak membership oracle for K∗, and vice versa. Since
VIOL(K) and OPT(K) are equivalent up to Θ˜(1) reductions (via binary search),
this justifies the central symmetry of Figure 12.1, because it shows that algo-
rithms that implement VIOL(K) given VAL(K) are equivalent to algorithms that
implement SEP(K∗) given MEM(K∗), and similarly algorithms that implement
15Note that K∗ is a dual representation of the convex set K. Each point in K∗ corresponds to
a (normalized) valid inequality for K. This duality is not to be confused with Lagrangian duality.
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SEP(K) given VIOL(K) are equivalent to algorithms that implement VIOL(K∗)
given SEP(K∗).
Gro¨tschel, Lova´sz, and Schrijver [GLS88, Section 4.4] showed that the weak
membership problem for K∗ can be solved using a single query to a weak validity
oracle for K, and that the weak separation problem for K∗ can be solved using a
single query to a weak violation oracle for K. Using similar arguments one can show
the reverse directions as well, which justifies (12.16). Here we only motivate the
equivalences between the above-mentioned weak oracles by showing the equivalence
of the strong oracles (i.e., where ρ and ε are 0).
Strong membership on K∗ is equivalent to strong validity on K. First,
for a given vector c ∈ Rn and a γ > 0 observe the following:
c
γ
6∈ int(K∗) ⇐⇒ ∃y ∈ K s.t. 〈c/γ, y〉 ≥ 1 ⇐⇒ ∃y ∈ K s.t. 〈c, y〉 ≥ γ.
Hence, a strong membership query to K∗ with a point c can be implemented by
querying a strong validity oracle for K with the vector c and the value 1. Likewise,
a strong validity query to K with a point c and value16 γ > 0 can be implemented
using a strong membership query to K∗ with c/γ.
Strong separation on K∗ is equivalent to strong violation on K. To im-
plement a strong separation query on K∗ for a vector y ∈ Rn we do the following.
Query the strong violation oracle for K with y and the value 1. If the answer
is that 〈y, x〉 ≤ 1 for all x ∈ K, then y ∈ K∗. If instead we are given a vector
x ∈ K with 〈y, x〉 ≥ 1, then x separates y from K∗ (indeed, for all z ∈ K∗, we have
〈z, x〉 ≤ 1 ≤ 〈y, x〉).
For the reverse direction, to implement a strong violation oracle for K on the
vector c and value16 γ > 0 we do the following. Query the strong separation
oracle for K∗ with the point c/γ. If the answer is that c/γ ∈ K∗ then 〈c, x〉 ≤ γ
for all x ∈ K. If instead we are given a non-zero vector y ∈ Rn that satisfies
〈c/γ, y〉 ≥ 〈z, y〉 for all z ∈ K∗, then y˜ = y/〈c/γ, y〉 will be a valid answer for the
strong violation oracle for K. Indeed, we have y˜ ∈ K because 〈z, y˜〉 ≤ 1 for all
z ∈ K∗ and K = (K∗)∗, and by construction 〈c, y˜〉 = γ.
12.7 Future work
We mention several open problems for future work:
• Can we improve our Ω(√n) lower bound on the number of separation queries
needed to implement an optimization oracle when our algorithm knows a point
in K? We conjecture that the correct bound is Θ˜(n), in which case knowing
a point in K does not help a quantum algorithm.
• Can we improve on the time complexity of algorithms that implement an
optimization oracle using (quantum) queries to a separation oracle?
16Observe that queries with value γ ≤ 0 can be answered trivially, since 0 ∈ K.
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• Are there interesting convex optimization problems where separation is much
harder than membership for classical computers? That is, problems for which
deciding membership costs Θ(nα) while doing separation costs Θ(nβ), where
β−α > 0. Such problems would be good candidates for quantum speed-up in
optimization in the real, non-oracle setting. It is known that given a determin-
istic algorithm for a function, an algorithm with roughly the same complexity
can be constructed to compute the gradient of that function [GW08], so for
deterministic oracles separation is not much harder than membership queries.
This, however, still leaves randomized and quantum membership oracles to
be considered.
• The algorithms that give an O˜(n) upper bound on the number of separation
queries for optimization (for example [LSW15, Theorem 42]) give the best
theoretical results for many convex optimization problems. However, due to
the large constants in these algorithms they are rarely used in a practical
setting. A natural question is whether the algorithms used in practice lend
themselves to quantum speed-ups as well. Very recent work by Kerenidis
and Prakash [KP18] on quantum interior point methods is a first step in this
direction.
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List of Symbols
[n] The set {1, 2, . . . , n}.
N The set of nonnegative integers.
R The set of real numbers.
C The set of complex numbers.
log The base-2 logarithm.
conv(V ) The convex hull of the set of points V .
Sym(`) The set of permutations of ` elements.
V1 unionsq V2 The disjoint union of the sets V1 and V2.
Vectors
Rn The set of real n-dimensional vectors.
Sn−1 The (n− 1)-dimensional unit sphere in Rn.
Rn+ The set of real n-dimensional entrywise-nonnegative vectors.
Cn The set of complex n-dimensional vectors.
e The all-ones vector.
ei The vector that equals zero everywhere except at the ith coordi-
nate, where it equals one.
vT The transpose of a vector v.
v∗ The complex conjugate of the transpose of v.
H A Hilbert space.
〈u, v〉 The inner product between vectors u and v.
‖v‖p The p-norm of the vector v ∈ Cn: ‖v‖p = (
∑n
i=1 |vi|p)1/p.
‖v‖ The 2-norm of the vector v ∈ Cn.
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Matrices
Rm×n The set of real m× n matrices.
Rm×n+ The set of real entrywise-nonnegative m× n matrices.
CPn The set of n× n completely positive matrices.
CSn+ The set of n× n completely positive semidefinite matrices.
Sn The set of real symmetric n× n matrices.
Sn+ The set of real symmetric n×n positive semidefinite matrices.
En The elliptope: the set of matrices A ∈ Sn+ that satisfy Aii = 1
for all i ∈ [n].
Cor(m,n) The set of m× n bipartite correlation matrices.
A  0 The matrix A is positive semidefinite.
A  0 The matrix A is positive definite.
Gram(V ) The Gram matrix
(〈vi, vj〉)i,j associated to a set of vectors
V = {v1, . . . , vn}.
O(d) The set of d× d real orthogonal matrices.
Cm×n The set of complex m× n matrices.
Re(A) The real part of a matrix A ∈ Cm×n.
Im(A) The imaginary part of a matrix A ∈ Cm×n.
Hn The set of complex Hermitian n× n matrices.
Hn+ The set of complex Hermitian n× n positive semidefinite ma-
trices.
B(H) The set of bounded linear operators on the Hilbert space H.
Diag(v) The diagonal matrix whose main diagonal is the vector v.
diag(A) The vector corresponding to the main diagonal of the matrix A.
vec(A) The vector obtained by stacking the columns of the matrix A
on top of each other.
Tr(A) The trace of a matrix A ∈ Cn×n: Tr(A) = ∑ni=1Aii.
tr(A) The normalized trace of a matrix A ∈ Cn×n: tr(A) =
1
n
∑n
i=1Aii.
〈A,B〉 The trace inner product Tr(A∗B) between matrices A and B.
rank(A) The rank of a matrix A.
rank+(A) The nonnegative rank of a matrix A ∈ Rm×n+ .
psd-rankR(A) The real positive semidefinite rank of a matrix A ∈ Rm×n+ .
cpsd-rankC(A) The complex positive semidefinite rank of a matrix A ∈ Rm×n+ .
cp-rank(A) The completely positive rank of a matrix A ∈ CPn.
cpsd-rankR(A) The real completely positive semidefinite rank of a matrix A ∈
CSn+.
cpsd-rankC(A) The complex completely positive semidefinite rank of a matrix
A ∈ CSn+.
⊗ The tensor product (also called the Kronecker product).
⊕ The direct sum.
‖A‖ The operator norm of an operator A.
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Quantum information theory
|ψ〉 The Dirac notation for a column-vector ψ ∈ Cn.
〈ψ| The conjugate transpose of the vector |ψ〉.
Cloc(Γ) The set of classical bipartite correlations.
Cloc,s(Γ) The set of synchronous bipartite correlations P ∈ Cloc(Γ).
Cq(Γ) The set of bipartite quantum correlations in the tensor model.
Cq,s(Γ) The set of synchronous bipartite correlations P ∈ Cq(Γ).
Cqc(Γ) The set of bipartite quantum correlations in the commuting operator
model.
Cqc,s(Γ) The set of synchronous correlations P ∈ Cqc(Γ).
Dq(P ) The entanglement dimension of a bipartite correlation P ∈ Cq(Γ) in
the tensor model.
Dqc(P ) The entanglement dimension of a bipartite correlation P ∈ Cqc(Γ)
in the commuting operator model.
Aq(P ) The average entanglement dimension of a bipartite correlation P ∈
Cq(Γ).
Polynomial optimization
x The tuple of noncommutative symbols x1, . . . , xn.
〈x〉t The set of words in the noncommutative symbols x1, . . . , xn of length
at most t.
R〈x〉t The set of noncommutative polynomials of degree at most t.
R〈x〉∗t The set of real-valued linear functionals on R〈x〉t.
[x]t The set [x]t = [x1, . . . , xn]t of words in the commutative symbols
x1, . . . , xn of length at most t.
R[x]t The set of commutative polynomials of degree at most t.
R[x]∗t The set of real-valued linear functionals on R[x]t.
M(L) The moment matrix associated to a linear functional L ∈ R〈x〉∗t or
L ∈ R[x]∗t .
M2t(S) The degree-2t truncated quadratic module generated by the set of
polynomials S.
D(S) The scalar positivity domain associated to a set of polynomials S.
D(S) The matrix positivity domain associated to a set of polynomials S.
DA(S) The positivity domain associated to a set of polynomials S, in a
C∗-algebra A.
It(T ) The degree-t truncated (left) ideal generated by the set of polyno-
mials T .
V (T ) The scalar variety associated to a set of polynomials T .
V(T ) The matrix variety associated to a set of polynomials T .
VA(T ) The variety associated to a set of polynomials T , in a C∗-algebra A.
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Graph theory
α(·) The stability number.
αq(·) The quantum stability number.
αqc(·) The commuting quantum stability number.
αp(·) The projective packing number.
χ(·) The chromatic number of a graph.
χq(·) The quantum chromatic number.
χqc(·) The commuting quantum chromatic number.
χf (·) The fractional chromatic number.
ξf (·) The projective rank.
ξtr(·) The tracial rank.
GH The Cartesian product of the graphs G and H.
GnH The homomorphic product of the graphs G and H.
G ? H The graph product GnH of the graphs G and H.
