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Statistische Methoden in der hydrologischen 
Vorhersagepraxis und deren Nutzen  
Statistische Verfahren und Modelle sind seit Jahrzehnten unverzichtbarer Bestandteil hydro-
logischer Vorhersagesysteme. Diese Methoden werden in allen Prozessierungsschritten der 
Abfluss- und Wasserstandsvorhersage eingesetzt, wie z. B. der Interpolation von Beobach-
tungsdaten, Downscaling von meteorologischen Vorhersagen, Kalibrierung von Ensemble-
Vorhersagen, Fehlerkorrektur und Datenassimilation von in Echtzeit verfügbaren Daten-
produkten. Aber auch die Vorhersageberechnung selbst erfolgt häufig mittels statistischer 
Verfahren unterschiedlicher Komplexität, von linearen Regressionen bis hin zu neuronalen 
Netzen. Aufgrund des großen Verbesserungspotenzials und der relativ geringen Anwen-
dungskosten ist die Neu- und Weiterentwicklung dieser statistischen Methoden Gegenstand 
aktueller Entwicklungen in der Wissenschaft.  
Dieses Kolloquium rückt die häufig eher im Hintergrund eingesetzten statistischen Verfahren 
und Modelle in den Fokus und zielt auf einen Brückenschlag zwischen Forschung, Vorher-
sagepraxis und Nutzern von Vorhersageprodukten ab. Entsprechend stellen Vertreter aus 
Wissenschaft, operationeller Vorhersagepraxis und Wirtschaft die aktuellen Möglichkeiten 
und Grenzen dieser Techniken und Produkte über ein weites Anwendungsspektrum des 
hydrologischen Vorhersagealltags vor.  
Das Kolloquium richtet sich an alle mit (hydrologischen) Vorhersagen befassten Kollegen 


















Im Vortrag werden zunächst die rechtlichen Grundlagen der Vorhersagen, die durch die  
Wasserstraßen- und Schifffahrtsverwaltung (WSV) und die Bundesanstalt für Gewässerkunde 
(BfG) veröffentlicht werden, dargelegt.  
Im Weiteren wird auf die verschiedenen Arten der Wasserstandsvorhersage eingegangen. 
Zum einen kann nach der Dauer und zum andern nach dem Zweck bzw. der Wasserstandshö-
he unterschieden werden. Kurzfristige Vorhersagen verfügen über einen Horizont von weni-
gen Tagen und werden i. d. R. von der Schifffahrt für ihre Fahrtenplanung genutzt. Bei Nied-
rigwasser interessiert die mögliche Abladung, bei Hochwasser, ob das Schiff mit der Ladung 
noch durch die Brücke passt. Mittel- bis langfristige Vorhersagen sind von der Schifffahrt für 
Routenplanungen auf Langstrecke immer wieder gefordert. Der Unterschied zwischen Hoch- 
und Niedrigwasservorhersage liegt in der höheren Komplexität, ggf. fehlenden Messwerten 
und erhöhten Anforderungen an Ausfallsicherheit bei Hochwasser. Auch ist zu berücksichti-
gen, dass das Wasser bei Hochwasser durch Ausuferungen im Vorlandbereich fließt und so-
mit der Aufwand für die zugrundeliegenden Geodaten deutlich höher liegt. Weiter ist der 
Personalaufwand durch den 24h-Schichtbetrieb dreimal so hoch wie bei verkehrsbezogenen 
Vorhersagen. 
Da Vorhersagen kein Selbstzweck der Verwaltung sind, ist ein Blick auf den Nutzerkreis und 
dessen entstandener Nutzen interessant. Der Spannungsbogen geht vom einzelnen Partikulier 
bis zur Industrie und kompletten Verwaltung aus Bund, Ländern und Kommunen. Der Nut-
zen deckt vom reinen monetären Effekt bis zur Sicherheit für Leib und Leben alles ab. 
Abgerundet wird der Vortrag durch einen kurzen „Ausflug“ in die Eiszeit. Im Elektronischen 
Wasserstraßen-Informationsservice ELWIS werden die notwendigen Informationen für die 
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 Statistische Methoden in der hydrologischen 
Vorhersage der BfG 




Seit mehreren Jahrzehnten werden in der Bundesanstalt für Gewässerkunde (BfG) statistische 
Modelle angewendet. Schon ab 1975 wurden in der BfG mit dem statistischen Mehrkanal-
filtermodell Niedrigwasser-Abflussvorhersagen für den Rhein-Pegel Kaub gerechnet und 
veröffentlicht (WILKE 1985). Das Mehrkanalfiltermodell analysiert Übertragungseigenschaf-
ten eines hydrologischen Systems aus der Belastung (z. B. abflusswirksamer Niederschlag, 
Abfluss an oberhalb gelegenen Pegeln) und dem Ergebnis (z. B. Abfluss am Pegel) in integ-
raler Form mithilfe einer Übertragungsfunktion.  
Trotz einer verstärkten Nutzung deterministischer Niederschlags-Abfluss-Modelle zur Be-
rechnung der Abflussbildungsprozesse und hydrodynamischer Modelle zur Berechnung der 
Wellenverformung in den Gewässern sind statistische Modelle in der hydrologischen Vorher-
sage der BfG auch weiterhin nicht mehr wegzudenken. Insbesondere im Rahmen von aktuel-
len F&E-Projekten wie z. B. „Seamless Prediction – Quantifizierung und Reduktion von Un-
sicherheiten durch Datenassimilation und Ensembletechniken für Kurz-, Mittel- und Lang-
fristvorhersagen der BfG“ und dem EU-Horizon 2020 Projekt „IMPREX ‒ IMproving PRe-
dictions and management of hydrological EXtremes (www.IMPREX.eu)“ wird an der BfG 
die Entwicklung und Anwendung statistischer Methoden in der Vorhersage weiter vorange-
trieben. In diesem Beitrag werden ausgewählte Methoden kurz vorgestellt. 
 
Methoden der Unsicherheitsanalyse 
Zur Quantifizierung der meteorologischen Vorhersageunsicherheit in der hydrologischen 
Vorhersage werden im Allgemeinen meteorologische Ensemble-Vorhersagen als Eingangs-
größen für das hydrologische Vorhersagemodell verwendet, um Ensembles von Abfluss- 
bzw. Wasserstandsvorhersagen zu berechnen. Aktuell werden im Vorhersagesystem der BfG 
die meteorologischen Ensemble-Vorhersagen COSMO-LEPS (20 Einzelvorhersagen) von 
ARPA-SIM, ECMWF-ENS (51 Einzelvorhersagen) des Europäischen Zentrums für mittel-
fristige Wettervorhersage EZMW und ICON-EPS (40 Einzelvorhersagen) des Deutschen 
Wetterdienstes (DWD) zur Berechnung von hydrologischen Ensemble-Vorhersagen einge-
setzt. 
In der operationellen Vorhersage-Praxis werden oft fälschlicherweise die „rohen“, also die 
nicht statistisch post-prozessierten Ensemble-Vorhersagen als probabilistische Vorhersagen 
interpretiert, obwohl sie im Allgemeinen einen systematischen Fehler (Bias) und eine zu  










Um die Gesamtvorhersageunsicherheit in der Wasserstandsvorhersage der BfG zu quantifi-
zieren, wurden im Rahmen des Projektes „Seamless Prediction“ in Zusammenarbeit mit dem 
Heidelberg Institut für Theoretische Studien (HITS) Methoden zur Quantifizierung der prä-
diktiven Unsicherheit der hydrologischen Ensemble-Vorhersagen der BfG entwickelt und 
angewendet (HEMRI & KLEIN 2017, KLEIN et al. 2015).  
Im aktuellen System wird die statistische Methode Ensemble Model Output Statistics (EMOS) 
eingesetzt, um probabilistische Wasserstandsvorhersagen aus dem berechneten Wasserstands-
Ensemble zu ermitteln (weitere Details siehe KLEIN et al. 2015). Der aktualisierte Vorhersa-
geablauf für die Erstellung von probabilistischen Wasserstandsvorhersagen ist in Abb. 1 dar-
gestellt. Die zusätzlichen Komponenten im Vergleich zur operationellen deterministischen 
Wasserstandsvorhersage sind rot markiert.  
 
 
Abb. 1: Ablauf-Schema der probabilistischen Wasserstandsvorhersage Rhein: Ermittlung der 
Parameter der statistischen Unsicherheits-Prozessoren (Offline), Anwendung in der 
operationellen Vorhersage (Echtzeit), in rot zusätzliche Komponenten im Vergleich zur 
deterministischen 4-Tages-Vorhersage 
 
Im Rahmen des Projektes IMPREX werden den Stakeholdern seit Mai 2017 prä-operationell 
prototypisch 10-Tages-Vorhersagen für sieben Vorhersagepegel entlang des Rheins zur Ver-
fügung gestellt. 
In Abb. 2 ist beispielhaft die probabilistische Wasserstandsvorhersage vom 12.07.2017 für 
den Pegel Köln dargestellt. Die Vorhersage basiert auf einem Ensemble von 72 Wasser-
standsvorhersagen (COSMO-LEPS, ECMWF-ENS und deterministische HRES-Vorhersage 
des EZMW). Aktuell werden dem Nutzer zwei unterschiedliche Darstellungsformen der Un-
sicherheit zur Verfügung gestellt. Rückmeldungen, Anmerkungen und weitere Anforderun-











Abb. 2: Prototypische probabilistische 10-Tages-Wasserstandsvorhersage Pegel Köln vom 
12.07.2017 mit unterschiedlicher Darstellung der Unsicherheit; links: Farbverlauf  
orientiert sich an der Unterschreitungswahrscheinlichkeit des Wasserstandes, rechts: 
der zum Median der Unsicherheitsverteilung symmetrische Farbverlauf orientiert sich 
an der „klassischen“ Darstellung der Unsicherheit in der Hydrologie 
 
Methoden der Zeitreihenanalyse 
Trotz der Einbeziehung von räumlich hochaufgelösten Messdaten und optimierten Modellen 
kann das hydrologische Verhalten von Einzugsgebieten bzw. Fließgewässern durch mathe-
matische Modelle lediglich näherungsweise beschrieben werden. Vor diesem Hintergrund 
werden Methoden der mathematischen Zeitreihenanalyse, wie z. B. Auto-Regressive oder 
Auto-Regressive Integrated Moving Average Modelle, in der operationellen Vorhersage der 
BfG (siehe Abb. 1) angewendet, um den Fehler zwischen Beobachtung und Simulation zu 
beschreiben (PINZINGER et al. 2014). Mit diesen Modellen wird dann versucht, den Modell-
fehler in der Abfluss- und Wasserstandsvorhersage zu minimieren. 
 
Künstliche neuronale Netze 
Künstliche neuronale Netze werden in der Vorhersage der BfG in unterschiedlichen Berei-
chen angewendet, zur Approximation der Wellenverformung im Gerinne und zur Abfluss-
simulation und Abflussvorhersage. 
Künstliche neuronale Netze (KNN) sind ein programmiertes Knotensystem nach dem Vorbild 
biologischer neuronaler Netze. Diese Netze werden mit mathematischen Algorithmen anhand 
von historischen Daten trainiert. 
So wurde z. B. beim Aufbau des neuen hydrodynamischen Modells für die Wasserstandsvor-
hersage an der Donau aufgrund des sehr komplexen Steuerverhaltens der Staustufenkette 
zwischen den Pegeln Neu-Ulm und Kelheim für diesen Bereich kein hydrodynamisches Mo-
dell zur Simulation der Wellenverformung im Gerinne aufgebaut, sondern künstliche neuro-
nale Netze trainiert, um die Randbedingungen des hydrodynamischen Wasserstandsvorher-
sagemodells der Bundeswasserstraße Donau zu berechnen (siehe Abb. 3).  
Im Rahmen des Forschungsprojektes „Seamless Prediction“ wurden in Zusammenarbeit mit 
dem Fraunhofer IAIS sogenannte Echo State Networks zur Abflussimulation und -vorher-
sage an den Pegeln Bollendorf und Trier im Moselgebiet und für den Pegel Maxau am Rhein 











Abb. 3: Modellstruktur des operationellen Wasserstandsvorhersagemodells Donau der BfG 
 
Datenassimilation 
Im Rahmen von Seamless Prediction und dem EUMETSAT Projekt H-SAF wurden Metho-
den der Datenassimilation, wie z. B. Ensemble Kalman Filter und Moving Horizon Estimati-
on, angewendet, um in Echtzeit verfügbare Beobachtungen (z. B. Abflussbeobachtungen, 
Schneeprodukte, ...) zur Verbesserung der Schätzung der Modellzustände des hydrologischen 
Modells zum Vorhersagezeitpunkt zu verwenden (LISNIAK 2014, MONTERO et al. 2016).  
Abbildung 4 zeigt beispielhaft für den Lahnpegel Leun Neu den positiven Effekt der entwi-
ckelten Datenassimilationsmethodik im schneereichen Winter 2010/2011. Die Verbesserung 
wird sowohl beim Einzelereignis auf der linken Seite (durchgezogene rote Linie (mit DA) 
bildet das Ereignis sehr gut nach) sowie in der Statistik für die gesamte Wintersaison anhand 
des Gütekriteriums NSE (je näher an 1 desto besser ist die Vorhersage) erkennbar. 
 
 
Abb. 4: Abflussvorhersage mit und ohne Datenassimilation am Lahn-Pegel Leun Neu (links), 
statistischer Vergleich der Vorhersagegüte für 120 Vorhersagen im Winter 2010/2011 


























































































































































































































































 Multiple Lineare Regressionsverfahren 
Im Rahmen des Projektes „Seamless Prediction“ wurden in Kooperation mit dem Alfred-
Wegener-Institut statistische Ansätze zur saisonalen Vorhersage an ausgewählten Pegeln der 







Gegenüberstellung des mittels multipler  
Regression prognostizierten und gemessenen 
mittleren Abflusses im August am Pegel 




Die Methodik basiert auf einer multiplen linearen Regression zwischen Abflussindikatoren an 
den Vorhersagepegeln und globalen/regionalen Klimadaten (Meeresoberflächentemperatur, 
Bodenfeuchte, Abfluss des vergangenen Monats, ...) (IONITA et al. 2008). In Abb. 5 ist die 
Monatsvorhersage des mittleren Abflusses des Pegels Kaub im August für den Zeitraum 
1950-2015 dargestellt. Prognostizierte (rote Punkte) und gemessene Abflüsse (schwarze 
Punkte) stimmen im betrachteten Zeitraum sehr gut überein. 
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Probabilistische Ableitung von Vorhersage-
unsicherheiten in der Hochwasservorhersage 
in Bayern 




In Bayern werden für die Hochwasservorhersage aktuell 23 Modelle operationell betrieben, 
die Vorhersagen für 215 Pegel erstellen.  
Um die Unsicherheiten der Vorhersagen zu quantifizieren, werden diese seit 2007 mit einem 
Unsicherheitsband versehen, welches das 90 %- und 10 %-Quantil der erwarteten Abflüsse 
kennzeichnet. Berücksichtigt wird hierbei der statistische Gesamtfehler, d. h. Fehler in Ein-
gangsdaten, hydrologischem Modell und auch meteorologischem Antrieb. Hierbei werden die 
Unsicherheitsbereiche durch eine statistische Analyse der Abweichungen vergangener deter-
ministischer Vorhersagen von den Messwerten ermittelt. Die Genauigkeit der Abflussvorher-
sagen hängt mit zunehmender Vorhersagezeit wesentlich von der Güte der Niederschlagsvor-
hersagen ab. Die Verwendung von Ensemble-Vorhersagen mit physikalisch begründeten 
Störungen im Modellantrieb kann somit die Quantifizierung der Niederschlagsvorhersage-
unsicherheit unterstützen und gewinnt daher zunehmend an Bedeutung (VOGELBACHER 
2014).  
Im Gegensatz zu den deterministischen Unsicherheitsangaben werden für die Bewertung der 
Güte der Ensemble-Vorhersagen zusätzliche statistische Methoden benötigt. Eine grundsätz-
liche Implementierung zur Verarbeitung von Ensemble-Vorhersagen und Bereitstellung der 
Unsicherheiten ist bereits seit 2008 im Hochwassernachrichtendient in Bayern umgesetzt 
(MORITZ 2008). Um diese aber auch im regulären, operationellen Betrieb und in adäquaten 
Publikationszeiträumen weitergeben zu können, gilt es, einige Herausforderungen zu bewäl-
tigen. Diese beginnen in der Praxis mit dem deutlich erhöhten Datenvolumen der Rohdaten, 
die in die Systeme des Hochwassernachrichtendienstes transferiert werden müssen. Bedingt 
durch die große Anzahl an Ensemblemitgliedern müssen die hydrologischen Modelle dem-
entsprechend öfter durchgerechnet werden, was die Rechenzeit deutlich erhöht. Dasselbe gilt 
für die statistische Nachbearbeitung der Vorhersagen, die aufgrund komplexerer statistischer 
Verfahren zusätzliche Rechenleistung benötigen. Da die Hochwasservorhersage in Bayern 
über einer Vielzahl von gekoppelten Gebietsmodellen erfolgt, ist es auch nötig, die simulier-
ten Zu- und Abflüsse jedes Ensemblemitglieds dementsprechend weiterzugeben, damit ein in 
sich konsistentes Ensemble über die gesamte Fläche modelliert werden kann.  
In der System-Infrastruktur des Hochwassernachrichtendienstes wird versucht, allen diesen 
Aspekten Rechnung zu tragen, um somit den Kunden, in diesem Fall den Wasserwirtschafts-
ämtern und der Öffentlichkeit, eine bestmögliche, zeitnahe Einschätzung der vorhergesagten 











Der Vortrag berichtet über den Stand der Implementierung in den operationellen Betrieb der 
Hochwasservorhersagen. Derzeit laufen parallel zur manuell gestützten und geprüften Hoch-
wasservorhersage zusätzlich eine automatisierte Berechnung der COSMO-DE-EPS, 
COSMO-LEPS, ICON-EPS und ECMWFEnsembles. Für die manuelle, deterministische 
Vorhersage wird derzeit die Gesamtunsicherheit aus historischen Daten abgeleitet (siehe 
HAAG et al. 2013) und in den Ensemble-Vorhersagen wird die Vorhersageunsicherheit aus 
deren Verteilung abgeleitet. Des Weiteren wird aktuell für die Unsicherheitsbestimmung der 
Ensembles eine Kombination aus Wavelet-Transformation und Quantil-Regression mit neu-
ronalen Netzen (siehe BOGNER et al. 2013) integriert und getestet. 
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 Statistische Unsicherheitsanalyse in der Abfluss-
vorhersage des Hochwassermeldedienstes 
Rheinland-Pfalz 




Ensemble-Abflussvorhersage mit COSMO-DE-EPS 
In Rheinland-Pfalz werden seit Sommer 2014 Ensemble-Vorhersagen des DWD (COSMO-
DE-EPS) für die operationelle Hochwasservorhersage verwendet. Der DWD stellt alle drei 
Stunden 21 Wettervorhersagen mit einer Vorhersagetiefe von 27 Stunden bereit. Damit wer-
den im hydrologischen Modell LARSIM in rechenzeitoptimierten Parallelläufen 21 mögliche 
Abfluss- und Wasserstandvorhersagen berechnet. Diese Ergebnisse sind einerseits Grundlage 
für die regionsbezogene Hochwasservorhersage, andererseits werden sie – bisher nur intern – 
für die Einschätzung zu erwartender Scheitelabflüsse an Pegeln genutzt.  
Die Auswertung der 21 LARSIM-Läufe erfolgt für die regionsbezogene Frühwarnung in drei 
Schritten: Zunächst wird für jedes LARSIM-Gewässerelement die Häufigkeitsverteilung der 
vorhergesagten klassifizierten Maximalabflüsse bestimmt. Anschließend wird mithilfe eines 
Regelwerks die Häufigkeitsverteilung einer bestimmten Hochwassergefahrenklasse ermittelt. 
Abschließend werden die LARSIM-Gewässerelemente den Warnregionen zugeordnet und für 
sämtliche Elemente einer Warnregion eine Rangfolge der Hochwassergefahren erstellt, aus 
der die Hochwassergefährdung für die jeweilige Warnregion abgeleitet wird.  
Für die pegelbezogenen Vorhersagen werden im operationellen Betrieb für jeden Pegel und 
jede Vorhersage fünf Grafiken (u. a. Spaghetti-Plots, Histogramme) erstellt, aus denen der 
diensthabende Hydrologe die Spannweite der möglichen Entwicklung für einen bestimmten 
Pegel einschätzen kann.  
 
Abschätzung des ökonomischen Wertes 
Für die seit 2010 vorliegenden COSMO-DE-EPS-Vorhersagen wurden Hindcast-Abfluss-
vorhersagen mit dem oben geschilderten Ensemble-Vorhersage-System berechnet und mittels 
eines Kosten-Nutzen-Ansatzes der ökonomische Wert der Verwendung von Ensemble-
Abflussvorhersagen demonstriert (BARTELS et al. 2017). Der Nutzen wird hierbei durch ein 
Kosten-Verlust-Verhältnis beschrieben, welches die Verluste eines verfehlten Ereignisses in 
Bezug zu den Kosten eines Fehlalarms setzt. Nutzer mit niedrigem Kosten-Verlust-Verhältnis 
können somit deutlich mehr Fehlalarme kompensieren als Nutzer mit einem höheren Kosten-
Verlust-Verhältnis. Mit diesem Ansatz kann der Mehrwert durch die Berücksichtigung von 










Hindcast-Analyse mit ProFoUnD  
Während die Hochwasservorhersage an den kleineren Flüssen stark von der Kurzfrist-Wetter-
vorhersage abhängt, spielen am Rhein der Wellenablauf und die Überlagerung von zufließen-
den Hochwasserwellen eine größere Rolle. Hier wird die Entwicklungsbandbreite mittels 
einer Analyse historischer Vorhersagen abgeschätzt. Rund 3.000 mit SOBEK berechnete 
Einzelvorhersagen der Jahre 2002 bis 2014 wurden mit dem Programm ProFoUnD (program 
to assess the forecast uncertainty of discharge) ausgewertet. ProFoUnD wurde speziell für die 
statistische Auswertung operationeller Abfluss- und Wasserstandvorhersagen entwickelt 
(HAAG-WANKA & AIGNER 2014) und berechnet unterschiedlichste Fehlermaße (z. B. mittlere 
relative Abweichung, RMSE, kategorische Fehler) sowie statistische Kennwerte einzelner 
Fehlermaße (z. B. Perzentile, Momente). Die Auswertung erfolgt für frei wählbare Vorher-
sagetiefen (z. B. 6 h, 12 h und 24 h) und separat für verschiedene Abflussbereiche (z. B. 
Niedrig-, Mittel- und Hochwasser). Für die am Rhein seit 2016 veröffentlichten Unsicher-
heitsbänder werden die mit ProFoUnD berechneten Perzentile der relativen Abweichung von 
Mess- und Vorhersagewert für Vorhersagetiefen von 1 h bis 48 h verwendet. Da in dem Ana-
lyse-Datensatz jedoch nur wenige größere Hochwasser enthalten sind, ist die berechnete Un-
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Vergleichende Bewertung unterschiedlicher 
Modellansätze mit Blick auf die Ableitung von 
Hochwasserfrühwarnungen 
Andy Philipp, Florian Kerl, Christine Metzkes, Michael Wagner 





Eine wichtige Anforderung an eine Hochwasserfrühwarnung ist, dass diese auch und vor 
allem für kleine, in der Regel unbeobachtete Einzugsgebiete einen prädiktiven Nutzen bietet. 
Es stellt sich die Frage, welcher hydrologische Modellansatz für die Ableitung von Früh-
warninformationen oder -produkten geeignet ist. Die Untersuchung fokussierte auf 64 Pegel-
einzugsgebiete, repräsentativ für Sachsen. Es wurden drei unterschiedliche hydrologische 
Modellkonzepte implementiert und für die Gebiete angewendet: erstens, ein teilgebietsbasier-
tes deterministisch-konzeptionelles Modell (DeHM), zweitens, ein datengetriebenes, künstli-
ches neuronales Netz (DaHM) und drittens, ein Klassifikationsmodell als Bewertungsverfah-
ren der Hochwasseranfälligkeit (ScoHM). Details zu den Modellen siehe PHILIPP (2016). 
 
2 Methodik zur Ermittlung von Vorhersagegüten 
2.1 Einbezogene Antriebsdaten 
Es wurden diverse QPEs und QPFs1 für den Antrieb der Modelle verwendet; auf QPE-Seite 
räumlich interpolierte (IDW) Ombrometerdaten sowie Stundensummen aus dem DWD-
RADOLAN-RW-Produkt. Als QPFs wurden COSMO-DE sowie die DWD-Quantilvorher-
sage2 einbezogen. Der prognostische Antrieb mit nicht zu Kalibrierung/Training herangezo-
genen Ombrometerdaten wurde als „Best-Forecast-Szenario” berücksichtigt. ScoHM benötigt 
keine dedizierten Kalibrierdaten; die Modellvalidierung/Verifikation erfolgte jeweils anhand 
derselben Validierungsereignisse wie bei DeHM und DaHM. Details zu Antriebsdaten, Ka-
librierung/Training sowie Validierung/Verifikation der Modelle finden sich in SCHÜTZE et al. 
(2017). 
                                                     
1 Quantitative Precipitation Estimate bzw. Quantitative Precipitation Forecast 
2 Ein spezielles Vorhersageprodukt der DWD-RWB-Leipzig mit gebietsbezogenen Niederschlags-










 2.2 Gütemaße zur quantitativen Bewertung von Vorhersagen 
Es wurde die Güte hinsichtlich zweier Anwendungsfälle ermittelt. Es kamen dabei übliche 
quantitative Gütemaße zur Anwendung. Zu nennen sind die deterministischen Maße KGE 
und der Quotient der Mittelwerte aus Beobachtungs- bzw. modellierter Zeitreihe (mBIAS) 
sowie die dichotomen Maße FAR, POD und daraus abgeleitet die AUC. Die deterministi-
schen Maße dienen der Beurteilung der Ähnlichkeit von Beobachtung und Modelloutput 
(Anwendungsfall „Ganglinienvorhersage“). Die dichotomen Maße hingegen quantifizieren, 
wie gut anhand des Modelloutputs schwellenwertabhängige prognostische Entscheidungen zu 
treffen wären (Anwendungsfall „Hochwasserfrühwarnung“). Eine Persistenzvorhersage  
(aktuell bekannter Wert konstant für Vorhersagezeitraum) diente dabei als Referenz. 
 
3 Ergebnisse der Vergleichsstudie 
Mittels der erstellten Modelle wurden für die erwähnten Antriebsdaten Ganglinien erzeugt, 
die als Grundlage der weiteren Bestimmung der Modellgüte dienten. Diese Ganglinien wur-
den stetig/deterministisch validiert oder aber kategoriell/dichotom verifiziert, um die Bewer-
tung der Modellgüte hinsichtlich der Anwendungsfälle „Ganglinienvorhersage” sowie 
„Hochwasserfrühwarnung” vorzunehmen. Hierin wird sich auf letzteren beschränkt. Einige 
Ergebnisse dazu finden sich in der folgenden Abbildung. 
 
 
Abb. 1: Häufigkeitsbasierte Auswertung des Gütemaßes Area Under Curve (AUC) über alle 
untersuchten Pegeleinzugsgebiete für die Modellverifikation (Anwendungsfall Hoch-
wasserfrühwarnung) der Modelle DeHM, DaHM und ScoHM für verschiedene Antrie-
be, exemplarisch für eine Vorhersageweite von 24 Stunden (21 Stunden bei COSMO-
DE), Update-Zyklus 12 Stunden. Häufigkeiten mit Kerndichteschätzung ermittelt; zum 
Vergleich dargestellt sind die Ergebnisse der Persistenzvorhersage. 
 
4 Fazit 
Für die Ganglinienvorhersage erwiesen sich Bewertungsansätze der Hochwasserneigung 
(Scoring-Verfahren) als ungeeignet; für den Anwendungsfall Frühwarnung sind sie jedoch 
für mittlere Vorhersageweiten (ab 12 h) datengetriebenen und deterministischen Verfahren 
annähernd ebenbürtig. Für den Anwendungsfall Hochwasserfrühwarnung bietet ein simples 
Scoring-Verfahren gleichzeitig eine gute räumliche Übertragbarkeit bzw. Generalisierbarkeit 
und ist in dieser Hinsicht datengetriebenen und deterministischen Verfahren überlegen, was 
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 Anwendung hydrologischer Vorhersagen 
bei BASF SE ‒ Beispiele, Anforderungen 
und Wünsche 




Die Bedeutung des Rheines für die BASF SE 
Das Herz der BASF-Gruppe ist die BASF SE mit ihrem Stammwerk in Ludwigshafen am 
Rhein. Mit etwa 250 Produktionsbetrieben, vielen hundert Laboren, Technika, Werkstätten 
und Büros auf einer Fläche von rund zehn Quadratkilometern ist es der größte zusammen-
hängende Chemiekomplex der Welt. Das Werksgelände in Ludwigshafen erstreckt sich über 
7 km entlang des Rheins, der sowohl als Transportweg als auch als Wasserlieferant eine zent-
rale Bedeutung für BASF SE hat.  
Die Binnenschifffahrt ist aufgrund ihrer ökonomischen und ökologischen Vorteile das bevor-
zugte Transportmittel der BASF. Im Gütereingang und -ausgang der BASF transportieren 
Schiffe mit 42 % jährlich den größten Anteil, das entspricht mehr als 6 Millionen Tonnen. 
Ausgangspunkt von vielen chemischen Produkten im Werk Ludwigshafen ist das sogenannte 
Naphtha, ein unbehandeltes Erdöldestillat. Große Frachtschiffe liefern die Flüssigkeit über 
den Rhein an einem der beiden dafür ausgelegten Häfen an, dem Landeshafen Nord oder dem 
Hafen der Friesenheimer Insel. Auf diesem Weg erreichen jährlich etwa 700.000 Tonnen 
Naphtha die BASF. Die Anlieferung von weiteren 600.000 Tonnen erfolgt per Rohrleitung. 
In den beiden Häfen werden auch andere brennbare Flüssigkeiten wie Methanol oder verflüs-
sigte Gase angeliefert. Der dritte BASF-eigene Hafen, der Stromhafen, nimmt schwer brenn-
bare Flüssigkeiten an, beispielsweise Glykole, oder auch Feststoffe wie Steinsalz. 
Insgesamt laufen jährlich rund 5.500 Schiffe die drei Häfen an.  
Die BASF benötigt jährlich mehr als eine Milliarde Kubikmeter Flusswasser für Kühl- und 
Produktionszwecke aus dem Rhein. Dies entspricht etwa einem Drittel der Wassermenge des 
Neckars. Entlang des Rheins stehen drei Wasserwerke auf dem Werksgelände und zusätzlich 
fünf Rückkühlwerke. Insgesamt sind bis zu 45 Pumpen im Einsatz, die stündlich durch-
schnittlich 185.000 Kubikmeter Wasser ins Werk pumpen. In den drei Wasserwerken wird 
Wasser aus dem Rhein entnommen und nach Aufbereitung in ein Rohrnetz von fast 200 km 
Länge eingespeist. Das in den Betrieben verwendete Kühlwasser darf nur mit einer maxima-
len Temperatur von 33 Grad zurück in die Kanäle fließen und anschließend in den Rhein 
abgegeben werden. Da der Kühlbedarf im Sommer immer stark ansteigt, werden sogenannte 
Rückkühlwerke zugeschaltet, die erwärmtes Kühlwasser herunterkühlen und erneut in das 










Als direkter Rheinanlieger stellt natürlich Hochwasser ein Risikofaktor für das Werk da. 
Aufgrund ausreichender Deichhöhen bzw. der Höhenlage des Werkes ist das Werk Ludwigs-
hafen für ein 200-jährliches Hochwasser sicher. Lediglich das Rheinvorland wird schon bei 
geringem Hochwasser überflutet. Der Schutz von Gebäuden, Anlagen und Infrastruktur wird 
mittels Betriebsanweisungen in den Betrieben sichergestellt, die technische und organisatori-
sche Maßnahmen abhängig vom Rheinpegel und der Pegelvorhersage beinhalten. 
 
Anforderungen und Wünsche an eine hydrologische Vorhersage 
Die Leistungsfähigkeit der Logistik und der Produktion am BASF Werk Ludwigshafen wird 
auf vielschichtige Weise vom Pegel des Rheins beeinflusst. Aus diesem Grund nutzt die 
BASF SE hydrologische Vorhersagen des Rheinpegels (z. B. 4-Tages-Vorhersage ELWIS) 
und engagiert sich in Projekten zur lang- und mittelfristigen Vorhersage des Rheinzustandes 
(z. B. IMPREX). 
Auf Basis der aktuell verfügbaren 4-Tages-Vorhersage wird die Logistik per Binnenschiff 
optimiert und geplant. Eine Verbesserung der Vorhersagegüte und die Einführung probabilis-
tischer Modelle hat das Potenzial in Zukunft, z. B. durch Einführung einer dynamischen An-
passung der Schiffbeladung, einen unmittelbaren ökonomischen wie ökologischen Mehrwert 
für die BASF SE zu bringen. Eine Verlängerung der Vorhersagezeiträume auf bis zu 14 Tage 
schafft zudem Planungssicherheit und notwendige Freiräume, um bei starkem Niedrig- oder 
Hochwasser alternative Transportwege optimal in die Planung einbinden zu können.  
Gleiches gilt für die Steuerung der Kühlwasserversorgung während Niedrigwasserepisoden 
im Sommer. Eine Verlängerung der Vorhersagezeiträume auf bis zu 14 Tage schafft hier 
Planungssicherheit und ermöglicht eine optimale adaptive Anpassung des Produktionsver-
bundes bei einer im Extremfall eingeschränkten Verfügbarkeit von Kühlwasser. 
Grundsätzlich bieten mittelfristige Pegelprognosen (> 14 Tage, saisonal, …) die Möglichkeit, 
neue langfristige Planungsprozesse, z. B. intelligente Steuerung der Rohstoffvorräte, zu etab-
lieren. Voraussetzung hierfür ist, dass die probabilistischen Vorhersagen den tatsächlichen 
Pegel auch in Ihrer Spannbreite „sicher“ (mit einer genügend hohen Trefferquote) erfassen 














Abb. 1: Das Herz der BASF-Gruppe ist die BASF SE mit ihrem Stammwerk in Ludwigshafen 
am Rhein. Mit etwa 250 Produktionsbetrieben, vielen hundert Laboren, Technika, 
Werkstätten und Büros auf einer Fläche von rund zehn Quadratkilometern ist es der 
größte zusammenhängende Chemiekomplex der Welt. (Foto: BASF) 
 
 
Abb. 2: Ansicht von Norden auf das Werksgelände der BASF SE in Ludwigshafen. Im Vorder-
grund sind der Nordhafen der BASF SE und das angeschlossene Kombi-Verkehrs-
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 Nutzung von Langfristmodellen für die Transport-
logistik – Die Sicht eines Stromproduzenten 
entlang des Rheins 




Die Energie Baden-Württemberg AG (EnBW) ist mit ca. 20.000 Mitarbeitern und einem 
Erzeugungsportfolio von 13.6 GW eines der größten Energieversorgungsunternehmen in 
Deutschland. Im Jahr 2016 wurde von EnBW-Anlagen 53 TWh Strom produziert, was rund 
10 % des deutschen Nettostromverbrauchs entspricht. Binnengewässer spielen hierbei eine 
besondere Rolle: Neben den flussseitigen Kraftwerksstandorten an Rhein und Neckar ist der 
Anteil von Wasserkraft an der EnBW-Stromerzeugung mit >10 % bundesweit überdurch-
schnittlich. Die Berücksichtigung von Kurzfristprognosen und Langfristszenarien verschie-
dener Zu-/Abflüsse, Pegel und Gewässertemperaturen gehört daher zum festen Bestandteil 
der Kraftwerks- und Speicherbewirtschaftung. 
Im Rahmen der Unternehmensstrategie soll der Anteil erneuerbarer Energie am EnBW-
Erzeugungsportfolio weiter ansteigen (aktuell 23 %; inkl. Drittvermarktung von Wind- und 
PV-Anlagen sogar über 40 % der kommerziell vermarkteten Leistung). Trotzdem spielen 
konventionelle Kraftwerke, wie z. B. Steinkohle-Kraftwerke, derzeit noch eine wichtige Rol-
le zur Sicherstellung der Strom- und Fernwärme-Versorgung sowie der Netzstabilität in  
Baden-Württemberg. An den Standorten Karlsruhe und Mannheim sind in den letzten Jahren 
neue Kraftwerksblöcke in Betrieb genommen worden, die bezüglich Effizienz und Emis-
sionsreduktion neue Maßstäbe setzen. Die Brennstofflogistik für diese Kraftwerke erfolgt 
größtenteils auf dem Schiffsweg. Aufgrund der vergleichsweise großen Entfernung zu den 
Seehäfen können die Logistikkosten hierbei schon bei günstigen Transportbedingungen einen 
nicht zu vernachlässigbaren Anteil an den Gesamtkosten haben. Längerfristige oder signifi-
kante Niedrigwassersituationen stellen die Kohlelogistik schließlich vor große Herausforde-
rungen. Dies gilt umso mehr, wenn – wie beispielsweise im vergangenen Winter 2016/2017 – 
ausgeprägte Niedrigwassersituationen (relevanter Rheinpegel im Januarmittel 2017: 25-30 % 
des langjährigen Mittelwerts) mit erhöhtem Energiebedarf aus konventionellen Kraftwerken 
(Fernwärmelieferungen, hohe Stromnachfrage) zusammenfallen. Für eine sinnvolle und kon-
tinuierliche Bewirtschaftung der Kohlelager sind daher neben Langfristszenarien von Brenn-
stoffbedarf und Brennstoffpreisen auch Mittel- und Langfristprognosen/-szenarien der rele-
vanten Schifffahrtspegel unerlässlich.  
Die Kohlelogistik für den EnBW-Kraftwerkspark kann auf die fundierte meteorologische 
Expertise im Energiehandel zurückgreifen: Neben globalen und regionalen Wetterprognosen 
aller relevanten Wettermodelle (wie z. B. ECMWF, GFS, UKMO oder COSMO) stehen auch 










Analysen zu meteo-hydrologischen Randbedingungen (wie Schneesituation Alpen, Boden-
feuchte oder Ozeantemperaturen) zur Verfügung. Die kurzfristigen Pegelprognosen aus der 
Zusammenarbeit mit der Landesanstalt für Umwelt, Messungen und Naturschutz Baden-
Württemberg (LUBW) sowie die Pegelprognosen aus ELWIS werden durch eine Veredelung 
der Pegelklimatologie/Statistik mit langfristigen Wettertrends auf eine Zeitskala bis zu meh-
reren Monaten fortgeschrieben. Hierbei ist eine qualitative Einschätzung von generellen 
Trends und Risiken von Niedrigwassersituationen deutlich wichtiger als eine quantitative 
Prognoseperformance. Die Übersetzung von saisonalen/sub-saisonalen Wettermodellläufen in 
Pegelprognosen wäre daher ein deutlicher Fortschritt und kann dazu beitragen, das Risiko-
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Der Einfluss des Rheinpegels auf die System-





Als Übertragungsnetzbetreiber (ÜNB) ist die TransnetBW GmbH nach §13 Abs. 1 Energie-
wirtschaftsgesetz (EnWG) verpflichtet, bei Gefährdungen der Sicherheit oder Zuverlässigkeit 
des Elektrizitätsversorgungssystems Maßnahmen zu ergreifen, um diese Gefährdung abzu-
wenden. Zu den notwendigen Maßnahmen zur Entlastung von Netzengpässen zählen unter 
anderem Redispatch-Maßnahmen. Alle Betreiber einer Anlage zur Erzeugung von elektri-
scher Energie mit einer Nennleistung größer 10 Megawatt sind nach §13a Abs. 1 EnWG ver-
pflichtet, den Anforderungen des ÜNB zur Anpassung der Wirkleistungseinspeisung (Redis-
patch) Folge zu leisten. 
In Baden-Württemberg (BW) herrschte seit September 2016 mit wenigen Unterbrechungen 
Niedrigwasser an fast allen Flüssen. Für die Kohlekraftwerksstandorte in BW bedeuten Nied-
rigwasserperioden regelmäßig Einschränkungen im Transport von Kohle über den Wasser-
weg (Rhein/Neckar).  
Die Lage im deutschen Übertragungsnetz war aufgrund einer geringen Windeinspeisung und 
hohen Nord-Süd-Lastflüssen insbesondere von NRW nach BW angespannt. Sämtliche Kraft-
werksleistung im Süden war aufgrund der hohen Marktpreise marktgetrieben am Netz, so 
dass keine weiteren Redispatch-Potenziale mehr verfügbar waren. Für die Engpassbeseiti-
gung im westlichen Übertragungsnetz musste deshalb ein Großteil der kontrahierten Reser-
vekraftwerksleistung ans Netz genommen werden. 
Im europäischen Umfeld herrschte ebenfalls eine angespannte Situation, die im Januar/Feb-
ruar 2017 im Rahmen der Kältewelle ihren Höhepunkt erreichte. 
In der Schweiz fielen die Speicherstände auf ein Langzeitminimum, nach Aussage der Swiss-
grid waren deshalb Redispatch-Anforderungen aus Deutschland auf Basis des Cross-Border 
Redispatch-Vertrags nicht erfüllbar. Bereits kontrahierte Netzreserveleistung stand dagegen 
im vertraglichen Rahmen zur Verfügung.  
Auch aus Österreich wurden historisch niedrige Speicherstände der Pumpspeicherkraftwerke 
(PSW) gemeldet. Die niedrigen Speicherstände in den Alpen trugen über den vermehrten 
Pumpeinsatz der PSW wesentlich zu den insbesondere in den off-peak-Zeiten beobachteten 
sehr hohen Lastflüssen aus Deutschland in die Alpenregion bei. 
In Italien führten interne Netzprobleme zu temporären Einschränkungen der Exportkapazitä-












In Frankreich und anderen Ländern führte u. a. die hohe heizlastbedingte Stromnachfrage bei 
gleichzeitig ungewöhnlich hoher Nichtverfügbarkeit von Kernkraftwerken in Frankreich zu 
angespannten Marktsituationen und entsprechend hohen Marktpreisen, die hohe Lastflüsse im 
Übertragungsnetz zur Folge hatten. 
Vor dem Hintergrund der beschriebenen Ausgangslage ergriff die TransnetBW in Abstim-
mung mit den anderen deutschen Übertragungsnetzbetreibern, den Kraftwerksbetreibern und 
der Bundesnetzagentur eine Reihe von Maßnahmen, um die Systemstabilität angesichts be-
grenzter Kohlemengen zu garantieren. Dazu zählten: Monitoring der Kohlelagerbestände und 
Bestandsprognosen, Redispatch mit ausländischer Netzreserve zur Kohleschonung, Aufbau 
einer mobilen Auftauhalle an einem Kraftwerksstandort, Glykolisierung der Kohle für den 
Transport per Bahn, probeweise Kohleversorgung des Reservekraftwerkes Walheim per 
LKW u. A. 
Alle ergriffenen Maßnahmen haben einen Teil dazu beigetragen, damit die angespannte Lage 
während der Kälte- und Niedrigwasserperiode beherrscht werden konnte. Die Erfahrungen 
aus den beiden Niedrigwasserperioden 2015 und 2016/2017 zeigen die individuelle Wirk-
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 Laufwasserkraftwerke in den Alpen: Modellierung 






Drei wesentliche Gründe tragen dazu bei, dass Preise in der Strombörse sehr volatil sind: Die 
Nachfrage nach Strom schwankt stark, u. a. zwischen Tag und Nacht oder Arbeitstag und 
Wochenende; die (vorrangig eingespeiste) Erzeugung erneuerbarer Energien variiert u. a. mit 
Windaufkommen, Tageszeit und Bedeckungsgrad; und schließlich ist Strom nur in sehr be-
grenztem Umfang speicherbar. 
In diesem Umfeld müssen konventionelle Kraftwerke zu jedem Zeitpunkt die Residualnach-
frage (Nachfrage ‒ Erzeugung aus erneuerbarer Energie) decken. Dafür genügt in einer wind-
reichen Stunde am Wochenende bereits die Stromerzeugung aus günstiger (in Bezug auf 
marginale Kosten!) Kernkraft und Braunkohle. Der Stundenpreis ist niedrig. In den Abend-
stunden eines kalten Wintertags hingegen müssen praktisch alle Kraftwerke in Deutschland 
Strom produzieren und der Strompreis in der Strombörse muss auch die hohen Kosten eines 
alten (und ineffizienten) Gaskraftwerks decken ‒ der Stundenpreis ist hoch. 
Die Stromerzeugung in Laufwasserkraftwerken ist ein Sonderfall, und ihre Modellierung 
erweist sich als herausfordernd. Einerseits wird sie getrieben durch die Wettersituation, große 
Niederschlagsmengen (an den richtigen Orten) sorgen für höhere Stromerzeugung. Anders als 
bei Windrädern oder Photovoltaik klingt die erhöhte Produktion aber nur langsam ab mit dem 
Abfließen des Niederschlags aus dem Einzugsgebiet eines Flusses. Andererseits veranlassen 
hohe Strompreise Speicherbetreiber dazu, zusätzliches Wasser aus Stauseen in die Flüsse zu 
entlassen, um Strom zu erzeugen. Auch dadurch wird die Laufwasserproduktion in der Fol-
gezeit erhöht. 
In besonderen Situationen, wo sehr wenig oder sehr viel Strom aus Laufwasser zur Verfü-
gung steht, beeinflusst diese Erzeugung Strompreise deutlich nach oben oder unten, das früh-
zeitige Erkennen solcher Situationen ist also eine wichtige Voraussetzung für den effizienten 
Einsatz von Kraftwerken. Im Vortrag wird beschrieben, welche Daten zur Stromerzeugung 
aus Laufwasser zur Verfügung stehen und wie Niederschlagsprognosen genutzt werden, um 
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 Operationelle Verfahren und aktuelle Entwick-
lungen im statistischen Postprocessing beim 
Deutschen Wetterdienst 





Der Deutsche Wetterdienst (DWD) betreibt mehrere operationelle Postprocessing-Systeme 
zur Optimierung, Interpretation und Kalibrierung von deterministischen und probabilistischen 
Wettervorhersagen. Dabei werden globale numerische Vorhersagen des ICON/DWD und des 
IFS/EZMW sowie regionale Ensemble-Vorhersagen des COSMO-DE-EPS/DWD mittels 
„Model Output Statistics“ (MOS) gegen synoptische Beobachtungen modelliert. Für kontinu-
ierliche Größen und deren Fehlerschätzungen (z. B. Temperatur, Niederschlagsmengen) wer-
den lineare Regressionen genutzt, für Wahrscheinlichkeiten logistische Regressionen (z. B. 
für das Auftreten von Gewitter oder dass die Niederschlagsmenge größer ist als 15 mm in 
einer Stunde). 
Das Postprocessing-Verfahren ModelMIX fasst die Einzelverfahren zusammen und erzeugt 
daraus konsistente und statistisch optimale Vorhersagen von der Kürzest- bis in die Mittel-
frist. Für das amtliche Warnwesen des DWD werden Wahrscheinlichkeiten für das Auftreten 
schädlicher Wetterereignisse berechnet und daraus automatisierte Warnvorschläge abgeleitet. 
Diese gibt es u. a. für starke Windböen, Gewitter, Frost, Nebel, speziell auch für Stark- und 
Dauerniederschläge mit höheren Niederschlagssummen. 
Da Ombrometer an synoptischen Stationen extreme Niederschlagsereignisse nur selten erfas-
sen, sind lange Zeitreihen erforderlich (aktuell sechs Jahre für COSMO-DE-EPS), um mög-
lichst repräsentative Statistiken zu erhalten. Aus diesem Grund werden klimatologisch ähnli-
che Stationen zu Clustern zusammengefasst und gemeinsam modelliert. Anstelle der 
Ombrometer-Messungen werden auch angeeichte Niederschlagsprodukte aus Radardaten 
getestet, um Niederschläge in der Fläche zu erfassen und um damit die Statistiken für 
Starkniederschläge zu verbessern. 
 
Aktuelle Entwicklungen 
Das Postprocessing-Verfahren ModelMIX wird aktuell mit den Ensemble-Vorhersagen des 
EPS/EZMW erweitert, um die Qualität der Mittelfrist-Vorhersagen auszubauen. Für die Kür-
zestfrist wird ein konsistenter Anschluss an NowCasting entwickelt, um einen konsistenten 










Ombrometer-Messungen sind Punktmessungen. Die mit diesen Messungen optimierten Vor-
hersagen sind daher nur für kleinere Bereiche repräsentativ. Wahrscheinlichkeiten für leichte 
oder starke Niederschlagsereignisse irgendwo in einem größeren Gebiet lassen sich nicht 
direkt aus den Punktwahrscheinlichkeiten interpolieren. Der Grund ist, dass die Gebiets-
Wahrscheinlichkeiten mit zunehmender Größe der Gebiete abhängig von der Skala der Nie-
derschlagsereignisse wachsen. Mit Methoden der stochastischen Geometrie lassen sich kalib-
rierte Wahrscheinlichkeiten für das Auftreten von Niederschlag in beliebigen Gebieten (z. B. 
Landkreise, Flusseinzugsgebiete) darstellen.  
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Unsicherheit ist eine inhärente Eigenschaft hydrologischer Vorhersagesysteme. Möglichst 
genaue Abfluss- sowie Wasserstandsvorhersagen sind wichtig für Endnutzer wie zum Bei-
spiel Schifffahrtsgesellschaften oder Hochwasserschutzbehörden. Kenntnis der kompletten 
Vorhersagewahrscheinlichkeitsverteilung ist unabdingbar, um rationale Entscheidungen ba-
sierend auf Kosten-Nutzen-Analysen treffen zu können. Allerdings kann mittels traditionel-
ler, deterministischer Niederschlags-Abfluss-Modellierung keinerlei Aussage über die Vor-
hersageunsicherheit getroffen werden. Für mittelfristige hydrologische Vorhersagen ist die 
meteorologische Unsicherheit von großer Bedeutung. LEITH (1974) schlug vor, die Wahr-
scheinlichkeitsverteilung des (zukünftigen) Zustands der Atmosphäre mit einer endlichen 
Stichprobe von Szenarien zu approximieren. Diese Szenarien bilden zusammen eine Ensem-
ble-Vorhersage. Die Szenarien, im Folgenden Ensemblemitglieder genannt, dienen als Ein-
gangsgrößen für mehrere parallele Läufe eines hydrologischen Modells, das dann ein hydro-
logisches Vorhersage-Ensemble generiert. Solche hydrologische Ensemble-Vorhersagen sind 
typischerweise biased und underdispersed, d. h. sie sind nicht erwartungstreu und weisen eine 
zu kleine Streuung auf. Über die letzten zehn Jahre wurde statistische Post-Prozessierung 
verschiedentlich auf hydrologische Ensemble-Vorhersagen angewandt, um einerseits Bias 
und Underdispersion zu korrigieren und andererseits eine komplette Vorhersagewahrschein-
lichkeitsverteilung zu generieren (siehe z. B. DUAN et al. 2007; BROWN & SEO 2010; HEMRI 
et al. 2013; VAN DEN BERGH & ROULIN 2016; BOGNER et al. 2016). Dabei zielt die statisti-
sche Post-Prozessierung darauf ab, die Vorhersageschärfe bei guter Kalibrierung zu maximie-
ren, wobei die Schärfe die Konzentration der Vorhersagestreuung bezeichnet und die Kalib-
rierung für statistische Konsistenz zwischen Vorhersagen und Beobachtungen steht 
(GNEITING et al. 2005, 2007). 
Univariate Post-Prozessierung 
Für Ensemble-Vorhersagen der Bundesanstalt für Gewässerkunde (BfG) für den deutschen 
Rheinabschnitt hat sich Ensemble Model Output Statistics (EMOS; GNEITING et al. 2005) als 
geeignete Post-Prozessierungsmethode erwiesen (HEMRI et al. 2015). THORARINSDOTTIR & 
GNEITING (2010) entwickelten basierend auf einer trunkierten Normalverteilung eine EMOS 
Variante für Windvorhersagen, die sich in leicht modifizierter Form gut auf hydrologische 
Vorhersagen anwenden lässt. Diese Art von Post-Prozessierung wird an jedem Pegel und für 











 Multivariate Post-Prozessierung 
Aufgrund der Unabhängigkeitsannahme werden durch die univariate Post-Prozessierung die 
Abhängigkeiten zwischen verschiedenen Pegeln und verschiedenen Vorhersagezeiten zer-
stört. Mittels Copula Methoden wie Ensemble Copula Coupling (ECC; SCHEFZIK et al. 2013) 
oder dem Gaussian Copula Approach (GCA; PINSON & GIRARD 2012) können die univariat 
post-prozessierten Vorhersageverteilungen nachträglich wieder mit einer räumlich-zeitlichen 
Abhängigkeitsstruktur versehen werden. Während ECC dafür die Rangordnung der Mitglie-
der der Ensemble-Vorhersage verwendet, greift GCA auf die Korrelationsstruktur vergange-
ner Beobachtungen zurück. Abbildung 1 (a) zeigt ein Beispiel einer hydrologischen Ensem-
ble-Vorhersage für den Rheinpegel Maxau bestehend aus 19 Mitgliedern, generiert mit  
meteorologischem Input aus den 16 COSMO-LEPS Vorhersagen sowie den deterministi-
schen Modellen DWD-GME, DWD-MER (DWD-GME bis zu einer Vorhersagezeit von 78 h 
und COSMO-EU danach) und ECMWF HRES über einen Vorhersagehorizont von 1 bis 
114 Stunden. In Abb. 1 (b) werden Quantile der post-prozessierten EMOS Vorhersagewahr-
scheinlichkeitsverteilungen gezeigt, während in (c) und (d) die mittels ECC und GCA gene-
rierten Vorhersagetrajektorien abgebildet werden. Räumliche Abhängigkeiten werden hier 
nicht gezeigt, da in der zugrundeliegenden Arbeit von HEMRI et al. (2015) nur zeitliche Ab-




Abb. 1: Beispielvorhersage für den Pegel Maxau (Karlsruhe) initialisiert am 12. Januar 2011. 
Teil (a) zeigt die 19 Mitglieder des unprozessierten Ensembles, Teil (b) die univariaten 
EMOS Wahrscheinlichkeiten, Teil (c) die multivariaten EMOS ECC Trajektorien und 
Teil (d) die multivariaten EMOS GCA Trajektorien. Abbildung übernommen aus dem 
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Pre- und Post-Prozessierung eines hydrometeo-
rologischen Ensemble-Vorhersagesystems für 
Monatsprognosen von Tagesabflüssen in alpinen 





In den letzten Jahren werden vermehrt meteorologische Ensemble-Vorhersagesysteme ge-
nutzt, um hydrologische Modelle anzutreiben und dadurch probabilistische Abflussvorhersa-
gen zur Verfügung zu stellen. Solche hydrologischen Ensemble-Vorhersagesysteme (HEPS) 
wurden bereits für verschiedene Vorhersagehorizonte, von kurzfristigen bis zu saisonalen 
Vorhersagen, analysiert und für diverse Anwendungen genutzt. Besonders Vorhersagen über 
längere Zeithorizonte weisen systematische Fehler (Bias) auf, die über verschiedene statisti-
sche Korrekturverfahren eliminiert oder vermindert werden können. Diese Korrekturen kön-
nen sowohl auf die meteorologischen Inputvorhersagen (Pre-Prozessierung) als auch direkt 
auf die hydrologischen Outputvorhersagen (Post-Prozessierung) angewendet werden. Trotz 
aller Studien in den vergangenen Jahren bleibt die Frage bis heute offen, ob eine Pre- oder 
Post-Prozessierung oder beides gleichzeitig angewendet werden sollte, um eine bestmögliche 
Güte der Vorhersagen zu erreichen. 
In dieser Präsentation werden die Resultate zur Pre- und Post-Prozessierung von hydrometeo-
rologischen Vorhersagen vorgestellt, die über einen Zeithorizont von bis zu 32 Tagen in die 
Zukunft gerechnet werden, sogenannte Monatsvorhersagen.  
In einem ersten Schritt wird die Güte der korrigierten (unter Verwendung der Quantile Map-
ping Methode) meteorologischen Monatsvorhersagen an 1.637 Stationen verteilt über ganz 
Europa bestimmt. Die analysierten Vorhersagen wurden durch das Europäische Zentrum für 
Mittelfristvorhersagen (ECMWF) bereitgestellt. Im Vergleich zur Klimatologie weisen die 
Vorhersagen für wöchentliche Temperaturmittel bis auf drei Wochen hinaus eine positive 
Güte (Skill) auf. Wöchentliche Niederschlagssummen zeigen nur in den ersten zwei Vorher-
sagewochen eine positive Güte. Stationen im Alpenraum zeigen grundsätzlich weniger Skill, 
allerdings ist die relative Verbesserung durch die Pre-Prozessierung deutlicher ausgeprägt. 
Diese pre-prozessierten meteorologischen Monatsvorhersagen von einem Jahr und die zuge-
hörigen historischen Vorhersagen (20 Jahre Hindcasts) wurden weiterverwendet, um in aus-
gewählten Einzugsgebieten in den Schweizer Alpen ein hydrologisches Modell anzutreiben. 
Zudem werden auf die resultierenden Abflussvorhersagen verschiedene Post-Prozessierungs-
methoden angewendet, um auch diese zu korrigieren. Die Resultate der Pre-Prozessierung 
deuten auf einen Gewinn in der Vorhersagegüte der Abflüsse über den gesamten Vorhersage-











im Frühling und Herbst. Dies kann auf die bessere Güte der Temperaturvorhersagen zurück-
geführt werden, die einen großen Einfluss auf die Schneeschmelze und somit auf den resultie-
renden Abfluss hat. 
Neuartige statistische Korrekturverfahren basierend auf Quantilregression und neuronalen 
Netzwerken wurden auf die Abflussvorhersagen angewandt, um den Effekt der Post-Prozes-
sierung direkt bestimmen zu können. Es kann gezeigt werden, dass in Abhängigkeit der Ein-
zugsgebiete und deren hydro-morphologischen Charakteristik die Vorhersagegüte vor allem 
in den ersten zwei Wochen erhöht wird. Durch die Kombination von Pre- und Post-Prozes-
sierung kann die Güte der Vorhersage noch zusätzlich verbessert werden. 
In einem weiterführenden Schritt werden diese Vorhersagen mit Strompreisvorhersagen ver-
knüpft, um Speicherwasserkraftwerke in den Schweizer Alpen zu optimieren. Zudem erlaubt 
es eine Analyse, wie unter Verwendung dieser pre- und post-prozessierten Vorhersagen die 
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 Von der Modellberechnung zur Abgabe-
entscheidung an der Edertalsperre 




Bewirtschaftung der Edertalsperre 
Die Edertalsperre ist mit einem Fassungsvermögen von rund 199 Mio. m³ Deutschlands dritt-
größte Talsperre und neben der Diemeltalsperre die einzige im Eigentum des Bundes. Bei der 
Bewirtschaftung der Talsperre werden entsprechend ihrer Zweckbestimmung die nachfolgend 
aufgelisteten Ziele mit abnehmender Priorität verfolgt: 
1. Niedrigwasseraufhöhung der Weser zur Verbesserung der Schifffahrt 
2. Hochwasserschutz für die untere Eder, die Fulda und die Weser 
3. Energiegewinnung aus Wasserkraft 
 
In Abhängigkeit von den aktuellen hydrometeorologischen Bedingungen und dem Füllungs-
grad der Talsperre können sich bei der täglichen Festlegung der Talsperrenabgabe zur Errei-
chung der o. g. Zielvorgaben Spielräume zur Berücksichtigung weiterer Nutzungsinteressen 
ergeben. Der Tourismus, als eine Hauptnutzung der im Naturpark Kellerwald-Edersee gele-
genen Talsperre, profitiert beispielsweise von einem möglichst hohen Füllstand der Edertal-
sperre. Darüber hinaus werden Belange des Naturschutzes und der Fischerei bei der Abgabe-
planung berücksichtigt, so dass aufgrund der vielfältigen, sich teilweise widersprechenden, 
Ansprüche die Talsperrenbewirtschaftung eine hohe Sensibilität erfordert (CEMUS & LIPPEL 
2014). 
 
Entscheidungsfindung im operationellen Betrieb 
Die operationelle Abgabeplanung obliegt dem Wasserstraßen- und Schifffahrtsamt Hann. 
Münden. Zur Unterstützung des verantwortlichen Betriebspersonals bei der täglichen Ent-
scheidungsfindung hat die Bundesanstalt für Gewässerkunde eine modellbasierte Vorher-
sageumgebung aufgebaut. Ein Bestandteil dieses modularen Systems ist ein Wasserhaus-
haltsmodell, gekoppelt mit einem Wassertransportmodell, mit dem Zuflussvorhersagen für 
den Gesamtzufluss zur Edertalsperre berechnet werden. Ergänzt um Wasserstandsvorhersa-
gen des Hessischen Landesamtes für Naturschutz, Umwelt und Geologie bilden diese die 
Eingangsdaten für ein Bewirtschaftungsmodell, das die Talsperre selbst sowie die unterhalb 










unterhalb der Mündung der Werra abbildet (RÖTZ et al. 2016). Kern des Bewirtschaftungs-
modells ist ein Optimierungsalgorithmus, mit dessen Hilfe in Abhängigkeit vom aktuellen 
Bewirtschaftungsziel und den gegenwärtigen und prognostizierten hydrometeorologischen 
Randbedingungen die modelltechnisch bestmögliche Talsperrenabgabe für die nächsten sie-
ben Tage berechnet wird. Das Ergebnis der Optimierung dient dem Betriebspersonal als Ent-
scheidungshilfe zur Festlegung der tatsächlichen Abgabe bzw. als Grundlage für weitere Mo-
dellberechnungen mit alternativen Betriebsstrategien, in die sich auch die Praxiserfahrung der 
jeweiligen Mitarbeiter einbeziehen lässt. 
Da Modelle Vereinfachungen der Wirklichkeit sind, weichen deren Berechnungsergebnisse 
naturgemäß von Pegelmessungen ab. Große Differenzen können zur Modellierung unter fal-
schen Annahmen führen, wobei im ungünstigen Fall die Aussagekraft der Modellergebnisse 
gänzlich in Frage gestellt werden kann. Um hier eine belastbare Grundlage für die Abgabe-
entscheidung zu erreichen, werden die Modellergebnisse an verschiedenen Punkten der ope-
rationellen Berechnungskette mithilfe statistischer Verfahren korrigiert. 
Aufgrund der Komplexität des betrachteten Systems und der vielfältigen, bei der Abgabepla-
nung zu berücksichtigenden Randbedingungen ist eine direkte Überführung der Ergebnisse 
des Optimierungsmodells in eine reale Talsperrenabgabe in der Regel nicht möglich. Hier ist 
der Sachverstand eines erfahrenen Anwenders notwendig, der die Modellergebnisse kritisch 
hinterfragen und beurteilen kann. Das Vorhersagesystem kann dem Anwender bei der Ent-
scheidungsfindung wertvolle Hilfestellung leisten, aber erst durch das Zusammenspiel mit 
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Assessment of predictive uncertainty using multi-





Data assimilation is a valuable tool that improves model state estimates by combining  
measured observations with model simulations. It has recently gained significant attention 
due to its potential to use remote sensing observations in order to improve operational flow 
forecasts and reanalysis. This has been supported by the application of sequential techniques 
such as the Ensemble Kalman Filter (EnKF), which requires no additional features within the 
modelling process (e. g. using black-box models). Alternatively, variational techniques rely 
on optimization algorithms to minimize a pre-defined objective function. This function can 
be formulated as a trade-off between the amount of noise introduced into the system and the 
mismatch between simulated and observed variables. 
While sequential techniques have been commonly applied to hydrological processes, varia-
tional techniques have been seldom used. One important drawback of the variational  
approach is its deterministic estimate in comparison with sequential techniques, which com-
monly rely on stochastic model trajectories to update model state variables. In this research, 
we explore the development of a multi-modelling approach for variational data assimilation 
in order to generate stochastic estimates for model initialization. To achieve this, we extend 
the Moving Horizon Estimation (MHE), presented in ALVARADO-MONTERO et al. (2016). 
This includes a given number of model instances within the objective function, each of which 
has an associated pre-defined probability of occurrence.  
We test this approach using a pool of HBV hydrological models with different parametric 
sets. We also test a pool of three model structures based on structural variations of the soil 
moisture component in the HBV model. We present the results from the assimilation of 
streamflow data in two basins, located in Germany and Canada, respectively. The assimila-
tion introduces noise to precipitation and temperature, producing better initial estimates in the 
HBV model. The results are computed for a hindcast period and assessed using lead time 
performance metrics. We compare this approach to a more classical implementation using the 
EnKF approach.  
The multi-parametric assimilation shows an improvement of up to 23 % for CRPS perfor-
mance and approximately 20 % in Brier Skill Scores with respect to the deterministic varia-
tional approach. It also improves the skill of the forecast in terms of rank histogram and pro-
duces a narrower ensemble spread when compared to forecasts obtained from probabilistic 













Abb. 1: Update and forecast run for a single event in late May 2013 at Kemmern gauging sta-
tion (Main basin) using a perfect forecast; left: using EnKF, right: using deterministic 
and multi-parametric variational data assimilation 
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 Data assimilation to improve operational flow 





Data assimilation (DA) holds considerable potential for improving hydrologic predictions. 
However, advances in hydrologic DA research have not been adequately or timely imple-
mented in operational forecast systems to improve the skill of forecasts for better informed 
real-world decision making. Several challenges exist (see LIU et al. 2012).  
In this presentation, recent findings and challenges from (ongoing) studies from catchment to 
continental scale hydrologic data assimilation using distributed hydrologic models in a fore-
casting context will be highlighted. 
For these studies, we make/made use of OpenDA, an open source DA toolbox, and the open 
source distributed hydrologic al modelling framework Openstreams/Wflow. OpenDA-Wflow 
is coupled based on the emerging standard Basic Model Interface (BMI) as advocated by 
CSDMS using cross-platform webservices (i.e. Apache Thrift) allowing parallel computation. 
 
 
Figure 1: Observed (blue_hourly and light blue_daily) and simulated and forecasted discharge 
with (light&dark grey ) and without (dashed red) lines for a non-assimilation station in 
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 Statistische Methoden bei der Analyse und 






Der lokal mit Pegeln gemessene Wasserstand an der deutschen Nordseeküste und in den 
Tideflüssen ist eine Überlagerung von meteorologischen, hydrologischen und astronomischen 
Einflüssen. Ingenieurgeologische und geodätische Faktoren treten je nach Fragestellung hin-
zu. Zusätzlich verändert der Mensch die Wasserstandsganglinien langfristig durch Strom-
baumaßnahmen. Die Differenz zwischen dem gemessenen Wasserstand und dem astrono-
misch erklärbaren Anteil wird Windstau genannt. Wasserstandsanalysen im Hinblick auf das 
Gesamtsignal, seine Einzelbestandteile und deren Veränderungen können mit unterschiedli-
chen statistischen Verfahren ausgeführt werden. Das gilt auch für Vorhersagen. 
Im Rahmen der Klimaforschung sind Analysen stündlicher Zeitreihen der Aufzeichnungen 
üblich, um Aussagen zur Entwicklung eines mittleren Meeresspiegels zu erhalten. Ohne ge-
naue Kenntnis der Einzelbestandteile, insbesondere lokaler Art, ist deren Aussagekraft be-
grenzt. Das gilt besonders, wenn man räumliche Mittel unter Berücksichtigung vieler Pegel-
standorte bilden möchte. 
Seit knapp 20 Jahren liegen minütliche Pegeldaten aus der Deutschen Bucht und entlang der 
darin mündenden Tideflüsse vor. Damit sind nun auch minütliche Gezeitenanalysen und 
Vorausberechnungen unter direkter Berücksichtigung der Drehung des Mondbahnknotens 
möglich. Im Vortrag wird darauf eingegangen, welche Methoden es gibt, und was aus den 
Analysen ableitbar ist. Wenn das Thema der Meeresgezeiten gemeinhin als ausgemachte 
Sache gilt, so wird hier deutlich gemacht, dass es bei genauem Hinsehen noch viele 
Schwachstellen gibt. 
Ohne präzise Gezeitenvorausberechnungen gibt es auch keine guten Wasserstandsvorhersa-
gen. Die Annahme, für die Praxis taugliche Wasserstandsvorhersagen ließen sich allein mit 
hydrodynamisch-numerischen Modellen generieren, ist falsch. Vielmehr führt erst die statis-
tische Verknüpfung von numerischen Modellen mit aktuellen Pegeldaten und Gezeitenvor-
ausberechnungen sowie anderen Quellen zum Ziel. Das bislang beste Verfahren für automati-
sche Vorhersagen lokaler Pegelstände heißt demgemäß Model Output Statistics (MOS) und 
wird seit knapp 10 Jahren beim Bundesamt für Seeschifffahrt und Hydrographie (BSH) ein-
gesetzt. Die Rolle des Menschen im Vorhersageprozess ist trotz automatischer Verfahren 













Abb. 1: Wasserstand (blau), Gezeitensynthese (grün) und Windstau (rot) am Pegel  
Cuxhaven Steubenhöft während der Sturmfluten im Januar 1976.  
Abszisse: Nummer der Mondtransits durch den Nullmeridian seit 31.12.1949, 
Ordinate: Wasserstand über Pegelnull [m] bzw. Windstau [m].  
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Monthly to seasonal statistical prediction with  
application for the German and Romanian water-





Over the last years, interest in seasonal predictability of river discharge variability over Eu-
rope has increased markedly. On seasonal timescales, anomalous atmospheric conditions are 
often linked with seasonal variations in the rivers streamflow, via variations in precipitation 
and temperature (DETTINGER & DIAZ 2000; CULLEN et al. 2002). For example, spring and 
summer rainfall and temperatures anomalies across Europe may be forecasted from prior 
knowledge of varying boundary conditions such as anomalous sea surface temperature (SST) 
in the North Atlantic Ocean (COLMAN 1997; COLMAN & DAVEY 1999) and/or the tropical 
Pacific Ocean (KILADIS & DIAZ 1989; LLOYD-HUGES & SAUNDERS 2002; VAN OLDEN-
BORGH et al. 2000). Spring precipitation over central Europe is higher than normal average 
following warm El Niño events combined with lower SSTs west of Ireland (LLOYD-HUGES & 
SAUNDERS 2002). Predictability is found to be higher in El Niño-Southern Oscillation 
(ENSO) extreme years, implying that at least part of the available skill can be attributed to the 
forcing from the tropical Pacific Ocean.  
Two of the most important phenomena that influence streamflow variability are the North 
Atlantic Oscillation (NAO) and El Niño-Southern Oscillation (DETTINGER & DIAZ 2000; 
CULLEN et al. 2002). The indices of these large-scale climatic patterns are used as predictors 
for seasonal streamflow anomalies over Europe (RIMBU et al. 2005, CULLEN et al 2002, 
TRIGO et al. 2004). Significant lag-correlations were identified between NAO index and  
several river streamflow anomalies from Iberian Peninsula (TRIGO et al. 2004) and Tigris-
Euphrates streamflow anomalies (CULLEN et al. 2002). RIMBU et al. (2004) found significant 
lag-correlation between NAO and ENSO indices and Danube streamflow. However, the asso-
ciation between NAO and ENSO and streamflow from Iberian Peninsula (TRIGO et al. 2004) 
and from south-east Europe (RIMBU et al. 2004; CULLEN et al. 2002) is non-stationary, i. e. 
the strength of the correlation between these two phenomena and streamflow anomalies has 
changed over time. These teleconnection patterns, though they are dominant on a large scale, 
often fail to provide forecast skill in individual basins (MCCABE & DETTINGER 2002; 
GRANTZ et al 2005). The predictability of precipitation and streamflow from Europe using 
NAO and ENSO as predictors is limited due to non-stationarity. One possibility to improve 
the monthly/seasonal prediction of sea ice extent would be to identify stable predictors (the 
correlation coefficient between the predictor and the predictand does not change in time) and 
to develop a statistical model based on them. Following this idea, we analyzed the oceanic 











rivers and the September Sea Ice Extent (SSIE) in order to identify potential predictors based 
on a simple statistical methodology and placed them in a longer temporal context. Our  
statistical model takes into account different climatic and oceanic variables: sea level pressure 
(SLP), air temperature (TT), precipitation (PP), precipitable water content (PWC), surface 
zonal wind (USURF), surface meridional wind (VSURF), the ocean heat content integrated 
over the first 700 m (OHC), sea surface temperature (SST) and water temperature integrated 
over the first 100 m (TT100), in order to calculate an estimate of the monthly/seasonal 
streamflow and SSIE. The statistical model is based on a methodology similar to the one 
successfully used for the monthly and seasonal prediction of Elbe river streamflow (IONITA et 
al. 2008, 2014; MEIßNER et al. 2017). The basic idea of the model is to identify regions with 
stable teleconnections between the predictors (climatological/oceanic parameters) and the 
predictand (streamflow or SSIE). The streamflow (SSIE) have been correlated with the poten-
tial predictors from previous months in a moving window of 31 (21) years. The results re-
main qualitatively the same if the length of the moving window varies between 15 to 35 
years. The correlation is considered to be stable for those grid-points where the streamflow 
(SSIE) and the gridded fields of the predictors (TT, PP, OHC, TT100, SST, SLP, TT, PWC, 
USURF, VSURF) are significantly correlated at 95 %, 90 %, 85 % and 80 % significance 
level for more than 80 % of the 31(21)-years window, covering the period 1948-2016  
(1979-2016).  
Overall, our analysis reveals the existence of a valuable predictability of the water levels and 
streamflow at monthly and seasonal time scales, a result that may be useful to water resources 
management. Although the analysis is restricted to particular gauging stations, the conceptual 
basis and lessons learned could be transferable to other catchment areas, which might lie un-
der different climatological and/or hydrological background. Besides its high forecast skill 
for the monthly/seasonal streamflow over the analyzed catchment areas, the model shows 
high predictability also for the September Arctic Sea Ice Extent. Thus, the model could pro-
vide a valuable tool for identifying relevant regions and climate parameters that are important 
for the sea ice development in the Arctic and for detecting sensitive and critical regions in 

















Figure 1: a) Comparison between the observed (black line) and predicted (red line) NM7Q values 
for August at Neu Darchau gauging station (Elbe River) and b) Comparison between 
the observed (blue line) and predicted (red line) September Sea Ice Extent, two months 
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 Anwendung von rekurrenten neuronalen Netzen 
zur Abflusssimulation und -vorhersage an Rhein, 





Rekurrente neuronale Netze sind ein mächtiges Werkzeug zur Erstellung von Modellen zur 
Simulation und Prediktion von dynamischen Prozessen. Im Auftrag der BfG wurde dies für 
drei Anwendungen durchgeführt und evaluiert. Dabei handelte es sich um  
a) die Abflusssimulation am Rhein-Pegel Maxau (50.196 km²) mit unterschiedlichen 
Eingangsdaten des hydrologischen Modells, wie z. B. beobachteter Niederschlag, 
Temperatur, simulierter Abfluss  
b) die Wasserstandssimulation an den Donau-Pegeln Pfelling (37.757 km²) und Hofkir-
chen (47.609 km²) mit gemessenen Wasserständen als Eingangsdaten, und 
c) die Abflussvorhersage am Pegel Trier im Moselgebiet (23.857 km²) basierend auf 
beobachteten Eingangsdaten (Niederschlag, Temperatur, Wasserstände) sowie den 
Wettervorhersagen (vorhergesagter Niederschlag und Temperatur) des Europäischen 
Zentrums für mittelfristige Wettervorhersage (EZMW) 
Mit dem Ziel, den Einfluss von unterschiedlichen Eingangsdaten (Prädiktoren) auf die Güte 
der Abflusssimulation zu analysieren, wurden für die Abflusssimulation am Pegel Maxau und 
für die Abflussvorhersage am Pegel Trier jeweils unterschiedliche Konfigurationen von Ein-
gangsdaten verwendet und miteinander verglichen. Die Beurteilung der Modellgüte erfolgte 
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