Abstract. We present an extension to linear-time temporal logic (LTL) that combines the temporal specification with the collection of statistical data. By collecting statistics over runtime executions of a program we can answer complex queries, such as "what is the average number of packet transmissions" in a communication protocol, or "how often does a particular process enter the critical section while another process remains waiting" in a mutual exclusion algorithm. To decouple the evaluation strategy of the queries from the definition of the temporal operators, we introduce algebraic alternating automata as an automata-based intermediate representation. Algebraic alternating automata are an extension of alternating automata that produce a value instead of acceptance or rejection for each trace. Based on the translation of the formulas from the query language to algebraic alternating automata, we obtain a simple and efficient query evaluation algorithm. The approach is illustrated with examples and experimental results.
Introduction
Runtime verification [13, 14, 23] is an alternative approach to program verification in which individual program traces are checked against a specification. Given a trace of a program execution, we report success if the trace satisfies the program specification, and failure if a fault is detected. Often, however, it is more helpful to watch indicators of an impending failure, such as the number of packet retransmissions in a network, than to wait for an actual violation of the specification.
In this paper, we present an extension to linear-time temporal logic that combines the temporal specification with the collection of statistical data. Instead of checking properties like "there are only finitely many transmissions for each packet" (which is vacuously true over finite traces) we evaluate queries like "what is the average number of packet transmissions," or "what is the throughput," which provide a good picture of the current network status.
Statistical measures on traces can be useful in many different settings. As program specifications, they can express important additional are now available commercially with built-in support for specifying and collecting certain statistical data.
Alternating automata [6] are a generalization of nondeterministic automata and ∀-automata [16] . Because of their succinctness they are an efficient data structure for many problems in specification and verification [25, 24] . The algebraic alternating automata we define in Section 4 are inspired by the extended alternating automata of [4] . There, extended alternating automata are used for static Query Checking, which determines the set of propositional formulas that satisfy a temporal query over a program. Our general framework for using alternating automata for runtime verification was reported in [10] . In this paper we concretize the general approach by providing a query language and a translation from queries to alternating automata.
Specifying Runtime Statistics

Programs, States and Traces
In our framework, runtime verification consists of posing queries about program traces. These queries typically contain expressions over program variables. Neither the queries nor their evaluations depend any further on the program's internal structure. Therefore, it is sufficient to formalize our notion of states and traces. For the sake of simplicity, we assume that all variables are global in scope. Informally, a program state s is some valuation to the program variables. Each variable x receives a valuation s(x) of the appropriate sort. We also extend a state to map well-typed expressions over variables to their appropriate values. Thus, given an expression e, and a state s, s(e) denotes the value of the expression e in state s.
Formally, let Σ be a many-sorted algebraic signature and P be a program with a finite set of variables X. Each variable x ∈ X is assumed to have a fixed sort τ x . A query expression e is a term in the term algebra T (Σ, X). Given a Σ-algebra V, a V-state of a program P is a map s : X → V such that each variable x ∈ X is assigned a value of sort τ x in V. We extend a state s to the unique homomorphism s : T (Σ, X) → V that extends s. This allows us to evaluate expressions over variables using the information from s. Therefore, if e is an expression, s(e) is defined by this homomorphism.
An expression with sort boolean is called an assertion. The entailment relation is defined such that a state satisfies an assertion ψ, written s ψ, if and only if s(ψ) = true.
Queries are evaluated over program traces. Formally, a (P -)trace σ of length n is a sequence of states s 0 , s 1 , . . . , s n−1 . Queries may return runtime.tex; 29/05/2004; 18:59; p.3 a value or they may fail. For example, a query in our formalism could be: "The event e must occur at least once in the trace; what is the earliest time of its occurrence? " If e occurs at least once, then the query succeeds, and the appropriate time is returned. If not, we need to signal failure by returning a special value. Hence, we assume that all sorts contain a special element ⊥ to indicate the failure of a query.
We classify queries into two levels. Experiments yield a value for each position in the trace. Aggregate statistics combine the results of experiments from multiple positions by computing a statistical measure for a part of the trace or the full trace. We first describe experiments, and then move on to aggregate statistics.
Experiments
Experiments express basic observations about the program trace at a particular position in the trace.
Syntax Given a set of program variables V , and a signature Σ, experiments are defined inductively as follows:
− Base case (state expression): p : δ is an experiment, where p is an assertion over V and δ a well-typed expression over V ; − Inductive case: if ψ 1 and ψ 2 are experiments, so are
where f is a unary function, g is a binary function, and c is a constant in Σ.
Semantics Experiments are interpreted over program traces in a Σ-algebra V. The value of an experiment ψ over a trace σ :
For a state expression:
that is, if the assertion p holds at position j, the value of the experiment is the value of δ in s j ; if p does not hold the experiment is a failure, and its value is ⊥.
For the boolean connectives:
that is, the value of the experiment at position j is the result of function g applied to the values of ψ 1 and ψ 2 at position j, provided both ψ 1 and ψ succeed at j. Otherwise the experiment is a failure.
− Disjunction:
that is, the value of the experiment at position j is the result of function g applied to the values of ψ 1 and ψ 2 at position j, provided at least one of ψ 1 and ψ 2 succeeds at j. Otherwise the experiment is a failure. It is assumed that g is defined when one of the arguments is ⊥.
− Negation:
that is, the experiment has the value of c in V if experiment ψ 1 is a failure (returns ⊥) at j; the experiment is a failure otherwise.
For the temporal operators:
that is, the value of the experiment at position j is the result of applying function f to the result of the experiment ψ 1 at position j + 1, provided that experiment succeeded. Otherwise the experiment is a failure.
− Until:
that is, the value of the experiment at position j is the result of applying the function f to the value of ψ 2 at the earliest position where ψ 2 succeeds, provided ψ 1 succeeds continuously up to that point. Otherwise the experiment is a failure. expressing: "the value of x in the first state of σ if x < y holds", has the value ⊥, since the first state does not satisfy x < y.
expressing: "the tuple x, y in the first state of σ if x ≤ y", has the value 1, 1 , because x ≤ y holds in the first state and 1, 1 is the value of x, y in the first state.
− The experiment
has the value 4, the sum of the value of x in the first state and the value of y in the third state, as 1, 3 is the first state such that y = x + 2 is true and x ≤ y in the first two states.
Remark We can view linear-time temporal formulas with their usual interpretation over traces as a special case of statistical experiments. We translate an assertion p to the state expression p : true; for the boolean connectives, we associate the function T(x, y) = true with conjunction ∧ T and disjunction ∨ T , and the constant true with negation ¬ true ; for the temporal operators, the identity function id (x) = x is associated with Next id and Until U id . By this translation we obtain a statistical experiment that has value true if the temporal formula is satisfied and that fails otherwise. Such experiments occur often as part of complex queries. In the remainder of the paper we will use temporal formulas directly as subformulas, omitting the constant true and the functions T and id .
Aggregate Statistics
Aggregate statistics combine the outcome of experiments at multiple positions by computing a statistical measure for a part of the trace or the full trace. Examples of aggregate statistics are the minimum or maximum value of all successful experiments on a trace, or the sum of all outcomes, or just a count of all successful experiments. We assume that these aggregate statistics can be computed in an incremental fashion and that the evaluation order, forward or backward, does not affect the final value.
Syntax An aggregate expression is defined inductively as follows.
− Base case (experiment): An experiment is an aggregate expression.
− Inductive case: if ψ 1 and ψ 2 are aggregate expressions and ϕ is an experiment with sort boolean, then the following are aggregate expressions:
where g is a binary function in Σ and α is an incrementally computable statistic over finite sequences.
An incrementally computable statistic is a function α over traces σ : s 0 , s 1 , . . . , s n , such that there exists a binary function f α such that Examples of incrementally computable statistics are minimum, which returns the minimum non-⊥ value in the trace, maximum, which returns the maximum non-⊥ value in the trace, sum, which returns the sum of all non-⊥ values in the trace, and count, which returns the number of non-⊥ values in the trace. These functions can be computed incrementally by the following binary functions:
for α ∈ {min, max , sum} and
Semantics Like experiments, aggregate statistics are interpreted over program traces. The value of an aggregate statistic ψ over a trace σ :
is defined as follows:
− Conjunction and Disjunction are the same as for experiments.
− Unconditional Collection:
where f α is a binary function that incrementally computes the function α.
EXAMPLE 2. Consider the trace
where each triple x, y, z identifies the values of three integer variables x, y and z. To illustrate the aggregate statistics, we show how some questions about this trace can be expressed as aggregate expressions. For each expression we show its evaluation in terms of the application of the statistic to the values of the experiments involved in the expression.
− What is the number of positions in which the value of x is the same as the value of y?
− What is the minimum value of x + y in the trace?
− What is the average value of x + y?
We define the average of a quantity as the quotient of its sum and its count, i.e.,
Then the average value of x + y can be written as
− What is the maximum sum of the values of x in intervals where
This expression shows a nesting of aggregate expressions. We will first evaluate the inner expression at all positions in the trace:
runtime.tex; 29/05/2004; 18:59; p.9 local x : integer where r = 1 Figure 1 . Program mux-sem (mutual exclusion by semaphores)
Examples
To illustrate the collection of statistics of running programs, we present a mutual exclusion and a communication protocol and some examples of relevant statistics for these programs. The programs are written in the Simple Programming Language (SPL) of [17] , which is a Pascallike language with constructs for concurrency. Statements are labeled to allow explicit reference to control locations. Figure 1 shows an SPL program that ensures mutually exclusive access to the critical section of two processes by means of a semaphore [17] . The request statement is enabled only if r is positive, and when executed, it decrements r by 1. The release statement increments r by 1. The following are some example queries on traces of the mutual exclusion algorithm.
Mutual Exclusion
− Semaphore values: In a correct implementation, the maximum value of r should not exceed 1. The expression C max (true : r)
can be used to monitor whether this is indeed the case.
− Mutual exclusion: The expression
records the maximum number of processes present in the critical section at any one time. The predicate at 3 is true when process P 1 is in location 3 ; similarly, at m 3 is true when process P 2 is in location m 3 . If the value of this expression exceeds 1, mutual exclusion is violated.
− Bias: The expression
returns the ratio of the number of visits by P 1 to the critical section to the number of visits of P 2 to the critical section.
− Overtaking: Program mux-sem does not put a bound on how often one process can enter the critical section while the other process is waiting to enter. In practice, one may want to monitor the number of times a process is overtaken. The expression
records the maximum number of times P 2 visits the critical section during any period where P 1 idles at 2 . Figure 2 shows an SPL implementation (adapted from [18] ) of the Alternating Bit Protocol, a communication protocol that guarantees data delivery to the receiver across a lossy channel, first proposed in [2] . Two processes, a sender and a receiver execute in parallel. The sender sends data items via the asynchronous data channel dchan; each data item is accompanied by a boolean value seq (the alternating bit). It then waits for the receiver to send an acknowledgement, consisting of one bit, on the asynchronous acknowledgement channel achan, or it times out (we assume that statement 4 is taken a fixed amount of time after it becomes enabled). If an ack was received and its value is equal to the seq bit, the sender assumes the data was received and it moves on to the next data item, simultaneously flipping the value of seq. If no ack was received, or its value was not equal to seq, the same data item is sent again. The receiver retrieves the data items from dchan. If the accompanying seq bit is equal to its local ack bit, it accepts the data by moving its pointer to the next data item, and flips its ack bit. We assume that both achan and dchan may lose items, but do not corrupt or reorder items. The following are some example queries on traces of this protocol.
Communication Protocol
− Throughput: The total number of data items successfully sent, can be expressed by C count ( at 6 ∧ ¬at 6 ). 
: integer where i = 1 local seq, ack : boolean where seq = true local timeout : boolean where ¬timeout 0 : loop forever do
: integer where j = 1 local seq, ack : boolean where ack = true 
− Maximum transmissions:
The maximum number of transmissions for any one packet is expressed by
The expression counts the number of times statement 1 is executed in any interval in which control resides at control locations − Average transmissions: The average number of transmissions per packet can be expressed by a similar expression,
In each position, the interval collection computes the number of transmissions for the current packet. The conjunction with at {0,6} ensures that we count each packet only once in computing the average, as the value of the conjunction is non-⊥ only in the positions where the sender moves from 0 to 1 or from 6 to 7 and hence starts with a new data item.
Evaluating Statistics
Queries are evaluated over traces. To decouple the evaluation strategy from the definition of the temporal operators, we introduce algebraic alternating automata as an intermediate representation. Algebraic alternating automata are an extension of alternating automata that produce a value instead of acceptance or rejection for a given trace. We split the evaluation of an expression over a trace into two steps: first, the expression is translated into an equivalent automaton; then, that automaton is evaluated over the trace.
Alternating Automata
Alternating automata were first introduced in [6] . They provide a concise representation for temporal properties: an LTL formula can be translated into an equivalent alternating automaton that is linear in the length of the formula [20, 26] . In fact, there is a one-to-one relationship between the subformulas of the temporal formula and the states of the automaton, which provides a good intuition for manipulating the automaton in relation to the corresponding formula. Alternating automata have been represented in various ways in the literature. Here we use the definition of [19] .
DEFINITION 1 (Alternating Automaton). An alternating automaton
A is defined as follows:
where ν is a state formula, δ is an alternating automaton expressing the next-state relation, and f indicates whether the node is accepting (denoted by +) or rejecting (denoted by −). We require that the automaton be finite.
Algebraic Alternating Automata
Algebraic alternating automata are an extension of alternating automata. We distinguish two types of single nodes: terminal nodes, which correspond to nodes with next-state relation A in Definition 1, and transient nodes, which correspond to single nodes with a next-state relation that is different from the empty automaton. A terminal node is labeled with an assertion and an expression, where the type of the expression determines the type of the automaton. A transient node is labeled with a unary function and has a next-state relation. Conjunction and disjunction of automata is associated with a binary function. Finally, an automaton can be constructed by function application to another automaton. Note that conjunction, disjunction, and function application do not add any new nodes to the automaton.
DEFINITION 2 (Algebraic Alternating Automaton)
. Let Σ be a manysorted algebraic signature and X be a set of program variables. An algebraic alternating automaton of sort τ is defined as follows:
A : τ ::= p, δ terminal node with assertion p and δ :
where f : τ 1 → τ and g : τ 1 ×τ 2 → τ are a unary and a binary function, respectively.
EXAMPLE 3. Figure 3 shows an example of an algebraic alternating automaton over the signature Σ, containing as single sort the natural numbers, a single constant ⊥ for the undefined value, and the functions π 2 , f min and id. Nodes without outgoing edges denote terminal nodes; nodes with an outgoing edge are transient nodes A, f , with the edge leading to the next-state automaton A. Conjunction of two automata is indicated by an arc connecting the two branches. Thus, the automaton in Figure 3 has three nodes: two terminal nodes (n 0 and n 2 ) and one transient node (n 1 ). Automaton A 0 is a conjunction of A 1 and A 2 and automaton A 2 is a disjunction of A 3 and A 4 .
n 0 : p : x n 1 : id n 2 : q : y Figure 3 . Algebraic Alternating Automaton DEFINITION 3 (Value). Given a trace σ : s 0 , . . . , s n and a position j, 0 ≤ j ≤ n, the value of the algebraic alternating automaton A at position j, written [A] (σ,j) is defined as follows:
− For a terminal node:
that is, the value is equal to the evaluation of δ at position j in the trace, if the assertion p holds at j.
− For a transient node:
that is, the value is equal to the application of the function f to the value of the next-state automaton A 1 , or ⊥ if j is the last position in the trace, or if the value of the next-state automaton is ⊥.
− For a conjunction:
that is, the value of a conjunction of automata is equal to the function g applied to the values of the two sub-automata, provided both evaluate to non-⊥ values.
− For a disjunction:
that is, the value of a disjunction of automata is equal to the function g applied to the values of the two sub-automata, provided at least one of them evaluates to a non-⊥ value.
− For function application:
that is, the value is equal to the result of applying f to the value of A 1 , where f (⊥) may have a non-⊥ value and the result of f applied to a non-⊥ value may be ⊥.
EXAMPLE 4.
Consider again the automaton A 0 in Figure 3 and let V be the Σ-Algebra with carrier set A = N ∪ {⊥}, where N is the set of natural numbers, function π 2 (x 1 , x 2 ) = x 2 , f min the minimum function over integers that returns the non-⊥ value if one of the arguments is ⊥, and id the identity function. Figure 4 shows the evaluation tree of A 0 over the trace shown on the right of the figure. The trace shows the values of two variables x and y in each position and the satisfaction of two assertions p and q over the program variables. Starting at position 6, the end of the trace, values for the terminal nodes n 0 and n 2 are computed directly based on the values of p, q, x, and y at that position. The value of the transient node n 1 at each position is computed based on the result of the value of A 0 in the next position. The value of n 1 at the end of the trace is ⊥. The value of A 0 over the whole trace is 1, the minimum of the values at nodes n 1 and n 2 at position 0.
Evaluation on Traces
Evaluation can proceed in the forward direction or in the backward direction. The former strategy traverses the trace from the beginning to the end. The automaton is evaluated recursively, as dictated by the equations in Definition 3. Unfortunately, the complexity of forward evaluation is exponential in the length of the trace. This can be avoided, as pointed out by Rosu and Havelund [22] , by traversing the trace backwards. In the case of backwards traversal, the value of each terminal node is computed for the last state of the trace and all transient nodes are initialized with ⊥. Then, for each previous state in the trace the new values of the nodes can be computed from the state information at that position and the values of the sub-automata at the previous position. Therefore, it is possible to perform a backwards evaluation while storing the values of all automata at the current and the next positions only.
Translating Specifications to Automata
In this section, we describe the translation of formulas of the query language to the algebraic alternating automata described in the previous section. We assume that the algebraic signature Σ contains a binary function f α for the incremental computation of each aggregate statistic α. In addition, to model the negation operator, we assume that for each constant c in Σ there exists a function negate c defined as
We also assume that each sort has the identity function id .
Experiments
An experiment ψ is translated into its corresponding algebraic alternating automaton A A (ψ) as follows.
For a state expression:
A A (ψ : e) = ψ, e the corresponding automaton is a single terminal node.
− Conjunction of experiments is translated into conjunction of automata:
− Likewise, disjunction of experiments is translated into disjunction of automata:
− Negation is translated into function application:
− The Next operator is translated into a transient node:
− An Until expression is translated into an automaton with a loop as follows:
with
where
and π 2 (x, y) = y. The construction is illustrated in Figure 5 .
Aggregate Statistics
Aggregate expressions can be translated to automata in a similar way as experiments. The construction for conjunction and disjunction is identical to those for experiments. The constructions for the unconditional and interval collection are as follows:
− For unconditional collection:
as illustrated in Figure 6 . The transient node labeled with id collects the value of the aggregate statistic from the next state; with the disjunction this value is combined with the value of A A (ψ) in the current state. Figure 6 . Automata for Cα(ψ) and ψ Iα ϕ − For interval collection:
as illustrated in Figure 6 . The construction is the same as for unconditional collection except that the transmission of the value from the rest of the trace is broken by the conjunction when the value of A A (ψ 2 ) is ⊥.
EXAMPLE 5. Figure 7 shows the automaton for the aggregate statistic C max ( (at 1 ∧ ¬at 1 ) I count at {1...5,7} ) expressing the maximum number of transmissions in the communication protocol example from Section 3.2.
Experimental Results
The evaluation algorithm from Section 4.3 has been implemented in Java, making use of existing software modules for expression parsing and propositional simplification available in the STeP (Stanford Temporal Prover) system [3] . The formulas described in the mutual exclusion and alternating bit protocol examples of Section 3 were manually translated following the construction from Section 5. Traces were generated by simulating the SPL programs, executing at each position a single step of a randomly chosen process. We measured the running time of the backward evaluation over traces of varying length. The results are shown in Figure 8 . The times were measured on a 1.7GHz PC, running SuSE Linux v9.0 and Sun JDK 1.5.0.
Conclusions & Future Work
We have presented an expressive query language along with a corresponding automata-based representation. Similar to the standard construction of alternating automata from LTL formulas, the translation from our query language to algebraic alternating automata works incrementally by translating subformulas and produces an automaton that is linear in the size of the formula.
It would be very useful to extend our query language to include statistical measures that cannot be computed incrementally, such as the median, quantiles, histograms, modes, and correlations. Computing such measures on a long trace can be expensive in terms of memory, or downright infeasible in terms of time. However, many randomized and approximation algorithms exist that allow the user to compute good approximations fast, guaranteed to be within a certain accuracy bound with a high probability [15] . The performance of these algorithms can be traded-off against its time and space complexity. Such algorithms could be used as building blocks to provide a performance guaranteed algorithm for complex statistical measures.
