We propose new notions of monotonicity for real matrices in order to characterize a particular notion of interval boundedness of various generalized inverses.
Introduction
Matrix monotonicity finds many applications in diverse problems such as convergence of iterative methods for linear systems, theory of Markov chains, linear economic models, to name a few. A good reference for various notions of matrix monotonicity is the article by Berman and Plemmons [4] . The book by Berman and Plemmons [5] contains many other applications of the subject. Before we proceed further, we fix a few notations and recall a basic fact. Throughout we shall work with R n , equipped with its standard cone R™. We shall denote the set of all m x n matrices with real entries by R mxn and we shall denote the null space and the range space of A by N(A) and R(A), respectively. A € R mxn is said to be nonnegative if C R™. We shall denote this by A > 0. The Moore-Penrose inverse of an m x n matrix A will be denoted by A^ (Refer section 2 for the definition).
The motivation for the present work comes from the following result due to Berman and Plemmons: A natural question is to study the above theorem with the possibility that A* > 0. We prove that the above theorem can be generalized wherein, the condition Ax\ -b < 0 < Ax2 -b is replaced by a new condition (refer 2 S. Jayaraman, K. C. Sivakumar Theorem 4.10) with the additional assumption that is not a singleton. With this in mind, we propose new notions of monotonicity for A G M mxn and study their relationships with a particular notion of boundedness, namely, interval boundedness, of various generalized inverses of A.
The paper is organised as follows. The next section contains the basic definitions and preliminaries. In section 3, we introduce the aforesaid new notions of monotonicity, namely, interval monotonicity, interval semimonotonicity and interval group monotonicity. We present examples to illustrate that the notions of interval monotonicity proposed herein are more general than the existing notions of matrix monotonicity. In section 4 we prove our main results. In particular, a generalization of Theorem 1.1 (for nonnegative matrices), namely, Theorem 4.10 is proved. The main results in this paper are Theorems 4.1, 4.7, 4.10 and 4.14.
Preliminaries
It is well known [1] that the Moore-Penrose inverse of A G R mxn , (denoted by A^) is the unique matrix T that satisfies the following four equations: ATA = A, TAT = T, (AT)* = AT and (TA) 1 = TA. A matrix T is called the group inverse of A G R nxn , denoted by if it satisfies the first two equations above and commutes with A. Unlike the Moore-Penrose inverse, the group inverse of a matrix need not exist. A necessary and sufficient condition for the existence of the group inverse is that R(A 2 ) = R(A). This is equivalent to the condition N(A 2 ) = N(A). The group inverse, if it exists, is unique [1] .
A G R mxn is said to be monotone if Ax > 0 x > 0 [6] . It is well known that A G R mxn is monotone if and only if A has a nonnegative left inverse [7] . When m = n, this happens if and only if A"
. A is group monotone if and only if > 0.
Matrix interval monotonicity
We shall introduce various notions of interval monotonicity in this section. We first begin with the definition of an order interval. The next definition is that of a matrix being interval bounded. DEFINITION 3.3. A e R mXn is said to be interval bounded if for some interval J\ in R n , there exists an interval Ji in M m such that A(J\) C J2.
The following is an example of an interval bounded matrix. It should be noted that there are matrices that are not interval bounded, as the following example shows. We now introduce new notions of monotonicity, namely, interval monotonicity, interval semi-monotonicity and interval group monotonicity. The following is an example of a matrix that is interval monotone but not monotone. The following is an example of a matrix that is not interval monotone. . Now, the system Ax = z, z E J2 has no nonnegative solution. This proves that A is not interval monotone.
DEFINITION 3.12.
A is said to be interval semi-monotone if for some interval J2 in R m there exists an interval J\ in R n such that
The following is an example of an interval semi-monotone matrix. 
For x E R(A t ),
we have x = (0, a), a E R. It is then not hard to verify that if a(l, -l) 4 
The following is an example of a matrix that is not interval semi-monotone. The next definition is that of interval group monotonicity. The following is an example of an interval group monotone matrix. 
Main results
We shall prove our main results in this section. As mentioned earlier, various notions of interval monotonicity are characterized in terms of the interval boundedness of certain generalized inverses. We first consider the case when A is interval semi-monotone. 
Then w = y + z, with y G R(A),z G N(A^) = N(A*), and so A(A*y) = y = w-z G J 2 +N(A t ).
Also A*y G R(A*) = R(A*) and A^w = A^y. Since A is interval semi-monotone, A^w G J\. Thus A^ is interval bounded.
Conversely, suppose that A^ is interval bounded. Then for some interval 
Let A be invertible. If A is interval monotone then A~1 is interval bounded. Conversely, if A~l is interval bounded, then A is interval monotone.

COROLLARY 4.5. Let A G R NXN . Then A is monotone iff A' 1 > 0.
Although the case of an interval bounded left inverse is a particular case of Theorem 4.1, we treat it separately in what follows. Note that if A is interval monotone then A is injective. We first state a result which is a version of the Farkas' lemma. The proof is omitted. We now state a theorem which is a generalization of Theorem 1.1 for nonnegative matrices. Rohn also considered the problem of finding an optimal (narrowest) enclosure for X [8] and also suggested using an approximation of the MoorePenrose inverse of Ac for the matrix R. NOW, the interval boundedness of A# implies that A is interval group monotone.
Sufficiency: Suppose that A is interval group monotone and that for some interval J2 containing the zero vector there exists an interval J\ such that Ax £ J2 + N(A), x 6 R(A) => x G J\. We only need prove the existence of the group inverse A* as the proof of the order boundedness of A# can be proved in a similar manner to that of A^. In order to prove that the group inverse exists it suffices to prove that N(A 2 ) = N(A). If possible, suppose that A 2 y = 0 and x = Ay ± 0. Then, Ax = 0 e J2 + N(A). Thus x > 0 and -x > 0. Now, the pointedness of R" implies that x = 0, a contradiction. Thus, N(A 2 ) = N(A) and so A* exists.
•
The following example illustrates Theorem 4.14. 
