We develop a framework for studying the interaction of a probabilistic active queue management (AQM) algorithm with a generic end-user congestion-control mechanism. We show that as the number of flows in the network increases, the queue dynamics can be accurately approximated by a simple deterministic process. In addition, we investigate the sources of queue fluctuations in this setup. We characterize two distinct sources of queue fluctuations; one is the deterministic oscillations which can be captured through the aforementioned deterministic process. The other source is the random fluctuations introduced by the probabilistic nature of the marking schemes. We discuss the relationship between these two types of fluctuations and provide insights into how to control them. Concrete examples in this framework are given for several popular algorithms such as Random Early Detection, Random Early Marking and Transmission Control Protocol. Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. The growing size and popularity of the Internet has resulted in an increasing interest in modeling and understanding large-scale network traffic as accurate modeling of largescale network traffic is critical to the problem of traffic management and control in best-effort networks. Kelly [13] has suggested that the problem of rate allocation for elastic traffic can be posed as one of achieving maximum aggregate utility of the users and proposed an optimization framework for rate allocation in best-effort networks. Under this framework, he has shown that the system optimum is achieved at the equilibrium between the end users and resources. Based on this observation researchers have proposed various enduser congestion-control algorithms, e.g., proportional-fair congestion-controller (PFCC), in conjunction with a variety of active queue management (AQM) mechanisms, e.g., Random Early Marking (REM) and Adaptive Virtual Queue (AVQ). They solve either the system optimization problem or its relaxation [1, 13, 15] .
The growing size and popularity of the Internet has resulted in an increasing interest in modeling and understanding large-scale network traffic as accurate modeling of largescale network traffic is critical to the problem of traffic management and control in best-effort networks. Kelly [13] has suggested that the problem of rate allocation for elastic traffic can be posed as one of achieving maximum aggregate utility of the users and proposed an optimization framework for rate allocation in best-effort networks. Under this framework, he has shown that the system optimum is achieved at the equilibrium between the end users and resources. Based on this observation researchers have proposed various enduser congestion-control algorithms, e.g., proportional-fair congestion-controller (PFCC), in conjunction with a variety of active queue management (AQM) mechanisms, e.g., Random Early Marking (REM) and Adaptive Virtual Queue (AVQ). They solve either the system optimization problem or its relaxation [1, 13, 15] .
A network with an AQM mechanism can be viewed as a feedback system, where end-users adjust their transmission rates based on the feedback from the AQM mechanism in the form of dropped or marked packets [6] . Many of existing literatures (see for example [2, 22] ) on probabilistic AQM traffic modeling typically focus on developing a detailed model for the interaction between the Transmission Control Protocol (TCP) [9] and Random Early Detection (RED) [7] , as they are the most widely deployed congestioncontrol mechanism and AQM in the Internet.
To the best of our knowledge the interaction of other newly proposed end-user algorithms and AQM mechanisms has been studied mostly in a control-theoretic framework, using a deterministic model [8, 15, 17] . In addition, most of the efforts have been focused on the stability analysis of the deterministic models or the convergence of user rates to a desired equilibrium point.
Many of these AQM mechanisms, however, adopt a probabilistic marking mechanism in which the marking probability of a packet depends on the current estimate of congestion level at the bottleneck link. Although the previously studied deterministic models may be a reasonable approximation of the system when the number of flows is large and the granularity of the feedback information is sufficiently fine, they cannot capture the detailed (packet-level) dynamics of the system or the probabilistic nature of the marking mechanism.
In this paper we develop a detailed discrete-time stochas-tic model for studying the interaction of an AQM mechanism with a generic end-user congestion-control mechanism. In contrast to the existing models, our model captures the detailed packet-level dynamics of the interaction and the probabilistic nature of the marking mechanism. We use this model to investigate the behavior of the queue size at a bottleneck link and to identify the sources of queue fluctuations as the number of flows in the system becomes large. In general, traffic modeling and resource allocation problems are more interesting when the resource is shared by many users. It is worth noting that accurate modeling of a large number of flows requires modeling of complex dynamics rising from the details of protocols and the interaction of the enduser algorithms and the network layer, i.e., AQM mechanisms. As the size of the state space required to model the system explodes with the number of flows, this represents a major obstacle to modeling the interaction of many flows in a realistic setting. For the same reason even numerical experiments become computationally prohibitive, and fail to provide an insight into the complex dynamics.
We will show that as the number of flows becomes large, the AQM queue dynamics can be accurately approximated by a sum of a deterministic process and a stochastic process. Here the deterministic process represents the average or expected behavior of the queue, while the stochastic process captures the random fluctuations in the queue size. We demonstrate that the recursion of the deterministic process depends only on the capacity of the bottleneck link and the expected traffic arrival. Moreover, this average traffic arrival rate (with a large number of flows) is closely related to the average arrival rate of a single flow utilizing the same (and properly scaled) congestion-control mechanism. This justifies the use of a deterministic feedback system model to study the expected queue behavior. The fluctuation of the deterministic queue process can be predicted and analyzed using a control-theoretic approach (see [8] for example).
The characterization of the random fluctuation in the queue size, which cannot be captured by any of the deterministic models, reveals several interesting points. In contrast to the claim made in [17] , although the stability of a deterministic system similar to the deterministic process of the queue behavior does not depend on the details of the end user protocol, the magnitude of the random queue oscillation does depend on the details of the protocol. In addition, some of the variables in the algorithms affect both deterministic and random fluctuations in the queue size.
The random fluctuation, which can be well-approximated by a Gaussian random variable (rv) except in some rare cases, originates from the random marking mechanism in a probabilistic AQM and can be attributed to the following causes. The first cause is the nature of the feedback information; since the feedback information from the AQM mechanism is piggybacked in the packets/acknowledgements and the number of transmitted packets is finite over a measurement period, e.g., a round-trip time (RTT), the granularity of the feedback information is limited by the number of packets acknowledged during the measurement period. The effects of this limitation cannot be investigated using a model without detailed packet level operation. The second cause is the discrepancy between the actual feedback information and the limiting feedback information determined by the limiting deterministic queue process. The magnitude of this fluctuation is influenced by the sensitivity of the marking probability function to the variations in the parameters on which the function depends. This paper is organized as follows: Section 1 describes the generic models for end-user algorithms and AQM mechanisms considered in the paper. Section 2 presents our results on the behavior of the average queue size per flow, which is followed by the description of the random fluctuations in the queue size in Section 3. Section 4 describes three main sources of the random fluctuations in the queue size and their implications. We give an example of TCP-RED in Section 5 and explain our results in this context. The paper concludes in Section 6.
Some words on the notation in use: Equivalence in law or in distribution between random variables (rvs) is denoted by = st . The indicator function of an event A is given by 1 [A], and we use P → n (resp. =⇒ n ) to denote convergence in probability (resp. weak convergence or convergence in distribution) with n going to infinity. We write X (N ) to indicate the explicit dependence of the quantity X on the number N of flows. An expectation of a rv X is given by is the Jacobian matrix representing the sensitivity of g to its parameters in the neighborhood of y.
THE MODEL
Time is assumed to be discrete and slotted into contiguous timeslots. While we assume in this paper that connections have the same RTT and a timeslot equals the RTT of the connections in duration for simplicity of presentation, it is possible to extend the model and analysis to incorporate heterogeneous round-trip delays of connections into the model (see the approach taken in [21] , for example). Furthermore, our previous work in [21] suggests that, in the case of TCP-RED, the heterogeneous delays of connections do not significantly change the qualitative results compared to the case with homogeneous round-trip delays discussed in [22] . This will be discussed in more details in Section 5.
We consider a simple network with a single bottleneck link with an AQM mechanism and N traffic flows. Each of these N traffic sources utilizes the same congestion-control mechanism (to be specified later). The congestion-control mechanism is assumed to be window-based and ECN-capable, i.e., the transmission rate is controlled by the congestion window size which reacts to the ECN marks received during each round-trip. A rate-based congestion-control algorithm typically can also be approximated by a window-based algorithm and vice versa [14] . The capacity of the bottleneck link is N C packets/slot for some positive constant C. 1 The buffer size at the bottleneck link is assumed to be infinite so that no packet losses occur due to buffer overflow and congestion-control is achieved solely through the random marking algorithm at the AQM gateway.
Congestion-control Mechanisms
The congestion window size of a connection can take values in a finite set W := {w 1 
where M (t + 1) depends on the AQM mechanism implemented at the gateway (to be specified in Section 1.3).
For example, in the case of TCP Reno congestion-control mechanism [9] , the state variable Y 
for any w ∈ W T CP and m = 0, 1, . . . , w. Equation (2) emulates the TCP congestion-control mechanism as follows: If no packet from source i is marked in the timeslot [t, t + 1), then the congestion window size in the next timeslot is increased by one packet. On the other hand, if one or more packets are marked in the timeslot [t, t + 1), then the congestion window size in the next timeslot is reduced by half. The size of the congestion window is limited by the maximum window size Wmax.
Another example of a popular congestion-control mechanism is the proportional-fair congestion-controller (PFCC) considered by Kelly [12] and later by Low [16] and Kunniyur and Srikant [14] . In this type of congestion-control mechanism, the size of the window in the next timeslot depends on the actual number of marks received. A pseudo-code for such an algorithm is given by 
In the case of TCP, for example, a connection transmits as many packets as allowed by its congestion window provided that it has enough data to transmit, i.e.,
Network Dynamics
In this subsection we explain how packets are marked to provide the congestion notification to the connections. Let
denote the number of packets queued in the buffer at the beginning of timeslot [t, t + 1). Each connection i injects A (N ) i
(t) packets into the network, and they are placed in the buffer at the beginning of timeslot [t, t + 1). Let the rv
denote the aggregate number of packets offered to the network by the N connections at the beginning of timeslot [t, t+ 1). Hence, Q (N ) (t) + A (N ) (t) packets are available for transmission during that timeslot. Since the bottleneck link has a capacity of N C packets/timeslot,
packets will not be served during timeslot [t, t + 1), and will remain in the buffer. Hence, their transmission is deferred to subsequent timeslots. The number of packets in the buffer at the beginning of timeslot [t + 1, t + 2), Q (N ) (t + 1), is therefore given by
Each incoming packet into the bottleneck gateway is marked according to a marking mechanism depending on the AQM mechanism implemented at the gateway. This mechanism will be specified in the next subsection. We represent the possibility of a packet being marked by {0, 1}-valued rvs M
i,j (t + 1) = 0) if the jth packet from source i is marked (resp. not marked) by the AQM mechanism. The number of marks connection i receives in the timeslot can now be written as
(8) This information will be available to the sender in the next timeslot.
AQM Mechanism
Probabilistic AQM gateways control their congestion level by randomly marking incoming packets to signal the traffic sources of the congestion level. In order to do so, an AQM mechanism calculates a marking probability in each timeslot based on the current and past values of the queue and average queue sizes and the arrival rates. The average queue size of an AQM mechanism is assumed to be given bŷ
where 0 < α ≤ 1 is the parameter of the exponential weighted moving average (EWMA) mechanism. The marking probability of AQM mechanism during timeslot [t, t + 1) is assumed to depend on a vector of variables given by
for some positive integer τ w . Here B (N ) (t) represents internal variables maintained by the AQM mechanism in addition to the queue sizes and arrival rates and its range is assumed to be I R n B for some positive integer nB. Its evolution is given by a R → I R n B mapping Ψ (N ) with
where
Here we implicitly assume that the marking function depends on the past queue and average queue sizes and packet arrival rates over a finite horizon determined by τw. For instance, if τw = 0, then the marking function would depend only on the current values.
The probability that the AQM marks an incoming packet in a timeslot is assumed to depend on R (N ) (t) at the beginning of the timeslot. We represent this dependence through a mapping f (N ) : R → [0, 1]. In order to define the events of packet marking by the AQM mechanism, we introduce a collection of i.
are assumed to be independent of other rvs. The process by which packets are marked is as follows. For each i = 1, . . . , N and j = 1, 2, . . ., we define the marking rvs
is the indicator function of the event that the jth packet from source i is marked in timeslot [t, t + 1).
In the case of RED, the marking probability is computed based on the current average queue size, i.e.,
for some mapping f (N )
For REM, the marking probability depends on the aggregate arrival rate of flows and can be calculated from the following equations:
where κ > 0 is a constant parameter and f
THE AVERAGE QUEUE DYNAMICS
The first main result of the paper consists of the asymptotics for the normalized buffer content as the number of flows becomes large. This result is discussed under the following Assumptions (A1)- (A2) 
. ., the initial conditions of rvs in (1), (7), (9) and (10) are given by
for some constant y ∈ Y. Assumption (A1) is a structural condition. Since we are interested in the the dynamics when there exists a fixed number flows N in the system, then f is just a surrogate function representing the average contribution that each flow has on the marking probability. Technically, we scale other system parameters, such as bottleneck link capacity, with N as the congestion level at the bottleneck should be measured as a function of R (N ) (t) normalized by the number of flows N . For instance, in the case of REM, the congestion level is measured by the queueing delay at the gateway. Hence, if the link capacity scales with N , then the correct measure of the congestion level is the queue size per flow
N in our model rather than the queue size itself.
Assumption (A2) is made essentially for technical convenience as it implies that for each N and all t = 0, 1, · · · , the random vectors
N (t) are exchangeable. Assumption (A2) can be omitted but at the expense of a more cumbersome discussion.
Our results are summarized by the following theorem:
., there exist (non-random) constants q(t),q(t), R-valued vector r(t), I R n B -constant b(t), and a Y-valued rv Y(t) such that the following holds: (i) The convergence
and
(iii) For any integer I = 1, 2, . . ., the rvs {Y
. . , I} become asymptotically independent as N becomes large, with
where A(t) = Λ (Y(t)) and
The limiting rv M (t + 1) is given by
The proof of Theorem 1 is omitted here for the brevity of the presentation. It generalizes the proof of Theorem 1 in [22] . Here we only discuss the implication of the results in Theorem 1. The recursion of the asymptotic queue q(t) depends only on the capacity of the queue and the expected amount of traffic injected into the network in each timeslot, i.e., E [A(t)]. The latter can be determined from the limiting rv Y(t), whose distributional recursion in (14) closely resembles the recursion formula of a single user in (1) . Therefore, one can see that the expected amount of traffic injected into the network in timeslot [t + 1, t + 2) from (14) and (1) (t) are in the same state and the marking probability in timeslot [t, t + 1) is the same in both cases. This observation justifies the use of single flow model, where the aggregate behavior of a large set of flows is modeled using a deterministic model of a single flow (see [8] and subsequent work, for example).
Much of research effort using a deterministic model has been focused on studying the local or global stability of the controlled queue, i.e., control-theoretic approach. This line of research effort has led to a set of sufficient conditions for the queue to be either locally or globally (asymptotically) stable, i.e., the queue eventually settles to an equilibrium value. However, very little emphasis has been placed on understanding the queue behavior during a transient period.
Our results suggest that, under a large number of flows, the same control-theoretic approach used in [8] provides reasonable prediction to the oscillatory behavior of the queue size during a transient period and also provides insights into how one may be able to control such queue fluctuations. For example, one can show that the slope of the feedback probability function in RED, which can be viewed as a feedback gain, can have a significant effect on both transient and steadystate behavior of the asymptotic queue size q(t).
THE RANDOM QUEUE FLUCTUATIONS
In this section, we complement the results in Theorem 1 with a Central Limit Theorem (CLT) result. While the limiting recursion in Theorem 1 captures the expected behavior of the system, the Central Limit analysis captures the errors/uncertainty due to the randomness in the system. This uncertainty appears as a fluctuation in the queue and is absent in deterministic models. The analysis is carried out under the same model with a strengthened Assumption (A1): Fix t = 0, 1, . . .. The following quantity plays a crucial role in the analysis:
We can interpret K(t) as the asymptotic residual capacity per user in the timeslot [t, t + 1). Now define a collection of rvs that are integral to our analysis. For each N = 1, 2, 3, . . .
holds. Moreover, the distributional recurrence
3 A sufficient condition for f to be totally differentiable at r ∈ R is that all partial derivatives ∂f /∂R i exist and are continuous in a neighborhood of r. Also note that any realvalued function on R can be approximated with an arbitrarily small error by a totally differentiable function.
The distribution of the rv L y (t), y ∈ Y, t = 0, 1, . . ., can be calculated recursively starting with t = 0.
Finally, for any t = 1, 2, . . ., if K(s) = 0 for all s < t, then the rv L 0 (t + 1) is Gaussian.
A proof of Theorem 2 is provided in the appendix.
From the last statement of Theorem 2, a necessary condition for L0(t) not to be Gaussian is K(s) = 0 for some s < t. This is, however, a rather mild technical condition as in practice it is unlikely that the real-valued residual capacity in the limiting regime would attain the exact value of zero. Therefore, in practice with a large number of flows the queue size distribution at any fixed time t can be well approximated by a Gaussian rv with a mean N · q(t).
DISCUSSION
Our results in Sections 2 and 3 tell us that when the number of flows N is large, the queue size can be approximated by
Both the deterministic process q(t) and the distribution of the rv L0(t) can be computed recursively. In addition, the recursion formulas do not depend on the number of flows N . The CLT analysis reveals the sources of random fluctuations in the queue size which cannot be captured by the limiting deterministic model of the system described in Section 2. It is shown in the proof of Theorem 2 that the queue fluctuation L 0 (t + 1) consists of three components :
(i) Fluctuation caused by the discrepancy between the limiting feedback information f (r(t)) and the feedback information f (N ) (R (N ) (t)) from the AQM to the enduser congestion-control mechanism: This uncertainty in feedback information can be explained by the following lemma (also known as the Delta Method) [ 
Lemma 1. If f : R → I R m is (totally) differentiable in the neighborhood of r(t), then the conver-
The vector
captures the sensitivity of the probability function f to the fluctuations around the limiting parameter r(t). For example, this term corresponds to the slope of the marking probability function in the case of RED. Note that as the slope of the feedback function increases, the magnitude of fluctuation due to this component increases as well. This verifies the observation that the magnitude of queue size oscillation at RED gateways increases with the slope of marking probability function of RED mechanism [5] .
In case of REM (in the regime where the mapping (12) is linear), it is easy to see that this random fluctuation component is proportional to κL(t). In other words, the random fluctuations in the queue originate from the fluctuations in the arrival rates amplified by the gain κ.
(ii) Finite granularity of feedback information: The congestion control mechanism at the end-users estimates the marking probability f (N ) (R (N ) (t)) from the number of marks received during an RTT. However, the number of marks is limited by the number of packets transmitted during the round trip time. This nature of feedback information poses limited feedback information granularity, and causes a fluctuation in the queue size. This fluctuation can be well-approximated by a Gaussian rv and cannot be captured without taking into account the detailed packet level operations of the congestion-control mechanism.
(iii) Fluctuation caused by the structure of protocols: The protocols adopted by the end-users and gateway determine the mappings used for update rules and marking mechanism, and hence the evolution of the state variables of the connections and queue dynamics. It turns out the magnitude of the random queue oscillation depends on the detailed interaction of the end-user protocol and AQM mechanism. This observation indicates that although the stability of the deterministic process may not depend on the details of end-user algorithm as suggested in [17] , the magnitude of the random queue oscillation does. Hence, in order to accurately model the queue dynamics and use it for, for instance, network provisioning, modeling the detailed dynamics of the interaction may be required.
Components (ii) and (iii) are due to the protocols and cannot be mitigated without protocol modifications. Thus, network designers can only manipulate the sensitivity of the feedback function, e.g., its slope, to reduce oscillation of queue size. Although reducing the sensitivity of the feedback function can decrease the magnitude of fluctuation, it also typically results in an increase of the average queue size and/or a slower response time.
It is notable from the Central Limit analysis that a random marking mechanism in AQM always introduces random fluctuations in the queue. This is an intrinsic behavior of a random marking mechanism due to the limited granularity in the feedback information. Such a fluctuation can be reduced by enhancing the quality of the feedback information either through an increase in the number of ECN bits or through an in-band signaling mechanism as suggested in [18] . Moreover, the granularity of the feedback information improves as the size of the window becomes large. There are, however, other means to alleviate such fluctuations. For example, TCP Vegas [3] and its variants such as FAST TCP [10] use delay information instead of marks to adjust their congestion window sizes. Given accurate timestamps in the packets, each flow can calculate the appropriate adjustment to its congestion window size, thus mitigating the uncertainty rising from the randomness in the marks.
It is worth noting that some of the system parameters affect both deterministic and random fluctuations. For instance, the slope of the marking probability function not only affects the magnitude of random queue size fluctuation, but also influences the settling time of the deterministic queue process during a transient period.
EXAMPLE OF TCP/RED
In this section, we provide an example of Random Early Detection AQM mechanism [7] and TCP Reno end-user congestion-control mechanism [9] . This TCP-RED example is the most widely studied case [8, 17] . A system comprised of persistent TCP flows with a homogeneous RTT can be described using (2) and (11). This model is similar to the model in [22] . Both the Monte-Carlo simulations and the NS-2 simulations in [22] suggest that the limiting behavior of the queue follows the results in Theorem 1. Furthermore, the rate of decrease of the standard deviation of the normalized queue size appears to be consistent with the prediction of the Central Limit Theorem, i.e., the standard deviation at the steady-state decreases according to
In the case of TCP-RED with session-layer dynamics and variable RTTs, similar results are derived in [20, 21] . They show that there are additional sources of queue fluctuations in the system. These are the fluctuations caused by the arrivals of new TCP connections and the random idle periods: The larger the file size/workload of a new TCP connection and idle period variances are, the larger the magnitude of this fluctuation is. This part of the fluctuation can also be described by a Gaussian rv. Furthermore, there are also fluctuations introduced by the heterogeneous nature of the round-trip delays of the connections. The magnitude of these fluctuations varies with the variance of the round-trip delays of the connections.
One thing to note in the case of TCP-RED is that the granularity of the information used for window size update is very coarse ; connections only check whether packets are marked or not using ECN ECHO option at the TCP receivers [6] . 4 Therefore, TCP-RED does not take full advantage of the improvement in feedback information granularity when the window size increases. One simple scheme to improve the feedback information granularity in TCP-RED is to increase the number of feedback information bits in the ECN mechanism. If the improved feedback information is properly utilized, the magnitude of queue fluctuation can be reduced. Multi-level ECN (MECN) [4] is an example of such a scheme.
CONCLUSIONS
In this paper, we have developed a stochastic model with detailed packet level operations of a probabilistic AQM scheme and generic end-user congestion-control mechanism. We classify the queue fluctuations in such system with a large number of flows into two distinct components -deterministic queue fluctuations and random queue fluctuations. The deterministic queue fluctuations can be effectively modeled using a deterministic system and its stability can be studied through a control-theoretic analysis. On the other hand, the random queue fluctuations, which are well approximated by Gaussian processes, originate from the random marking mechanism adopted by the probabilistic AQM mechanism.
We are working on extending our model to cases where there are multiple bottlenecks in the network. We expect
APPENDIX

A. PROOF OF THEOREM 2
The proof of Theorem 2 is carried out by the induction on t of the following statement. The distributional recurrence in (17) follows from the following result:
for some I R-valued rv L 0 (t + 1) that satisfies the distributional relation in (17) .
We will return to the proofs of Propositions 2 and 1 in Appendices B and D, respectively. Before doing so, we conclude this section with a proof of Theorem 2.
A.1 A Proof of Theorem 2
For t = 0 and y ∈ Y, L (N ) 
The distributional recursion in (18) and the distributional recursion of LB(t) and Ly(t), y ∈ Y, are established as byproducts in the proof of Proposition 1.
It will be evident in the proof of Proposition 1 that the rvs involved in the distributional recursions up to time t are either Gaussian or constant except for when K(s) = 0 for some s < t. In that case, L0(s + 1) will be truncated Gaussian from (17) . The last statement in the Theorem 2 follows from this observation.
B. A PROOF OF PROPOSITION 2
The proof of Proposition 2 relies on two important steps. First, we rewrite L Fix t = 0, 1, . . . and N = 1, 2, . . .. We rewrite the limiting recursion in (13) in the following form:
with K(t) given by (15) . Combining this observation with the queue dynamics (21), let
Then, we have
Under [E:t] and decomposition (22), we can invoke the Continuous Mapping Theorem to conclude that
Three cases emerge depending on the sign of K(t). If
Again by the Continuous Mapping Theorem and (25), eq.
and the convergence (25) yields
This completes the proof of Proposition 2.
C. SOME USEFUL FACTS AND RESULTS
In this appendix, we present some useful facts and results that will facilitate the presentation of the proof of Proposition 1. In Appendix C.1, we present simple facts on the conditional distributions of the number of marks received in timeslot [t + 1, t + 2), given the complete history of events up to [t, t + 1). We then show in Appendix C.2 that for any y ∈ Y, L 
C.1 Simple Facts
Let F t be a σ-field generated by
Then Q (N ) (t) and Y (t)), we have under Assumption (A1):
where the mapping χ x,y (z) : I R + → [0, 1] for a given pair
Similarly, we also have for Λ(Y(t)) ≥ 1 and m ≤ Λ(Y(t))
C.2 A Key Decomposition
For any y ∈ Y, N = 1, 2, . . ., i = 1, . . . , N and t = 0, 1, . . .
where Y y,1 ⊂ Y is the set of states from which a connection will always transition to the state y in the next timeslot, and Yy,2,m ⊂ Y is the set of states from which a connection will transition to the state y in the next timeslot only upon receiving exactly m marks in the current timeslot. The decomposition (27) leads to
Note that
Therefore, a simple manipulation of (28) yields
where we define
[y]
The collection of triangular arrays {υ 
C.3 Auxiliary Results
We first establish the marginal convergence of the triangular arrays is given by
Moreover, Γ(t) is independent of F t .
We now show the convergence of
Lemma 2. Assume (A1bis), (A2), and
and L f R (t) is the limiting rv that satisfies the following convergence The following lemma establishes the joint convergence that is essential for the proof of Proposition 1.
Lemma 3. Under Assumption (A1bis), (A2), and [E:t],
we have the following convergence:
where Γ(t) and J(t)L f R (t) are given in Proposition 3 and Lemma 2, respectively.
The proofs of Proposition 3 and Lemmas 2 and 3 are given in Appendix E.
D. A PROOF OF PROPOSITION 1
The proof of Proposition 1 is established with the help of the decomposition in Appendix C.2 and the convergence results in Appendix C.3.
By the decomposition in (29), for any given y ∈ Y we have
is established through Lemma 3, [E : t], and the continuous mapping theorem.
To establish [E :
from the Delta Method (Lemma 1), where L R (t) is given in (19) and its elements can be written as a linear combination of the elements in L(t). Therefore, LR(t) jointly converges with the rvs in (31). A closer inspection at the proof of the Delta Method (see Section 7.4 in [19] for example) reveals that the limiting rv in (32) also jointly converges with the limiting rvs in (31). SinceL 
E. PROOF OF AUXILIARY RESULTS
E.1 Proof of Proposition 3
The proof of Proposition 3 relies on the following three technical lemmas, whose proofs can be easily obtained and are omitted. 
We now proceed with the proof of Proposition 3: Fix N = 1, 2, . . . and θ y,m ∈ I R, y ∈ Y, m = 0, . . . , W max . It suffices to show that
By conditional independence, we find that
by Taylor 
It is easy to see that (35) can be rewritten as
where we set 
can be shown to hold. Condition (38) trivially holds while (39) can be established from 
E.2 Proof of Lemma 2
Lemma 2 is a corollary of the Delta Method (Lemma 1). 
where we let The desired result follows directly by applying Slutsky's Theorem (Lemma 5) and the Delta Method (Lemma 1) to (40).
E.3 A Proof of Lemma 3
In order to establish the joint convergence of the random vectors, we rely on the following lemma: i →N e
First note that
where the convergence follows from Proposition 3. The desired result (41) follows if we can establish the following joint convergence from Cramer-Wold device
From the proof of Proposition 2, we see that √ N L regardless of the value of the residual capacity K(t). Also note that L R (t) comprises only of components in L(t), and hence L f R (t) jointly converges with L(t) by arguments similar to the one following (32). It is then easy to show that (42) holds from the continuous mapping theorem.
