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In the absence of the "strong and precise assumptions" required by statistical theory, data analysts typically engage in complex "specification searches" (Leamer 1978 ) employing a variety of alternative-mutually contradictory-strong and precise assumptions. They may run a plausible regression, modify their model on the basis of the regression results, run another regression, and so on, almost (but not quite) ad infinitum. Modifications may include dropping variables whose coefficients are "insignificant" or have the "wrong" (unexpected) sign, deleting observations that seem to deviate markedly from the main patterns in the data, replacing apparently poor measures with potentially better measures of the same theoretical constructs, or adding more elaborate sets of explanatory variables if the data seem cooperative enough to confess further secrets.
It is obviously foolish to treat the resulting parameter estimates as though they were produced in conformity with traditional statistical theory. None of the standard results derived under the assumption that the correct statistical model is known with certainty can be justified when that assumption is relaxed. Indeed, in many instances the standard results do not even hold to a rough approximation for models resulting from more or less complex specification searches (Adams 1991; Freedman 1983; Green 1990; Judge and Bock 1978) .1 It is hard to avoid the conclusion that the whole conventional statistical armamentarium of confidence intervals and hypothesis tests is-or at least should be-almost irrelevant to real data analysis.
Wise data analysts recognize the mismatch between theory and practice, and do their best to overcome the limitations of statistical theory by interpreting the results of their analyses in complicated ways only loosely based on formal calculations of confidence intervals and hypothesis tests. They strive to learn (and convey) what their data have to say without succumbing to the familiar pitfalls of "barefoot empiricism," "data mining," and "fishing." They explore (and report) the sensitivity of their conclusions to plausible alternative model assumptions. And they recognize that, as Learmer (1978, 13) noted, "the apparent statistical evidence implied by the 'For example, Adams (1991) tested 114 distinct regression model selection strategies on random data with from 10 to 70 observations and from 5 to 30 predictors with intercorrelations ranging from zero to .75. All of the stepwise or goodness-of-fit based strategies produced nominal p-values below .01, whereas the true p-values with random data were .50.
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final equation must be discounted; the greater the range of search, the greater must be the discount." So far, so good. But how, exactly, should that discount be calculated? That is the subject of this article. I describe a new technique developed by Bayesian statisticians (most notably Draper 1995 and Raftery 1995, build- ing upon the work of Jeffreys 1961, Leamer 1978, and others) in which the results of various alternative model specifications are averaged to produce inferences that make explicit allowance for the implications of specification uncertainty. This technique has the general effect of discounting evidence derived from elaborate specification searches, especially when alternative models produce markedly different results. Thus, unlike more conventional model selection techniques which aim to identify a single "best" model but then treat the results of that model as if it was the only one examined, the model averaging procedure produces both parameter estimates and standard errors that honestly reflect the observed variation of results across a range of plausible models.
The model-averaging approach to specification uncertainty represents a formalization of enlightened data-analytic practice along explicit Bayesian lines.2 In order to gauge its potential utility, I focus upon two examples of real social science data analysis-a controversy in comparative political economy between Garrett (1985, 1987) and Jackman (1987) , and an analysis by Erikson, Wright, and McIver (1993) of the impact of public opinion on policy outcomes in the American states. A detailed consideration of these two examples illustrates several important strengths and limitations of the model-averaging approach. It suggests that model averaging is a marked improvement over conventional statistical practice, and an attractive (though imperfect) approximation to full-blown Bayesian analysis.
The Logic of Model Averaging Our aim is to make an inference about some quantity of interest, A, on the basis of some observed data, X and y. (The quantity A may be a regression parameter, a forecast of some future observation, or some other quantity of interest.) In classical statistical theory, the data are only informa2Western and Jackman (1994) provided an elementary introduction to Bayesian regression analysis in political science. The Bayesian approach offers a useful starting point for tackling the problem of specification uncertainty because it is designed precisely to incorporate uncertain non-sample information of the sort provided by social science theory. As will be evident here, subsequent developments have done much to justify Leamer's (1978, 2) assertion that "the Bayesian approach is sufficiently flexible that, with suitable alterations, specification searches can be made legitimate, or at least understandable. This does not seem to be the case with the classical model of inference." tive about A when they are interpreted in light of a definite statistical model, M, which specifies a relevant population, a set of relevant variables, the functional form of the relationships among these variables, and the nature of relevant stochastic influences. All of our inferences about A depend not only upon the data X and y, but also upon the assumptions embodied in the model M: in the language of Bayesian statistical theory, they are derived from conditional posterior distributions of the form p(A IX, y, M).
To obtain a posterior distribution that depended upon the data X and y but not upon a specific model M, we would have to treat M as a nuisance parameter and integrate it out, producing the unconditional posterior distribution p(AIX, Y) = Jp (AIX, y, M)p(MIX, y)dM.
[1]
This approach is infeasible both in principle and in practice, since the set of conceivable models for which we would need to compute conditional posterior distributions of the form p(AIX, y, M) is not a set of finite measure. However, we can at least reduce our dependence upon model assumptions by integrating over a discrete set of J alternative models M1, . (Leamer 1978, 118) . The mean of the unconditional posterior distribution is
3Obviously, the assumption that only J discrete models get positive probability, so that Ij = 1, is a crucial simplification. I discuss its implications in the Discussion section below. The mean of the unconditional posterior distribution in Equation [3] is a simple weighted average of the conditional posterior means, while the variance of the unconditional posterior distribution in Equation [4] has two components, the first a weighted average of the conditional posterior variances and the second a weighted average of the squared deviations between the conditional and unconditional posterior means.
My focus in this article is on the coefficients of a linear regression model. With a diffuse normal-gamma prior distribution over the regression parameters, the mean of the posterior distribution for a parameter j conditional upon model Mj is simply the corresponding least squares parameter estimate bj (or zero if the parameter ij is omitted from model Mj), and the variance of the conditional posterior distribution is simply the variance V(bj) of the least squares parameter estimate (or zero if ij is omitted from model Mj).4 Thus, the mean of the unconditional posterior distribution corresponding to Equation [3] is E( IX,y) nb=Z7jbj [5] and the variance of the unconditional posterior distribution corresponding to Equation [4] is
where, as before, nj p(MjlX, y) is the posterior probability for model Mj. With diffuse priors over the parameters of the various alternative re4The normal-gamma prior is mathematically convenient (since with normally distributed disturbances the posterior distributions of ,j and aj must be in the same families as the corresponding prior distributions) and provides a rationale for treating the least squares parameter estimate bj as the posterior mean of fj given a diffuse prior (Leamer 1978, 78-9) . Different priors might be desirable in some instances, but would complicate the analysis significantly. gression models, the unconditional posterior mean for each coefficient is simply an average of the separate parameter estimates produced by the various models, each weighted by the posterior probability associated with that model. The unconditional posterior variance for each coefficient is the same weighted average of the separate variances of the parameter estimates in the various alternative models, plus an additional weighted average representing uncertainty resulting from the variability of the parameter estimates across the range of alternative models.5 This additional weighted average may make the unconditional posterior variance large due to specification uncertainty, even if the various alternative models all produce very precise parameter estimates, if those estimates differ significantly from one model to another.
The only significant remaining difficulty is to calculate the posterior model probabilities j p(MjIX, y). By Bayes' theorem, Xj-p(MiIX, y) oc p(X, yIM1) p(M1), [7] where p(M1) =j is the prior probability of model Mj and
is the marginal likelihood of the data under model Mj.
When alternative models are being compared, the extent to which the data favor model Mi over model Mj is indicated by the Bayes factor, Bij--p(X,yl|Mi)lp(X, yj|Mj), [9] the ratio of the marginal likelihoods for model Mi and model Mj. Since, by Equation [7] , cc on p(X, yIMy) 'i [10]
for model Mj and
5Notice that if the regression parameter estimate bj was identical for each model, the weighted sum of squared deviations from the weighted average b in the second term on the right-side of Equation [6] would be exactly zero, leaving the unconditional posterior variance equal to the weighted average of the conditional posterior variances in the first term.
for model Mi, the Bayes factor transforms the prior model odds ratio ,t?/itY into a posterior model odds ratio ti/tj: ni/nj = Bij nr/rInjt [12] When Bij exceeds one, the data favor model Mi over model Mj and the posterior odds ratio exceeds the prior odds ratio; when Bij is less than one the reverse is true.
In general, calculating a Bayes factor requires calculating the marginal likelihood for each model, which in turn requires specifying a prior distribution p(0jIMj) for the parameters in each model Mj, evaluating the conditional likelihood p(X, y I Oj, Mj) for each Oj, and integrating the product of the conditional likelihood and the prior. Unfortunately, the practical difficulties involved in constructing an appropriate model-specific prior distribution for the parameters in each model Mj and analytically or numerically integrating the resulting multidimensional marginal likelihood are daunting (though recent advances in computational statistics offer some promise of progress on the latter front).
An additional difficulty arises in considering Bayes factors for nested models, since the conditional likelihood of a more general model in which a given parameter is unconstrained must always exceed that of an otherwise similar but simpler model in which the parameter is constrained.6 Thus, if we want to assign positive probability to relatively simple models, we must adjust the marginal likelihoods in some way that rewards parsimony, in effect specifying a proper prior distribution p(HjlMj) in Equation [8] that penalizes the estimation of additional parameters. Raftery (1995) and Kass and Wasserman (1995) have proposed a simple method for approximating Bayes factors that minimizes computational difficulties while allowing for direct comparisons of nested models. They show that, with a proper prior over the model parameters equivalent to a single typical observation, the log of the marginal likelihood is approximately equal to the log of the maximized likelihood minus a penalty proportional to the number of parameters being estimated.7 6Leaving the additional parameter unconstrained will always increase the likelihood of the data at least slightly, in much the same way that adding an additional variable to a regression equation will always increase the value of the (unadjusted) R2 statistic at least slightly.
7More precisely, the required prior distribution for 0, is multivariate normal with mean vector Oj and covariance matrix if-, where Oj is the vector of maximum likelihood (here, ordinary least squares) estimates of Oj and ij is the expected Fisher information matrix for one observation (ij Aj/N, where -Aj is the Hessian matrix of second partial derivatives of the conditional log-likelihood evaluated at 0). Then the log of the marginal likelihood is equal to the log of the maximized likelihood minus ln(N) (Kj/2) plus an approximation
The penalty for additional parameters implied by Raftery (1995) and Kass and Wasserman's (1995) approximation to the marginal likelihood turns out to be precisely the same penalty implied by the Bayesian Information Criterion (BIC) proposed by Schwarz (1978) as a model selection criterion. In particular (Raftery 1995) 8The Bayesian Information Criterion defined in Equation [14] is essentially the Schwarz criterion rescaled so that BIC (MO) equals zero; thus, for comparisons of alternative models with the same dependent variable and sample size, as here, BIC and the Schwarz criterion are equivalent model selection criteria. The BIC tends to prefer somewhat more parsimonious models than do most of the more familiar model selection criteria, such as the adjusted R2 statistic or the Akaike Information Criterion (Judge et al. 1985, 862-75; Beck and Katz 1992) . The model posterior probabilities can be used in turn to weight the regression parameter estimates and variances from the various alternative models in order to calculate the model mixture posterior means and variances using Equations [5] and [6] . An example of the required calculations is presented in note 13 below. The approach described here, in which the relevant Bayes factors are approximated on the basis of the corresponding BICs, is only one of a variety of approaches to calculating the required model posterior probabilities. A more complicated but putatively more accurate approximation applicable to generalized linear models is described by Raftery (1994) , Kass and Raftery (1995) and Raftery (1995) provide useful overviews.10 Examples In this section I apply the model-averaging procedure outlined in the previous section to two prominent political science data analyses. My aims are to illustrate the calculations involved in the model-averaging procedure, to introduce some alternative reference priors that might usefully represent different assumptions about the a priori plausibility of alternative models, and to provide some raw material for an evaluation of the potential fruitfulness of model averaging as a technique for statistical inference under model uncertainty.
Politics and Economic Growth in OECD
My first example is based on a controversy between Garrett (1985, 1987) and Jackman (1987) regarding the impact of the organizational and political strength of labor on relative economic growth rates in advanced industrial democracies in the late 1970s. Lange and Garrett hypothesized that both corporatist systems (with well-organized labor movements and predominantly leftist governments) and free market systems (with poorly-organized labor movements and predominantly rightist gov- emments) would be capable of weathering the economic shocks of the period, but that systems with mismatches between labor organization and political power-either well-organized labor movements with predominantly rightist governments or poorly-organized labor movements with predominantly leftist governments-would be less capable of sustaining economic growth. They tested their hypothesis using data on relative growth rates in 15 OECD countries, and interpreted their empirical results as "strongly confirm[ing]" their hypothesis (Lange and Garrett 1985, 821) . The first three regression models reported in Table 1 are identical to three of the 10 models presented by Lange and Garrett (1985 , Table 3 )." (I omit Lange and Garrett's other seven models because they do not include the interaction term of central theoretical interest, and seem to be included "The parameter estimates in Table 2 differ from those reported by Lange and Garrett (1985, (Jackman 1987 , note 3). They also seem to have standardized the data for Dependence on Imported Oil, which I have reproduced from their cited source.
simply to demonstrate the inadequacy of additive models."2) Model 1 allows for an interaction between the organizational strength of labor and the average vote share of left parties; in Model 2 the share of cabinet portfolios held by left parties is substituted for the average vote share of left parties as a measure of the political strength of labor. Model 3 adds to the specification in Model 2 (which fits the data much better than the specification in Model 1) a measure of dependence on imported oil, presumably in order to capture the effect of the most significant exogenous economic shock in the period under study. Model 3 in turn fits the data significantly better than Model 2 does, and provides the basis for Lange and Garrett's subsequent interpretation and discussion.
Jackman (1987) criticized Lange and Garrett's analysis on several grounds, arguing most notably that their results were dominated by a single influential observation, Norway, which had a very favorable corporatist structure from Lange and Garrett's theoretical perspective, a great deal of oil, and a very high relative growth rate. His reanalysis adding a dummy variable for Norway to Model 2 (Jackman 1987, Table 1 ) is reproduced as Model 4 in Table 1 . Model 4 fits the data significantly better than any of Lange and Garrett's models do, and provides the basis for Jackman's subsequent interpretation and discussion.
For completeness, Model 5 in Table 1 combines the features of Lange and Garrett's preferred model (including dependence on imported oil) and Jackman's preferred model (including the dummy variable for Norway). Model 5 fits the data slightly less well than Model 4 does, with the Norway dummy variable but not the oil variable producing a large and "statistically significant" parameter estimate.
It seems clear that any assessment of the evidence in Table 1 will be quite sensitive to the relative weight we attach to the various alternative models. At one extreme, Lange and Garrett's model, reproduced in the first column of Table 2 , seems to provide strong support for the hypothesized interaction between labor organization and political strength, with sizable coefficients and hefty t-statistics (2.6 and 2.4, respectively) on the interaction term and the baseline effect of Left Party Cabinet Portfolios. At the other extreme, Jackman's model, reproduced in the second column of Table  2 , seems to provide much less support for the hypothesized interaction, with the relevant coefficients only about half as large and t-statistics of 1.3 and 1.5, respectively.
The third column of Table 2 presents Bayesian mixture posterior coefficients based on uniform model priors, which assign equal prior probability "lIncluding these additive models would leave the results of the overall analysis virtually unchanged, since none of them fits the data well. to each of the five models presented in Table 1 . The corresponding posterior model probabilities, reported at the bottom of the column, are markedly nonuniform, reflecting the relative goodness of fit of the models including the Norway dummy variable. The model estimated by Jackman (Model 4) gets almost 70% of the posterior probability, and the model adding the Norway dummy variable to Lange and Garrett's preferred specification (Model 5) gets about 25%, while all of Lange and Garrett's models together get only a little more than 5% of the posterior weight. As a result, the Bayesian mixture coefficients are generally similar to the parameter estimates from Model 4. However, by comparison with the standard errors from Model 4,the posterior mixture standard errors are from 4% larger (in the case of labor organization) to 28% larger (in the case of the Norway dummy variable), reflecting the extent to which uncertainty about the cor-rect model specification should detract from the apparent precision of Jackman's results.13 While the posterior mixture coefficients and standard errors in the third column of Table 2 seem to provide a more reasonable summary of the data than either Lange and Garrett's or Jackman's preferred results taken alone, they remain problematic in at least two respects. First, they do almost nothing to reflect Lange and Garrett's original uncertainty about whether vote shares or cabinet portfolios are the more appropriate measure of the political strength of labor, because the specification using vote shares (Model 1) is swamped by the subsequent specifications using cabinet portfolios. While the cabinet portfolio measure seems clearly preferable on theoretical as well as empirical grounds, it would seem appropriate to attach some additional uncertainty to the results of the analysis to reflect the fact that Lange and Garrett's original hypothesis about the interactive effect of labor organization and political strength had two separate chances to fit the data, only one of which actually panned out. I return to this issue in the Discussion section below.
Second, and more problematically, the Bayesian mixture posterior with uniform model priors is dominated by the results from Model 4 and Model 5, both of which include Jackman's dummy variable for Norway. But since the inclusion of the Norway dummy variable was prompted by preliminary data analysis rather than by a priori theoretical considerations, it would seem appropriate to discount the results from the models including the Norway dummy variable, rather than pretending that those models were as plausible a priori as the models without dummy variables. One reasonable way to do that is to specify "dummy-resistant model priors" that attach relatively less prior probability to models including a country-specific dummy variable. "3The approximate Bayes factor for each regression model in Table 1 can be calculated (within rounding error) from the reported R2 statistic (and the number of estimated parameters shown in the table) using expression [15] , or from the reported BIC statistic using expression [13] . The approximate Bayes factors for Models 1 through 5, respectively, are .129, 3.171, 11.461, 192.327, and 74.543 , the sum of the Bayes factors for all five models is 281.631, and the model posterior probabilities in the third column of Table 2 (derived from uniform model priors) are the corresponding Bayes factors divided by the sum of the Bayes factors as in Equation [16] . The mean and standard deviation of the mixture posterior for each coefficient in the third column of Table 2 can be calculated from the regression parameter estimates and standard errors in Table 1 Since in the present case there are 15 countries in the data set, each equally likely a priori to be an outlier, it seems reasonable to attach onefifteenth as much prior probability to the models including the Norway dummy variable as to the models including only combinations of Lange and Garrett's original variables. The resulting "dummy-resistant" model priors of .3191 for Models 1, 2, and 3 and .0213 for Models 4 and 5 reflect considerable skepticism about the plausibility of models with ad hoc variables added to account for single outliers, while nevertheless allowing some scope for a priori skepticism to be overcome by clear signals from the data.'4
The Bayesian mixture posteriors produced by averaging the results from the five models in Table 1 using these dummy-resistant model priors instead of uniform model priors are presented in the last column of Table  2 . Here, Lange and Garrett's preferred model (Model 3) and Jackman's preferred model (Model 4) have approximately equal posterior probabilities, and the Bayesian mixture posterior coefficients fall roughly halfway between these two extremes. Neither Lange and Garrett's oil variable nor Jackman's Norway dummy variable approach "statistical significance" (with t-statistics of 0.7 and 1.0, respectively), while the coefficients for Lange and Garrett's Left Cabinet Portfolios and Labor X Left Portfolios interaction variables are 30 to 40% larger than with uniform model priors (though still 20 to 25% smaller than in Lange and Garrett's preferred model), with t-statistics of about 1.6.15 "4Obviously, there is no reason why the prior weights for models with case-specific dummy variables must be proportional to 1/N. If Norway was known in advance to be a notorious outlier in regressions of this sort, even after controlling for the effects of North Sea oil, we might well attach greater prior plausibility to models with a Norway dummy variable. The important point is that we should do so consciously before analyzing the data, and should recognize the implications of that assessment for our subsequent inferences even if the Norway dummy variable turns out to be unnecessary. It is simply too easy to justify ad hoc model specifications after the fact, forgetting in the process the various alternative specifications that might also have been justified had they turned out to work well by one criterion or another. Choosing a prior weight proportional to 1/N is a crude but potentially effective way to impose some discipline upon such post hoc rationalizations.
15I report t-ratios for the model mixture posterior coefficients for descriptive purposes only. The t-distribution will not be a good approximation for the actual posterior distribution of any coefficient set to zero with certainty in models which get significant posterior weight, since the posterior will be a mixture of a t-distribution and a spike at zero; two mild examples are shown in Figure 1 . An analyst intent upon calculating the posterior probability that a parameter is greater than (less than) zero could do so by using a t-ratio based on the mean and standard deviation of the conditional posterior mixture distribution computed from all models in which the relevant parameter was not set to zero with certainty, and multiplying the resulting conditional posterior probability by the total posterior probability of all such models. The three panels of Figure 1 provide a graphical comparison of the alternative posterior distributions summarized in Table 2 for Lange and Garrett's Labor X Left Portfolios interaction variable. Panel (a) shows the posterior distributions for Model 3 (Lange and Garrett's preferred model, on the right) and Model 4 (Jackman's preferred model, on the left) from Table 1 . Panel (b) shows the mixture posterior corresponding to uniform priors over the five models in Table 1 . Panel (c) shows the mixture posterior corresponding to the dummy-resistant model priors in which each of the models including the Norway dummy variable gets only one-fifteenth as much prior weight as each of the other models.
There is a very small spike at zero in the posterior distribution from the uniform model priors and a more perceptible spike at zero in the posterior distribution from the dummy-resistant priors, in each case reflecting the posterior weight attached to Model 1 from Table 1 , where the relevant variable was omitted (i.e., set to zero with certainty) in favor of the Labor X Left Vote variable.16 In other respects, the posterior distribution from the uniform model priors resembles the posterior distribution for the Jackman model, whereas the posterior distribution for the dummy-resistant model priors is a compromise between the posterior distributions for the Lange and Garrett and Jackman models, with a standard deviation about 25% larger than either due to the posterior specification uncertainty."7
Generally speaking, the dummy-resistant posterior coefficients reported in the fourth column of Table 2 and illustrated in panel (c) of Figure  1 seem to me to provide the best summary of the import of Lange and Garrett's data. They provide some real support for the hypothesized interaction between labor organization and political power, but that support is significantly tempered by specification uncertainty, and especially by the sensitivity of the results from this small data set to the influence of a single problematic observation. As Lange and Garrett (1987, 268, 272) themselves put it, with appropriate caution, "Jackman's rejection of our hypotheses on the basis of the exclusion of Norway is not conclusively supported," and some "evidence remains that domestic political structures had an impact on the relative decline of growth performance." 18 "6Obviously, the posterior mixture distributions for the Norway and oil dependence variables-which are omitted from models whose posterior model weights greatly exceed that of Model 1-have much more pronounced spikes at the origin than appear in Figure   1. 17By comparison, the standard deviation of the posterior distribution for the main effect of Left Party Cabinet Portfolios with dummy-resistant model priors is 12% larger than in Lange and Garrett's model and 22% larger than in Jackman's mnodel. The standard deviation of the posterior distribution for the Oil Dependence coefficient is 18% larger than in Lange and Garrett's model, and the standard deviation of the posterior distribution for the Norway coefficient is 76% larger than in Jackman's model (and 38% larger than with uniform model priors). In each case, the increased standard error of the parameter estimate reflects the impact of specification uncertainty unacknowledged in each of the regressions considered separately.
"8Lange and Garrett's data are presented in Table Al Elazar's (1972) classification of state political cultures as "individualistic," "moralistic," or "traditionalistic," either alone or in interaction with state opinion or elite liberalism."9
The six models reported in Table 3 are identical to six of the eight models of state policy liberalism reported by Erikson, Wright, and McIver (1993, 159, 170) .20 They range from a very simple specification with State for present purposes it is more important to note that the model-averaging approach described here dispenses with the necessity of settling on any single "best" model when there are a variety of a priori plausible alternatives. Further analyses using similar models with a pooled time-series cross-section design, albeit for roughly the same countries and time period, were reported by Alvarez, Garrett, and Lange (1991) and Beck et al. (1993) .
"9The relevant data are presented in Table A2 in the Appendix. Erikson, Wright, and McIver (1993) presented detailed information regarding conceptualization and measurement of the various variables (especially in Chapters 2, 5, and 7) and auxiliary analyses documenting the additional impact of State Opinion on Legislative Liberalism and Democratic Legislative Strength (Tables 7.4 and 7.5, respectively). 20Models 1 through 6 in my Table 3 correspond to Models 2, 3, and 4 in Erikson, Wright, and McIver's Table 7 .1 (1993, 159) and Models 1, 2, and 3 in their Table 7 .6 (1993, 170), respectively. I omit the one model in Erikson, Wright, and McIver's analysis that does not include state opinion as an explanatory variable. I also omit one more complicated model with additional interaction terms; under any of the model priors presented in Table 4 , that model would have a posterior probability of .0005 or less, leaving the overall results virtually unchanged. The results presented in Table 3 differ from Erikson, Wright, and McIver's for three reasons. First, I use the raw values of the explanatory variables presented in their tables rather than standardizing all the continuous variables as they did in their regression analyses. Second, I omit Nebraska from the analyses for Models 1, 2, and 3 to preserve comparability in the set of observations across models. (Erikson, Wright, and McIver omitted Nebraska from their regressions including the Democratic Legislative Strength variable because the state has a nonpartisan legislature, but included Nebraska in their earlier regressions.) Third, there may be minor discrepancies due to my use of Erikson, Wright, and McIver' s published data with whatever rounding errors they produce (and my independent reconstruction of the Democratic Legislative Strength measure, for which Erikson, Wright, and McIver did not publish their data). None of these differences turns out to be consequential, since the results presented here essentially match Erikson, Wright, and McIver's, allowing for the differences in scale produced by my use of unstandardized data. Opinion as the only explanatory variable to much more complex specifications, including one with distinct culture-specific effects for State Opinion and Democratic Legislative Strength and a total of 10 parameters to be estimated from the 46 observations.21 All of these models fit the data very well, with the adjusted R2 statistics for all but the first ranging from .79 to .84. Erikson, Wright, and McIver (1993, 169 ) "focus mainly on the 'best' equation" corresponding to Model 6 in Table 3 , which is the most complex of the alternative specifications. Eight of the 10 coefficients estimated in that model have t-statistics of 2.0 or greater, and the average t-statistic for the six coefficients capturing the distinctive effects of state political cultures as classified by Elazar is 2.4. The results suggest that individualistic states have much more liberal baseline policies than traditionalistic or moralistic states, and are also much more sensitive to variations in state opinion. On the other hand, having more Democrats in the state legislature actually seems to produce more conservative policies in individualistic states, but more liberal policies in moralistic states (with no effect in traditionalistic states). Erikson, Wright, and McIver (1993, 173) interpreted these results as reflecting a systematic difference between "pragmatic" and "ideological" political systems:
The startlingly large differences in the coefficients for moralistic and individualistic states can be attributed to the difference between pragmatic politicians in individualistic states and the programmatic politicians in moralistic states. In moralistic states, the relative partisan division of legislatures has important policy consequences, while legislatures are less responsive to the direct input of public opinion. In individualistic states, the party division has less easily discernible policy consequences, but the pragmatic legislatures respond strongly to state opinion.
Most of the culture-specific variables also have "statistically significant" coefficients in the other models where they appear in Table 3 . But the magnitudes of these coefficients vary considerably among the various specifications, as do the estimates of the baseline effect of state opinion. Thus, it is by no means obvious how well Erikson, Wright, and McIver's interpret-ation of the results from their "best" model would hold up in an analysis which averaged the results produced by the various alternative models. Table 4 presents the means and standard deviations of the Bayesian mixture posteriors for each coefficient, as well as the model posterior probabilities, for a variety of alternative model priors. By contrast with the example presented in Table 1 , none of the alternative models presented in Table  3 clearly dominates the others by the Bayesian Information Criterion. This fact is reflected in the model posterior probabilities reported at the bottom of Table 4 . With uniform model priors (in the first column of Table 4 ), Model 4 gets 41% of the posterior weight, while Model 2, Model 3, and Model 5 each get between 12 and 25%; Erikson, Wright, and McIver's "best" model, Model 6, gets only 2% of the posterior weight-an indication of the extent to which the Bayesian Information Criterion discounts good fits achieved at the cost of estimating additional parameters.22
Still focusing on the case of uniform model priors-the first column of Table 4 -the posterior mixture coefficient for State Opinion produced by averaging the six distinct parameter estimates in Table 3 has a mean of .0792, suggesting that the difference in public opinion between the five most liberal states (Massachusetts, Rhode Island, New York, New Jersey, and Connecticut) and the five most conservative states (Utah, Idaho, Oklahoma, North Dakota, and Mississippi) probably produced public policies that differed by almost two standard deviations on the state policy liberalism scale. This result clearly confirms Erikson, Wright, and McIver's central hypothesis concerning the impact of public opinion on state policy outcomes. Even here, though, the impact of specification uncertainty is substantial: the magnitude of the estimated effect is only half as large as in Erikson, Wright, and McIver's single "best" specification, Model 6, and the corresponding t-statistic of 2.4 is a good deal less impressive than the t-statistic of 4.2 for the same variable in Model 6, much less the t-statistics of 6, 8, and 10 in some of the other models in Table 3 .
Moreover, Erikson, Wright, and McIver's other explanatory variables fare much worse in the model averaging process. The magnitudes of the mixture coefficients for all but one-Legislative Liberalism-are much reduced (by an average of 90%) relative to the estimates in Erikson, Wright, and McIver's "best" specification. And none even approaches conventional significance levels (the largest t-statistic is 1.1, and the average is 22More generally, the extent to which the Bayesian Information Criterion (and hence the model posterior probabilities) reflect a preference for parsimony is evident from a comparison of the regression results in Table 3 and the model posterior probabilities in Table  4 . With uniform model priors, Model 4 gets twice as much posterior weight as Model 5, 3.5 times as much as Model 3, and more than 20 times as much as Model 5-despite having a larger regression standard error and a smaller adjusted R2 statistic than any of these alternative models-because it has from two to six fewer parameters to be estimated. 0.5), despite the fact that their t-statistics in the separate models where they appear in Table 3 average almost 2.0. The contrast between these mixture posteriors and the original regression results in Table 3 is striking. Might the discrepancies be attributable to some peculiarity of the uniform model priors from which these mixture posteriors are derived? In order to test the sensitivity of the mixture posteriors to the assumptions embodied in the model priors, it may be useful to investigate the implications of some alternative sets of model priors. For example, the uniform model priors attach no significance to the order in which the various regression models were estimated. While there is no logical connection between the relative prior plausibility of alternative models and the order in which they were actually estimated, it seems reasonable to suppose that data analysts typically begin by estimating the model they consider most plausible a priori, proceeding to relatively less plausible models until they reach some acceptable stopping point.23 If that is the case, then the prior probabilities attached to the various alternative models should reflect their place in the sequence, with later specifications receiving less prior weight than earlier specifications.
One rough way to capture the potential inferential significance of sequential search strategies is to adopt a "search-resistant prior" that attaches smoothly declining prior weights to each model in a sequence of alternative possibilities. Rather than simply penalizing complex models for their relative lack of parsimony, as the BIC and most other model selection criteria already do, a search-resistant prior penalizes the process of sequential model estimation itself, whether it results in more or less parsimonious models. The penalty reflects the fact that latter models in the sequence are more likely to capitalize on chance, since they are typically formulated, in part, on the basis of the results produced by earlier models in the sequence. It is important to note, however, that a search-resistant prior only "penalizes" later models relative to earlier ones; it does not alter the basic logic of model averaging, or make the posterior results as a whole any more or less uncertain. The contribution of specification uncertainty to overall uncertainty will still depend upon how much the results vary across plausible specifications-especially plausible specifications that fit the data about equally well.
23The psychology of stopping rules is complicated in its own right. Data analysts seem inclined to end their specification searches when they get "pleasing" regression results (big t-statistics, "correct" signs, or whatever), but their standards for what is "pleasing" (or at least "acceptable") may vary as they approach data exhaustion, physical exhaustion, or exhaustion of imagination. The fact remains that the prospect of stopping sooner rather than later makes it rational to investigate more plausible specifications (that is, those more likely to produce "pleasing" results) before less plausible specifications. 
Model
One possible family of search-resistant model priors is shown in Figure  2 . The "slightly search-resistant priors" shown in Figure 2 attach a prior probability proportional to .9i to model Mj, so that each model in the sequence gets 10% less prior weight than the one before. The "moderately search-resistant priors" shown in Figure 2 attach a prior probability proportional to .8i to model Mj, discounting each subsequent model by 20% relative to the one before, while the "strongly search-resistant priors" attach a prior probability proportional to .7i to model Mj, discounting each subsequent model by 30% relative to the one before.
Simple reference priors of this sort can never be expected to capture all the nuances of a data analyst's real prior beliefs. Nor, at the opposite extreme, are they likely to make sense of a sequence of models generated by a largely or wholly mechanical model selection procedure such as forward or backward stepwise regression, where the selection and order of estimation of alternative models is simply a complicated function of their goodness of fit and an arbitrary starting point, rather than a reflection of considered judgment by the data analyst. However, in many cases where a sequence of models does reflect at least the rough contours of a sophisticated data analyst's substantive judgment, a simple reference prior of the sort proposed here may be quite useful for exploring the sensitivity of statistical inferences to general features of the specification search strategy that generated a given set of statistical results.
In Erikson, Wright, and McIver's case, uniform model priors attach a prior probability of .1667 to each of the six models presented in Table 3 . By contrast, the prior probabilities with slightly search-resistant priors range from .2134 for Model 1 down to .1260 for Model 6, making Model 1 about 70% more probable than Model 6 a priori. The prior probabilities with strongly search-resistant priors range from .3400 for Model 1 down to .0571 for Model 6, making Model 1 about six times as probable as Model 6 a priori. Thus, these alternative reference priors allow us to explore a considerable range of assumptions regarding the extent to which later models should be discounted as less plausible a priori than earlier models in the sequence.
Of course, none of these alternative model priors will perfectly reflect Erikson, Wright, and McIver's own prior beliefs about the plausibility of their various models, or anyone else's. Nevertheless, if all of these various priors produce mixture posteriors similar to those produced by the uniform model priors, it will be hard to resist the conclusion that Erikson, Wright, and McIver's informal synthesis of their various results overstated the weight of their evidence in support of Elazar's classification of state political cultures, given the specification uncertainty inherent in their analysis.24 24Obviously, I have no way of knowing whether the order of Erikson, Wright, and McIver's (1993) presentation of the regression results actually reflects the sequence in which the various models were estimated. The fact that they reported "significance" levels for incremental improvements in R2 from one model to the next suggests that they attached some importance to the ordering, at least for expository purposes. The fact that the Elazar culture variables do not appear in earlier analyses of the same data, including one entitled "State Political Culture and Public Opinion" also Erikson, Wright, and McIver 1989; Wright, Erikson, and McIver 1987) , suggests that they were relative latecomers to the analysis, in which case Model 4 in Table 3 may belong earlier in the sequence, making the posterior support for the importance of the culture variables given search-resistant model priors even weaker than I suggest in the text.
A comparison of the alternative mixture posteriors summarized in the various columns of Table 4 does indeed suggest that the model averaging results are quite insensitive to the precise form of the model priors. The posterior point estimates for the baseline effect of state opinion are all within 10% of the estimate produced by uniform model priors, while all of the remaining coefficients (other than the intercept) continue to fall far short of "statistical significance," with average t-statistics of 0.5, 0.4, and 0.4, respectively, from the slightly, moderately, and strongly search-resistant priors.
The implications of these results for inferences about the impact of public opinion within each of Elazar's three types of state political culture are illustrated in Figure 3 .25 Panel (a) shows the posterior distributions for the effects of public opinion in moralistic, traditionalistic, and individualistic states, respectively, implied by Erikson, Wright, and McIver's "best" model. The distinction between individualistic states, where public opinion has a very strong effect, and moralistic and traditionalistic states, where the effect is clear but much weaker, is evident.
Panel (b) in Figure 3 shows the corresponding mixture posterior distributions produced by uniform priors over the six models presented in Table  3 . Here the apparent effect of public opinion in individualistic states is a good deal weaker, and the apparent effect in moralistic and traditionalistic states is noticeably stronger, producing a virtual overlap of the three distinct distributions. Panel (c) shows the corresponding mixture posterior distributions produced by strongly search-resistant priors over the same six models. but, once again, virtual overlap among the distinct posterior distributions produced by any of the various model-averaging priors. Thus, the "strong support-sometimes startlingly strong support-for Elazar's formulation" (Erikson, Wright, and McIver 1993, 175) Table 4 . The posterior point estimates for the baseline effect of state opinion implied by the search-resistant model priors are all of about the same magnitude as with uniform model priors, but slightly more precise. In effect, then, the results of the modelaveraging analyses suggest that the various alternative specifications explored by Erikson, Wright, and McIver fail to provide convincing support for Elazar's classification of state political cultures, but do provide impressive evidence of the robustness of the basic relationship between public opinion and state policy estimated in Model 1 in Table 3 .
In that case, why not simply retreat to the original Model 1 in Table  3 , with state policy liberalism regressed on state opinion and an intercept? The apparent result would be a bigger estimated effect of state opinion (.1 137 versus .0792 for the mixture posterior based on uniform model priors) with a substantially smaller standard error (.0114 versus .0336). If our only aim is to report "significant effects," there is little to argue against such a strategy. But if we aspire to produce credible statistical inferences, we need standard errors that reflect our real uncertainty about the magnitudes of the relevant effects, including uncertainty deriving from ambiguities of model specification as well as from stochastic variation in the observed data. In that case, any of the various results presented in Table 4 will very likely be preferable to the original Model 1 or the a posteriori most likely Models 2 or 4, or Erikson, Wright, and McIver's "best" Model 6, or perhaps any single model-taken alone.
Discussion
In each of the examples considered here, model averaging seems to shed some useful light on the inferential implications of specification uncertainty in a research setting with very limited data and weak but suggestive theory. Given the prevalence of such research settings in many areas of social science, the potential scope for fruitful application of model-averaging procedures seems wide indeed. Having said that, it is important to recognize that the examples considered here also illustrate some important limitations of systematic model-averaging procedures. The assignment of positive prior probability to five or six models that someone considered interesting enough to estimate and report falls far short of capturing all the complexities of real specification searches.
For example, the "search-resistant model priors" illustrated in Figure  2 take no account of the susceptibility of broad avenues of specification search to be shut off by discouraging results at an early stage of a sequential analysis. Table 1 But since that specification was (apparently) never estimated, its prior probability is implicitly set to zero in the model-averaging calculations. A more realistic representation of the range of a priori plausible models might include a large number of these "phantom" models reflecting abandoned avenues of alternative model specification, and the (presumably disappointing) results from these additional models would further dilute the inferential weight of the "best" model or models. (Of course, if none of these models fits the data well, there would have to be a very large number of them to have much impact on the results, since models with small posterior probabilities get little weight in the model-averaging calculations.) This is one instance of a more general problem in the implementation of model-averaging procedures: the assignment of positive prior probabilities to a discrete, usually small, set of distinct alternative models can provide only a rough reflection of real specification uncertainty. Of course, a rough reflection is very likely better than none at all, and we would be foolish to make the best the enemy of the good. It seems clear that Erikson, Wright, and McIver' s presentation of six different sets of regression results provides a good deal more information than a presentation of any one set of results could have done. Given the prevalence of specification uncertainty in social scientific work, data analysts should strive to explore and convey through sensitivity analysis the implications of a range of plausible models.
The fact that informal sensitivity analysis can go astray, even in the hands of very sophisticated data analysts, provides one strong argument for more systematic procedures of the sort described here. It should not be taken as an argument for avoiding sensitivity analyses, or for pretending to avoid them by presenting the results of a single model specification as if it was the only plausible specification or the only one examined. Nevertheless, the incompleteness of the set of alternative models actually likely to be encompassed in a typical application of model-averaging techniques is an important limitation in principle, and may also be an important limitation in practice.
On the other hand, a substantial winnowing of the set of potentially relevant models on substantive grounds seems likely to reflect a good data analyst's real specification uncertainty much better than any mechanical averaging over all the models that could logically be constructed from a given list of potential explanatory variables. Whereas an agnostic statistician analyzing the state opinion and policy data presented above might assign equal prior probabilities to all 1,023 possible models defined by distinct combinations of the 10 explanatory variables in Table 3 ,26 it seems to me that Erikson, Wright, and McIver's selection of six of those 1,023 possible models embodies a great deal of valuable substantive insight-precisely the sort of complex, hard-to-quantify, but quite legitimate auxiliary information that Bayesian analysis should strive to incorporate. Of course, it is possible to question whether the assignment of prior probabilities to discrete models is the most fruitful way to incorporate data analysts' auxiliary information (and residual uncertainty) about the substance of their problems. A more direct Bayesian approach would be to begin with a model sufficiently elaborate to capture everything of potential interest in the data, and employ proper prior distributions to express a priori beliefs about the relative plausibility of various effects.27 Rather than including a prospective explanatory variable in some models but omitting it from others to express skepticism about its relevance or importance, an analyst would include all potentially relevant variables, functional forms, and so on in a single model but choose a prior distribution that concentrated probability in parts of the parameter space where the values of many parameters are near zero.
This full-blown Bayesian approach has the theoretical and practical advantage of avoiding unrealistic spikes of posterior probability attached to specific parameter values (as in Figure 1 ), since it does not assign positive prior probability to models that are dominated by more general models in which they are nested. Unfortunately, it is virtually impossible to implement the full-blown Bayesian approach in practice, since the difficulty of specifying a realistic proper prior distribution is formidable even for relatively simple problems, and no problem remains simple once we commit ourselves to considering "all potentially relevant variables, functional forms, and so on."
If the model-averaging approach makes sense, it must be as a convenient approximation to this more elegant but unrealistic strategy of fullblown Bayesian analysis of suitably elaborate models. In effect, the modelaveraging approach represents a further evolution of Leamer's (1978, 15) efforts to patch together a reconciliation of statistical theory and data analytic practice:
There is no doubt in my mind that uncertain prior information is used to analyze nonexperimental data. But there is also no doubt in my mind that uncertain prior infornation is impossible to quantify precisely. Ad hoc procedures may, in fact, be efficient methods of using imprecisely defined priors.
Much additional experience will be required to determine whether the procedures described here are, indeed, "efficient methods of using imprecisely defined priors." In the meantime, however, they clearly have three important points in their favor. First, they seem a good deal less ad hoc than the murky specification searches and intuitive syntheses described by Leamer, and still practiced even (especially?) by sophisticated data analysts. Second, they are surprisingly simple to implement: all of the calculations in this paper could have been (and most were) produced from standard regression output and a pocket calculator. Finally, they take as their primary raw material what real data analysts are already producing in prodigious quantities-alternative model specifications. Given the evident failure of more conventional attempts to make sense of that raw material, even an imperfect method of calculating the implications of specification uncertainty may be capable of shedding a good deal of light on the fundamental question of what we can learn from our data. Tables 1 and 3 are based. Table Al provides the data for Garrett's (1985, 1987 ) and Jackman's (1987) analyses of politics and economic growth in 15 OECD countries in the late 1970s. Table A2 provides the data for Erikson, Wright, and McIver's (1993) analysis of public opinion and policy outcomes in the American states. Readers are referred to these sources for more detailed descriptions of the data. Table  2 .2). Legislative Liberalism: "weighted average of Democratic and Republican elite ideology scores [Erikson, Wright, and McIver 1993, 103, Elazar's (1972) classification of state political cultures as "individualistic," "moralistic," or "traditionalistic" (Erikson, Wright, and McIver 1993, 172, Figure 7.4) . Following Erikson, Wright, and McIver (1993) , Alaska, Hawaii, and Nebraska are omitted due to missing data and Nevada is omitted due to an implausibly liberal State Opinion score.
