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Abstract
Dynamics of four-dimensional massless fields of all spins is formulated in the
Siegel space of complex 4 × 4 symmetric matrices. It is shown that the unfolded
equations of free massless fields, that have a form of multidimensional Schrodinger
equations, naturally distinguish between positive- and negative-frequency solutions
of relativistic field equations, i.e., particles and antiparticles. Multidimensional
Riemann theta functions are shown to solve massless field equations in the Siegel
space. We establish the correspondence between conserved higher-spin currents in
four-dimensional Minkowski space and those in the ten-dimensional matrix space. It
is shown that global symmetry parameters of the current in the matrix space should
be singular to reproduce a nonzero current in Minkowski space. The D−function
integral evolution formulae for 4d massless fields in the Fock-Siegel space are ob-
tained. The generalization of the proposed scheme to higher dimensions and systems
of higher ranks is considered.
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1 Introduction
The idea that a set of massless fields of all spins in the four-dimensional space should
admit a natural description in the ten-dimensional spaceM4 with real symmetric matrix
coordinates XAB = XBA (A,B, . . . = 1, . . . , 4) was originally proposed by Fronsdal in [1].
Later, the same conclusion was independently reached in [2]. The dynamical equations in
MM , that for M = 4 are equivalent to the field equations for massless fields of all spins
in the four-dimensional Minkowski space M4, are very simple [3]. All integer spin fields of
M4 are described in M4 by a single scalar field b(X) that satisfies the Klein-Gordon-like
equation ( ∂2
∂XAB∂XCD
− ∂
2
∂XAC∂XBD
)
b(X) = 0 . (1.1)
All half-integer spin fields are described by a single fermion field fB(X) that satisfies the
Dirac-like equation
∂
∂XAB
fC(X)− ∂
∂XAC
fB(X) = 0 . (1.2)
The equations (1.1) and (1.2) were derived in [3] from the system of equations(
∂
∂XAB
+ µ
∂2
∂Y A∂Y B
)
C(Y |X) = 0 , (1.3)
where Y A were treated as auxiliary commuting variables (the parameter µ 6= 0 is in-
troduced for the future convenience). Although the equations (1.1)-(1.3) were originally
considered for M = 4, they make sense for any M .
The equations (1.3) express the first derivatives with respect to space-time variables
XAB in terms of the fields themselves. As such, they belong to the class of unfolded partial
differential equations (PDE) that, more generally, express the exterior differential of a set
of differential forms in terms of exterior products of the differential forms themselves. Such
a first-order form of dynamical field equations can always be achieved by introducing a
(may be infinite) set of auxiliary fields which parameterize all combinations of derivatives
of the dynamical fields that remain non-zero on the field equations. For example, in the
system (1.3), the dynamical fields are
b(X) = C(0|X) (1.4)
and
fA(X) =
∂
∂Y A
C(Y |X)
∣∣∣
Y=0
. (1.5)
As a consequence of (1.3), they satisfy, respectively, the equations (1.1) and (1.2). All the
fields
CA1...An(X) =
∂n
∂Y A1 . . . ∂Y An
C(Y |X)
∣∣∣
Y=0
, n > 1 (1.6)
are auxiliary, being expressed via higher X–derivatives of the dynamical fields by virtue
of the equations (1.3). In [3] it was shown that the equations (1.1) and (1.2) along with
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constraints that express the auxiliary fields via X–derivatives of the dynamical fields
exhaust the content of the unfolded system (1.3). That the equations (1.3) formulated in
the ten-dimensional space-time, still describe massless fields in four dimensions was also
shown in [3] using the unfolded dynamics approach (see also Section 2).
Theories in MM have been studied in a number of papers from different perspectives
[4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19]. In this paper, we will further study
the higher-spin (HS) theory in the matrix space.
The main practical goal is to show how HS conserved currents in M4 found in [5]
reproduce usual HS conserved currents in Minkowski space found in [20]. The analysis is
not completely trivial since the conserved charges inM4 contain an additional integration
over one spinning variable. The apparent difficulty is that the compact spin space is
contractible to zero, hence implying that the charge must vanish for regular solutions of the
field equations in M4. A standard way out would be to integrate over a noncontractible
cycle in MM . (In fact, in its Sp(2M) invariant compactification which is Lagrangian
Grassmannian [1, 4].) We have not been able to proceed along these lines, however.
Instead we will show in this paper that the Minkowski charge is correctly reproduced by
virtue of introducing a singularity that effectively makes the integration cycle over the
spinning variable noncontractible. The obtained results may have several applications.
First of all, conserved currents determine the lowest order Noether interactions with
the HS gauge fields associated with the HS symmetries. It is straightforward to introduce
cubic interactions of HS gauge potentials with conserved currents via replacing the global
symmetry parameters η in the charge by the corresponding HS one-form gauge connec-
tions. The results of this paper show that, to reproduce correctly the HS interactions in
the four-dimensional setup, HS potentials inM4 should develop a singularity in the spin-
ning directions. In other words, the results of this paper indicate that there are nontrivial
fluxes in the spinning directions in M4, that support charges in Minkowski space.
Another application is that the obtained formula for conserved charges allows us to
write the integral evolution representation for solutions of massless field equations inM4
with the help of D–functions introduced in [4]. Generically, D–functions provide the
integral representation for solution of field equations of the form
C(X) =
∫
Σ
D(X,X ′ )C(X ′ )dX ′ , (1.7)
where Σ is a surface where the initial data are given. Formulae of this type should respect
a number of properties. Firstly, D(X,X ′ ) should form a solution of the field equations
under consideration with respect to X . Secondly, D(X,X ′)
∣∣∣
X,X′∈Σ
= δΣ(X−X ′). Thirdly,
the formula (1.7) should be independent of local variations of Σ which property is satisfied
if D(X,X ′ ) solves the field equations with respect toX ′ and (1.7) is defined as a conserved
charge with respect toX ′ . The proper definition of the integration measure dX ′ in (1.7) is
achieved in this paper. Note that so defined D-function satisfies the composition property
D(X,X ′ ) =
∫
Σ
D(X,X ′′ )D(X ′′ , X ′ )dX ′′ .
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In the analysis of HS currents, we find it most convenient to depart from the real
space MM to its complexification HM known as upper Siegel half-space [21] (see also
[22]). It turns out that in this framework positive- and negative-frequency solutions
identify with holomorphic and antiholomorphic solutions in the upper Siegel half-space.
MM is a boundary (absolute) of the Siegel half-space. A surprising conclusion will be that
unfolded field equations themselves distinguish between positive- and negative-frequency
solutions of the field equations, i.e., between particles and antiparticles, the property
usually delegated to the quantization procedure. It is worth to mention that the unfolded
equations have a form of multidimensional Schrodinger equations. These conclusions may
eventually be of key importance for a deeper understanding of the interplay between
unfolding and quantization.
Once the HS field equations are reformulated in the Siegel space, it is straightforward to
observe that they are solved by Riemann theta functions. This fact is truly remarkable in
view of the role that theta functions play in modern geometry, theory of integrable systems
and String Theory, and is hoped to shed more light on fundamental structures underlying
HS theory. Let us note that in some sense theta functions provide most symmetric non-
zero solutions of massless field equations. Namely, they are invariant up to a phase under
the transformations from the Igusa group Γ1,2 ⊂ Sp(2M,Z) (see [22] for more detail).
This class of solutions may indeed play a distinguished role in the HS theory because the
observables constructed from such solutions, like, e.g., conserved currents, turn out to
be invariant under Γ1,2. Note also that some of the properties of theta functions admit
natural interpretation in terms of the unfolded massless field equations.
All seemingly different aspects of HS theory considered in this paper take their origin
in the symmetry properties of the massless field equations (1.3), i.e., HS symmetries. One
of the advantages of the unfolded formulation is just that it makes symmetries of PDE
manifest. Therefore we start in Section 2 by recalling some relevant facts of the unfolded
formulation approach, with the emphasize on symmetries in Subsection 2.1. In Subsec-
tions 2.2 and 2.3 we recall, respectively, the relationship between the ten-dimensional
spaceM4 and Minkowski space M4 and some known results on HS conserved currents in
M4 and M4. In Section 3, we extend the unfolded description of massless higher spins
to the complex Siegel space and explain how unfolded field equations distinguish between
positive- and negative–frequency solutions. In Section 4, we develop further the construc-
tion of conserved currents by extending MM to MM × RM × RM where we introduce a
2M-form, that is closed by virtue of certain unfolded equations, and show how it repro-
duces the previously known closed M-forms associated with conserved currents. Then, in
Section, 5 we show how the known 4d currents result from those inM4 after introducing
a singular flux in the spinning directions. Using D-functions found in [4] and the obtained
construction of conserved currents, we derive in Section 6 the integral evolution formulae
for solutions of the massless field equations in M4. Multilinear conserved currents are
considered in Section 7. In Section 8, we show that Riemann theta functions form a nat-
ural class of periodic solutions of massless field equations. Conclusions and perspectives
are discussed in Section 9. In Appendix, we describe a commutative associative product
law ◦ which endows the space of solutions of unfolded equations of any rank inMM with
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the commutative ring structure.
2 Preliminaries
A natural approach to the study of dynamical equations of motion in the HS gauge
theory, referred to as unfolded formulation, consists of reformulation of PDE in the form
of certain covariant constancy conditions [23]. Using this approach, consistent gauge
invariant nonlinear HS equations of motion were found in [24, 25, 26] for HS theories
in three, four and any dimension, respectively, (see [27, 28, 29] for reviews and more
references). The unfolded formulation is particularly useful for revealing symmetries and
dynamical content of PDE as discussed e.g. in [10]. Here we briefly recall some properties
of this approach.
2.1 Unfolded formulation and symmetries
Consider a system of linear PDE of the form
(d+ ω)C(X) = 0 , d = dXk
∂
∂Xk
, (2.1)
where C(X) is a section of the trivial vector bundle B = Rd×V over the space-time base
Rd with the local coordinates Xk
V −→ B
↓
Rd ,
with a linear space V as the fiber. In the cases of interest V identifies with an appropriate
space of power series f(Y ) =
∑∞
n=0 fA1...An(X)Y
A1 . . . Y An in some auxiliary variables Y A,
i.e., C(X) with values in V is realized as a function C(Y |X) of the two types of variables.
The one-form ω(X) = dXkωk(X), that satisfies the flatness condition
dω +
1
2
[ω , ω] = 0 , (2.2)
is some flat connection of a Lie algebra g ⊂ End V with the Lie product [ , ]. (Here we
discard the wedge product symbol ∧ .)
The equation (2.1) is invariant under the global symmetry g. Indeed, the system (2.1)
and (2.2) is invariant under the infinitesimal gauge transformations
δω(X) = dǫ(X) + [ω(X), ǫ(X)] ,
δC(X) = −ǫ(X)C(X) , (2.3)
where ǫ(X) is an arbitrary symmetry parameter that takes values in g. For a given ω(X),
there is a leftover symmetry with the parameter ǫ(X), that satisfies
δω(X) ≡ dǫ(X) + [ω(X), ǫ(X)] = 0 . (2.4)
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This equation on ǫ(X) is consistent as a consequence of (2.2), i.e., the Bianchi identity
d2 = 0 does not impose any further conditions on ǫ(X). Therefore, it reconstructs locally
the dependence of ǫ(X) on X in terms of its values ǫ(X0) at any point X0 of space-time.
In the absence of topological obstructions, the resulting global symmetry algebra with
the parameters ǫ(X0) is g. It is therefore enough to observe that some dynamical system
can be reformulated in the form (2.1), where a flat connection ω(X) takes values in some
algebra g that acts in V , to reveal the global symmetry g (2.3) of the system (2.1). This
approach is general since every g–invariant linear system of PDE can be reformulated in
the form (2.1) by adding enough auxiliary variables (nonlinear systems are described in
terms of an appropriate generalization associated with free differential algebras [30, 31]
as explained e.g. in [9, 19, 23, 27]).
From this analysis it follows [3] that the equations (1.3) and, hence, (1.1) and (1.2) are
invariant under sp(2M,R) and its infinite-dimensional HS extension. Indeed, the 0-form
C(Y |X) can be interpreted as a section of the fiber bundle B = RM(M+1)2 × V where V
is the Fock module of the associative Weyl algebra AM with the generators Y
A and PA,
that satisfy
[PA , Y
B] = δAB , [Y
A , Y B] = 0 , [PA , PB] = 0 .
The Weyl algebra is spanned by various polynomials a(Y, P ). The Fock module V is
spanned by the vectors
V : f(Y )|0〉
generated from the Fock vacuum |0〉, that satisfies PA|0〉 = 0 . Clearly, V forms a mod-
ule of AM as well as of the Lie (super)algebra (s)hs(2M) constructed from AM via
(anti)commutators with even and odd subspaces identified with the spaces of even and
odd functions a(Y, P ), i.e., a(−Y,−P ) = (−1)pi(a)a(Y, P ) . The algebras of this type were
identified in [32] with the HS symmetry algebras found in [33]1. Note that we do note rule
out the Lie algebra hs resulting from A4 via commutators for all its elements because,
although, having wrong relationship between spin and statistics, it is of interest in the
context of the theory of theta functions considered in Section 8. Note also that bosonic
spinorial symmetries of this class were recently considered in the four-dimensional setup
in [16, 36, 37].
The finite-dimensional subalgebra sp(2M ,R) ⊂ (s)hs(2M) is spanned by the genera-
tors
LA
B =
1
2
{PA , Y B} , PAB = PAPB , KAB = Y AY B .
The equations (1.3) now take the form (2.1) with
d = dXAB
∂
∂XAB
, ω = µ dXABPAB . (2.5)
1Note that later on it was shown [34] that, although the even subalgebra of the Weyl algebra is indeed
the HS symmetry algebra of a nonlinear bosonic HS model with integer spin fields, in presence of fermions
both the symmetry and the field spectrum have to be doubled by adding the Klein operators [35] (see
[19] for a recent discussion in the context of the analysis in MM ). In this paper we do not introduce the
Klein operators, which however should be expected in a nonlinear supersymmetric theory.
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Since [PAB , PCD] = 0, so defined ω is a flat sp(2M) connection, that satisfies (2.2).
Locally, any flat connection admits a pure gauge representation
ω(P, Y |X) = g−1(P, Y |X) d g(P, Y |X) . (2.6)
Using this representation, we solve (2.4) in the form
ǫ(P, Y |X) = g−1(P, Y |X)ǫ0(P, Y )g(P, Y |X) , (2.7)
where ǫ0(P, Y ) is an arbitrary X-independent element of AM
ǫ0(P, Y ) = ǫ
∑
n,m≥0
ηA1...An
B1...BmY A1 . . . Y AnPB1 . . . PBm . (2.8)
For the flat connection (2.5), the pure gauge representation (2.6) holds with
g(P, Y |X) = exp (µXABPAPB) , g−1(P, Y |X) = exp (−µXABPAPB) .
Let ǫ0(P, Y ) be of the form
ǫ0(P, Y ) = −ǫ exp hBPB exp jAY A = −ǫ exp jAhA exp jAY A exp hBPB ,
where jA and h
A are numerical parameters. Then the global symmetry parameter (2.7)
takes the form
ǫ(P, Y |X) = −ǫ exp jAhA exp (−µXABjAjB) exp jAY A exp((hB − 2µXBCjC)PB) .
The resulting global symmetry transformation (2.3) reads as
δC(Y |X) = ǫ exp jAhA exp (jAY A − µXABjAjB)C(Y B + hB − 2µXBCjC |X) . (2.9)
Note that this formula was derived in Section 7.2 of [3] in the Weyl ordering, i.e., for
µ = 1 and
ǫ′0(P, Y ) = exp(jAY
A + hBPB) = exp h
BPB exp jAY
A exp(−1
2
jAh
B).
Differentiating (2.9) with respect to hB and jA, it is easy to derive the transformation
law for any global HS symmetry with polynomial parameter ǫ0(P, Y ). In particular, at
µ = 1 and M = 4, the sp(8) transformations are [3]
PABC(Y |X) = ∂
2
∂hA∂hB
ǫ−1δC(Y |X)
∣∣∣
hA=jA=0
= − ∂
∂XAB
C(Y |X) ,
LA
BC(Y |X) =
( ∂2
∂hA∂jB
+
M
2
δA
B
)
ǫ−1δC(Y |X)
∣∣∣
hA=jA=0
=
(
Y B
∂
∂Y A
+ 2XBC
∂
∂XCA
+
M
2
δA
B
)
C(Y |X),
KABC(Y |X) = ∂
2
∂jA∂jB
ǫ−1δC(Y |X)
∣∣∣
hA=jA=0
=
=
(
Y BY A − 2Y AXBC ∂
∂Y C
− 2Y BXAC ∂
∂Y C
− 2XAB − 4XBCXAD ∂
∂XCD
)
C(Y |X) .
Note that, as explained in more detail in [3, 19], sp(8) contains 4d conformal algebra
su(2, 2) as a subalgebra. Therefore the equations (1.3) are conformal invariant. Irreducible
su(2, 2) invariant subsystems correspond to 4d massless fields of different spins.
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2.2 Initial data problem
Usual d−dimensional Minkowski space-time Md is a subspace of the matrix space MM
for an appropriate M . To describe the embedding of 4d Minkowski space-time intoM4 it
is convenient to use complex notations with two-component indices α, β and α′, β ′ in place
of the four-component indices A,B . . . with the convention that the complex conjugation
interchanges unprimed indices α, β = 1, 2 with the primed ones α′, β ′ = 1′, 2′. We use
notation with four-component indices being equivalent to a pair of primed and unprimed
two-component Greek indices (e.g., A = α, α′) and Y A = (Y α, Y α
′
), where Y α
′
= Y α.
In terms of two-component complex spinors we set
XAB =
(
Xαβ, Xαβ
′
, Xα
′β′
)
so that Xα
′β′ is complex conjugated to Xαβ, i.e., Xαβ = Xα
′β′, while Xαβ
′
is hermitian,
Xαβ′ = Xβα
′
. For Minkowski coordinates, we will sometimes use notation xαβ
′
instead of
Xαβ
′
. Two-component indices are raised and lowered according to
Aα = εαβAβ , Aβ = εαβA
α , εαβ = −εβα , ε12 = 1 ,
and analogously for primed indices.
Minkowski time t and space coordinates xi are
Xαβ
′
= tT αβ′ + xiσαβ′i , i = 1, 2, 3 , (2.10)
where T αβ′ = δαβ′ while σαβ′i are hermitian traceless Pauli matrices. The Klein-Gordon
and Dirac equations in Minkowski space read as( ∂2
∂Xαβ′∂Xγδ′
− ∂
2
∂Xαδ′∂Xγβ′
)
b(X) = 0 , (2.11)
∂
∂Xαβ′
fδ(X)− ∂
∂Xδβ′
fα(X) = 0 ,
∂
∂Xαβ′
fγ′(X)− ∂
∂Xαγ′
fβ′(X) = 0 . (2.12)
As shown in [4, 9], the generalized space-time MM admits the well-defined no-
tions of future and past. The (past)future cones of the origin X = 0 are formed by
(negative)positive-definite matrices XAB. There is a single time evolution parameter
t =
1
M
XABTAB , (2.13)
where T AB is some positive-definite time-arrow matrix. For a chosen time parameter t,
the global space-like Cauchy surface Σt is parameterized as
XAB ∈ Σt : XAB = xAB + tT AB , (2.14)
where the space coordinates xAB are arbitrary T − traceless matrices
xABTAB = 0 , TABT BC = δCA . (2.15)
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A particular solution in MM can be reconstructed from the values of the fields along
with some their time derivatives on the global Cauchy surface. However, because the
system of equations (1.1) on the field b(X) is overdetermined, some of these equations
play a role of constraints that restrict the choice of the initial data on the global Cauchy
surface. Independent initial data can be given on a lower-dimensional object called local
Cauchy bundle E, which is aM−dimensional fiber bundle over a (d−1)-dimensional base
manifold σ ∈ Σ treated as the space manifold. The Minkowski space-time is R×σ ⊂MM
where R is a time axis.
To see that initial data for the equations (1.1), (1.2) should be given on a M-
dimensional surface is most convenient by using their unfolded form (1.3). Indeed, the
generic solution of (1.3) can locally be given in the form
C(Y |X) = exp
(
−µXAB ∂
2
∂Y A∂Y B
)
C(Y |0) ,
where the “initial data” C(Y |0) is an arbitrary function of M variables Y A.
Note that the equivalence of the unfolded equations (1.3) to (1.1), (1.2) shown in [3]
manifests itself in the inverse formula that reconstructs the dependence of C(Y |X) on Y
in terms of any functions b(X) and fA(X) that satisfy (1.1) and (1.2), respectively,
C(Y |X) = cos(s)b(X) + sin(s)
s
Y AfA(X) , s =
√
1
µ
Y AY B
∂
∂XAB
. (2.16)
2.3 Higher-spin currents
The infinite set of conformal HS symmetries found in [3] is parameterized by various global
symmetry parameters (2.8). This suggests the existence of the corresponding conserved
HS currents. Indeed, in [5] it was shown that the M-form in MM
ΩM (η, C
k, C l) = ǫC1...CMdX
C1A1 ∧ . . . ∧ dXCMAM (2.17)
ηB1...Bn
AM+1...AM+mXAM+m+1B1 . . .XAM+m+nBnT klA1...AM+m+n(X) ,
where ǫC1...CM is the totally antisymmetric multispinor and constants η are the HS sym-
metry parameters, is closed provided that the generalized stress tensor T klA1...AN (X)
T k lA1...AN (X) =
∂
∂Y A1
. . .
∂
∂Y AN
Ck(Y |X)C l(iY |X)
∣∣∣
Y=0
(2.18)
is built of the fields Ck(Y |X) and C l(iY |X) that satisfy (1.3). (Here k and l are color
indices which take an arbitrary number of values.) The charge
Q(η, Ck, C l) =
∫
EM
ΩM(η, C
k, C l) , (2.19)
is independent of local variations of a M-dimensional surface EM , i.e., it conserves.
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On the other hand, HS charges in Minkowski space have the form
Q(η, Ck, C l) =
∫
σd−1
Ωd−1(η, C
k, C l) , (2.20)
where Ωd−1(η, C
k, C l) is a on-mass-shell closed (d−1)-form dual to the conserved current,
and σd−1 is a (d− 1)-dimensional surface in the Minkowski space-time, usually identified
with the space surface Rd−1. The explicit expression for the on-shell closed three-form
Ω3(η, C
k, C l) in 4d Minkowski space, obtained recently in [20], is
Ω3(η, C
k, C l) = dxαα′ ∧ dxαγ′ ∧ dxγα′wγwγ′η(w, u)Ck(Y |x)C l(iY |x)
∣∣∣
Y=0
,
where
wα =
∂
∂Y α
, wα′ =
∂
∂Y α′
, uα = xαα
′ ∂
∂Y α′
, uα
′
= xαα
′ ∂
∂Y α
.
Equivalently2,
Ω3(η, C
k, C l) = dxηη′ ∧ dxηγ′ ∧ dxγη′
ηα(n)α′(m)
β(p) β′(q)xα1µ
′
1 . . . xαnµ
′
nxµ1α
′
1 . . . xµmα
′
mT k lγ β(p) µ(m) γ′ β′(q) µ′(n) (x) (2.21)
is closed provided that T k lA1...An(x) is the restriction of the stress tensor (2.18) to the
Minkowski space M4 ⊂M4, that has only nonzero coordinates Xαβ′ = xαβ′ among XAB,
and the fields Ck(Y |x) satisfy the 4d unfolded equations
∂
∂xαβ′
Ck(Y |x) + ∂
2
∂Y α∂Y β′
Ck(Y |x) = 0 . (2.22)
Let us note that the equations of this type naturally appear in the study of so-called
twistorial world-like particle models (see e.g. [38, 39]) as the Fourier transformation of
the Dirac constraints on the respective phase space momenta.
It was conjectured in [5] that the charge (2.19) at M = 4 should reproduce the
Minkowski HS charge via an appropriate reduction of M4 to M4. This conjecture
sounds plausible because the two charges contain the same symmetry parameters and
the Minkowski stress tensor results from the restriction of the generalized stress tensor
in M4 to the Minkowski space. One of the goals of this paper is to establish the precise
correspondence between the M4 and Minkowski realizations of the conserved charges.
For the case of M = 2 the identification is a sort of trivial because M3 = M2 and
the local Cauchy bundles are the same, both being two-dimensional. (Note that since
3d conformal Minkowski charges are constructed from 3d massless scalar and spinor they
coincide with the 3d conformal HS currents found in [40].) For higher dimensions the
precise identification is less trivial. The problem is that the dimensions of local Cauchy
bundles are different inMd andMM forM > 2. The extra dimensions in EM compared to
2We use the convention where a number in parentheses next to an index denotes a number of sym-
metrized indices. For instance, α(n) stands for n symmetrized indices α1 . . . αn
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σd−1 are responsible for spin and are associated with the corresponding compact spaces.
It turns out [2, 4, 13] that EM = Rd−1 × SM−d+1 for M = 2, 4, 8, 16 correspond to
d = 3, 4, 6, 10. In particular, the M = 4 spin space is S1.
3 Quantization and Siegel space
The coefficient µ in front of the second term in the unfolded equations (1.3) was irrele-
vant within an expansion in powers of Y A used in [3]. Its absolute value can certainly
be normalized arbitrarily by a rescaling of Y A. However, its phase should respect real-
ity conditions. Surprisingly, it distinguishes between positive and negative frequencies,
i.e., particles and antiparticles. We interpret this observation as an indication that the
unfolded dynamics encodes quantum physics.
Indeed, general solution of the equations (1.1) and (1.2) is [4]
b(X) = b+(X) + b−(X) = (3.1)
1
π
M
2
∫
dMξ
(
b+(ξ) exp
{
iξAξBX
AB
}
+ b−(ξ) exp
{− iξAξBXAB})
and
fA(X) = fA
+(X) + fA
−(X) = (3.2)
1
π
M
2
∫
dMξ ξA
(
f+(ξ) exp
{
iξAξBX
AB
}
+ f−(ξ) exp
{− iξAξBXAB}) .
Note that b±(λ) = (−1)Mb±(−λ) and f±(λ) = (−1)M+1f±(−λ). In particular, for even
M , b±(ξ) and f±(ξ) are even and odd functions of ξ, respectively. The integration in
(3.1) and (3.2) is hence over RM/Z2. The point ξα = 0 is invariant under the Z2 reflection
ξα → −ξα and therefore is a singular point of the orbifold RM/Z2.
Now we observe that the unfolded equations(
∂
∂XAB
± i ~ ∂
2
∂Y A∂Y B
)
C±(Y |X) = 0 (3.3)
distinguish between the positive– and negative–frequency solutions
C±(Y |X) = 1
π
M
2
∫
dMξ c±(ξ) exp± i
(
~ ξAξBX
AB + Y BξB
)
, (3.4)
that are complex conjugated to each other for real X and Y ,
c−(ξ) = c+(ξ) , C−(Y |X) = C+(Y |X) . (3.5)
Note also that, for even M , c±(ξ) contain b±(ξ) and f±(ξ) as even and odd parts, respec-
tively,
c±(ξ) = b±(ξ) + f±(ξ) . (3.6)
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As explained in more detail in [4], the manifest decomposition into positive– and
negative–frequency parts gives rise to the quantum fields with the creation and annihila-
tion operators cˆ±(ξ), that satisfy the commutation relations
[cˆ±(ξ1), cˆ
±(ξ2)] = 0 , [cˆ
−(ξ1), cˆ
+(ξ2)] = δ(ξ1 − ξ2) . (3.7)
In this paper we will be mostly interested in the classical picture, however.
For the further analysis it is convenient to introduce complex coordinates
ZAB = XAB + iXAB ≡ ℜZAB + iℑZAB. (3.8)
The real part ℜZAB of ZAB is identified with the coordinates of the generalized space-
time XAB that contain in particular Minkowski coordinates. The imaginary part XAB =
ℑZAB is required to be positive definite and was treated in [4] as a regulator that makes
the Gaussian integrals well-defined (i.e., physical quantities are obtained in the limit
XAB → 0; note, that the complex coordinates ZAB introduced in [4] are related to ZAB
as ZAB = iZAB). The space of coordinates ZAB forms the upper Siegel half-space HM
[21, 22]. Evidently, −ZAB ∈ HM provided that ZAB ∈ HM and vice versa.
The variables Y A can also be complexified
YA = Y A + iYA,
extending the Siegel space to Fock-Siegel space HM × CM .
The continuations of the functions C±(3.4) to the Fock-Siegel space HM × CM are
C+(Y|Z) = 1
π
M
2
∫
dMξ c+(ξ) exp
(
i ~ξAξBZAB
)
exp i
(
ξAYA
)
, (3.9)
C−(Y|Z) = 1
π
M
2
∫
dMξ c−(ξ) exp
(− i ~ξAξBZAB) exp−i(ξAYA), (3.10)
where c±(ξ) are some “Fourier coefficients”. Depending on a problem in question, they
can be chosen to belong to different functional classes.
The broadest framework is provided by distributions that grow not faster than expo-
nentially of order two and zero type at infinity, i.e., not faster than expA|ξ|2, ∀A > 0. In
this case, c±(ξ) belong to the space S ′1/2(R
M) dual to the Gelfand-Shilov space S1/2(R
M) 3.
3 Recall that Sα1,...,αM is defined in [41] as a space of infinitely differentiable functions φ(x1, .., xM )
such that the inequality
∣∣∣xk11 . . . xkMM ∂q1+···+qM∂xq1
1
...∂x
qM
M
φ(x)
∣∣∣ ≤ CqAk11 . . . AkMM kk1α11 . . . kkMαMM holds for any
integer nonnegative ki, qi and some constants Cq and Ai that depend on φ. The Fourier dual
space Sα1,...,αM consists of infinitely differentiable functions ψ(p1, .., pM ) that satisfy the inequality∣∣∣pk11 . . . pkMM ∂q1+···+qM∂pq1
1
...∂p
qM
M
ψ(p)
∣∣∣ ≤ CkBq11 . . . BqMM qq1α11 . . . qqMαMM for any integer nonnegative ki, qi and some
constants Ck and Bi that depend on ψ. S1/2(R
M ) and S1/2(RM ) are shorthand notations for
S1/2,. . . ,1/2︸ ︷︷ ︸
M
and S
M︷ ︸︸ ︷
1/2,. . . ,1/2, respectively .
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It can be shown 4, that C+(Y|Z) (3.9) and C−(Y|Z) (3.10) are, respectively, analytic and
antianalytic in Y . The (anti)analyticity of
(
C−(Y|Z)
)
C+(Y|Z) in Z ∈ HM follows
from the integral representations
(
(3.10)
)
(3.9).
As a subclass, one can require c±(ξ) to be infinitely differentiable functions, that grow
not faster than exponentially of order two and zero type at infinity. Then, for any Z ∈ HM
the functions c+(ξ) exp
(
i ~ξAξBZAB
)
and c−(ξ) exp
(− i ~ξAξBZAB) belong to S1/2(RM)
with respect of ξ and hence their Fourier images C+(Y|Z) (3.9) and C−(Y|Z) (3.10)
belong to S1/2(RM). It is worth to note that, as shown in [42, 43], the class S1/2(RM)
plays a distinguished role in the analysis of convergency of power series in the Moyal
star–product in noncommutative field theory. This is particularly interesting taking into
account that the interactions of HS fields (for more detail on the role of star–product
in HS theories see [3, 25, 26] and reviews [27, 28, 29] ) is governed by the Moyal star–
product, which however acts on the noncommutative spinor variables Y A rather than on
the space–time coordinates as in noncommutative field theory.
Further restrictions may be imposed in the case where the fields have to be normaliz-
able with respect to one or another norm. This is needed to guarantee that the bilinear
currents are well–defined. As discussed in more detail in Subsection 4.3, the relevant
classes of functions c±(ξ) include Sobolev spaces Lq2(R
M) and Schwartz space S(RM).
It is easy to see, that C+(Y|Z) and C−(Y|Z) are complex conjugated as a consequence
of (3.5), i.e., C+(Y|Z) = C−(Y|Z) and(
∂
∂ZAB + i ~
∂2
∂YA∂YB
)
C+(Y|Z) = 0 , (3.11)
(
∂
∂ZAB
− i ~ ∂
2
∂YA∂YB
)
C−(Y|Z) = 0 . (3.12)
The equations (3.11) and (3.12) uplift the massless field equations for (negative)positive
frequencies to the Fock-Siegel space. The (anti)holomorphy properties of C± reconstruct
them in the Fock-Siegel space in terms of theirs boundary values C±(Y |X) atMM ×RM .
Remarkably, depending on the sign of the second term, the classical unfolded field equa-
tions (3.11) and (3.12) distinguish between positive and negative frequencies, the prop-
erty usually delegated to a quantization prescription. Let us note that this phenomenon
also takes place in Minkowski setup with (appropriately complexified) unfolded equations
(2.22) as well as in the related twistorial world-line particle models [38, 39]. In this case,
the analogues of the upper and lower Siegel spaces are the forward and backward tubes.
The fields C± can be unified into the field
C(Y ,Y|Z,Z) = C+(Y|Z) + C−(Y|Z) , (3.13)
that, however, does not possesses definite (anti)holomorphy properties in ZAB.
4We are grateful to M.A. Soloviev for communicating to us this fact.
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4 Bilinear currents
4.1 Current equations
Let us introduce a conserved current which generalizes that of [5] in a way convenient for
the further analysis. The key fact is that a differential 2M–form
̟2M(g) =
(
dWA ∧
(
~WBdZAB − dYA
))M
g(W, Y |Z) (4.1)
is closed in a domain in C
M(M+1)
2 (ZAB) × RM(WB)× CM(YA) provided that g(W, Y |Z)
is holomorphic in the variables Y and Z and satisfies the following current equations(
∂
∂ZAB + ~W(A
∂
∂Y B)
)
g(W, Y |Z) = 0 . (4.2)
Indeed, from (4.1) and (4.2) it follows that(
dWA
∂
∂WA
+ dZAB ∂
∂ZAB + dY
A ∂
∂YA
)
∧̟2M(g(W, Y |Z)) =
=
(
dWA
∂
∂WA
−
(
~WBdZAB − dYA
) ∂
∂YA
)
∧̟2M(g(W, Y |Z)) = 0
because
dWC ∧
(
dWA ∧
(
~WBdZAB − dYA
))M
= 0
and (
~WDdZCD − dYC
)
∧
(
dWA ∧
(
~WBdZAB − dYA
))M
= 0 .
As a result, on solutions of (4.2), the charge
Q = Q(g) =
∫
Σ2M
̟2M(g) (4.3)
is independent of local variations of a 2M-dimensional integration surface Σ2M . In par-
ticular, for functions that decrease fast enough at space infinity, it is independent of the
time parameter in MM , thus being conserved.
Since (4.2) is a first-order PDE system, the space of its regular solutions forms a
commutative algebra R, i.e., a linear combination of products of any regular solutions
of (4.2) is also a solution. The algebra R is formed by functions η of the form
η(W, Y |Z) = ε(WA, YC − ~ZCBWB) (4.4)
with arbitrary regular ε(W,Y). An extension of this property to the space of singular
solutions S is that S forms an R-module, i.e., although it may not be possible to
multiply singular solutions with themselves, they can by multiplied by regular ones.
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To make contact with the currents (2.17) note, that Eq. (4.1) gives rise to conserved
currents for g(W, Y |Z) of the form
g(W, Y |Z) = η(W, Y |Z)f(W, Y |Z) , (4.5)
where η(W, Y |Z) (4.4) is a polynomial solution of (4.2) identified with a HS symmetry
parameter and
f(W, Y , |Z) = (2π)−M/2
∫
RM
dMU exp
(−i WC UC) T (U, Y |Z) (4.6)
is a solution built of massless fields via the generalized stress tensor
T (U, Y |Z) = C+(Y − U |Z)C−(U + Y|Z), (4.7)
where C+(Y|Z) satisfies (3.11) while C−(Y|Z) satisfies (3.12). ( For more accurate defi-
nition that respects necessary analyticity properties see Subsection 4.2. The appropriate
classes of functions C+(Y|Z) and C−(Y|Z) will be specified in Subsection 4.3. ) The
inverse transform is
T (U, Y |Z) = (2π)−M/2
∫
RM
dM W exp
(
i WC U
C
)
f(W, Y |Z) . (4.8)
The equations (4.2) for f(W, Y |Z) translate to the following equations for the stress
tensor {
∂
∂ZAB − i~
∂
∂Y (A
∂
∂UB)
}
T (U, Y|Z) = 0, (4.9)
i.e., f(W, Y |Z) satisfies (4.2) provided that T (U, Y |Z) satisfies (4.9) and vice versa.
One can make sure, that the bilinear tensor (4.7) satisfies (4.9) by virtue of (3.11), (3.12).
Note that, up to a factor of i~, the equations (4.9) at real X = ℜZ, Y = ℜY{
∂
∂XAB
− i~ ∂
∂Y (A
∂
∂UB)
}
T (U, Y |X) = 0, (4.10)
coincide with the rank−2 unfolded equations of [10]. In particular, (4.10) implies(
∂3
∂UA∂UB∂XCD
+
∂3
∂UC∂UD∂XAB
− ∂
3
∂UC∂UB∂XAD
− ∂
3
∂UA∂UD∂XCB
)
T (U, Y |X)=0, (4.11)
which equation was used in [5] to prove that the form (2.17) is closed.
4.2 Siegel strip and bilinear currents
To define the integration around singularities in Section 5 via a deformation of the inte-
gration surface over XAB in M4 to the complex space, we now introduce a generalized
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stress tensor that depends on positive- and negative-frequency solutions C+(Y|Z) and
C−(Y|Z) of the unfolded equations (3.11) and (3.12), respectively, and possesses proper
holomorphy properties in S
(H)
M (Z)×CM(Y), where a domain S(H)M ⊂ HM will be specified
below. In the rest of this section we set ~ = 1.
For a positive definite symmetric matrix HAB we introduce Siegel H–strip S(H)M ⊂ HM
as follows :
ZAB ∈ S(H)M :
{
(H−ℑZ)AB is positive definite
ℑZAB is positive definite
which is a generalization of a strip 0 < ℑz < H in C to the Siegel space HM .
Since C−(Y|Z) is anti-holomorphic in S(H)M × CM , one can see that
C−H(Y|Z) = C−(Y|Z − iH) (4.12)
is holomorphic in S
(H)
M × CM . Note, that H is a parameter of C−H and
lim
H→0
C−H(Y |X) = C−(Y |X) ∀ X ∈MM , Y ∈ RM .
It is easy to see that a generalized stress tensor
TH(U , Y|Z) = C+(Y − U|Z)C−H(Y + U|Z) (4.13)
solves (4.9) and is holomorphic in S
(H)
M × C2M . Up to a linear change of variables, its
restriction to the real subspace in the limit H → 0 gives the generalized stress tensor of
[5]. To reproduce the charge (2.19) we proceed as follows. Let the integration surface be
Σ2MH = σ
M
H (X)× RM(W )
∣∣∣
{Y=Y0}
,
where σMH (X) is any M−dimensional surface that belongs to the real subspace of S(H)M
defined by the equation {ℑZ = νH}, where 0 < ν < 1 is a free parameter. Substituting
the 2M-form ̟2M(g) (4.1) with the function g (4.5) into (4.3), we obtain
QH ∼
∫
Σ2M
H
(
dWA ∧ WBdXAB
)M
η(W, Y0 |X + iνH)f(W, Y0 |X + iνH) , (4.14)
whence, using the Fourier transform (4.6), we get in the limit H → 0
Q0 ∼
∫
Σ2M0
(
dWA ∧WBdXAB
)M ∫
RM
dMU exp
(−iWCUC) η(W, Y0 |X)T0(U,Y0|X) ∼
(4.15)∫
σM0
ǫA1...AMdX
A1B1∧ ... ∧ dXAMBM η
(
−i ∂
∂ U
, Y0 |X
)
∂
∂ UB1
. . .
∂
∂ UBM
T (U,Y0|X)
∣∣∣
U=0
.
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For the parameter η of the form (4.4) with polynomial ε and Y0 = 0 this gives (2.19).
Alternatively, one can integrate over dMY at fixed Z. For example let Σ2M = R2M :
{Z = X0, Y = Y } for some real X0. We have in the limit H → 0
Q0 ∼
∫
R2M
(
dWA ∧ d Y A
)M ∫
RM
dM U exp
(−i WC UC) ε (W, Y C − X0CBWB) T0(U, Y |X0) ∼
∼
∫
RM
ǫA1...AM d Y
A1 ∧ · · · ∧ d Y AMε
(
−i ∂
∂ U
, Y C + iX0
CB ∂
∂ UB
)
T0(U, Y |X0)
∣∣∣
U=0
. (4.16)
For C+ and C− of the form (3.9) and (3.10), respectively, we have
T0(U, Y |X0) =∫
dMξ dMλ c+(ξ)c−(λ) exp i
(
XAB0 (ξAξB − λAλB) + Y A(ξA − λA)− UC(λC + ξC)
)
.
So we obtain from (4.16)
Q0 ∼
∫
dM ξdM λ c+(ξ) c−(λ) ε
(
−λ− ξ , 1
2i
(
∂
∂ξ
− ∂
∂λ
))
δM(ξ − λ) ∼∫
dM ξ
(
ε
(
−2ξ, i
2
∂
∂ν
)
c+(ξ + ν) c−(ξ − ν)
) ∣∣∣
ν=0
∼
∫
dM ξc+(ξ) ε
(
−2ξ, i
2
∂
∂ξ
)
c−(ξ) . (4.17)
As expected, the result is independent of X0. Up to a rescaling of arguments it reproduces
the alternative expression for the charge obtained in [5] .
The important improvement of the form of the current (4.3) compared to (2.17) is that
it allows us to introduce singularities (fluxes) in the spinning variablesWα, Wα′ , Yα ,Yα′ ,
Zαβ,Zα′β′ that can bring in a proper singularity into the charge (4.15) which, as we show
in Section 5, is needed to reproduce HS currents of [20] in Minkowski space-time.
Finally, let us note that the generalized stress tensor can also be constructed from
arbitrary frequency fields as follows. Let fields Cj(Y|Z) of frequencies ηj = ±1 satisfy the
equations (
∂
∂ZAB + i ηj
∂2
∂YA∂YB
)
Cj(Y|Z) = 0 . (4.18)
Then the generalized stress tensor
T (U ,Y|Z) = Cj
(
αj(Y − U))|Z
)
Ck
(
βk(U + Y))|Z
) (
(αj)
2 = ηj , (βk)
2 = −ηk
)
satisfies (4.9). Note however that the charge (4.3) built of regular parameters (4.4) and
fields of equal frequencies, that are holomorphic in the same Fock-Siegel space, vanishes
because an integration surface can be deformed to the respective infinity in the imaginary
coordinates ZAB where the fields Cj(Y|Z) vanish. For the fields of opposite frequencies
such a deformation is not possible, that results in a non-vanishing charge (may be, after
an appropriate H−shift).
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4.3 Appropriate classes of solutions
The formula (4.17) for the charge was obtained under assumption that the integrals
under consideration are well-defined. The following four options are most significant
(i) c±(ξ) ∈ L2(RM) ,
(ii) c±(ξ) ∈ Lq2(RM) ,
(iii) c±(ξ) ∈ S(RM) ,
(iv) c±(ξ) ∈ S1/2(RM) and c∓(ξ) ∈ S ′1/2(RM) .
The cases (i)-(iii) are appropriate5, respectively, for the cases of ε = 1 (electric charge),
degree q polynomial ε
(
∂
∂ξ
)
and generic polynomial ε
(
−2ξ, i
2
∂
∂ξ
)
. The case (iv) is appro-
priate to pair a generalized function with a test one. This is relevant to the analysis of
the composition formulae for D-functions in Subsection 6.4. As mentioned in Section 3,
in all these cases C+(Y|Z) (3.9) is analytic and C−(Y|Z) (3.10) is anti-analytic in Y and
Z provided that Z ∈ S(H)M (Z).
Then the generalized bilinear stress tensor (4.13) is
TH(U, Y |Z) = C+(Y −U |Z)C−(Y +U |Z − iH) = (4.19)∫
dMλdMξc+(ξ)c−(λ) exp i
(
~ξAξBZAB− ~λAλB(ZAB−iHAB) +ξA(Y A−UA)−λB(UB+Y B)
)
.
Its Fourier transform (4.6) is
fH(W, Y |Z) ∼ (4.20)∫
dMχc+
(−W + χ
2
)
c−
(−W − χ
2
)
exp i
(
− ~WAχBZAB+ ~ i
4
(W + χ)A(W + χ)BHAB +χAY A
)
.
Note, that for all cases (i)-(iv)
c+
(−W + χ
2
)
c−
(−W − χ
2
)
∈ S ′1/2(R2M) . (4.21)
As a result, since Z ∈ S(H)M (Z), fH(W, Y |Z) (4.20) is integrable over RM(W ) ∀(Z, Y ) ∈
S
(H)
M (Z) × RM . Moreover, the exponential factor with Z ∈ S(H)M (Z) guarantees that
fH(W, Y |Z) is analytic in Y and Z.
As an illustrative example, let us consider functions of the form
c±(ξ) = P±(ξ) exp(−E±ABξAξB) (4.22)
5Recall that Lqp(R
M ) is the Sobolev space, and S(RM ) is the Schwartz space of infinity differentiable
functions f(ξ) that decrease at infinity with all their derivatives faster than any multi-degree of 1|ξj | .
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with some polynomial P±(ξ) and positive definite symmetric E±AB, that allows explicit
analysis. Evidently, the integrals (4.17) converge absolutely for any polynomial parameter
ε. Evaluating the Gaussian integral, we have
fH(W, Y |Z) = (2π)−M/2
∫
dMU exp
(−i WC UC) (4.23)
P+
(
i
∂
∂U
)
det −
1
2 (−iZ + E+) exp
(
− 1
4
(−iZ + E+)−1AB(UA − YA)(UB−YB)
)
P−
(
i
∂
∂U
)
det −
1
2 (H+iZ+E−) exp
(
− 1
4
(H+iZ + E−)−1AB(UA+YA)(UB+YB)
)
.
The real parts ℜ(H + iZ + E−) and ℜ(−iZ + E+) are positive definite provided that Z
belongs to the Siegel H− strip. Since from F ∈ HM follows F−1 ∈ HM (see e.g. [22]),
ℜ((H+ iZ+E−)−1) and ℜ((−iZ+E+)−1) are also positive definite. Hence fH(W, Y |Z)
(4.23) is holomorphic in its arguments for Z ∈ S(H)M . Note that the ”additional” analyt-
icity of fH(W, Y |Z) in W takes place for any c±(ξ) ∈ S1/21/2(RM), which is the case for
(4.22).
5 From M4 to Minkowski space
5.1 Idea of construction
In [5], it was conjectured that the charge (2.19) should reproduce the HS charges (2.20) in
Minkowski space M4 [20] by an appropriate reduction to M4 ⊂M4. Since the charge in
M4 contains four integrations versus three in the Minkowski space, the naive reduction
with the fourth integration over a cyclic spin variable inM4 gives zero because the cycle is
contractible. To make the cycle noncontractible, a singularity (flux) should be introduced
in the spinning space. As we demonstrate now, this can be done using the generalized
current (4.1), which result was hard to achieve starting from the original expression (2.17).
As explained in Section 2, the embedding of the 4d Minkowski space-time into M4 is
conveniently described in the language of two-component complex spinors. In these terms,
WA = (W α,W α
′
) and UA = (Uα, Uα
′
). It should be stressed that the complex structures
of the Siegel space and of two-component spinors are different. Correspondingly, since
both the real and imaginary parts of the complex variables ZAB are real symmetric
matrices, in terms of two-component complex spinors we have
ZAB = (Zαβ ,Zαα′ ,Zα′β′) = (Xαβ + iXαβ , Xαα′ + iXαα′ , Xα′β′ + iXα′β′)
with
Xαβ = Xα
′β′ , Xαβ′ = Xβα
′
, Xαβ = Xα
′β′ , Xαβ′ = Xβα
′
.
Note that ℜZαβ = ℜXαβ−ℑXαβ, ℑZαβ = ℑXαβ+ℜXαβ, etc. Analogously we introduce
YA = (Yα,Yα′).
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Let us choose the integration surface Σ8 in the form
Σ8 = σ3(Zαβ′)× σ1(Zαβ ,Zα′β′,Y − Y0)× σ4(W ) , (5.1)
where σ3(Zαβ′) is a three-dimensional surface in the complexified Minkowski space CM4,
σ1(Zαβ ,Zα′β′ ,Y) is a one-dimensional cycle in the ”spinning” subspace, σ4(W ) ⊆ R4(W )
is a four-dimensional surface and Y0 is a free parameter.
An elementary calculation then shows that the pullback of the differential form (4.1)
to the integration surface Σ8 (5.1) gives
̟2M(g)
∣∣
Σ8
∼ dZαγ′∧ dZαβ′∧ dZβγ′ ∧ dΛ(W,Y|Z) ∧ d4W g(W,Y|Z)WβWβ′
∣∣∣
Σ8
, (5.2)
where
Λ(W, Y |Z) = WµWν Zµν −Wµ′Wν′ Zµ′ν′ −Wµ Yµ +Wµ′ Yµ′ . (5.3)
The key observation is that for any Y0 the function Λ(W,Y − Y0 |Z) solves (4.2) and
is independent of Zαβ′ . This allows us to use Λ to introduce a singularity in a way
independent of the complexified Minkowski coordinates Zαβ′ .
To obtain Minkowski charge we set
gΛ(W, Y |Z) = Λ−1(W,Y|Z) g(W, Y |Z) . (5.4)
Since the functions Λ(W,Y |Z) and g(W, Y |Z) solve the equations (4.2) , the same is
true for gΛ(W, Y |Z) (5.4) away from singularities. From (5.2) we have∫
Σ8
̟2M(gΛ) ∼
∫
Σ8
dZαγ′ ∧ dZαβ′ ∧ dZβγ′ ∧ dΛ
Λ
∧ d4W g(W, Y |Z)WβWβ′ . (5.5)
The idea is to choose one-dimensional cycle such that
dΛ
Λ
= i dφ, where φ ∈ [0, 2π) to be
a real coordinate on σ1. This can be done as follows
σ1(Zαβ,Zα′β′,Y) = (5.6)
{Zαβ = ρSαβ exp(iφ), Zα′β′ = ρSα′β′ exp(iφ), Yα = ρSα exp(iφ), Yα′ = ρSα′ exp(iφ)},
where ρ > 0 is a real parameter and at least some of parameters Sαβ, Sα
′β′ , Sα, and Sβ
′
are non-zero.
For this choice we obtain
Λ(W, Y |Z)∣∣
σ1
= ρ exp(iφ)P (W ), (5.7)
where
P (W ) = W αW βS
αβ −W α′W β′Sα′β′ −W αSα +W α′Sα′ . (5.8)
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Hence
dΛ
Λ
= i dφ , and a residue is at ρ = 0 for P (W ) 6= 0.
The subtlety that the integrand of the right side of (5.5) is not defined at P (W ) = 0
does not affect the result for any g(W, Y |Z) integrable over R4(W ) because P (W ) cancels
out in (5.5) and the variety P : P (W ) = 0 has measure zero. As a result, we obtain
Q ∼
∫
Σ8
̟2M(gΛ) = 2iπ
∫
σ3×R4
d3Zββ′ ∧d4W g(W, Y0 |Zαα′)Wβ Wβ′ , (5.9)
where d3Zββ′ = dZαα′ ∧ dZαβ′ ∧ dZβα′ .
For
g(W, Y |Z) = η(W, Y |Z)f(W, Y |Z) , (5.10)
where η(W, Y |Z) is a polynomial solution (4.4) of (4.2) while f(W, Y |Z) is the Fourier
transform (4.6) of the generalized stress tensor T (U, Y |Z) we have
Q ∼
∫
σ3×R4
d3Zββ′ ∧d4W η(W,Y0|Zαα′)f(W,Y0|Z)WβWβ′ ∼
∼
∫
σ3
d3Zββ′ ∂
2
∂Uβ∂Uβ′
(
η
(
i
∂
∂ UC
, Y0 |Zαα′
)
T (U,Y0|Z)
) ∣∣
U=0
, (5.11)
which is just the anticipated expression for conserved charge in Minkowski space.
To give precise meaning to this construction it remains to identify σ3(Zαβ′) ⊂ CM4, to
choose appropriate Siegel strip H, replacing the generalized stress tensor T (U, Y |Z) by
TH(U, Y |Z) (4.13) bilinear in the massless fields C±. This is done in the next Subsection.
5.2 Integration cycle
Let a positive definite matrix H ∈ MM be chosen in such a way that Hαβ = Hα′β′ = 0.
Let σ3 = σ3H(Zαβ′) be a real three-dimensional surface in a real subspace of CM4 defined
by the condition ℑZαβ′ = νHαβ′ , where 0 < ν < 1 is a free parameter. Note, that with
this choice, both ℑZαβ′ and Hαβ′ −ℑZαβ′ are positive definite for ∀Zαβ′ ∈ σ3H.
Let σ1(Zαβ ,Zα′β′ ,Y) be chosen in the form (5.6) such that both
NAB =
(
ℑ(ρS0αβ exp(iφ)) , νHαβ′ , ℑ(ρS0α′β′ exp(iφ)))
and
HAB −NAB
are positive definite, which is true for sufficiently small ρ because this is the case for ρ = 0.
For this choice we obtain that σ3H × σ1 ⊂ S(H)M × C4(Y).
Now let T = TH(U, Y |Z) be the stress tensor (4.13) built of the massless fields C±
with the help of a positive definite regulator matrix H. Let fH(W, Y |Z) in (5.10) be
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the Fourier transform (4.6) of T = TH(U, Y |Z). If C± are of the form (3.9), (3.10) with
functions c± from one of the classes (i)-(iv) of Subsection 4.3, then the pullback of the
function g(W, Y |Z) (5.10) to the integration surface Σ8 (5.1) is integrable over R4(W )
and the considerations of the previous subsection are true. Therefore (5.11) acquires the
form
Q = QH ∼
∫
σ3
H
d3Xββ
′ ∂2
∂Uβ∂Uβ′
(
η
(
i
∂
∂ UC
, Y0 |Zαα′
)
TH(U,Y0|Z)
) ∣∣
U=0
.
In the limit H → 0, this gives for η (4.4)
Q0 ∼
∫
σ30
d3Xββ
′ ∂2
∂Uβ∂Uβ′
(
ε
(
− i ∂
∂ UC
, Y0 + iXAB ∂
∂ UB
)
T0(U, Y0 |X)
)∣∣∣
U=0
. (5.12)
Recall that according to (4.13)
T0(U, Y|X) = C+(Y − U |X)C−(Y + U |X) .
Up to a rescaling of variables, for Y0 = 0 this gives the conserved charge in Minkowski
space of [20] for polynomial ε(W, Y).
Let us stress that Q (5.12) is Y0 independent, i.e., ∂∂YA0 Q = 0 , because the variation
over YA0 is equivalent to a local variation of the integration cycle away from singularities.
For ε = const and T of the form (4.13) this gives the following identity
0 =
∫
σ3
d3Xββ
′ ∂2
∂Uβ∂Uβ′
(
C+(Y−U |X) ∂
∂YAC
−(Y+U |X)+C−(Y+U |X) ∂
∂YAC
+(Y −U |X)
) ∣∣∣
U=0
(5.13)
which will be used in the further analysis.
6 Integral evolution formulae
6.1 D-functions
D−functions of the massless field equations (1.1) and (1.2) inMM were introduced in [4] as
their singular solutions resulting from the integral representation (3.4) with c± = ∓iπ−M2
(in this section we set ~ = 1),
D+(Z) = − i
πM
∫
RM
dMξ exp i(ξAξBZAB), (6.1)
D−(Z) = −D+(−Z) = D+(Z) (6.2)
23
and
D(Z,Z) = D+(Z) +D−(Z) = D+(Z)−D+(−Z) .
By construction, the functions D−(Z), D+(Z) and D(Z,Z) solve the equations of
motion (1.1). For Z in the upper Siegel half-space HM , (6.1) gives
D+(Z) = −iπ−M2 s−1 , (6.3)
where
s2 = det(−iZ) (6.4)
defines a multidimensional hyperelliptic surface and s is chosen to be holomorphic for
Z = X + iX ∈ HM (i.e., positive definite XAB) and to be positive real for purely
imaginary Z, i.e., X = 0. As shown in [4]
D+(Z)
∣∣∣
X→0
= − i
π
M
2
exp
iπIX
4
1√| det(X)|
∣∣∣
X→0
,
where IX is the inertia index of the matrix X
AB , i.e., IX = n+ − n− , where n+ and n−
are, respectively, the numbers of positive and negative eigenvalues of XAB.
From (6.2) and (6.3) it follows that
D−(Z) = iπ−M2 s¯−1 ,
where s¯ is complex conjugated to s (6.4).
The dependence of the D−functions on Y , Y is reconstructed via the unfolded equa-
tions (3.11) and (3.12), respectively. In particular,
D+(Y|Z) = −i
πM
∫
dMξ exp i(ξAξBZAB + YAξA), (6.5)
leading to
D+(Y|Z) = −i
πM/2
s−1 exp(− i
4
ZABYAYB) , ZABZBC = δCA . (6.6)
Notice that D+(Y|Z) (6.6) behaves as −2M iδM(Y) at Z → 0.
6.2 Evolution formula in M4
The obtained results allow us to give precise meaning to the integral formula (1.7) in
M4 by defining the integration measure as corresponding to the electric charge case in
Minkowski space. This guarantees that the restriction of so defined integral representation
to the Minkowski space correctly reproduces the dynamics of massless fields.
Namely, we apply formula (5.12) with the generalized stress tensor (4.13) at H → 0,
where C−(Y |X) is the restriction of C−(Y|Z) to the real subspace while C+(Y |Z) is
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replaced by D+(Y − Y |Z − Z) with Y and Z interpreted as parameters. (Recall that if
Z1,Z2 ∈ HM then Z1 − Z2 ∈ HM as well, including the case, where either Z1 or Z2 is
real, belonging to the boundary of HM .) Let the resulting conserved charge (5.12) with
ε = 1
2
, which is a function of Y and Z, be denoted as C˜−(Y |Z). We obtain
C˜−(Y |Z) = 1
2
∫
σ3
d3X ′
ββ′ ∂
2
∂Uβ∂Uβ′
(
D+(Y0 − U −Y|X ′ −Z)C−(Y0 + U |X ′ )
)∣∣∣
U=0
, (6.7)
where Y0 is a free parameter, σ
3 ⊂ M4(X) is an Euclidean three-dimensional subspace
R3 of Minkowski space,
σ3(X) = {Tαβ′Xαβ′ = t0}, (6.8)
where a positive-definite matrix Tαβ′ describes the time arrow, the time evolution param-
eter is t = 1
2
Tαβ′Xαβ′ and t0 is its value associated with the chosen space surface. For
example, for Tαβ′ = δαβ′ , Xαβ′ = tδαβ′ + xiσaβ′i , where σaβ
′
i are Pauli matrices.
The key observation is that from (6.7) it follows by virtue of (5.13) that all derivatives
of C˜−(Y |Z) with respect to Y are related to those of C−(Y|X ′ ) with respect to Y just
in the same way as C˜−(Y |Z) and C−(Y|X ′ ) in (6.7), i.e.,
∂
∂YA1
. . .
∂
∂YAm
C˜−(Y |Z) = (6.9)
1
2
∫
σ3
d3X ′
ββ′ ∂
2
∂Uβ∂Uβ′
(
D+(Y0 − U − Y|X ′ − Z) ∂
∂UA1
. . .
∂
∂UAm
C−(Y0 + U |X ′ )
)∣∣∣
U=0
.
Let us now show that from (6.7) it follows that
C˜−(0 | Z)
∣∣∣
Z¯∈σ3
= C−(0 | Z)
∣∣∣
Z¯∈σ3
. (6.10)
Using that d3Xγγ
′
∣∣∣
σ3
= d3x T γγ′
∣∣∣
σ3
, we obtain from (6.7)
C˜−(0|Z) = i1
2
∫
σ3
d3x′
(
C−(0|X ′ ) D˙+(0|X ′ − Z)− C˙−(0|X ′ )D+(0|X ′ − Z)
)
, (6.11)
where we have taken into account that the functions D+ and C− satisfy the unfolded
equations (3.11) and (3.12), respectively, together with the facts that
∂
∂UA
D+(−U |X − Z)
∣∣∣
U=0
= 0
as a consequence of (6.6) and
T αα′ ∂
2
∂Uα∂Uα′
C±(U |X) = ±iC˙±(U |X) , C˙±(U |X) = ∂
∂t
C±(U |X) . (6.12)
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To prove (6.10), it is convenient to use the complex notation for the space coordinates
xj [4]
x = x1 + ix2 , x¯ = x1 − ix2 ,
such that dx1 ∧ dx2 ∧ dx3 = 12idx3 ∧ dx ∧ dx¯ .
The combinations of ξα dual to the coordinates x
3, x, x¯ [4]
k3 = ξ1ξ¯1˙ − ξ2ξ¯2˙ , k = 2ξ1ξ¯2˙ , k = 2ξ¯1˙ξ2 (6.13)
map R4/Z2 on R
3, i.e. k3, k and k can take arbitrary values. The leftover ambiguity in
the integration variables ξα for a given ki is the overall phase factor ξα → exp 12iϕ ξα,
ϕ ∈ [0, 2π). (Recall that ξα is identified with −ξα.) We set
exp iφ = 2
ξ1ξ2
k
, exp−iφ = 2ξ 1˙ξ 2˙
k
. (6.14)
The integration measures are related as follows [4]
dk3 ∧ dk ∧ dk¯ ∧ dφ = −8i(ξ1ξ¯1˙ + ξ2ξ¯2˙)dξ1 ∧ dξ¯1˙ ∧ dξ2 ∧ dξ¯2˙ . (6.15)
The map (6.13), (6.14) from R4/Z2 associated with the variables ξα to R
3 × S1 described
by the variables ki, φ is non-degenerate except for the expected singularity at ξα = 0.
Note that
ξ1ξ¯1˙ + ξ2ξ¯2˙ =
√
kk¯ + k23 =
√
k21 + k
2
2 + k
2
3 . (6.16)
For any C+ (3.9) and C− (3.10) we have using formulae (6.13)–(6.16)
C±(0|t, x) = 1
π2
∫
d4ξ c±(ξ) exp±i(tk0 + x3k3 + xk¯ + x¯k) , (6.17)
C˙±(0|t, x) = 1
π2
∫
d4ξ (± i k0) c±(ξ) exp±i(tk0 + x3k3 + xk¯ + x¯k) . (6.18)
Using (6.17) and (6.18), we obtain from (6.11)
C˜−(0 |t0, x) = i
4π6
∫
σ3
dx′3 ∧ dx′ ∧ dx¯′
∫
dp3 ∧ dp ∧ dp¯ ∧ dψ dk3 ∧ dk ∧ dk¯ ∧ dφ
i
64
(
1
p0
+
1
k0
)
c−(p, ψ) exp−i(t0p0 + x′3p3+x′p¯+x¯′p) exp i((x′3−x3)k3 + (x′−x)k¯ + (x¯′−x¯)k) =
1
π2
∫
dp3 ∧ dp ∧ dp¯ ∧ dψ i
8p0
c−(p, ψ) exp i(−t0p0 − x3p3 − xp¯− x¯p) = C−(0|t0, x) .
Analogously, from (6.9) it follows that
C˜−A1...Am( 0 | Z)
∣∣∣
Z¯∈σ3
= C−A1...Am( 0 | Z)
∣∣∣
Z¯∈σ3
, (6.19)
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where C−(Y |Z)A1...Am ≡
∂
∂YA1
. . .
∂
∂YAm
C−(Y |Z). This is equivalent to
C˜−(Y |Z)
∣∣∣
Z¯∈σ3
= C−(Y |Z)
∣∣∣
Z¯∈σ3
.
Because the dependence on Y fully reconstructs the dependence on Z by virtue of the
unfolded equation (3.12) from here it follows that
C˜−(Y |Z) = C−(Y |Z) , (6.20)
that proves the evolution formula
C−(Y |Z) = 1
2
∫
σ3
d3X ′
ββ′ ∂
2
∂Uβ∂Uβ′
(
D+(Y0 − U − Y|X ′ − Z)C−(Y0 + U |X ′ )
)∣∣∣
U=0
.(6.21)
Analogously one can see that
C+(Y |Z) = 1
2
∫
σ3
d3X ′
ββ′ ∂
2
∂Uβ∂Uβ′
(
D−(Y0 + U −Y|X ′ −Z)C+(Y0 − U |X ′ )
)∣∣∣
U=0
.(6.22)
Note, that from here the usual formulae for spin 0 and spin 1/2 fields follow
C−(0|Z) = i1
2
∫
σ3
d3x′
(
C−(0|X ′ ) D˙+(0|X ′ − Z)− C˙−(0|X ′ )D+(0|X ′ − Z)
)
,
C−α ( 0|Z) =
∫
σ3
d3x′ T ββ′ C−β ( 0|X ′ )D+αβ′( 0|X ′ − Z) ,
where D+αβ′(Y|Z) = ∂∂Yα ∂∂Yβ′D+(Y|Z), etc.
6.3 Evolution formula in the Fock space
Now let us show that the same result can be obtained for any M from (4.16) at ε = i
(2i)M
by the integration over the Y variables as
C−(Y|Z) = i
(2i)M
∫
Y ′=Y ′
dMY ′ D+(Y ′ − Y|Z ′ −Z)C−(Y ′|Z ′) (6.23)
with any Z ′. Indeed, substituting
C−(Y|Z) =
∫
dMξ c−(ξ) exp−i(ξAYA + ξAξBZAB)
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into (6.23) and using the expression (6.5) for D+, we obtain
i
(2i)M
∫
dMY ′ D+(Y ′ −Y|Z ′ − Z)C−(Y ′|Z ′) =
1
(2πi)M
∫
dMY ′dMξdMλ c−(ξ) exp−i(λA(Y − Y ′)A + λAλB(Z −Z ′)AB + ξAY ′A + ξAξBZ ′AB) =∫
dMξ c−(ξ) exp−i(ξAYA + ξAξBZAB) = C−(Y|Z).
6.4 Composition properties of the D-functions
Let us consider
C+(Z|Y) = D+(Z|Y) and C−(Z|Y) = D−(Z −Z ′|Y − Y ′), (6.24)
where Z ′ ∈ HM and Y ′ ∈ CM are free parameters. One can see, that
C−(Z|Y) =
∫
dMξ c−(ξ) exp−i(ξAξBZAB+YAξA), c−(ξ) = i
πM
exp i(ξAξBZ ′AB+Y ′AξA)
and
C+(Z|Y) =
∫
dMξ c+(ξ) exp i(ξAξBZAB + YAξA) , c+(ξ) = −i
πM
.
Since c−(ξ) ∈ S1/2 and c+(ξ) ∈ S ′1/2 for any Z ′ ∈ HM , we can pair C+ and C− (6.24) in
the evolution formula (6.22) to obtain
D−(Y |Z) = 1
2
∫
σ3
d3X ′
ββ′ ∂
2
∂Uβ∂Uβ′
(
D+(−U − Y|X ′ − Z)D−(U |X ′ )
)∣∣∣
U=0
. (6.25)
Analogously from (6.21) it follows that
D+(Y |Z) = 1
2
∫
σ3
d3X ′
ββ′ ∂
2
∂Uβ∂Uβ′
(
D−(U −Y|X ′ −Z)D+(−U |X ′ )
)∣∣∣
U=0
. (6.26)
These formulae express the composition properties of the D-functions.
6.5 Solutions associated with the D-functions
Finally let us note that one can use the formula (6.6) to generate new solutions of the HS
equations as follows. Since D+(Y|Z) solves the HS field equations for any Y ,
1√
det(iZ) exp
(
− i
4
ZAB(YA + uV A)(YB + uV B)
)
,
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where V A is any constant vector and u is a constant parameter, also does. Integrating this
expression at Y = 0 with respect to u with some weight ρ(u), we arrive at the following
set of solutions of the equation (1.1)
C(0|Z) = f
(
V AV BZAB
)
det −
1
2 (iZ) , (6.27)
where f is an arbitrary double differentiable function. One can check directly that C(0|X)
(6.27) solves (1.1).
7 Higher rank conserved currents
In [10], we have introduced higher rank fields in MM . Positive- and negative-frequency
rank r fields satisfy the unfolded equations of the form{
∂
∂XAB
± i ηk l ∂
2
∂Y kB∂Y lA
}
C±(Y |X) = 0 , (7.1)
where k, l = 1 . . . r and ηkl is a positive definite symmetric form. In [10] it was also argued
that rank r fields in MM can be interpreted as resulting from the reduction of rank 1
fields in MrM to MM diagonally embedded into MrM via
X(A,k)(B,l) = ηklXAB . (7.2)
A particular realization of higher rank fields is provided by products of lower rank fields.
For example, a product of two rank 1 fields
C(Y1, Y2 |X) = C(Y1|X)C(Y2|X)
gives a rank 2 field.
Analogously, we introduce a higher rank generalization of the current equation (4.2){
∂
∂XAB
+ Wk(A
∂
∂Y kB)
}
g(W, Y |X) = 0 , (7.3)
where g(W, Y |X) takes values in MM × RrM × RrM with coordinates XAB, WjA, Yj A ,
A, B = 1, ...M , j = 1, ...r. Again, particular solutions of the higher rank current equation
are provided by the products of lower rank currents. The higher rank current equation
allows us to derive multilinear conserved currents. Indeed one can easily see that the 2rM
differential form
̟2rM
(
g(W, Y |X)
)
=
(
dWkA ∧
(
WkBdX
AB − d YkA
))rM
g(W, Y |X) (7.4)
is closed provided that g(W, Y |X) satisfies (7.3). As a result, on solutions of (7.3) the
charge
Qr =
∫
Σ2rM
̟2rM(g) (7.5)
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is independent of local variations of a 2rM-dimensional surface Σ2rM . In particular, it is
time-independent hence providing a conserved charge.
The formula (7.4) gives rise to conserved currents for g(W, Y |X) of the form (4.5)
where the “symmetry parameter” η(W, Y |X) is of the form
η(W, Y |X) = ε(WjA, YkC − XCBWkB) (7.6)
and f(W, Y |X) is a solution of (7.3) related to a multilinear“stress tensor” T (U, Y |X)
via the Fourier transform
f(W, Y |X) = (2π)−rM/2
∫
drMU exp
(−i WjC U jC) T (U, Y |X) , (7.7)
T (U, Y |X) = (2π)−rM/2
∫
drM W exp
(
i WjC U
jC
)
f(W, Y |X) . (7.8)
The equations (7.3) are equivalent to the following equations for T{
∂
∂XAB
− i ∂
∂Yj (A
∂
∂U jB)
}
T (U, Y |X) = 0, (7.9)
i.e., f(W, Y |X) satisfies (7.3) provided that T (U, Y |X) satisfies (7.9) and vice versa.
A 2r−multilinear “stress tensor” T (U, Y |X) can be constructed analogously to the
bilinear one [5] as follows
T (U, Y |X) =
r∏
j=1
C+j(Yj − Uj |X)C−j(Uj + Yj|X), (7.10)
where C±1(Y |X), . . . , C±r(Y |X) are solutions of positive- or negative-frequency rank 1
equations.
The higher rank form (7.4) can be interpreted as the pullback of the standard form
(4.1) in MrM to the diagonal subspace MM ⊂MrM (7.2). The multilinear stress tensor
(7.10) is nothing but the bilinear stress tensor (2.18) on the rank one solutions in MrM ,
that result from rank r solutions in MM provided by the r-linear products of the rank 1
solutions in MM .
The formula (7.10) gives rise to multilinear currents built of free massless fields.
Naively, the higher conserved currents constructed from this stress tensor amount to
algebraic functions of the bilinear currents. This is indeed true if the integration mea-
sure factorizes into a product of lower-rank measures, that concerns both the integration
surface and the parameter function η(W,Y |X) (7.6), but may not be true e.g. for non-
polynomial η(W,Y |X) that contains a singular dependence analogous to (5.4) in the case
of Minkowski bilinear current. Note that the resulting nontrivial currents should be nonlo-
cal from the perspective of usual Minkowski space-time because the charge (7.5) contains
2rM integrations instead of 2M in the rank 1 case. Specific examples of higher-rank
currents will be considered elsewhere.
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Note that, analogously to the consideration of Sections 3 and 4 , all higher rank
constructions can be complexified. Namely, one can consider holomorphic continuation
C(YAk |ZBC) of the fields C(Y Ak |XBC), that take values in HM(Z)× CrM(Y).
Finally let us note that the higher rank system (7.1) is invariant under the group
O(r)× R that acts as follows
YAi → Y˜Ai = exp(φ) TijYAj , ZAB → Z˜AB = exp(2φ)ZAB ,
where φ ∈ R and Tij ∈ O(r) leaves invariant the metric tensor ηjk. This symmetry can be
used for the derivation of identities between solutions of the equations (7.1) using the fact
that if two functions C1(Y|Z) and C2(Y|Z) satisfy (7.1) and coincide at some Z = Z0,
C1(Y|Z0) = C2(Y|Z0), then they coincide for any Z.
For example, the following identities hold for the D±-functions
D±(Y1|Z) . . .D±(Yr|Z) = exp (rMφ)D±(Y˜1|Z˜) . . .D±(Y˜r|Z˜) . (7.11)
In particular, for the rank 2 case we obtain
2MD±(2U |2Z)D±(2Y|2Z) = D±(U + Y|Z)D±(U − Y|Z) . (7.12)
Identities (7.11) are continuous analogues of the well-known generalized Riemann identi-
ties of theta functions.
8 Riemann theta functions as solutions of higher-spin
equations
8.1 Theta functions in the Fock-Siegel space
A somewhat surprising property of the massless field equations formulated in the Fock-
Siegel space HM × CM is that Riemann theta functions form their natural solutions.
Indeed, a general positive-frequency solution (3.9) periodic under YA → YA+nA, nA ∈ ZM
has the form
C+(Y|Z) =
∑
nA∈ZM
c+n exp i(~ZAB(2πnA)(2πnB) + 2πnCYC) . (8.1)
With c+n = 1 and ~ =
1
4
π−1 this formula gives the standard expression for the Riemann
theta function [22]
θ(Y , Z) =
∑
nA∈ZM
exp iπ(ZABnAnB + 2nAYA) . (8.2)
Here the complexified space-time coordinates ZAB identify with the complex period ma-
trix that defines quasi-periods of θ(Y , Z),
θ(Y +mZ, Z) = exp (−iπZABmAmB − 2iπmAYA) θ(Y , Z) , mA ∈ ZM .
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Also let us note that theta function is Z periodic in the sense
θ(Y ,Z + Zint) = θ(Y ,Z) ,
where ZABint is any real symmetric matrix with integer elements and even diagonal elements.
The fundamental reason why theta functions solve the HS field equations is that
both HS theory [1, 3] and the theory of theta functions [22] are based on the Sp(2M)
symmetry and its Weyl-Heisenberg extension which, on the HS gauge theory side, is just
the HS symmetry. For example, as mentioned in Introduction, for the case of M = 2 the
sp(4) ∼ o(3, 2) identifies with the conformal symmetry of massless scalar and spinor in
three space-time dimensions. In the case ofM = 4, the appearance of the sp(8) symmetry,
that acts on the infinite sets of all bosonic and all fermionic massless fields, is a less trivial
fact observed originally in [1]. The equation (1.3), which is the simplest sp(8) invariant
unfolded equation, was shown in [3] to describe properly massless fields of all spins in four
dimensions (a closely related argument was also given in [2]). On the other hand, it is
well-known that theta functions form a Γ1,2-module, where Γ1,2 is the Igusa subgroup of
Sp(2M |Z) [22].
Thus, the fact that theta functions satisfy the same equations as HS fields is not
too mysterious once Sp(2M) appeared in the HS theory. Moreover, from the HS theory
perspective, the Γ1,2 symmetry in the theory of theta functions is the leftover symmetry
of the continuous HS symmetry that leaves invariant a particular solution of the HS field
equations provided by the theta function up to a phase. This class of solutions may indeed
play a distinguished role in the HS theory because conserved currents constructed from
such solutions, turn out to be invariant under Γ1,2.
The roles of the variables ZAB and YA in the HS theory and the theory of theta
functions is to some extent opposite. In the HS theory, ZAB are space-time variables
while the twistor variables YA play an auxiliary role at least in the conventional field-
theoretical picture. The indices A = 1, 2 . . .M for M = 2k are interpreted as spinorial on
the HS theory side. In the theory of theta functions, M identifies with genus g, the period
matrix ZAB (usually denoted ΩAB [22]) plays a role of a parameter, while the dependence
on YA (usually denoted zA) is of most interest. Note however, that in the nonlinear HS
theory it was realized since nineties (see [27] and references therein) that the fundamental
HS dynamics is encoded in terms of the twistor variables YA, while the role of ZAB is to
visualize the HS dynamics in terms of local events [4].
Many of the well-known properties of theta functions acquire a nice interpretation in
terms of the HS symmetry (2.9) of the fundamental unfolded equation (3.11) which is
a multidimensional analogue of the Schrodinger equation. For example, theta functions
with characteristics bA ∈ RM , aA ∈ RM
θ
[
a
b
]
(Y , Z) = exp (iπZABaAaB + 2iπaAYA + 2iπaAbA) θ(Y + Za+ b, Z)
=
∑
nA∈ZM
exp
(
iπZAB(nA + aA)(nB + aB) + 2iπ(nA + aA)(YA + bA)
)
that also solve (3.11), result from the action of the HS symmetry (2.9) with jA = 2iπaA,
hB = bB and µ = i
4pi
on the theta function.
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Consider the set of theta functions with equal characteristics aA = bA = 0 or
1
2
,
∀A = 1, 2 . . .M,
θ
[
a
a
]
(Y , Z) =
∑
nA∈ZM
exp iπ(ZAB(nA + aA)(nB + aB) + 2(nA + aA)(YA + aA)) , (8.3)
which consists of 2M independent functions. It is easy to see that
θ
[
a
a
]
(−Y , Z) = (−1)
PM
A=1 2aA θ
[
a
a
]
(Y , Z) ,
i.e., 2M−1 functions with an odd number of aA =
1
2
are odd in YA and 2M−1 functions with
an even number of aA =
1
2
are even in YA. In accordance with the normal relationship
between spin and statistics, the odd functions describe half-integer spin massless fields
while the even functions describe integer spin massless fields (in the former case the
solution has to be multiplied by a Grassmann odd element). In particular, the theta
function (8.2) is a member of this set with aA = 0, i.e., it is bosonic.
The class of solutions C+(Y|Z) (8.1) of the unfolded HS field equations in MM is
special in the sense that C(Y |0) is not a regular function of Y as is usually assumed in
the unfolded HS analysis, but becomes a distribution at real Z.
Indeed, one can see that
θ
[
a
a
]
(Y , 0) =
∑
nA∈ZM
(−1)
PM
A=1 2aAn
A
δM(YA + aA − nA) .
This formula means in particular, that θ
[
a
a
]
(Y , Z) develops a singularity at Z → 0.
As such, it is analogous to the D-function of the massless field equations. In fact, it
is the D-function of HS field equations for solutions with appropriate (anti)periodicity
conditions in Y . In the limit in which the period of Y variables tends to infinity, i.e., the
Fourier series in (8.2) is replaced by the Fourier integral, θ(Y , Z) becomes the D-function
as it is obvious from (6.5). The counterpart of the evaluation formula (6.23) for periodic
in ℜY function C−(Y|Z), conjugated to C+(Y|Z) (8.1) is
C−(Y|Z) =
∫
[01)M
dMY ′ θ(Y ′ − Y|Z ′ −Z)C−(Y ′|Z ′) (8.4)
with any Z ′. (The direct proof is analogous to that of Subsection 6.3.) The evolution
formula for C+(Y ,Z) is obtained with the help of θ−(Y ,Z) = θ(Y ,Z).
Also, let us note that the generalized Riemann identities for theta functions [22] are
discrete analogues of the identity (7.11) for D+. For example, the generalized Riemann
identity ∑
2aA∈(Z/2Z)M
θ
[
a
0
]
(2Y , 2Z)θ[ a0](2U, 2Z) = θ(Y + U ,Z)θ(U − Y ,Z)
can be derived along the same lines as (7.12).
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8.2 Theta functions and massless fields in Minkowski space
In the case of M = 2, eq. (8.3) gives solutions for massless scalar and spinor in three
dimensions. In the case M = 4, it describes the superpositions of massless fields of all
spins in four dimensions. Let us stress that direct identification of theta functions with
solutions of 4d massless field equations turns out to be so simple just because, in the
Sp(8) invariant framework, massless fields of all spins turn out to be involved. This is a
manifestation of the general feature that linear and nonlinear field equations for massless
fields of all spins are in a certain sense simpler than those for specific lower spins.
The reduction of the theta function solutions to a definite spin in the Minkowski
subspace ofMM is more subtle. To this end, let us first of all make precise the relationship
between Majorana indices A,B, . . . and two-component indices α, β . . . and α′, β ′ . . .. Let
AA = (A1, A2, A3, A4). We set for two-component vectors A˜
A˜α = (A1 + iA3, A2 + iA4) , A˜α
′
= (A1 − iA3, A2 − iA4) .
The inverse relations are
A1 =
1
2
(A˜1 + A˜1
′
) , A2 =
1
2
(A˜2 + A˜2
′
) , A3 =
1
2i
(A˜1 − A˜1′) , A3 = 1
2i
(A˜2 − A˜2′).
Introducing
ν1 = n1 − in3 , ν2 = n2 − in4 , ν1′ = n1 + in3 , ν2′ = n2 + in4 ,
which describe points with integer coordinates on the complex plane, we observe that
nAA
A = ναA˜
α + να′A˜
α′ .
Also we introduce the complex characteristics
α1 = a1 − ia3 , α2 = a2 − ia4 , α1′ = a1 + ia3 , α2′ = a2 + ia4 .
As a result, the theta function with characteristics (8.3) can be rewritten as
θ
[
a
a
]
(Y , Z) =
∑
ℜνA,ℑνA∈Z4
exp iπ(Zαβµαµβ + 2Zαβ′µαµβ′ + Zα′β′µα′µβ′ + 2µαY˜α + 2µα′Y˜α′) ,
where
µα = να + αα , µα′ = να′ + αα′ .
The solutions of spin s field equations in the complexified Minkowski space, that result
from θ
[
a
a
]
(Y , Z), are
Cα1...α2s(Z) = (2iπ)2s
∑
ℜνA,ℑνA∈Z4
µα1 . . . µα2s exp
(
2iπZαβ′µαµβ′
)
,
Cα′1...α′2s(Z) = (2iπ)2s
∑
ℜνA,ℑνA∈Z4
µα′1 . . . µα′2s exp
(
2iπZαβ′µαµβ′
)
.
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9 Conclusion
The main technical result of this paper is the definition of the proper integration mea-
sure for the conserved charges of 4d massless fields in terms of an integral in the ten-
dimensional matrix space M4. This allowed us not only to reproduce the known HS
charges in Minkowski space starting from the ten-dimensional matrix space M4 but also
to give the integral evolution formulae for massless fields via the D-functions inM4. The
precise integration prescription is given in terms of the Siegel upper half-space HM [21]
of complex M × M symmetric matrices ZAB = ZBA with positive definite imaginary
parts. More generally, we observe that massless fields are most conveniently described in
terms of the Siegel space with complex matrix coordinates. In this setup, positive– and
negative–frequency solutions are described, respectively, as holomorphic and antiholomor-
phic functions in the Siegel upper half-space HM . The systematic reformulation of the HS
fields in the Siegel space leads to a number of surprising conclusions.
One is that the unfolded form of the classical massless field equations studied in this
paper distinguishes between positive and negative frequencies, i.e., particles and an-
tiparticles, the property that is usually delegated to the quantization prescription. We
interpret this intriguing observation as the important indication that the unfolding pro-
cedure is able to describe quantization. It is worth to note that the unfolded equations
themselves have a form of a multidimensional Schrodinger equation.
Another important observation is that Riemann theta functions provide a natural
class of periodic solutions of the 4d massless field equations. This fact is a consequence of
the Sp(8) and HS symmetries of the massless field equations. The setup of unfolded HS
field equations is convenient for the analysis of properties of theta functions. For example,
Riemann-type identities [22] can be derived by analysing solutions of the rank r equations
(7.1) analogously to the analysis of massless field D-functions in Section 6.
Theta functions provide non-zero solutions of massless field equations that are in-
variant up to a phase factor 8
√
1 under the transformations from the Igusa group Γ1,2 ⊂
Sp(2M,Z) [22]. As a result, theta functions may indeed play a distinguished role in the
HS theory as highly symmetric nontrivial solutions because the observables constructed
from such solutions, like, e.g., conserved currents, turn out to be invariant under Γ1,2.
An intriguing possibility would be if such a solution can be identified with a nontriv-
ial vacuum of the HS theory. Although any such a solution breaks down the Lorentz
invariance to some its discrete subgroup, such a breakdown can be compatible with the
observations if the scales of the periods of the vacuum solutions are large enough. In that
case, the breakdown of the Lorentz invariance may have cosmological implications.
The fact of natural appearance of theta functions in the HS gauge theory is expected
to shed light on a still mysterious relationship of HS gauge theories with String Theory
and integrable systems.
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Appendix. Ring of solutions of massless equations
As observed in Section 4, the space of solutions of the first-order unfolded current equa-
tion (4.2) forms a commutative associative algebra. A less trivial fact is that the space
of solutions of the second-order unfolded equation (4.9) can also be endowed with the
structure of associative commutative algebra as follows.
Let us introduce the following commutative and associative product ◦ on the space of
fields A(Y |X):
(A◦B) (Y |X) = A(Y |X) exp
{
−2µ
←−
∂
∂Y A
XAB
−→
∂
∂Y B
}
B(Y |X). (A.1)
The space of solutions of the unfolded system (1.3) is closed under the product ◦ , i.e.,
given two solutions A, B of (1.3), A◦B is its new solution as is easy to see by straight-
forward substitution of (A.1) into (1.3).
The meaning of the product ◦ is quite simple. It corresponds to the usual product of
the “initial data” A(Y |0) and B(Y |0) of the respective problems as follows from (A.1) at
XAB = 0. So, it is not too surprising that the space of solutions forms such an Abelian
algebra. It is remarkable, however, that the product ◦ has the simple and constructive
form (A.1) in MM . The integral version of the formula (A.1) with µ = 1 reads as
(A◦B) (Y |X) = det|X
AB|
(2π)M
∫
dW dV A(Y +W |X)B(Y + V |X) exp−1
2
WAV BXAB ,
where the matrix XAB is inverse to X
AB.
The generalization to rank r fields in MM [10] is straightforward
◦⊗r = exp
{
−2
r∑
i=1
←−
∂
∂Y Aj
XAB
−→
∂
∂Y Bj
}
.
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