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Abstract
We present a new version of the radial reduction formalism to obtain a cubic
interaction of higher spin gauge fields in AdSd+1 space from the corresponding cubic
interaction in a flat d+ 2 dimensional background. We modify the radial reduction
procedure proposed previously by T. Biswas and W. Siegel in 2002 and applied to
the free higher spin Lagrangian by K. Hallowell and A. Waldron in 2005. This
modified radial reduction scheme is applied to interacting massless higher spin fields
in Fronsdal’s formulation, and all results are expressed in a direct AdSd+1 invariant
way with AdS covariant derivatives. We present a consistent algorithm and define
new procedure to obtain all corrections proportional to powers of the cosmological
constant, and apply these to the main term of the cubic self-interaction.
Introduction
Although consistent equations of motion [1] for interacting higher spin fields are
known for many years, the action principle for these theories remains unknown. For
recent reviews on the state of the art in higher spin gauge field theories see [2]-
[4]. One can observe during the last years growing interest in this topic connected
with recent progress in the construction of cubic interactions for higher spin gauge
fields and its association to string theory [5]-[11], which gave new insights in earlier
important works [12]-[20]. In recent years cubic interactions of higher spin fields
were discussed in the literature using different technics. For important recent works
see [21]-[45] and references therein.
The fact that Vasiliev equations [1] are naturally formulated on AdS background
space-time, important developments of recent years connected with the Klebanov-
Polyakov conjecture [46]∗, as well as recent progress in three dimensional AdS higher
spin gravity resulting in new relations between topological Chern-Simons theory, two
dimensional conformal theories with higher spin symmetry, and new 3-dimensional
black hole solutions with higher spin charges ([49]-[53] and references therein), point
out the importance of an (A)dS background for the consistent (linearized) higher
spin interacting theories.
Free Lagrangians for Higher Spin gauge fields both in flat space and in con-
stantly curved backgrounds being known over thirty years [56], attempts to con-
struct Lagrangians for interacting theories haven’t been successful yet beyond the
cubic vertices. For the symmetric higher spin fields all the covariant cubic vertices
in Minkowski background are available now [6]. This vertices were derived and
classified in light cone gauge by Metsaev [5].
In [6] all cubic interactions for higher spin fields were derived in a covariant off-
shell formulation in full agreement with light cone gauge results of Metsaev [5] and
show that all interactions of higher spin gauge fields with any spins s1, s2, s3 both in
flat space and in dS or AdS are unique up to partial integration and field redefinition†
therefore vertices of [6] can reproduce the flat limit of well-known Fradkin-Vasiliev
AdS vertices [18].
Now we turn to an opposite task, such as the derivation of higher spin interactions
in AdS space from known answers in a flat space of one dimension higher. We should
mention here two different approaches : The first one was developed for the free case
in the well known papers of Fronsdal [56] and grounds on the so-called ”ambient”
space approach. The main idea and the methods of this approach is the realization
of the AdSD space as a hypersphere in a corresponding D+1 dimensional flat space.
Corresponding on-shell considerations in the interacting case were performed in [36],
[38] for both (partially) massless and massive cases. This consideration allows to
apply the ansatz and Noether’s procedure in the AdS background in a similar way
∗For the recent development see [47], [48] and references therein.
†This was already proven for some low spin cases of both the Fradkin-Vasiliev vertex for 2, s, s
and the nonabelian vertex for 1, s, s in [23].
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as in the flat space case, but on the other hand does not lead in a straightforward
fashion to expressing the answers in explicitly gauge invariant and AdS covariant
ways with AdS covariant derivatives.
The second approach is connected with a radial reduction procedure proposed
ten years ago by T. Biswas and W. Siegel [54]. This approach includes a Kaluza-
Klein expansion and a special procedure of separation of ”massive” modes in order
to connect free actions in flat d+ 2 dimensional space and constant curvature d+ 1
dimensional (A)dS background. This approach was developed for the free higher
spin case in [55] by K. Hallowell and A. Waldron and leads to some progress in
formulating free partially massless higher spin theories.
In this article we consider the latter approach for linearized massless higher spin
theories including a local cubic interaction and develop some modified radial dimen-
sional reduction scheme avoiding the problem with the Kaluza-Klein expansion that
is not so effective in the interacting case and produces uncontrollable interactions
between different (Stueckelberg) fields. In other words the existence of additional
fields produces difficulties to go from one interacting Fronsdal double traceless ten-
sor field in flat space to one double traceless higher spin gauge field with the same
spin in an AdS space of one dimension less. The main goal of this modification is
to reproduce the standard AdSd+1 gauge invariance for the spin s field of the higher
spin theory from the field of the same spin in d + 2 dimensional flat background.
This allows us to formulate an algorithm and corresponding recursion relations for
getting all AdSd+1 corrections to the cubic interaction in explicit AdS covariant
and gauge invariant manner. This approach proves is applicable for the minimal
selfinteraction.
In the first section we formulate the modified radial dimensional reduction scheme
and apply it to the free case comparing with the corresponding considerations in
[54] and [55].
In the second section we consider the main term of the cubic interaction devel-
oped in [6] and [28]. We rewrite this term in the form convenient for analyzing it
under the aspect of radial reduction. We show that scaling properties of the cu-
bic (self)interaction in the case of a minimal number of derivatives are relevant for
performing the radial dimensional reduction in a noncontradictory way.
In section three we check the proposed radial reduction for the already known
case of spin two in all details. In section four we apply the reduction and obtain
a first correction term to the main part of the cubic self-interaction for the general
spin s case using information obtained from the spin two case. Finally in section
five we succeeded to derive all curvature correction terms for the main term of the
cubic self-interaction for a spin s field. In addition we present an appendix where we
develop a technic for an expansion of powers of flat space symmetrized derivatives
in curvilinear coordinates in terms of power series of covariant derivatives in an AdS
space of one dimension less. This technic can be useful in the future for obtaining all
corrections proportional to powers of the cosmological constant or inverse AdSd+1
radius for all other terms of the interaction proportional to divergences and traces
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of higher spin gauge fields which are left for a separate publication.
1 Radial reduction in the massless case and free
HS gauge fields in (A)dS
We start from a short review of the radial reduction technique developed in [54]
and applied in detail to the free higher spin case in [55]. First we should introduce
the following conventions. As usual we utilize instead of symmetric tensors such as
h
(s)
µ1µ2...µs(z) polynomials homogeneous in the vector a
µ of degree s at the base point
z
h(s)(z; a) =
∑
µi
(
s∏
i=1
aµi)h(s)µ1µ2...µs(z). (1.1)
Then we can write the symmetrized gradient, trace, and divergence ‡
Grad : h(s)(z; a)⇒ Gradh(s+1)(z; a) = (a∇)h(s)(z; a), (1.2)
Tr : h(s)(z; a)⇒ Trh(s−2)(z; a) = 1
s(s− 1)✷ah
(s)(z; a), (1.3)
Div : h(s)(z; a)⇒ Divh(s−1)(z; a) = 1
s
(∇∂a)h(s)(z; a). (1.4)
Moreover we introduce the notation ∗a, ∗b, . . . for a contraction in the symmetric
spaces of indices a or b
∗a = 1
(s!)2
s∏
i=1
←−
∂ aµi
−→
∂ aµi . (1.5)
In this article we distinguish between flat space coordinates/derivatives and AdS
space coordinates/derivatives asXA /∇˜ and xµ/∇ correspondingly, keeping ordinary
∂aM and ∂aµ for operations in the auxiliary vector space. The main goal of radial
reduction described in [54] and [55] is the reconsideration of the free field theory in
the flat d+ 2 dimensional space
XA A = 1, 2, . . . . d+ 2, (1.6)
ds2 = ηABdX
AdXB = −(dXd+2)2 + (dXd+1)2 + dX idXjηij , (1.7)
‡To distinguish easily between ”a” and ”z” spaces we introduce the notation ∇µ for space-time
derivatives ∂
∂zµ
.
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in a curvilinear coordinate system defined by the following coordinate transforma-
tions XA → (u, r, xi):
Xd+2 =
1
2
eu[r +
1
r
(±L2 + xixjηij)], (1.8)
Xd+1 =
1
2
eu[r − 1
r
(±L2 − xixjηij)], (1.9)
X i = euL
xi
r
, (1.10)
∓e2uL2 = −(Xd+2)2 + (Xd+1)2 +X iXjηij , (1.11)
ds2 = L2e2u[∓du2 + 1
r2
(±dr2 + dxidxjηij)]. (1.12)
It is easy to see that after restricting eu = 1 we obtain instead of coordinate trans-
formations the usual embedding of the (A)dSd+1 hypersphere into d+2 dimensional
flat space (AdS for upper signs in ± and ∓). From now on we work in the Euclid-
ian version of AdSd+1 space for simplicity with unit radius, which means we choose
ηij = δij and L = 1.
In other words we should formulate d + 2 dimensional field theory in the curvi-
linear coordinates with flat e2u(AdSd+1 ×Ru) metric
ds2 = e2u[−du2 + gµν(x)dxµdxν ] = Guu(u)du2 +Gµν(u, x)dxµdxν , (1.13)
where xµ = (r, xi) are AdSd+1 coordinates and gµν(x) =
1
r2
δµν is the correspond-
ing constant curvature metric. In this curvilinear coordinate we use corresponding
transformed tensors and commuting (because space is still flat) covariant derivatives
∇˜A constructed for the metric (1.13) with flat connection (Christoffel symbols) ΓCAB
Γuuu = 1, Γ
u
µν = gµν , Γ
µ
uν = δ
µ
ν , Γ
u
uµ = Γ
µ
uu = 0, (1.14)
Γµνλ = Γ
µ(AdS)
νλ =
1
2
gµρ(∂νgλρ + ∂λgνρ − ∂ρgνλ), (1.15)
These covariant derivatives work in XA = (u, xµ) space and are not connected
primarily with our auxiliary vectors aA inserted only for shortening symmetric tensor
contractions and symmetrizing procedures. For instance the action of the covariant
derivatives in curvilinear space is just like in Cartesian case:
∇˜Ah(s)(X ; a) = (∇˜AhA1A2...As)aA1aA2 . . . aAs . (1.16)
But now our covariant derivatives involves all Christoffel symbols (1.14), (1.15).
Using the exact form of them we see that we can realize our covariant derivatives
working on rank s symmetric tensors as operators working in both X and a spaces
in the following way
∇˜A = (∇u, Dµ), (1.17)
∇u = ∂u − au∂au − aµ∂aµ , (1.18)
Dµ = ∇µ − au∂aµ − aµ∂au , (1.19)
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where ∇µ = ∇AdSµ is the AdSd+1 covariant derivative defined by Christoffel symbols
(1.15) and all other Christoffel symbols (1.14) are realized through the differential
operators in auxiliary a space. After this representation of the covariant derivatives
the condition (1.16) will hold only for ordinary derivative ∂u and AdSd+1 derivatives
∇µ
∂uh
(s)(X ; a) = (∂uhA1A2...As)a
A1aA2 . . . aAs, (1.20)
∇µh(s)(X ; a) = (∇µhA1A2...As)aA1aA2 . . . aAs . (1.21)
This AdSd+1 covariant representation for derivatives gives us a simple tool for ra-
dial reduction of tensors and derivatives and extraction of AdS corrections in an
elementary algebraic way.
Our final prescription for radial reduction in the massless AdS case slightly differs
from the reduction formulated in [54] and [55] for general massive and (partially)
massless cases and can be summarized by the following three points.
1. Rewrite all derivatives in the curvilinear coordinates with metric (1.13) in the
way (1.17)-(1.19)
2. Restrict all double traceless higher spin gauge fields to corresponding double
traceless tensors in AdS space of dimension one less
h(s)(XA; aA) ≡ aA1aA2 . . . aAsh(s)A1A2...As(u, xµ) => h(s)(u, xµ; aµ), (1.22)
h(s)(u, xµ; aµ) ≡ h(s)(XA; aA)|au=0 = aµ1aµ2 . . . aµsh(s)µ1µ2...µs(u, xµ). (1.23)
3. Restrict the dependence on additional ”u” coordinates for all fields and gauge
parameters in the following way
h(s)(u, xµ; aµ) = e2(s−1)uh(s)(xµ; aµ). (1.24)
Actually the last two points replace two steps performed in [54] and [55] where
those authors formulated the following:
• Instead of (1.17) these authors solve the double traceless condition for a d+2
spin s field and obtain instead a set of four unconstrained d + 1 dimensional
tensor fields with spins s, s−1, s−2, s−3. Then they perform a Weyl rescaling
of fields
h(s)(u, xµ; aµ) => e(s−d/2)uh(s)(u, xµ; aµ), (1.25)
to split AdS and u dependence in the free action.
• After that in [55] the authors make a Wick rotation of the u coordinates
u => iu, (1.26)
∂u => −i∂u, (1.27)
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and after compactification of the u coordinate they perform a Fourier expan-
sion of the gauge field
h(s)(u, xµ; aµ) =
+∞∑
m=−∞
eimuh(s)m (x
µ; aµ). (1.28)
In order to obtain only one gauge field in AdSd+1 for one massless spin s, one
should perform a truncation to the separate special mode
m = s+ d/2− 2. (1.29)
Now we illustrate and comment on our procedure (1.22)-(1.24) considering the
case of a free higher spin gauge field theory and on the difference between this
approach and the approach developed in [55] for the general case including (partial)
massive theories.
First of all we use Fronsdal’s formulation, and our initial field in d+2 dimensional
flat space is double traceless
✷
2
aAh
(s)(XA; aA) = 0. (1.30)
Rewriting this condition in the curvilinear coordinates (1.13)
e−4u[−∂2au + gµν(x)∂aµ∂aν ]2h(s)(u, xµ; au, aµ) = 0, (1.31)
we see that our first condition for radial reduction of fields (1.22)-(1.23) leads to the
correct double tracelessness condition in d + 1 dimensional AdS space with metric
gAdSµν (x) = gµν(x)
✷
2
aµh
(s)(u, xµ; aµ) = [gµν(x)∂aµ∂aν ]
2h(s)(u, xµ; aµ) = 0, (1.32)
for the one parameter (namely u dependent) family of AdSd+1 symmetric double
traceless gauge fields h(s)(u, xµ; aµ). So we see that maintaining the condition of
double tracelessness from the d + 2 dimensional case to the AdSd+1 case, we deal
with only one Fronsdal field and get rid of any additional Stueckelberg degree of
freedom needed for the gauge invariant formulation in the massive case (see [55])
that is completely useless in the massless gauge field case considered in this article.
Now we turn to the scaling behavior of the free higher spin Fronsdal action
S0[h
(s)(XA; aA)] =
∫
dd+2XL0(h(s)(XA; aA)) (1.33)
where Fronsdal’s Lagrangian is:
L0(h(s)(XA; aA)) = −1
2
h(s)(XA; aA) ∗aA F (s)(XA; aA)
+
1
8s(s− 1)✷aAh
(s)(XA; aA) ∗aA ✷aAF (s)(XA; aA), (1.34)
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F (s)(XA; aA) is the Fronsdal tensor
F (s)(XA; aA) = ✷d+2h(s)(XA; aA)− s(aA∇˜A)D(s−1)(XA; aA), (1.35)
and D(s−1)(XA; aA) is the deDonder tensor or traceless divergence of the higher spin
gauge field
sD(s−1)(XA; aA) = (∇˜A∂aA)h(s)(XA; aA)−
1
2
(aA∇˜A)✷aAh(s)(XA; aA), (1.36)
✷aAD
(s−1)(XA; aA) = 0.
The initial gauge variation of order zero in the spin s field is
δ(0)h
(s)(XA; aA) = s(aA∇˜A)ǫ(s−1)(XA; aA), (1.37)
with the traceless gauge parameter for the double traceless gauge field
✷aAǫ
(s−1)(XA; aA) = 0, (1.38)
From (1.33)-(1.36) we see that scaling behaviour of all terms in the free action is
the same as in the first term with the Laplacian, so we need only analyze the main
term ∫
dd+2X
(
h
(s)
A1A2...As
∇˜A∇˜Bh(s)B1B2...BsηABηA1B1 . . . ηAsBs + . . .
)
. (1.39)
In curvilinear coordinates with metric (1.13) and after restriction of the fields (1.22)
we obtain∫
due(d−2s)udd+1x
√
g(x)
×
(
h(s)µ1µ2...µs(u, x)(∇2u + gµν(x)∇µ∇ν)h(s)ν1ν2...νs(u, x)gµ1ν1(x) . . . gµsνs(x) + . . .
)
, (1.40)
and we see that the Weyl rescaling (1.25) of [55] removes the factor e(d−2s)u in
the measure and prepares the free action for the Kaluza-Klein procedure (1.26),
(1.27). Instead of this Weyl rescaling and hereupon the following Kaluza-Klein mode
extraction we propose the general u dependence restriction (1.24), more suitable in
this massless case.
To understand that, we focus now on the free gauge transformation (1.37). Next
we apply the same type of reduction condition to the gauge parameter
ǫ(s−1)(XA; aA) => ǫ(s−1)(u, x; au, aµ)|au=0 = ǫ(s−1)(u, x; aµ), (1.41)
which maps the d + 2 dimensional tracelessness condition (1.38) onto the d + 1
dimensional one
gµν(x)∂aµ∂aν ǫ
(s−1)(u, x; aµ) = ✷aµǫ
(s−1)(u, x; aµ) = 0. (1.42)
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Then we see that the Weyl rescaling of gauge fields (1.25) and the transformation
rule (1.37) require the same type of Weyl rescaling for the gauge parameter
ǫ(s−1)(u, x; aµ) => e(s−d/2)uǫ(s−1)(u, x; aµ). (1.43)
So finally applying (1.17)-(1.24), (1.41) and (1.43) to (1.37), we obtain the following
expression
δ(0)h
(s)(u, x; aµ) = se(d/2−s)u(au∇u + aµDµ)e(s−d/2)uǫ(s−1)(u, x; aµ)
= s[aµ∇µ + au(∂u − s− d/2 + 2)]ǫ(s−1)(u, x; aµ). (1.44)
Analyzing the last expression we see that the second term in the bracket vanishes
when we choose the ”massless” mode (1.29). So we see that for the special mode
m = s + d/2 − 2 of the gauge field h(s)(x; aµ) = h(s)(m)(x; aµ) and gauge parameter
ǫ(s−1)(x; aµ) = ǫ
(s−1)
(m) (x; a
µ), radial reduction restores the usual gauge transformation
for a free AdSd+1 massless gauge field from 1.44
δ(0)h
(s)
(s+d/2−2)(x; a
µ) = s(aµ∇µ)ǫ(s−1)(s+d/2−2)(x; aµ), (1.45)
which we cannot say about the gauge transformation of the complex conjugate mode
h
(s)
(−m)(x; a
µ) with gauge parameter ǫ
(s−1)
(−m)(x; a
µ). On the other hand the reality con-
dition for the field h(s)(x; aµ) leads to the standard condition h
(s)∗
m = h
(s)
−m for the
Kaluza-Klein expansion (1.28), and therefore the natural restriction h
(s)∗
m = h
(s)
m to
only one mode in the reduced action leads to a contradiction with the gauge trans-
formation rule. In other words we cannot satisfy the first order differential equation
(∂u− s− d/2+ 2)ǫ(s−1)(u, x; aµ) = 0 expanding the real parameter ǫ(s−1)(u, x; aµ) in
sin(mu) and cos(mu).
This would force us to switch on another component of the initial d+ 2 dimen-
sional tensor h(s)(u, x; au, aµ) = φ
(s−1)
u (u, x; aµ)au = φ(s−1)(u, x)uµ1...µs−1a
uam1 . . . aµs−1
to compensate the second term in the second line of (1.44) as it was done in [55]. But
in that case we arrive at the set of four unconstrained fields and two unconstrained
parameters in AdSd+1 instead of one double traceless gauge field and one traceless
parameter. To get correctly the action for one massless field on AdSd+1, one should
after the reduction to four unconstrained fields obtain a consistent truncation to
one double traceless field, which is more or less clear in the quadratic free case but
remains completely obscure in the case of an interaction. To overcome this difficulty
we propose instead of Weyl rescaling and the Kaluza-Klein mode extraction, just a
simple restriction of the ”u” dependence for the gauge field (1.24) and the same for
the gauge parameter:
ǫ(s−1)(u, x; aµ) = e2(s−1)uǫ(s−1)(xµ; aµ). (1.46)
Note that the exponential factor in the above formula and in (1.24) is the effec-
tive value of the partial derivative ∂u including Weyl rescaling (1.25), shifting all u
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derivatives by s−d/2, and the exponential factor of the corresponding Kaluza-Klein
mode (1.29) which together with the Wick rotation (1.26), (1.27) shifts u derivatives
by s+ d/2− 2. So we see that on the level of the free equation of motion we get the
same answer as for the Weyl rescaled Kaluza-Klein mode, but we avoid the discrep-
ancy in the gauge transformation role (1.44) which is without Weyl rescaling, and
the Kaluza-Klein expansion looks now as:
δ(0)h
(s)(u, x; aµ) = s[aµ∇µ + au(∂u − 2(s− 1))]ǫ(s−1)(u, x; aµ). (1.47)
Therefore we see that the restrictions (1.24) and (1.46) remove any u dependence
in (1.47) and restore the correct gauge transformation for the remaining massless
double traceless Fronsdal gauge field h(s)(x; aµ)
δ(0)h
(s)(x; aµ) = saµ∇µǫ(s−1)(x; aµ) (1.48)
without problems with reality and with transformations of additional components.
In the same fashion one can prove that the gauge invariant Fronsdal tensor
(1.35) reduces after restriction (1.24) to the ordinary Fronsdal tensor in the AdSd+1
background
F (s)(XA; aA) = e2(s−2)uF (s)(x; aµ), (1.49)
where
F (s)(x; aµ) = ✷d+1h(s)(xµ; aµ)
−(aµ∇µ)
[
(∇ν∂aν )h(s)(x; aµ)− 1
2
(aν∇ν)✷aµh(s)(x; aµ)
]
−[s2 + s(d− 5)− 2(d− 2)]h(s)(xµ; aµ))− gµνaµaνh(s)(xµ; aµ). (1.50)
This tensor is gauge invariant in respect to (1.48) and its last two terms are proper
1/L2 corrections in the AdSd+1 background. Moreover the ”Bianchi” identity for
the Fronsdal tensor being of the same form as in the flat case
(∇ν∂aν )F (s)(x; aµ)− 1
2
(aν∇ν)✷aµF (s)(x; aµ) = 0, (1.51)
immediately proves that our d + 2 dimensional flat space free action described by
(1.33)-(1.36) reduces after our radial reduction presented above to the proper free
Fronsdal action in the d+ 1 dimensional constant curvature background
S0[h
(s)(XA; aA)] =
[∫
due(d+2s−4)u
]
× S[h(s)(xµ; aµ)], (1.52)
where
S[h(s)(xµ; aµ)] =
∫
dd+1x
√
g
[
− 1
2
h(s)(x; aµ) ∗aµ F (s)(x; aµ)
+
1
8s(s− 1)✷aµh
(s)(x; aµ) ∗aµ ✷aµF (s)(x; aµ)
]
, (1.53)
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The overall infinite factor [∫
due(d+2s−4)u
]
, (1.54)
will be discussed in the subsequent section.
2 Cubic interactions of spin 2 fields and Radial
Reduction to AdSd+1
In this section we consider the spin 2 case example and check the radial reduction
proposal for the linearized Einstein-Hilbert action up to the cubic level of interaction.
First of all we expand the Einstein-Hilbert action without cosmological term
Sd+2 =
∫
dd+2
√
GR(G), (2.1)
around the flat background
GMN = ηMN + hMN , (2.2)
and obtain a corresponding linearized expansion for the Lagrangian
Sd+2 =
∫
(L2(h) + L3(h) +O(h
4)). (2.3)
Here§
L2(h) = −1
2
(
1
2
(∂RhMN)(∂
RhMN)− (∂h)M (∂h)M + (∂h)M∂Mh− 1
2
(∂Mh)(∂
Mh)), (2.4)
and
L3(h) = −1
2
(h[(∂h)M(∂h)
M − 3
2
∂RhMN∂
NhMR +
1
4
∂RhMN∂
RhMN
+
1
2
(∂h)M∂Mh− 1
4
∂Mh∂
Mh]− 2∂Mh∂ShMRhRS + 2hMN ∂ShNR∂MhRS
+hMN ∂RhMS∂
ShNR − hMN ∂ShMR∂ShNR −
1
2
hMN ∂MhRS∂
NhRS
+
1
2
hMN ∂Mh∂
Nh− (∂h)M∂MhRShRS + ∂Mh∂MhRShRS), (2.5)
where the derivatives were ordered in a way to get not more than one derivative
acting on one spin two field.
§We use in this section the notation h = hMM for the trace of the spin 2 field and (∂h)
M for the
divergence in a flat background, and correspondingly h = hµµ and (∇h)µ for an AdS background
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Then we turn to d + 1 dimensional gravitational action with cosmological con-
stant¶
Sd+1 =
∫
dd+1
√
G[R(G)− d(d− 1)], (2.6)
and expand around a fixed AdSd+1 background metric gµν =
1
r2
δµν
Gµν = gµν + hµν . (2.7)
The resulting expansion
Sd+1 =
∫
(LAdS2 (h) + L
AdS
3 (h) +O(h
4)), (2.8)
produces quadratic
LAdS2 (h) = −
1
2
√−g[1
2
(∇ρhµν)(∇ρhµν)− (∇σhµσ)(∇ρhρµ) + (∇σhµσ)(∇µh)
−1
2
(∇µh)(∇µh)− (hµν)2 − d− 2
2
h2], (2.9)
and cubic terms
LAdS3 (h) = −
1
2
√−g{ h[(∇h)µ(∇h)µ − 3
2
∇ρhµν∇νhµρ + 1
4
∇ρhµν∇ρhµν
+
1
2
(∇h)µ∇µh− 1
4
∇µh∇µh]− 2∇µh∇σhµρhρσ + 2hµν∇σhνρ∇µhρσ
+hµν∇ρhµσ∇σhνρ − hµν∇σhµρ∇σhνρ −
1
2
hµν∇µhρσ∇νhρσ +
1
2
hµν∇µh∇νh
−(∇h)µ∇µhρσhρσ +∇µh∇µhρσhρσ − d+ 6
6
h3 + (2d+ 1)hhαβh
αβ − 4d
3
hβαh
γ
βh
α
γ},
(2.10)
of a linearized gravitational Lagrangian in an AdS background.
We see that after mnemonically replacing ordinary d+2 dimensional derivatives
by d + 1 dimensional AdS covariant derivatives, and multiplying by
√−g, AdS
expressions (2.9), (2.10) differ from the flat partners (2.4) and (2.5) by corresponding
1/L2 corrections
LAdS(2)Corrections(h) = −
1
2
√−g[−(hµν)2 − d− 2
2
h2], (2.11)
LAdS(3)Corrections(h) = −
1
2
√−g[−d + 6
6
h3 + (2d+ 1)hhαβh
αβ − 4d
3
hβαh
γ
βh
α
γ ]. (2.12)
These we should try to derive using the modified radial reduction scheme described in
the previous section. Actually we should for this interacting case check the following
prescription:
¶In our notation Sd+1 =
∫
dd+1
√
G[R(G)− Λ] where Λ = d(d−1)
L2
, but from now on we put the
radius L = 1
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Writing (2.4) and (2.5) in curvilinear coordinates with metric (1.13) and Christof-
fel symbols (1.14), (1.15), we should finally obtain (2.9) and (2.10) making use for
the case s = 2 of the overall infinite factor (1.54) and the reduction ansatz (1.24).
Taking into account that we have already a proof for the free quadratic theory
of a general spin s, the quadratic reduction for the spin 2 case can teach us how the
different order of derivatives and a careful partial integration in the Lagrangian be-
fore and after the reduction ansatz in the presence of the overall infinite factor (1.54)
may enable us to derive the corrections for the quadratic and cubic Lagrangians for
any spin.
Note also that the factor (1.54) and the reduction ansatz (1.24) for the spin 2
case are [∫
duedu
]
, (2.13)
hµν(u, x
µ) = e2uhµν(x), (2.14)
huµ(u, x
µ) = huu(u, x
µ) = 0. (2.15)
After some long but straightforward calculations we arrive at the following in-
teresting result: In both free and interacting cases the radial reduction procedure
exactly produces right AdSd+1 corrections (2.11) and (2.12) if we apply the reduc-
tion ansatz (2.14) only after partial integrations of all terms with full ∂u derivatives.
These terms all arise in the following form
∫
duedu∂uL(e−2uh(u, x)), (2.16)
where L is a quadratic or a cubic 1/L2 correction term. This partial integration
gives correctly all terms in (2.11) and (2.12) proportional to d. All other terms of
(2.9), (2.10) are produced automatically in the right way independent of derivative
ordering. To avoid this discrepancy with full ∂u derivatives we can slightly modify
our reduction scheme formulating it in two steps. First we can derive the equation
of motion in a flat background and apply the reduction ansatz without any freedom
in derivative ordering and partial integration. Then we can integrate the resulting
equation without factorized infinite factor in the d+1 dimensional Lagrangian. The
result coincides with the action obtained with our prescription for full u derivatives.
3 Cubic interactions of HS fields and Radial Re-
duction to AdSd+1
Now we start to consider the radial reduction in the interacting case for general
spin s. For that we repeat the general formula for a covariant cubic interaction of
higher spin gauge fields in a flat background as presented in [6] and [28]. The main
result of [6, 28] is the following. The gauge invariance fixes in a unique way the cubic
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interaction if the main cyclic ansatz term without divergences and traces is given.
Accordingly in this article we consider only the main term of the cubic interaction
postponing the proof for all other terms to a future publication, and understanding
intuitively that gauge invariance is going to regulate in a correct fashion the radial
reduction for all other terms presented in [6, 28] and classified in corresponding
tables there.
In [6, 28] we considered three potentials h(s1)(X1; a
A), h(s2)(X2; b
A), h(s3)(X3; c
A)
of d+ 2 dimensional flat theory with ordered spins si
s1 ≥ s2 ≥ s3, (3.1)
and with the cyclic ansatz for the interaction
LmainI (h(s1)(X1, aA), h(s2)(X2, bA), h(s3)(X3cA))
=
∑
ni
Cs1,s2,s3n1,n2,n3
∫
dd+2X1d
d+2X2d
d+2X3δ(X3 −X1)δ(X2 −X1)
×T˜ (Q12, Q23, Q31|n1, n2, n3)h(s1)(X1; aA)h(s2)(X2; bB)h(s3)(X3; cC),
(3.2)
where
T˜ (Q12, Q23, Q31|n1, n2, n3)
= (∂aA∂bA)
Q12(∂bB∂cB)
Q23(∂cC∂aC )
Q31(∂aD∇˜D2 )n1(∂bE∇˜E3 )n2(∂cF ∇˜F1 )n3 ,
(3.3)
and the notation ”main” as a superscript means that it is an ansatz for terms
without Divh(si−1) and Trh(si−2). Denoting the number of derivatives by ∆ we have
n1 + n2 + n3 = ∆. (3.4)
We shall later determine and then use the minimal possible ∆. As balance equations
we have
n1 +Q12 +Q31 = s1,
n2 +Q23 +Q12 = s2,
n3 +Q31 +Q23 = s3. (3.5)
These equations are solved by
Q12 = n3 − ν3,
Q23 = n1 − ν1,
Q31 = n2 − ν2. (3.6)
Since the l.h.s. cannot be negative, we have
ni ≥ νi.
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The νi are determined to be
νi = 1/2(∆ + si − sj − sk), i, j, k are all different. (3.7)
It follows that the minimally possible ∆ is expressed by Metsaev’s [5] (using the
ordering of the si).
∆min = max [si + sj − sk] = s1 + s2 − s3. (3.8)
Another result of [6, 28] is the trinomial expression for the coefficients in (3.2) fixed
by Noether’s procedure. Taking into account (3.5)-(3.8) we can write it in the
following elegant form
Cs1,s2,s3n1,n2,n3 = C
s1,s2,s3
Q12,Q23,Q31
= const
(
smin
Q12, Q23, Q31
)
. (3.9)
To investigate a possibility of application for radial reduction in the case of the
cubic interaction, we rewrite (3.2), (3.3) in another form more convenient for the
reduction
LmainI (h(s1)(X, aA), h(s2)(X, bA), h(s3)(X, cA)) =∑
Qij
Cs1,s2,s3Q12,Q23,Q31
∫
dd+2X ∗Q31+n3
cA
K(s1)(Q31, n3; c
A, aA;X)
∗Q12+n1
aA
K(s2)(Q12, n1; a
A, bA;X) ∗Q23+n2
bA
K(s3)(Q23, n2; b
A, cA;X),
(3.10)
where
K(s1)(Q12, n1; a
A, bA;X) = (aA∂bA)
Q12(aB∇˜B)n1h(s1)(X ; bC). (3.11)
So we see that we can express our cubic interaction as a cube of a bitensor function
K(s)(Q, n; a˜, b˜;X) = (a˜∂b˜)
Q(a˜∇˜)nh(s)(X ; b˜), (3.12)
with cyclic index contraction. From (3.12) we use for shortness the notation a˜, b˜, . . .
for d + 2 dimensional objects in curvilinear coordinates to distinguish them from
AdSd+1 dimensional objects when we have index summation. In other words
(a˜∂b˜) = a
A∂bA = a
u∂bu + (a∂b), (3.13)
(a∂b) = a
µ∂bµ , (3.14)
and
(a˜∇˜) = aB∇˜B = au∇u + (aD), (3.15)
(aD) = aµDµ. (3.16)
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Another important point here is the difference in definition of the covariant
differentiation operators (1.18) and (1.19) in the case of interaction. The minimal
object here is a bitensor (3.12) which has two sets of symmetrized indices (i.e. a
and b in (3.12)). In this case we should define covariant differentiation operators for
both sets of indices:
∇u = ∂u − au∂au − aµ∂aµ − bu∂bu − bµ∂bµ , (3.17)
Dµ = ∇µ − au∂aµ − aµ∂au − bu∂bµ − bµ∂bu . (3.18)
Now we have all ingredients to start analyzing the scaling behaviour of interaction
Lagrangian (3.10) in curvilinear coordinates (1.13). First of all we note that in the
new frame the measure and the star contractions only create an additional u phase
∫
dd+2X =
∫
due(d+2)u
√
g, (3.19)
∗Q12+n1a˜ = e−2(Q12+n1)u
Q12+n1∏
k=1
(
←−
∂ auk
−→
∂ auk +
←−
∂ aµk g
µkνk
−→
∂ aνk ), (3.20)
∗Q23+n2
b˜
= e−2(Q23+n2)u
Q23+n2∏
k=1
(
←−
∂ buk
−→
∂ buk +
←−
∂ bµk g
µkνk
−→
∂ bνk ), (3.21)
∗Q31+n3c˜ = e−2(Q31+n3)u
Q31+n3∏
k=1
(
←−
∂ cuk
−→
∂ cuk +
←−
∂ cµk g
µkνk
−→
∂ cνk ). (3.22)
Then taking into account our ”u” dependence restriction (1.24) for all three different
spin fields, we obtain an additional factor
e[2(s1−1)+2(s2−1)+2(s3−1)]u, (3.23)
supplemented with the substitution
∂u => 2(si − 1), (3.24)
in corresponding differentiations, we arrive at the final overall factor
e[d−4−2(
∑
Qij+
∑
ni−
∑
si)]u. (3.25)
Summing lines in (3.5) and using the definition for the number of derivatives (3.4)
we obtain the following expression
e[
∑
si−∆+d−4]u. (3.26)
So we see now that only in the case of the minimal numbers of derivatives (3.8) this
exponent coincides with the infinite factor in front of the free action for the gauge
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field with minimal spin (1.52). In the case of three spins ordered as s1 ≥ s2 ≥ s3 it
is
∑
si −∆min + d− 4 = d+ 2s3 − 4,
(3.27)
with the obvious limit d + 2s − 4 in the self-interacting case s1 = s2 = s3 = s. So
we see that the cubic interaction in the case of the minimal number of derivatives
is relevant for the radial reduction procedure described in the previous section.
Therefore it should produce the right 1/L2 corrections for the main term of the
cubic interaction in AdSd+1.
4 First AdS corrections in the self-interacting case
The main term in the case of a cubic self-interaction can be obtained from the
general expressions (3.2)-(3.6) taking
s1 = s2 = s3 = s, (4.1)
ν1 = ν2 = ν3 = 0, (4.2)
Q23 = n1 = α, (4.3)
Q31 = n2 = β, (4.4)
Q12 = n3 = γ. (4.5)
Then (3.2), (3.3) in curvilinear coordinates (1.8)-(1.12) transform to
LmainI =
∑
α,β,γ
α+β+γ=s
(
s
α, β, γ
)∫
dd+2X
√
G(∂aA∂bA)
γ(∂bB∂cB)
α(∂cC∂aC )
β
[
(∂cF ∇˜F )γh(s)(X ; aA)
] [
(∂aD∇˜D)αh(s)(X ; bB)
] [
(∂bE∇˜E)βh(s)(X ; cC)
]
,(4.6)
where space-time covariant derivatives inside of each rectangular bracket in the
second line work with the corresponding field inside of the bracket but contraction
derivatives ∂a, ∂b, ∂c act on the corresponding field h
(s)(X ; a), h(s)(X ; b) or h(s)(X ; c)
in a cyclic way. Then we see that 1/L2 corrections can arise in two different ways
from the ∂au and ∇u differentiations. The first source is the expansion of terms in
the second line of (4.6). Using (1.17)-(1.19) we have
(∂cF ∇˜F )γ = e−2γu(−∂cu∇u + gµν∂cµDν)γ
= e−2γu[(∂cµD
µ)γ − γ∂cu∇u(∂cµDµ)γ−1 + . . . ]. (4.7)
Using this expansion in powers of (L2)−1 for all three rectangular brackets in the
second line of (4.6) we obtain correction terms with full ∂u derivatives similar to the
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s = 2 case in section 2
L1/L21 = s(s− 1)
∑
α,β,γ
α+β+γ=s−2
(
s− 2
α, β, γ
)∫
dd+1x
√
gdue(d+2−s)u(∂a∂b)
γ+1(∂b∂c)
α+1(∂c∂a)
β+1
∂u
{[
(∂c∇)γe−suh(s)(u, x; a)
] [
(∂a∇)αe−suh(s)(u, x; b)
] [
(∂b∇)βe−suh(s)(u, x; c)
]}
, (4.8)
where we used the notations
(∂a∂b) = g
µν∂aµ∂bν = (∂aµ∂bµ), . . . , (4.9)
(∂a∇) = gµν∂aµ∇AdSν = (∂aµ∇µ), . . . , (4.10)
and discovered the first step of our radial reduction putting to zero all u components
of the tensor gauge field h(s)(u, x; a) = h(s)(u, xµ; aµ) at the end of the calculations.
Following the prescription of section 2 we performed a partial integration in direction
u and then only applied the final ansatz for the u dependence of the h(s) field in
AdS space (1.24)
e−suh(s)(u, x; a) = e(s−2)uh(s)(x; a). (4.11)
Thus we arrived at the final expression for this 1/L2 correction term
L1/L21 =
[∫
due(d+2s−4)u
]
s(s− 1)(s− d− 2)
∑
α,β,γ
α+β+γ=s−2
(
s− 2
α, β, γ
)∫
dd+1x
√
g
(∂a∂b)
γ+1(∂b∂c)
α+1(∂c∂a)
β+1
[
(∂c∇)γh(s)(x; a)
] [
(∂a∇)αh(s)(x; b)
] [
(∂b∇)βh(s)(x; c)
]
,
(4.12)
with the same infinite factor in front as before.
The second source for a correction arises in the expansion of three contraction
terms like
(∂aA∂bA)
γ = e−2γu(−∂au∂bu + gµν∂aµ∂bν )γ
= e−2γu[(∂a∂b)
γ − γ∂au∂bu(∂a∂b)γ−1 + . . . ]. (4.13)
Performing a calculation similar to the previous case we obtain a final expression
for this correction:
L1/L22 = −
[∫
due(d+2s−4)u
]
(s+ 1)s(s− 1)
∑
α,β,γ
α+β+γ=s−2
(
s− 2
α, β, γ
)∫
dd+1x
√
g
(∂a∂b)
γ+1(∂b∂c)
α+1(∂c∂a)
β+1
[
(∂c∇)γh(s)(x; a)
] [
(∂a∇)αh(s)(x; b)
] [
(∂b∇)βh(s)(x; c)
]
.
(4.14)
Note that the second correction looks similar to the first one but without d dependent
factor coming from the partial u integration which we do not have in the second
case. The overall factor s+1 specific for the second case arose from the combination
(α+β+γ+3) surviving in front of the trinomial reduced to the level α+β+γ = s−2.
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5 All order AdS corrections for the main term of
the self-interaction
Led by the success of the considerations in the previous section we start to calculate
all 1/L2 corrections for the main term (4.6). For that purpose we expand all three
contracting terms till the end in (4.6)
(∂aA∂bA)
γ(∂bB∂cB)
α(∂cC∂aC )
β = e−2su
γ∑
n3=0
β∑
n2=0
α∑
n1=0
(
γ
n3
)(
α
n1
)(
β
n2
)
(−1)n1+n2+n3
(∂aµ∂bµ)
γ−n3(∂bν∂cν)
α−n1(∂cλ∂aλ)
β−n2(∂au∂bu)
n3(∂bu∂cu)
n1(∂cu∂au)
n2, (5.1)
and do the same with all three covariant derivative terms[
(∂cF ∇˜F )γh(s)(X ; aA)
] [
(∂aD∇˜D)αh(s)(X ; bB)
] [
(∂bE∇˜E)βh(s)(X ; cC)
]
= e−2su
γ∑
m3=0
β∑
m2=0
α∑
m1=0
(
γ
m3
)(
α
m1
)(
β
m2
)
(−1)m1+m2+m3
[
(∂cµD
µ)γ−m3(∂cu∇u)m3h(s)(u, xµ; au, aµ)
] [
(∂aνD
ν)α−m1(∂au∇u)m1h(s)(u, xµ; bu, bµ)
]
[
(∂bλD
λ)β−m2(∂bu∇u)m2h(s)(u, xµ; cu, cµ)
]
. (5.2)
Then collecting the same type ∂au , ∂bu , ∂cu of derivatives from both expressions (5.1)
and (5.2), we can perform the first step of our reduction procedure putting to zero
all u components of the final expressions to zero after the differentiations and con-
tractions in a careful way. For that we should use the following crucial formulas
[
(∂au)
m1+n2+n3(∂cµD
µ)γ−m3h(s)(u, xµ; au, aµ)
] |au=0 = (γ −m3)!(−1)m1+n2+n3
(γ −m3 −m1 − n2 − n3)!
(∂aν∂cν )
m1+n2+n3(∂cµ∇µ)γ−m3−m1−n2−n3h(s)(u, xµ; aµ) + trace terms, (5.3)[
(∂bu)
m2+n1+n3(∂aµD
µ)α−m1h(s)(u, xµ; bu, bµ)
] |bu=0 = (α−m1)!(−1)m2+n1+n3
(α−m1 −m2 − n1 − n3)!
(∂aν∂bν )
m2+n1+n3(∂cµ∇µ)α−m1−m2−n1−n3h(s)(u, xµ; bµ) + trace terms, (5.4)[
(∂cu)
m3+n1+n2(∂bµD
µ)β−m2h(s)(u, xµ; cu, cµ)
] |cu=0 = (β −m2)!(−1)m3+n1+n2
(β −m2 −m3 − n1 − n2)!
(∂bν∂cν)
m3+n1+n2(∂bµ∇µ)β−m2−m3−n1−n2h(s)(u, xµ; cµ) + trace terms. (5.5)
After that we take into account that α + β + γ = s and rearrange the summations
coming from (5.1), (5.2) in the following way∑
n3≥0
∑
n2≥0
∑
n1≥0
(−1)n1+n2+n3 =
∑
N≥0
(−1)N
∑
n1,n2,n3
n1+n2+n3=N
, (5.6)
∑
m3≥0
∑
m2≥0
∑
m1≥0
(−1)m1+m2+m3 =
∑
M≥0
(−1)M
∑
n1,n2,n3
m1+m2+m3=M
. (5.7)
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After that we introduce instead of α, β, γ new summation variables
α˜ = α−m1 −m2 − n1 − n3 = α∗(m)−m1 −m2, (5.8)
β˜ = β −m2 −m3 − n1 − n2 = β∗(m)−m2 −m3, (5.9)
γ˜ = γ −m3 −m1 − n2 − n3 = γ∗(m)−m3 −m1. (5.10)
with corresponding summation limits and constraints
0 ≤ α˜, β˜, γ˜ ≤ s− 2(M +N), (5.11)
α˜ + β˜ + γ˜ = s− 2(M +N), (5.12)
α∗(m) + β∗(m) + γ∗(m) = s− 2N, (5.13)
M = n1 + n2 + n3, (5.14)
N = m1 +m2 +m3. (5.15)
Collecting all terms, using the shortening notations (4.9), (4.10) for the contrac-
tion of AdS indices, and taking relations (∇u)mih(s)(u) = esu(∂u)mie−suh(s)(u) into
account, we arrive at the following important preliminary expression
∫
due(d+2−s)u
∫
dd+1x
√
g
∑
N
∑
M
(−1)Ns!
(s− 2(N +M))!
∑
m1,m2,m3
m1+m2+m3=M
1
m1!m2!m3!
∑
n1,n2,n3
n1+n2+n3=N
(
α∗(m) + n1 + n3
n1
)(
β∗(m) + n1 + n2
n2
)(
γ∗(m) + n3 + n2
n3
)
∑
α˜,β˜,γ˜
α˜+β˜+γ˜=s−2(N+M)
(
s− 2(N +M)
α˜, β˜, γ˜
)
(∂a∂b)
γ˜+N+M(∂b∂c)
α˜+N+M(∂c∂a)
β˜+N+M
[
(∂u)
m3(∂c∇)γ˜e−suh(s)(x; a)
] [
(∂u)
m1(∂a∇)α˜e−suh(s)(x; b)
] [
(∂u)
m2(∂b∇)β˜e−suh(s)(x; c)
]
.
(5.16)
For finishing our task we should investigate the sum in the second line of this for-
mula. Using a computer we learned that the result is a symmetric polynomial
PN(α
∗, β∗, γ∗) in α∗(m), β∗(m), γ∗(m) defined as
1
N !
PN(α
∗, β∗, γ∗) =
∑
n1,n2,n3
n1+n2+n3=N
(
α∗(m) + n1 + n3
n1
)(
β∗(m) + n1 + n2
n2
)(
γ∗(m) + n3 + n2
n3
)
,
(5.17)
that depends only on the sum of variables
α∗(m) + β∗(m) + γ∗(m) = s− 2N, (5.18)
PN (α
∗, β∗, γ∗) = PN(s− 2N), (5.19)
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and therefore the second line of (5.16) does not depend on m1, m2, m3. As a result
we can take the sum over m1, m2, m3 and obtain the full u derivative of power
M = n1 + n2 + n3.
PerformingM times a partial integration over u and restricting the u dependence
of the field after that in agreement with our second step of the radial reduction (4.11)
we obtain finally the following elegant formula
∫
due(d+2s−4)u
∫
dd+1x
√
g
∑
N
∑
M
(−1)N+Ms!(d+ 2− s)MPN(s− 2N)
(s− 2(N +M))!M !N !
∑
α˜,β˜,γ˜
α˜+β˜+γ˜=s−2(N+M)
(
s− 2(N +M)
α˜, β˜, γ˜
)
(∂a∂b)
γ˜+N+M(∂b∂c)
α˜+N+M(∂c∂a)
β˜+N+M
[
(∂c∇)γ˜h(s)(x; a)
] [
(∂a∇)α˜h(s)(x; b)
] [
(∂b∇)β˜h(s)(x; c)
]
, (5.20)
which inherits a structure similar to that of the main term but with diminished
couples of covariant derivatives and a nontrivial numerical factor.
6 Concluding remarks
We have constructed the AdS corrections to the main term of the cubic self-
interaction with the minimal number ∆min of derivatives for three equal spins by
a new modified method of radial reduction where all quantum fields are carried by
a real AdS space. For given spin s and ∆min = s we derived all 1/L
2 correction
terms (5.20) in the elegant form of series of terms with numbers s − 2(M + N) of
derivatives, where 0 ≤ M + N ≤ s
2
. This we proved for the main terms of the
cubic interaction which do not contain trace or deDonder terms. They appear with
coefficients that are polynomials in the dimension d + 1 and spin number s with
rational coefficients. From this beautiful form of the AdS corrections to the main
term we can expect that the same method can be used for the derivation of the
AdScorrections to the remaining terms of the cubic interaction including traces and
deDonder terms connected with the main term by Noether’s procedure described in
details for the flat case in [6] and [28].
Acknowledgments
We are indebted to Hrachya Khachatryan for accurate derivation and careful
checking of the formulas for linearized interacting Einstein-Hilbert actions in flat
and AdS backgrounds, which helped us a lot to find the correct way of formulating
radial reduction in the general case.
This work is partially supported by Volkswagen Foundation. R. Manvelyan and
R. Mkrtchyan were partially supported by the grant of the Science Committee of
21
the Ministry of Science and Education of the Republic of Armenia under contract
11-1c037. Work of R. Manvelyan was also partially supported by grant ANSEF
2012.
Appendix: Differential operator algebras
A. The algebra generated by a0, aµ, ∂a0, ∂aµ and (a, ∇ˆ)
In this appendix we consider a possible radial reduction algorithm for the main ob-
ject of equation of motion including cubic interaction (3.10): the bitensorial function
K(s)(Q, n; a˜, b˜;X)
K(s)(Q, n; a˜, b˜;X) = (a˜∂b˜)
Q(a˜∇˜)nh(s)(X ; b˜). (A.1)
This term should generate all AdS corrections proportional to powers of 1/L2. For
that we study these operators in a representation that act on ground states
h(s)(X ; b˜)|bu=0 = h(s)(u, xµ; bµ) = e2(s−1)uh(s)(xµ; bµ). (A.2)
Then we can obtain these AdS corrections expanding all flat d+2 dimensional objects
in term of d+1 dimensional AdS space derivatives and vectors, and contracting over
all au, bu, cu, and replacing ∂u with 2(s − 1). For convenience we replace from now
on all ”u”-components of auxiliary vectors by ”0”.
So we must deal with the following d + 1 dimensional expansion for the n’th
power of d+ 2 dimensional derivatives
(a˜∇˜)n = (a0∇u + aµDµ)n, (A.3)
where the operators
∇u = ∂u − a0∂a0 − aµ∂aµ − b0∂b0 − bµ∂bµ , (A.4)
Dµ = ∇µ − a0∂aµ − aµ∂a0 − b0∂bµ − bµ∂b0 , (A.5)
should be realized on ground state (A.2). It follows immediately that we can replace
∂u by 2(s− 1) and b0∂b0 + bµ∂bµ by s. So effectively we have
∇u = s− 2− a0∂a0 − aµ∂aµ , (A.6)
and
a0∇u + aµDµ = aµ∇AdSµ (g)− aµRbµ − R, (A.7)
Rbµ = b
0∂bµ + bµ∂b0 , (A.8)
(a, Rb) = (a, b)∂b0 + b
0(a, ∂b), (A.9)
R = a0[2(a∂a)− s+ 2] + (a2 + (a0)2)∂a0 , (A.10)
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act on ground states (A.2). These ground states can be characterized by the fact
that they are annihilated by the operator ∂b0 , and by the total symmetry in the
argument.
The operator of interest is
((a, ∇ˆ)− R)n, (A.11)
where
∇ˆµ = ∇AdSµ (g)−Rbµ. (A.12)
It is advantageous in the sequel to write the operator (A.10) in the following way
R = a0[2(Naµ +Na0)− s+ 2] + (a2 − (a0)2)∂a0 (A.13)
Naµ = a
µ∂aµ , (A.14)
Na0 = a
0∂a0 , (A.15)
with the following important algebraic relations:
[(Naµ +Na0), R] = R, (A.16)
[(Naµ +Na0), (a, ∇ˆ)] = (a, ∇ˆ), (A.17)
[R, (a, ∇ˆ)] = 2a0(a, ∇ˆ). (A.18)
We should evaluate (A.11) on the ground state (A.2) | 0 >= e2(s−1)uh(s)(xµ; bµ),
where
aµ∂aµ | 0 > = a0∂a0 | 0 >= 0, (A.19)
R | 0 > = (2− s)a0 | 0 > . (A.20)
Expanding therefore this operator power (A.11) into a noncommutative binomial
series we get
[(a, ∇ˆ)−R]n | 0 >=
n∑
p=0
(−1)p
∑
n−p≥ip≥ip−1≥ip−2...≥i1≥1
(a, ∇ˆ)n−p−ipR(a, ∇ˆ)ip−ip−1R(a, ∇ˆ)ip−1−ip−2 . . . R(a, ∇ˆ)i1 | 0 > .
(A.21)
Then using relation
[R, (a, ∇ˆ)i] = 2ia0(a, ∇ˆ), (A.22)
we can rewrite (A.21) in the following form
[(a, ∇ˆ)− R]n | 0 >=
n∑
p=0
(−1)p(a, ∇ˆ)n−p
∑
n−p≥ip≥ip−1≥ip−2...≥i1≥0
(2ipa
0 +R)(2ip−1a
0 +R)...(2i2a
0 +R)(2i1a
0 +R) | 0 > .
(A.23)
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Now introducing the new notation φik = 2ika
0 +R and using (A.13) and (A.16) we
obtain
[(a, ∇ˆ)− R]n | 0 >=
n∑
p=0
(−1)p(a, ∇ˆ)n−p
∑
n−p≥ip≥ip−1≥ip−2...≥i1≥0
φipφip−1 . . . φi2φi1 | 0 >, (A.24)
where after taking into account that
[Naµ +Na0 ]φim . . . φi2φi1 | 0 >= mφim . . . φi2φi1 | 0 >, (A.25)
we have φik as a very simple ”creation” operators
φik = a
0[2(ik + k)− s] + [a2 − (a0)2]∂a0 . (A.26)
The summation over the labels {ik}, k ≤ p−1 yields a polynomial in a0 and (a)2
of the form
p
2∑
k=0
ξk(ip)(a
2)k(a0)
p−2k, (A.27)
and at the end we have to insert ip = n− p .
B. The algebra generated by (a,∇AdS) and b0(a, ∂b), (a, b)∂b0
It remains to evaluate the factors
(a, ∇ˆ)p = [(a,∇AdS)− (L+ + L−)]p
=
p∑
n=0
(−1)n
(
p
n
)
(a,∇AdS)p−n(L+ + L−)n, (B.1)
where L+, L− generate a Lie algebra
L+ = b0(a, ∂b), L
− = (a, b)∂b0 , (B.2)
[L+, L−] = H = a2b0∂b0 − (a, b)(a, ∂b), (B.3)
[H,L±] = ±2a2L±. (B.4)
Representations of this Lie algebra are created from an (s + 1)-dimensional vector
space of ”null vectors” Φn(a; b) of ”level” n
Φn(a; b) = h
(s)
µ1,µ2,...µs
aµ1aµ2 ...aµnbµn+1bµn+2 ...bµs , L−Φn(a; b) = 0, (B.5)
for any fixed tensor function hs. From (B.4) follows that starting from Φ0(a; b) all
Φn(a; b) can be produced by application of H
HΦ0(a; b) = −s(a, b)Φ1(a, b), (B.6)
H2Φ0(a; b) = [s]2(a, b)
2Φ2(a; b) + sa
2(a, b)Φ1(a; b), (B.7)
H3Φ0(a; b) = −{[s]3(a, b)3Φ3(a; b) + 3[s]2a2(a, b)2Φ2(a; b) + s(a2)2(a, b)Φ1(a; b)}. (B.8)
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The ansatz
HnΦ0(a; b) = (−1)n{[s]n(a, b)nΦn(a; b) +
n−1∑
r=1
A
(n)
n−r[s]n−r(a
2)r(a, b)n−rΦn−r(a; b)},
(B.9)
implies the recursion
A
(n)
r−1 + rA
(n)
r = A
(n+1)
r , (B.10)
A(n)r = 0 for r > n. (B.11)
The first order difference equation (B.10) has the unique solution
A(n+p+1)n =
n∑
k=1
kA
(k+p)
k . (B.12)
The easiest way to exploit eqs. (B.10)-(B.12) is by an ansatz
A(n+p)n =
p∑
m=1
σ(p)m
(
n+ p
m+ p
)
, (B.13)
where the coefficients σ
(p)
m are natural numbers. These coefficients satisfy recursion
relations that can be used to determine them.
With the help of the basis {Φn(a; b)}sn=0 of null vectors the representation of the
Lie algebra can be constructed as follows. We start from
(L+ + L−)nΦ0(b) =
n∑
p=0
∑
n−p≥ip≥ip−1≥ip−2...≥i1≥1
(L+)n−p−ipL−(L+)ip−ip−1L−(L+)ip−1−ip−2L−...(L+)i1Φ0(b). (B.14)
Only commutators of L− with powers of L+ arise
[L−, (L+)i] = −
i−1∑
k=0
(L+)i−k−1H(L+)k =
−
i−1∑
k=0
(L+)i−1(H + 2ka2) = −(L+)i−1(iH + [i]2 a2). (B.15)
Here we recognize that the whole basis {Φn(a; b)} of null vectors is produced from
Φ0(b) by the action of H . With the shorthand
ψi = iH + [i]2 a
2, (B.16)
the result is
n∑
p=1
(−1)p(L+)n−p
∑
p=ip≥ip−1≥ip−2...≥i2≥i1≥1
ψip−p+1ψip−1−p+2ψip−2−p+3...ψi2−1ψi1Φ0(b).
(B.17)
The sum is a homogeneous polynomial of H and a2 of degree p, remember that H
is second order in a as well.
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