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 Transient extreme ultraviolet (XUV) spectroscopy is used to investigate ultrafast 
photophysics in lead iodide (PbI2) and methylammonium lead iodide perovskite (MAPbI3). Sub-
30 fs pulses of XUV light are produced to use as a probe in a tabletop instrument using high-
harmonic generation. PbI2 and MAPbI3 both absorb XUV radiation at the iodine N4,5 edge, which 
arises from transitions from the core I 4d orbitals to the valence and conduction bands of the 
semiconductor materials. Static measurements at this edge probe the iodine partial density of 
states of the conduction band, showing good agreement with spectra predicted using density 
functional theory (DFT). Excitation in the visible promotes electrons from the valence bands to 
the conduction bands, resulting in photogenerated charge carriers (holes and electrons). The 
XUV valence band region shows new transitions from the core states into the unoccupied holes, 
providing a tool for understanding hole dynamics in semiconductor materials. The transient 
signals in the XUV conduction band region result from a combination of state-blocking (band-
filling) and band-gap renormalization. This can be disentangled but will require further 
theoretical modeling to fully extract electron dynamics. XUV and optical transient absorption 
(OTA) together reveal unequal cooling in MAPbI3, with the initial excitation giving more excess 
energy to the hole distribution than the electron distribution. The distributions show rapid 
cooling by carrier-phonon coupling in the first few hundred fs followed by slow cooling due to 
the hot-phonon bottleneck effect for tens to hundreds of ps. The cooling dynamics differ, 
indicating that the electron-phonon and hole-phonon coupling pathways are independent. 
Additional modeling and DFT prediction are used to better understand fitting OTA data to 
extract carrier distributions with unequal energy in each band. It is shown that OTA is more 
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CHAPTER 1: HIGH HARMONIC GENERATION AS AN XUV SOURCE 
Initial instrument design by Dr. Josh Vura-Weis and Dr. Ming-Fu Lin 
 
SECTION 1.1: INTRODUCTION 
 Each region of the electromagnetic spectrum is used to probe different chemical or 
photophysical properties. In this dissertation, extreme ultraviolet (XUV) radiation is used to probe 
semiconductor photophysics after visible excitation. The iodine N4,5 edge (transitions from the core 
iodine 4d levels to the conduction and valence bands) of lead iodide (PbI2) and methylammonium 
lead iodide (CH3NH3PbI3 or MAPbI3) is focused on, with emphasis on photovoltaic applications. 
XUV is defined here as the range from 30 to 100 eV (10 to 40 nm). It is between the vacuum 
ultraviolet and soft x-ray regions, and it shares the strong absorption by matter (including air) with 
those photons, requiring ultra-high vacuum systems to properly use. It also has element specificity 
from the large difference in energy between the core levels of different elements and carrier 
specificity by probing transitions into the valence and conduction bands separated in energy by the 
band gap. 
 Semiconductor materials are ubiquitous in modern life for their applications in electronics, 
photovoltaics, and opto-electronics. New materials are continuously being investigated for use in 
these fields in order to achieve higher efficiency, cheaper manufacturing, or novel applications. 
Transient XUV spectroscopy gives one more tool for understanding the ultrafast photophysics of 
semiconductor materials to aid in designing the next generation of materials and devices. 
 The first chapter of this dissertation describes a method used to obtain ultrashort pulses of 
XUV radiation and the specific instrument used for the studies in the later chapters. The second 
chapter discusses the static and transient spectra of PbI2, providing an understanding of how to 
interpret the spectra and what information can be gained, as well as identifying the primarily non-
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radiative recombination pathway at high carrier density. The third chapter focuses on the cooling 
of hot carriers in MAPbI3 and how this technique complements optical transient absorption (OTA) 
to observe both the hole and electron dynamics separately. The final chapter diverges to focus on 
the theory behind understanding OTA data when the holes and electrons do not behave identically, 
as observed in the perovskite chapter. Additional details on the computational methods and sample 
preparation and characterization are found in the appendices. 
SECTION 1.2: HIGH HARMONIC GENERATION BASICS 
High harmonic generation (HHG) 
is a non-linear interaction between a 
strong laser field and a medium which 
results in the generation of high-order 
harmonics of the driving laser.1 Most 
commonly a noble gas is used for the 
generation medium, which can achieve 
harmonics of order 101-102 for a near-
infrared (NIR) driving laser. The electric field used is too strong to be treated as a perturbation; 
however, a semi-classical model2 (described in Figure 1) accurately describes the process. The 
electric field distorts the atomic Coulomb potential of the medium, allowing a valence electron to 
tunnel ionize. This electron is then accelerated by the oscillating electric field of the driving laser 
and recombines with the parent ion, releasing its acquired energy as XUV radiation. The emitted 
spectrum has a broad plateau of sharp peaks (spaced by double the driving laser energy) with a 
cutoff at the maximum energy of the ionized electron. This cutoff is proportional to the 
pondermotive potential of the driving laser and the ionization potential of the medium. The 
 
Figure 1: High-harmonic generation can be modeled 
semi-classically with three steps: (1) tunnel ionization, 




experiments described here were 
done using argon as the 
generation medium. Example 
output for different media are 
shown in Figure 2. The ultrafast 
(~20 fs) and broadband nature of 
this source make it suitable for 
time-resolved absorption 
measurements as an in-lab 
complement to user facilities 
such as synchrotrons and free-electron lasers. This technique has been pursued for this capability 
as well as the ability to achieve transform-limited pulses in the attosecond range.3 
SECTION 1.3: THE VURA-WEIS INSTRUMENT 
The instrument (shown in Figure 3) uses a SpectraPhysics SpitFire Ace regenerative 
amplifier as its primary laser source to generate up to 6 mJ pulses of 800 nm with an optimum 
duration of 35 fs and a 1 kHz repetition rate for 6 W of output power. It is driven by a MaiTai SP 
seed laser and an Empower 45 pump laser. The output is split into two paths to use for the HHG 
(XUV) probe and the visible pump. These two outputs are compressed separately (with the pump 
internal to the amplifier and the probe external) to decouple the optimization between the two 
paths, as the HHG process requires fine control over the pulse compression. They are thus 
referenced as the external compressor (EC) and internal compressor (IC) paths. Unless otherwise 
 
Figure 2: Example HHG spectra for argon and neon generation 





noted, all mirrors are dielectric mirrors designed for optimum performance for the ultrashort NIR 
fundamental beam (CVI Laser Optics, TLM1-800-45-2037). 
For standard operation, approximately 4 W of output is sent to the EC path for use in 
generating the XUV probe. This is focused using a fused silica 75 cm focal length lens (Newport, 
SPX032AR.16) through a long gas tube for the HHG process, with the focus used to burn a small 
aperture in the end of the tube. This aperture is lengthened into a short tunnel by the application of 
tape to the 0.002” metal shim used as the cap. This is the semi-infinite gas cell geometry,4 used for 
its high flux and ease of alignment. The gas medium is either argon (for < 60 eV) or neon (for > 
40 eV); or helium (for > 40 eV, cheaper than neon but less stable). The primary target in this 
dissertation is the iodine N-edge at ~50 eV, so the dominantly used gas is argon. The gas flow is 
controlled by a pressure-flow feedback system (MKS, 250E-1-D) to keep the cell at a set pressure. 
Photons of this energy range are absorbed strongly by all matter, including air, so the 
system is kept under high or ultra-high vacuum for the rest of the beam path. The four chambers 
 
Figure 3:  The Vura-Weis tabletop HHG-based transient XUV instrument. Comp. is the external 
compressor described in the text. The OTA paths are omitted for clarity. 
5 
 
can be isolated by gate valves in case of catastrophic failure and each have independent 
turbomolecular pumps and a shared roughing pump. The optics chamber first has a silicon mirror 
(Electro Optical Inc.), set in a copper block as a heat sink, at close to Brewster’s angle for the NIR 
driving laser to remove the bulk of it from the beam path. Roughly half of the XUV photons are 
reflected from this optic. Then there is a set of adjustable metal filters (Lebow) to remove the 
remaining NIR. For argon, 100 nm aluminum filters are primarily used. For neon or helium, a 
combined aluminum-zirconium filter (50 nm aluminum to reflect the NIR plus 300 nm zirconium) 
can be used to probe above the aluminum edge at ~70 eV. 
After the driving laser is removed, a gold-coated toroidal mirror (ARW Optical Corp, R1 = 
88.55 mm, R2 = 11657.3 mm) focuses the XUV photons for 1:1 imaging from the generation to 
the sample. The toroidal mirror is required for the glancing incidence used to minimize attenuation 
during the reflection. The samples are positioned using a three-axis stage system (2x Newport 
MFA-CCV6, 1x Newport UTS50PPV6) with two inches of travel in the horizontal direction 
perpendicular to the beam, and one inch for the other two directions. Absorption measurements 
are taken in the transmission geometry. 
The beam is refocused using a second toroidal mirror (ARW Optical Corp, R1 = 54.9 mm, 
R2 = 4697.5 mm) and dispersed using a grating (Newport plane ruled reflection grating, 
53107FS02-110R, 600 lines/mm, 2.67°) onto an array CCD (Andor, iKon-L SO back-illuminated 
CCD camera: 2048x2048 pixel,13.5um/pixel, no AR coating, 5MHz, -75C) for simultaneous full-
spectrum detection, again at 1:1 imaging of the source. The toroidal is designed to focus the first-
order diffraction peaks from the grating onto the surface of the CCD, including the effects of 
anomalous magnification (discussed along with alignment of toroidal optics in Section 1.4). 
Approximately 104 photons / 0.1 eV / pulse reach the detector. This is low brilliance compared to 
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user facility sources such as synchrotrons and free-electron lasers, but it is sufficient for achieving 
reasonable signal-to-noise in seconds (ground state) to hours (pump-probe with ~mΔA signal). 
The output from the CCD is obtained via a computer using LabVIEW. The LabVIEW software 
also controls the sample stages and the delay stage and shutter (below) for a single console 
instrument control system. 
The output of the IC is split using a 40:60 (reflection : transmission) beamsplitter (Newport, 
10RQ00UB.4), with the transmission going through a reflective telescope as input to a non-linear 
optical parametric amplifier (NOPA, Light Conversion TOPAS-White) for generation of pump 
wavelengths from 500 to 1000 nm. The reflection from the beamsplitter is split again with a 90:10 
beamsplitter (Alto Photonics, 045-7790PB), with the reflection telescoped and doubled by second 
harmonic generation (SHG) to 400 nm using a beta barium oxide (BBO) crystal (Newlight 
Photonics, 29.2 degrees, 10x10x0.1 mm) as another option for the pump. The pump is swapped 
using a removable silver mirror. All mirrors after the NOPA/SHG are protected silver for use over 
the broad range of wavelengths. The pump-probe delay is controlled by a one-meter delay stage 
(Aerotech, Inc., PRO165LM-1000-TTU-LTAS-1000-X-CMS-LIFTING-NO PLOTS) and a 
shutter is used to gate the pump-on vs pump-off measurements for the XUV instrument. 
The transmission of the second beamsplitter is used to generate a white light continuum by 
focusing through a sapphire plate. This is used as the probe for an optical transient absorption 
(OTA or tUV/Vis) system as a complement to the XUV instrument. The OTA system uses the 
same pump sources as the XUV one, with pump-probe delay controlled by the delay stage and 
pump-on vs pump-off gating via a synchronized chopper. The OTA system is controlled by a 




SECTION 1.4: DAY-TO-DAY OPERATION 
HHG is a highly non-linear process, and 
as such can have large changes in output from 
small changes in conditions. The ability to find 
conditions with a broad continuum, high 
stability, good resolution, and high flux is critical 
for obtaining good spectra. Ambient conditions 
such as temperature, humidity, and pressure 
impact the sensitive harmonic generation 
process, so conditions drift over time. This 
section will focus on argon, but tuning other gases is similar. The primary knobs to tune are the 
driving laser compression, the driving laser focus position, the driving laser power, an iris on the 
driving laser, and the gas pressure. The five 
tuning parameters give a large tuning 
space, as the optima for each does depend 
on the other parameters. Shown in Figure 4 
are examples of sharp harmonic and broad 
harmonics. For full spectral coverage, a 
broad continuum is preferred, with the 
broadness coming from breaking the 
inversion symmetry constraints that give 
the harmonic character of the HHG output. 
 
Figure 5: Resonant spectra of XUV standards. Metal 
oxides show a strong signal from the metal 3p to 3d 
transitions, while the lead iodide signal is from the 
iodide 4d to conduction band transitions as discussed 
in Chapter 2. 
 
Figure 4: Examples of sharp (red) and broad 
(black) harmonic output. The gaps in the sharp 





The ideal conditions are identifying during tuning by observing the raw transmission 
spectrum, as well as the shape of the absorption spectrum of a good standard such as a metal oxide 
or lead iodide (spectra in Figure 5) as well as calibration standards for ideal resolution such as 
krypton and xenon (spectra in Figure 6). Along with the neutral gases, the ionized forms can be 
generated by the residual of the driving laser for the HHG process. Depending on conditions, 
singly, doubly, or triply ionized species will be present. 
For the laser compression, it primarily impacts with the sharpness of the spectrum. If the 
compression is not short enough (close to the minimum 35 fs for the SpitFire Ace system), then 
the peak intensity will not be high enough to generate harmonics. Once close, the longer pulse 
generates sharper harmonics and the shorter pulse broader. In the limit of a single-cycle pulse (not 
available for this system), there will be no harmonic character and there will be a full continuum 
for the output. There will also be a change in conditions for positive chirp versus negative chirp, 
with the theoretical optimum being a slightly negative chirp.5,6 If no harmonics are generated, then 
the pulse length should be optimized by other methods first. A quick optimization can be done by 
maximizing the second-harmonic generation SHG of a BBO using a filter to remove the 
 
Figure 6: Resonant spectra of neutral and ionized noble gases used for calibration and tuning. (A) 
shows xenon with Xe+ and Xe2+ present. (B) shows krypton with Kr+ and Kr2+ present. The rising 





fundamental and a power meter to measure the 400 nm (alternatively, going to the brightest spot 
by eye should be close enough to see HHG and start tuning). A more in-depth optimization can be 
done with frequency-resolved optical gating,7 which can be used to minimize the pulse length of 
the NIR and also give information about the chirp and “goodness” of the compression. 
The focal position relative to the end of the tube controls where the XUV is generated, 
which both interacts with the gas differently (changing broadness and stability) and moves the 
focus which propagates downstream to change the focal position at the sample and at the CCD 
(changing resolution). The position is controlled using a manual micrometer stage with a range of 
50 mm, though common changes are on the scale of < 5 mm. For the overdriven harmonics (as 
discussed in the power dependence below), the lens position broadens the spectra and makes the 
resolution worse when moving the lens in (so some of the broadening is from having a larger spot 
on the CCD). This can be partially counteracted by pressure changes to find the overall optimum 
balance between shape and resolution. Examples of good broad harmonics and bad broad 
harmonics, as seen on the CCD image, are shown in Figure 7. The position of the focus relative to 
the end of the tube can be measured and adjusted to a reasonable starting position if HHG are not 
observed. When the laser is at low power and the vacuum chamber is evacuated, the spot can be 
identified by the brightest two-photon fluorescence on a paper card. The focal plane should be 
within one Rayleigh distance of the end of the tube, with it being slightly past the aperture for 
overdriven (discussed below) argon harmonics. 
 
Figure 7: Examples of (A) “good” and (B) “bad” broadening of harmonics as observed on the CCD. 




For power, a lower cutoff exists where the peak intensity is too low to generate harmonics. 
Once harmonics are achieved, there is a linear region where flux increases with power, and then 
the gas starts being fully ionized, with the ionized gas reabsorbing the generated XUV. It is 
possible to tune the pressure and the focus position to reduce the impact of the higher power 
ionization. Argon has a lower ionization potential, so it requires a lower power to drive HHG, 
seeing optimal flux around 2.0 W for the 75 cm focal length. However, the system is optimized 
for neon which requires 4.0 W so the argon is frequently overdriven at 4.0 W. This is locked when 
using the NOPA or for commonly used conditions for the SHG and OTA systems. Tuning the lens 
position and pressure can bring the flux, broadness, and resolution at 4.0 W up to comparable to 
the optimum at lower power. 
Irising the driving laser impacts the experiment in two ways. First, it can clean up the NIR 
mode, resulting in a better IR focus and thus a better XUV focus. Second, it interacts with the 
power and lens position, as irising removes power and causes a smaller spot to become larger at 
the focus. Under some conditions, only small improvement is reached by irising; while under 
others irising is required for good resolution. As the beam is irised, the flux will increase up to a 
point where the reduced intensity at the focus starts reducing the flux again. A good starting 
position for the iris is such that the outer edge of the beam, the corona if it has one, is removed 
leaving a clean, Gaussian spot. The NIR spot at the focus can be profiled using a webcam to ensure 
a clean mode. No more than 10% of the incoming power should be removed by the iris. 
In general, increasing pressure increases flux, up to a saturation point similar to that of 
power where reabsorption becomes a problem. This parameter is also limited by the ability of the 
vacuum pumps to remove the gas from the system. For argon, there is an upper limit on the gas 
pressure where the spectrum becomes broader but at the expense of resolution at around 60 Torr 
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(similar to the lens position discussed above). Neon harmonics are typically generated at 100-150 
Torr. Over time, the hole at the end of the HHG tube is burned larger (from small drift/shifts in 
alignment) and the gas flow changes, shifting the harmonic conditions. In general, small increases 
in gas pressure will counteract this for multi-day experiments. 
Due to the high absorption cross-sections for XUV transitions and low flux of the 
instrument, the ideal samples are thin (~100s of nm) solid samples on silicon nitride substrates 
(Silson Ltd). In addition, the HHG process results in a spatially inhomogeneous beam,8 which can 
interact with inhomogenous samples to cause artifacts in the spectra. These artifacts commonly 
manifest as sharp features with a spacing of 3.1 eV (the spacing of the harmonic peaks). The 
samples used for this work were made through vapor phase methods (details in Appendix B) to 
ensure homogeneous films with good control of thickness and phase. The presence or absence of 
these harmonic artifacts is another guide when tuning harmonics, as sharp or otherwise poor 
harmonics have worse artifacts. 
Static measurements are taken by alternating between the sample and the reference taking 
multiple scans on each. If harmonic conditions are not stable, then the time between reference and 
sample needs to be short to reduce the impact of drift. For samples that are not vapor deposited, 
and thus may be inhomogeneous, the sample should be mapped to find a relatively smooth section. 
The map is generated by the total transmission through the sample, as the absorption will be 
proportional to the thickness. For homogenous samples, a reasonable absorption spectrum can be 
obtained in under a minute (with the signal visible in a single shot). The signals for the iodide 
containing semiconductors primarily investigated in this work have three primary components. 
First, the non-resonant absorption from the photoionization of the elements has a power law 
component. Second, the resonant transitions from the core iodine 4d levels to the conduction band 
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give the feature at ~50 eV. And third, there is a feature with a positive slope that is the edge of the 
“iodide giant resonance” arising from the 4d → εf transitions that peaks at higher energy.9 The 
primary resonant feature contains the information of interest for the conduction band and is 
discussed in more detail in Chapters 2 and 3. 
Transient spectra are taken by 
alternating pump-on and pump-off 
spectra while rastering the sample to 
reduce the possibility of pump-induced 
damage. The resultant difference signal 
shows excited state absorption (positive 
features from a signal present for pump-
on but not pump-off) and bleaches 
(negative features from a signal present 
for pump-off but not pump-on). Additionally, nitrogen gas is flowed over the sample to cool it, as 
the thermal conductivity of the thin film samples of interest are low and the vacuum conditions 
otherwise do not allow for convective cooling. The gas flow removes a long-lived (ms) signal that 
manifests as a pre-time-zero signal in the transient data as well as increasing the damage threshold. 
The pre-time-zero signal is shown in Figure 8 with PbI2 as the example data. Details for transient 
spectra interpretation are discussed in Chapters 2 and 3. The thickness of the sample has two 
impacts for transient data. First, the thicker the sample the fewer the total counts getting through, 
so the signal-to-noise is reduced. The noise for this experiment is dominated by shot noise, so 
keeping high flux is critical. Second, the thinner the sample the worse the thermal effects become 
as the same heat is in a smaller volume, which reduces the damage threshold. 
 
Figure 8: Pre-time-zero signal for PbI2 with (blue) and 
without (red) gas cooling. The thermal signal will be 




An important step in designing an experiment on this system is predicting the signal 
strength and the signal-to-noise for a reasonable acquisition time. A reasonable estimate of the 
transient signal is to determine the excitation fraction and scale the static absorption by that 
amount. For PbI2 and MAPbI3 the resonant static feature is about 0.1 A (absorption in log10 units), 
so an excitation fraction of 1% will give a transient signal of 1 mA. A more accurate estimate for 
the valence band signal in semiconductors (more details in Chapters 2 and 3) is to use density 
functional theory (DFT) to predict the cross-section per carrier and determine the excitation density 
and sample thickness. The excited state absorption from the new feature will follow Equation 1.1 
below. 
     ∆𝐴 = 𝜎 × 𝑛 × 𝑡     (1.1) 
 ΔA is the total absorption in the valence band region, σ is the cross-section (units of cm2 
or barn, 1 b = 10-24 cm2) per carrier, n is the carrier density (units of cm-3), and t is the sample 
thickness (units of cm). The definition of A (and σ) can be in log10 or ln, which can cause a 
multiplicative factor of ln(10) = 2.3 between prediction and reality if the wrong one is used. 
 This technique is dominated by shot noise, so the noise in the transmission intensity will 
trend as √𝑛 where n is the number of counts per bin. This makes the signal-to-noise trend as 
1/√𝑛. Specifically, for pump-probe measurements, the noise level (in log10 units) will follow 
Equation 1.2 where 2σ is the 95% confidence limit for the noise in the absorption signal per bin 
and n is the number of counts per bin. 






     (1.2) 
 It is best to do a test run with the exact conditions to be used for pump probe (HHG 
conditions, filter, N2 flow, exposure time, etc.) to determine the counts per bin to estimate the 
noise level. For this instrument, getting a signal-to-noise of 5:1 or better is a good benchmark. 
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For a 1 mA signal, that means that a noise level of 0.2 mA or better is required. For common 
harmonic conditions the CCD gets 45,000 counts per 0.1 eV per exposure at minimum in the 
region of interest. If N is the number of scans with these conditions, n = N×45,000 and N can be 
solved for from Equation 1.2. The result is N > 840 scans. This is the absolute minimum noise 
from only shot noise. Including other noise impacts (such as long-term drift and harmonic 
fluctuations), it is best to overshoot for a common benchmark of 1,000 scans per time point to 
achieve good data. If each scan takes about 2 s (including the additional components outside the 
straight exposure), this equals 2000 s = 33 minutes per time point giving a typical 40 timepoint 
experiment a total run time of about 20 hours (plus set-up, tuning, and mid-run tests). The real, 
statistical measure of the noise should be carefully watched during an experiment, as it is a good 
indicator that harmonic conditions have worsened, or that the samples have been damaged. 
SECTION 1.5: ADVANCED TROUBLESHOOTING 
The toroidal mirrors used in this instrument require specific knowledge (and a lot of time) 
to align properly. The mirror equations (from ray optics) are below, with L1 being the distance 
from the object focus (the HHG generation for the first toroidal) to the mirror, L2 being the distance 
from the mirror to the image focus (with H and V for the horizontal and vertical axes), R1 and R2 
as the mirror radii, and α as the angle of incidence as measured from the mirror normal. 









     (1.3a) 









     (1.3b) 
This is for the glancing incidence beam being properly perpendicular to the mirror; if the 
mirror is askew, then the focusing axes will not be horizontal and vertical. This is shown in Figure 
9, along with the spot when the vertical and horizontal foci are not at the same position and an 
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ideal Gaussian focus. The toroidal must be positioned and tilted such that the incoming beam is in 
the correct plane with respect to R1 and R2. The angle of the toroidal must then be adjusted to put 
the two focal planes at the same position, resulting in a Gaussian spot. The first toroidal was 
designed to have the imaging be 1:1 from the generation spot to the sample. The NIR beam at the 
focus will be representative of the XUV focus, and the NIR spot can be monitored using a webcam 
or beam profiler while aligning the mirrors. 
The alignment is complicated for the second toroidal due to the presence of the grating for 
dispersing the first-order diffraction of the XUV onto the CCD for broadband detection. The 
 
Figure 9: Webcam images of the IR focus at the sample for (A) an askew toroidal, (B) non-
coplanar H and V foci, and (C) a good Gaussian focus. 
 
 
Figure 10: Visualization of anomalous magnification for a collimated beam. The first-order 
diffraction “sees” a larger footprint on the grating and thus results in a larger spot. For focusing 
beams, this creates a virtual object that is closer to the grating than the real object, shifting the focal 




profile of the spot on the grating from the angle of the angle of the diffraction gives a different 
image when ray tracing. This is called anomalous magnification. See Figure 10 for the ray tracing 
description of the origin of this effect. This changes the horizontal focusing. This complicates 
alignment, as the first-order diffraction for the tracer IR beam will not be at the same angle as the 
XUV. The zero-order can be used to place the two foci at the predicted positions (vertical at the 
surface of the CCD, horizontal in front of it). The ray tracing software SHADOW10 was used to 
design the system and can be used to aid in predicting alignment changes when things go awry. 
When doing experiments, there are a several indicators that the experiment is not working 
well. First, poor resolution can be indicative of many issues throughout the instrument, as it arises 
from poor focus at the CCD. The poor focus can arise from improper alignment for the toroidal 
mirrors, mode issues from a burn on an optic or an issue in the amplifier, or non-ideal harmonic 
conditions. Toroidal alignment is described above, as is tuning the harmonics. Poor resolution can 
be identified from using calibration standards such as krypton and xenon gas and their ions. In 
addition to poor resolution, issues can be diagnosed by the appearance of the XUV on the CCD or 
by pinhole mapping (using a 20 μm or smaller pinhole) the beam at the sample position. 
A burn mark on an optic will cause the IR focus at the harmonic generation to cause a 
strange XUV mode (and stability issues). The most likely optics to burn are the input window on 
the HHG tube (or rather its anti-reflective coat), the focusing lens, and the grating in the external 
compressor. Each of these should be examined monthly to ensure that any issues are caught before 
they become major. This is particularly important for the grating, as a photodeposit can build up 
and burn. This must be cleaned before it gets to that point otherwise the expensive grating must be 
replaced. A small issue in the amplifier can result in a poor NIR mode at the harmonic generation 
point. This can be examined by observing the NIR mode at each focus (HHG generation and 
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sample position) using a webcam or beam profiler. Alignment of the amplifier is described in its 
manual. 
A serious issue that can occur is splitting of 
the focal spot on the CCD resulting in two 
overlapping spectra. This can easily be seen in 
sharp spectra such as ionized xenon, as shown in 
Figure 11. It can also be observed in the CCD 
image or by mapping the focus using a pinhole as 
shown in Figure 12. It can arise from burnt optics, 
from non-optimal HHG conditions, or from a 
misalignment through the system resulting in diffraction of the XUV from hitting the edge of an 




Figure 12: Examples of (A) CCD image and (B) pinhole map showing poor conditions with a split 
spot. The red line in the CCD image is the region of interest, narrowed to attempt to prevent the 
impact of the split spot. 
 
 
Figure 11: Examples of split (red) and 




CHAPTER 2: TRANSIENT XUV INTERROGATION OF PbI2 
Adapted from “Carrier-Specific Femtosecond XUV Transient Absorption of PbI2 Reveals 
Ultrafast Nonradiative Recombination”11 with contributions from Dr. Ming-Fu Lin 
 
SECTION 2.1: INTRODUCTION 
Ultrafast dynamics of light-induced carriers are central to the function of photovoltaic and 
photocatalytic semiconductors.12 In this chapter, the use of femtosecond extreme ultraviolet 
(XUV) transient absorption to measure carrier relaxation dynamics in PbI2 is described. It is shown 
that the transient spectrum of wide-bandgap semiconductors produces distinct signals for 
photoinduced electrons and holes. The conduction band shape, and therefore the XUV spectrum, 
is sensitive to temperature, and nonradiative recombination to lattice heat is observed on a ~4 ps 
timescale. This has been confirmed by ultrafast electron diffraction.11  
A variety of spectroscopic methods have historically been used to measure the rate and 
mechanism of carrier cooling, recombination, and transport. Optical transient absorption (OTA) 
and photoluminescence spectroscopy probe photoinduced changes in the band structure such as 
bandgap renormalization and band broadening, as well as the population and energy distribution 
of carriers in each band.13–18 In those experiments the electron and hole dynamics are measured 
together as a single observable, namely the time-resolved absorption or luminescence spectrum, 
and it can be difficult to disentangle the electron vs. hole dynamics. This is discussed in more detail 
in Chapter 4. In contrast to those band-to-band probes, transient infrared spectroscopy of 
semiconductors probes intraband transitions, and in some cases can distinguish between electron 
and hole relaxation.19–21 Terahertz spectroscopy measures the carrier density and mobility, and is 
especially useful for identifying free carriers.22  Finally, time-resolved two-photon photoemission 
selectively probes electron dynamics, independent of hole relaxation.23 
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XUV photons in the 30 eV to 100 eV spectral range induce core-to-valence transitions and 
therefore provide an element-specific probe of carrier dynamics. XUV transient absorption of 
semiconductors24 has been used to measure charge transfer dynamics in transition metal oxides25–
27 and attosecond bandgap renormalization upon strong-field perturbation in Si.28 This technique 
was recently used to measure the few-femtosecond electron and hole relaxation in Ge29 and Ge/Si 
alloys,30 revealing carrier- and valley-specific relaxation. The small bandgap and significant core-
hole spin-orbit coupling of those semiconductors led to overlapping hole and electron signals, 
which were separated using a sophisticated iterative algorithm. This complexity is largely removed 
for wide band-gap semiconductors, providing a simple and intuitive picture of the hole and electron 
dynamics. Furthermore, access to the I 4d core level provides a foundation for future studies of 
lead halide perovskites such as CH3NH3PbI3 as discussed in Chapter 3. PbI2 itself is a synthetic 
precursor for these materials, and residual PbI2 can have either a positive or negative effect on 
device performance, depending on the concentration and morphology.31–36  The relaxation rate and 
mechanism of photoinduced carriers in PbI2 are therefore important factors in the performance of 
such devices. Previous OTA studies of PbI2 films have observed fast (~6 ps) and slow (>30 ps) 
decay components but reached differing conclusions regarding the relaxation mechanism. In one 
work the fast component was assigned as electron trapping and the slow component as carrier 
recombination.37 In the other, the fast component was assigned as carrier recombination with the 







SECTION 2.2: XUV ABSORPTION SPECTRA 
The ground-state XUV absorption spectrum of a ~70 nm thick polycrystalline PbI2 film is 
shown in Figure 13A (black curve). It closely matches the spectrum of single-crystal PbI2 collected 
using a synchrotron radiation light source.39 Major peaks are observed at 50.5 eV, 51.6 eV, and 
53.5 eV. To first approximation, this spectrum maps the contribution of iodine orbitals to the 
conduction band (CB) density of states, convolved with the 1.7 eV spin-orbit splitting of the iodine 
4d core hole (4d5/2, 4d3/2) spin-orbit states.
40 An abbreviated band structure of PbI2 calculated using 
density functional theory (DFT) with spin-orbit coupling is shown in Figure 13B.  The full band 
structure,41 along with computational details, is given in Appendix A.  The valence band maximum 
is composed of Pb 6s and I 5p orbitals, with 83% I character, while the conduction band minimum 
is formed from Pb 6p and I 5p with 38% I character. XUV transitions from the I 4d core to the first 
three conduction bands are shown as vertical arrows in Figure 13B. The DFT simulation was made 
by summing optical transition dipole matrix elements across all k points. The calculated transitions 
 
Figure 13: (A) Ground-state XUV absorption spectrum of PbI2 with DFT simulation. The spectrum is 
the sum of transitions from the iodine 4d5/2 and 4d3/2 spin-orbit core levels to the first three empty 
conduction bands. (B) Band structure of PbI2 calculated using DFT, with XUV transitions from the 
two core levels to the first three conduction bands shown as solid and dashed vertical arrows, 
respectively. Summation of these transitions over all k points produces the simulation shown in (A). 
The core-level binding energy is underestimated at this level of theory, so the calculated spectrum is 




were broadened with a 0.4 eV FWHM Gaussian and a 0.5 eV FWHM Lorentzian to account for 
the spectrometer resolution and core-hole lifetime broadening, respectively. This lifetime 
broadening is estimated from the width of the iodine 4d photoelectron spectrum as discussed 
below. Finally, the core-level binding energy is underestimated at this level of theory, so the 
simulated spectrum is shifted manually by +4.7 eV to match the experimental result. 
The simulated spectrum shown in Figure 13A is a qualitative match to the experimental 
spectrum. The overall shape and peak-to-peak spacing of the experiment is well reproduced, 
although the height of the 50.5 eV peak is underestimated by the calculation, possibly due to the 
neglect of excitonic effects. Also, while the degeneracy of the core hole total angular momentum 
J states would predict a 3 to 2 ratio between the 4d5/2 → CB and 4d3/2→ CB transitions (solid vs 
dashed lines in Figure 13), spin-orbit coupling in the conduction bands leads to spin- and band-
dependent transition dipole moments. Ratios of 3.3 to 1, 2.1 to 1, and 1.2 to 1 between the 4d5/2 → 
CB and 4d3/2→ CB transitions are predicted for the three conduction bands, respectively. 
 X-ray photoelectron 
spectroscopy (XPS) was used to 
estimate the core-hole lifetime 
broadening, under the assumption that 
the lifetime of the 4d-1 state is only 
minimally perturbed by the 
conduction-band population (i.e. the 
lifetime of the core-ionized state after 
XPS is close to the lifetime of the 
core-to-valence excited state after XUV absorption). Figure 14 shows the x-ray photoelectron 
 
Figure 14: X-ray photoelectron spectrum of PbI2 with 




spectrum of the PbI2 film.  XPS was performed on a Kratos Axis ULTRA instrument with a 
monochromatic Al Kα X-ray source (source energy 1486.61 eV) and a hybrid spherical capacitor 
energy analyzer. Spectra were collected with an analyzer pass energy of 10 eV. Binding energy 
scales of PbI2 spectra were calibrated by referencing the C 1s peak from adventitious carbon to 
284.8 eV. Reference spectra of a piece of gold-coated silicon wafer were also collected on the 
same instrument. 
 The instrumental (Gaussian) resolution of the XPS experiment was estimated to be 0.45 
eV by fitting the Au 4f XPS features to Voigt functions with the Lorentzian width (FWHM) 
constrained to be 0.25 eV.42 The I 4d photoelectron features (Tougaard baseline subtracted) were 
then fitted to Voigt functions with the Gaussian widths constrained to be 0.45 eV.  Intrinsic core-
hole line width was estimated to be 0.48 eV (rounded to 0.5 eV) by taking the average of the 
Lorentzian widths of the I 4d5/2 and 4d3/2 peaks.  
 
Figure 15: (A) XUV transient absorption spectra of PbI2 after photoexcitation at 3.1 eV.  (B) 
Transient absorption spectra of PbI2 at early (averaged from 0.05 to 0.25 ps) and late (40 to 100 ps) 
delay times, with ground state spectrum for reference.  The early-time signal rises within the 
instrument response and has a positive feature at 47.4 eV and an asymmetric derivative-like feature 
with positive and negative peaks at 49.9 eV and 50.7 eV, respectively.  This spectrum evolves cleanly 
in ~4 ps to the late-time spectrum, in which the 47.4 eV peak disappears, the peak at 49.9 eV doubles 





Transient XUV absorption spectroscopy after excitation of the direct band-to-band 
transition at 400 nm produces the time-resolved difference spectra shown in Figure 15A. At early 
times (<1 ps), the transient spectrum is characterized by a positive feature at 47.4 eV and a 
derivative-shaped feature with positive and negative peaks at 49.9 eV and 50.7 eV, respectively. 
Minor negative peaks are observed 
at 52.1 eV and 53.8 eV. Over the 
next few ps, the 47.4 eV peak 
disappears, the positive peak at 
49.9 eV doubles in intensity, and a 
broad positive feature emerges 
from 55 eV to 62 eV. The initial 
and final spectra are shown in 
Figure 15B, averaged from 0.05 ps 
to 0.25 ps and from 40 ps to 100 
ps, respectively.  
 
Figure 17: Early- and late-time spectra compared to species-
associated spectra obtained using first-order or second-order 
kinetic models.    
 
 
Figure 16: Kinetic slices at (A) 47.4 eV and (B) 57.0 eV, showing the decay of the hole feature and 
rise of the heat signature. Global fits using first- and second-order rate laws are shown as solid and 
dashed lines, respectively. 
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Kinetic traces at 47.4 eV and 57.0 eV are shown in Figure 16. Singular Value Deposition 
and global fitting of the entire data set is performed using a sequential A → B model and either 







𝑛, where n is 1 or 2).  As shown in the 
figure, both kinetic models fit the data well within the noise of the experiment. The species-
associated spectra obtained from the two global fits are nearly identical to each other and to the 
initial and final spectra in Figure 15B.  The first-order fit gives a 4.2 ± 0.2 ps exponential decay 
time constant (1/k1).  The second-order fit gives a rate constant of k2 = 2.5×10
-9 cm3/s, assuming 
an initial carrier concentration of 1.5×1020 cm-3 as calculated from the pump fluence.  Both fits 
give a 100 fs FWHM instrument response function. The comparison of the global analysis 
components and the early and late time data is shown in Figure 17, while full data plots and 
residuals for the first- and second-order recombination models are shown in Figure 18. 
 
Figure 18: Experimental XUV transient absorption contour plot, reconstructed contour plots from 
first- and second-order fits, and residuals from each fit.  Note that the Z scale of the residuals is 1/3 




As the residual shows, there is 
a small feature near the band-edge that 
is not captured in the simple two-
component model. This arises from 
shifts in the band-edge position from 
the interplay between electronic band-
gap renormalization and thermal 
band-gap shrinkage as discussed in the 
next two sections. The residual at 
specific time points is shown in Figure 
19 along with the early and late time 
signals to highlight the shift. 
SECTION 2.3: INTERPRETATION OF ELECTRONIC SIGNALS 
The initial transient spectrum (0.05 ps to 0.25 ps) shown in Figure 15B is interpreted using 
the model shown in Figure 20. The positive feature at ~47.4 eV arises from valence band holes. 
Photoexcitation with the 3.1 eV pump pulse creates a Fermi distribution of holes, opening a 
channel for XUV absorption from the I 4d core to these newly-unoccupied states. This new channel 
is observed as a positive transient absorption signal that is redshifted by approximately the 2.4 eV 
band gap43 from the conduction band minimum (Figure 20B, yellow area). The integrated area of 
this signal is proportional to the hole population, rising with the pump pulse then decaying in a 
few ps as the holes recombine with electrons.  
 
Figure 19: Residuals from second-order fit along with 





The derivative-shaped feature at ~50 eV is caused by conduction band electrons via a 
combination of bandgap renormalization (BGR) and band filling (BF).13,44,45 As shown in Figure 
20A, BGR shifts the conduction band to lower energy, which would cause the derivative-shaped 
transient in Figure 20B (red and blue areas). However, BF due to the photogenerated electron 
population blocks absorption into the bottom of the shifted band, reducing the intensity of the 
positive signal (red area). The magnitude of this positive signal depends on the relative magnitudes 
of the BGR vs BF. The simulation shown in Figure 20C results from a 30 meV shift and 1.7% 
 
Figure 20: Schematic view of the XUV transient absorption spectrum at early times, showing (A) the 
valence and conduction band density of states, with both the bandgap renormalization (BGR) and 
band-filling (BF) exaggerated for clarity. The conduction band minimum is set as the zero of energy. 
(B) Resulting transient absorption difference spectrum after instrument and lifetime broadening (see 
text). Photoexcitation produces holes in the valence band with a density of states (yellow) 
corresponding to the product of the valence band DOS (grey) and a Fermi function Fh+.  This opens up 
a new core → VB absorption channel and results in a positive transient signal that is redshifted from 
the CB edge by approximately 2.4 eV. Bandgap renormalization shifts the conduction band to lower 
energy (blue to red lines in A), leading to a derivative-shaped feature in the transient signal (red and 
blue filled areas in B).  However, band-filling in the shifted conduction band blocks absorption into 
the bottom of this band, partially suppressing the induced absorption (hashed areas). (C) Inclusion of 
spin-orbit coupling. The transitions from the I 4d3/2 core-hole state are shifted by the 1.7 eV spin-orbit 
splitting and scaled by the relative transition dipole moments calculated with DFT. (D) Simulated 





filling of the first conduction band. These numbers are reasonable given the 1.5×1020 cm-3 
photoinduced carrier density as discussed below. 
 Bandgap renormalization was estimated by extrapolating from values measured13 in 
CH3NH3PbI3, which has a similar dielectric constant (25.7)
46 as PbI2 (20.8)
47. The band gap 
reduction ΔEg is proportional to the excitation density (n0
1/3) and inversely proportional to the 
static dielectric constant.48 The range of excitation density for this experiment is n0 = 10
19 to 1020 
cm-3 which corresponds to ΔEg values from 40 to 100 meV. For this simple model, the shift is 
assumed to be the same for both valence and conduction bands, giving a change in position of 
each band of 20 to 50 meV. The final shift value used in this model for each band (30 meV) is 
within this range. As noted below, there is likely a shift in the I 4d core level after 
photoexcitation, which will counteract the effect of the band shift and reduce the apparent 
magnitude of bandgap renormalization. 
Carriers (electrons and 
holes) were assumed to have 
reached a thermal distribution from 
electron-electron and hole-hole 
interactions within the instrument 
response (100 fs).49 Thus, a Fermi 
distribution with carrier 
temperature Tc and quasi-Fermi 
levels of Eqfe and E
q
fh was used to 
represent the band-filling (hole burning). With the experimental broadening, the impact of Tc will 
be difficult to observe so modeling was done using 300K. The amount of filling was controlled by 
 
Figure 21: Model conduction band before and after 




shifting the quasi-Fermi levels away 
from the valence band maximum and 
conduction band minimum to match 
the magnitude of the valence band 
feature. The fill factor (amount filled 
over full area of conduction/valence 
band) used for the best fit was 1.7%.  
The DFT band structure calculation 
gives a total partial density of states in 
the first conduction band of 1.34x1022 
cm-3. Given a photoinduced carrier density of 1.5x1020 cm-3, the experimental band filling is 1.1%, 
an excellent match for the fit result. 
Figure 21 displays the model 
conduction band used for the 
simulations before and after 
broadening as discussed above. The 
bottom of the unbroadened band is set 
to 49.8 eV so that the rising edge of 
the broadened band aligns with that of 
the experimental spectrum. Figure 22 
and Figure 23 show the simulated 
transient spectra when considering only BGR or only BF. Neither model resembles the 
 
Figure 22: Experimental transient spectrum at early 
times (0.05 ps to 0.25 ps) compared to model with only 
bandgap renormalization, using a band shift of 30 meV. 
 
 
Figure 23: Experimental transient spectrum at early times 
(0.05 ps to 0.25 ps) compared to model with only band-




experimental spectrum, showing that both BGR and BF are required to explain the observed 
spectrum, as shown in Figure 20. 
Finally, spin-orbit coupling of the I 4d core-hole is incorporated in the simulation. The 
transient signal from I 4d3/2 to the valence and conduction bands will appear 1.7 eV higher in 
energy than the 4d5/2 → VB/CB signals. As was shown in Figure 13, the intensity ratio between 
the 4d5/2 and 4d3/2 signals is band-dependent and differs from the three-to-two ratio expected from 
the core-hole degeneracy due to spin-orbit dependent transition dipole moments. The DFT 
calculation described above predicts a 4d5/2 to 4d3/2 ratio of 3.3 to 1 for the transition to the lowest 
conduction band, and 5.0 to 1 for the transition to the highest valence band. The VB and CB 
features in Figure 20C are shifted and scaled accordingly to give the 4d3/2 contribution to the 
spectrum, giving the total spectrum shown in Figure 20D. This simulation is a good match for the 
experimental initial transient spectrum, as shown in Figure 20D. Note that in Figure 20A-C, the 
conduction band minimum is set as the zero of energy, while in Figure 20D the conduction band 
minimum is set to the rising edge of the ground-state spectrum 49.8 eV. 
While this simple model accounts for most of the observed features in the initial transient 
spectrum, two limitations should be noted.  First, the effect of bandgap renormalization of higher 
conduction bands (CB2 and CB3 in Figure 13) is not included, nor is photoinduced broadening of 
the three conduction bands. A redshift of the upper bands would cause additional derivative-shape 
signal in the transient spectrum from 51 eV to 55 eV, which are in fact observed in the experiment.  
Accurate simulation of the transient spectrum in this region is difficult because of the uncertain 
magnitude of the shift and/or broadening of the upper conduction bands, as well as overlap with 
the I 4d3/2 → CB transitions. These effects were not modeled to avoid overfitting the spectrum. 
Second, a shift in the I 4d core is likely upon photoexcitation, but is expected to be small due to 
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the delocalization of the carriers at these short timescales.50 Photoexcitation of PbI2 causes a net 
shift in electron density from I to Pb,41 which would lower the 4d core and blueshift the core → 
VB transition. This shift partially counteracts the observed effect of bandgap renormalization, so 
the 30 meV conduction band shift in Figure 20 should be interpreted as the sum of the bandgap 
renormalization and the 4d shift. The shielding of the core-hole exciton will also change the 
transient signal as it will go from the initial state with excitonic contribution to the final state 
without. This would appear as additional bleaching in the near-edge region. In this model, this is 
accounted for by the BGR and BF components. The real BGR shift will thus be different than the 
modeled value from this (as well as the core-hole shift described above). 
Additionally, there are subtle shifts in the valence band feature at early times. As the 
population builds, the center-of-mass of the peak shifts further from the valence band maximum. 
It then shifts back towards the edge as the carriers recombine. This is shown in Figure 24. 
The initial signal from 3.1 eV pump was compared to the near-band excitation at 2.5 eV 
(500 nm) with the same excitation density to confirm the interpretation above. An alternative 
 
Figure 24: (A) Gaussian fits of the transient spectral feature near 47.4 eV (corresponding to the 
photoinduced hole population) within the first 2.4 ps delay time range. The vertical dashed line at 
47.5 eV marks the peak center at rising edge of the pump pulse at -70 fs. The peak energy redshifts to 
47.3 eV during the 100 fs instrument response, then blueshifts to 47.6 eV as the holes recombine. (B) 
Model conduction band density of states and Fermi functions, with the zero of energy set here to the 
valence band maximum.  As the pump pulse creates holes in the valence band, the peak of the hole 




explanation would have been that 
the initial positive hole feature and 
negative electron feature are spaced 
by 3.1 eV and the signal represented 
the non-thermalized carrier 
distributions. This is a non-physical 
interpretation, as it is known that 
carriers thermalize with the 100 fs 
instrument response function of the 
instrument. The 3.1 eV pump has 
suitably low excess energy that the thermalized signal looks the same as the 2.5 eV pump, as shown 
in Figure 25, within the instrumental resolution and lifetime broadening. The 3.1 eV separation 
observed is a coincidence from the specific interaction of the band-gap renormalization and band-
filling in the conduction band in this system. 
SECTION 2.4: INTERPREATION OF THERMAL SIGNAL 
The final transient spectrum (40 ps to 100 ps) is characterized by a derivative-shaped 
transient spectrum at the conduction band edge and a broad positive absorption feature from 55 
eV to 62 eV. This spectrum is the effect of increased lattice disorder caused by carrier 
recombination (i.e. heat). Carrier relaxation heats the lattice via phonon emission, shrinking the 
band gap and modifying the conduction band density of states.12 To verify this, the absorption 
spectrum of a PbI2 sample heated to 120 ± 10 °C was compared to that of a 20 °C sample, resulting 
in a difference spectrum that strongly resembles the late-time spectrum as shown in Figure 26. 
 
Figure 25: XUV transient absorption with 505 nm (2.5 eV) 
vs 400 nm (3.1 eV) pumping. They are qualititatively the 




This similarity suggests that the final transient spectrum is caused by thermal effects, as opposed 
to a long-lived electronic state. 
Ultrafast electron diffraction 
(UED) with ~250 fs time resolution 
has been used to confirm the 
timescale and magnitude of sample 
heating.11 This technique measures 
dynamic structural changes as a 
result of the lattice temperature 
jump via the Debye-Waller 
response.51–53 The close match 
between the experimental result and 
the nonradiative limit prediction 
shows that the majority recombination pathway is in fact nonradiative. Given this mechanism and 
the known pump fluence, the estimated temperature rise of the transient XUV experiment is 133K, 
consistent with the good match between the 120 °C spectrum and the final transient spectrum. 
SECTION 2.5:  CONCLUSIONS 
In summary, XUV transient absorption was used to probe photoinduced carrier dynamics 
in PbI2. The recombination dynamics in lead iodide were shown to proceed primarily by a non-
radiative, second-order process at the high excitation densities studied here. Core-level 
spectroscopy offers a unique handle for measuring the photophysics of semiconductors with 
multiple heavy atoms due to its element specificity. Hard x-ray absorption was recently used to 
measure the picosecond change in electron density and structural relaxation of each element in 
 
Figure 26: Difference spectrum of PbI2 at 120 °C vs 20 °C.  
The hot spectrum (blue) strongly resembles the late-time 
transient spectrum (red), suggesting that the initial electronic 





50 and free-electron lasers will enable such studies to be 
performed on femtosecond timescales. As shown here, tabletop XUV transient absorption 
spectroscopy retains the element specificity of hard x-ray absorption while providing a 
straightforward mapping of the unoccupied valence and conduction band density of states. The 
presence of distinct signals for holes and electrons in the XUV region is especially powerful, as 
the dynamics of these carriers are often convolved in OTA spectroscopy. The combination of 
element- and carrier-specific spectroscopy demonstrated here opens the possibility of tracking 
electron and hole relaxation across semiconductor heterojunctions on femtosecond timescales. 
Finally, the iodine N4,5 edge at ~50 eV provides a convenient handle for measuring the 
photophysics of iodine-containing semiconductors such as methylammonium lead halide 
perovskites. This will allow carrier-specific studies of this important class of photovoltaic devices, 














CHAPTER 3: HOT-CARRIER COOLING IN CH3NH3PbI3 
Adapted from “Bottleneck-Free Hot Hole Cooling in CH3NH3PbI3 Revealed by 
Femtosecond XUV Absorption” (submitted to Nature Materials) 
 
SECTION 3.1: INTRODUCTION 
 Lead halide perovskites such as CH3NH3PbI3 show significant promise for use in next 
generation photovoltaics54–57 and other opto-electronic applications.58–60 Underlying their success 
is a direct band gap that can be synthetically tuned for optimal performance and simple solution-
based fabrication. One of the most transformative possibilities envisioned for these 
semiconductors is their use in hot-carrier solar cells.61,62 Traditional photovoltaics are limited to a 
maximum theoretical efficiency of 34% due in part to rapid carrier cooling: while a semiconductor 
with a small band gap can absorb most of the solar spectrum, the excess energy of short-
wavelength photons is rapidly lost to heat. If this transfer of energy from the carriers to the lattice 
is slow, hot carriers can be collected at higher voltages. Such devices could be up to 66% 
efficient,63 almost doubling the standard performance limit. 
 A series of reports show intriguingly slow carrier cooling rates in lead halide perovskites 
above a photoinduced carrier density of ~1018 cm-3. Optical transient absorption spectroscopy, 
which reports on the joint distribution of the electrons and holes, revealed cooling times of ~10 
ps.13,49,64,65 Two-photon photoemission directly measures the energy distribution of electrons in 
the conduction band, and was used to observe a population of hot electrons that lasted for ~100 
ps.23 Time-resolved ARPES can measure photoexcited hole distributions66 but has not yet been 
applied to these materials.  It is therefore is unclear whether the holes cool slowly and are amenable 
to hot-carrier collection.  While hot electron and hole transfer to molecular layers has been reported 
at femtosecond timescales,67,68 perovskite photovoltaics that take advantage of the hot phonon 
bottleneck have not been reported. 
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 In this work, transient extreme ultraviolet (XUV) spectroscopy and optical transient 
absorption are combined to reveal that the initial distribution of energy between the electrons and 
holes is unequal and that they cool to the band edges at different rates. While optical transient 
absorption measures transitions from the valence band to the conduction band, XUV transient 
absorption measures transitions from atomic core levels to the conduction band and to valence 
band holes. The XUV probe therefore provides unique spectroscopic signatures for the 
photoexcited electrons and holes, and has been used to measure carrier relaxation in 
semiconductors such as Si, Ge, and PbI2 at femtosecond to attosecond timescales.
11,28,30,69 By 
combining the two probes, the distinct temperature and cooling mechanism of each carrier can be  
quantitatively measured, showing that holes begin with an average energy 3.5 times higher than 
the electrons. However, they cool rapidly to the band edge and are not subject to a hot phonon 
bottleneck until very high carrier density.  
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SECTION 3.2: XUV ABSORPTION SPECTRA 
Thin films (~70 nm) of CH3NH3PbI3 were prepared by thermal evaporation of PbI2 
followed by vapor annealing in CH3NH3I.  Figure 27 shows the band structure including the I 4d5/2 
and 4d3/2 core levels as calculated using density functional theory, along with the experimental and 
computed ground-state XUV absorption spectra. As discussed in Chapter 2 and reported in the 
literature,11,69,70 the XUV spectrum measures the unoccupied density of states convolved with the 
core-hole spin-orbit splitting and contributions from the core-hole exciton. 
 
Figure 27: Left: Band structure of CH3NH3PbI3 including the I 4d5/2,3/2 core states, calculated using 
density functional theory including spin-orbit coupling. The band gap is shifted to the experimental 
value of 1.65 eV. XUV absorption measures transitions from these core levels to the conduction band.  
Two representative transitions to the bottom of the conduction band at the Γ point are shown as 
vertical arrows.  Right:  Experimental (purple) and calculated (black) XUV absorption spectrum of 
CH3NH3PbI3. The calculated spectrum (i.e. the dielectric function) includes both spin-orbit coupling 
and the electron-hole Coulomb interaction (i.e. the core-hole exciton). 
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The sample was photoexcited at 400 nm and probed using the XUV output of the 
instrument described in Chapter 1. Contour plots of the resulting transient absorption spectrum 
[∆𝐴 = −𝑙𝑜𝑔10(𝐼𝑝𝑢𝑚𝑝−𝑜𝑛/𝐼𝑝𝑢𝑚𝑝−𝑜𝑓𝑓)] are shown in Figure 28A-B for two different initial carrier 
concentrations, n0 = 1.4×10
20 cm-3 and n0
 = 4.2×1019 cm-3. The ground state absorption spectrum 
and slices of the transient spectrum at 100 fs, 400 fs, and 1000 fs for the low-power data set are 
shown in Figure 28C.  As discussed in Chapter 2 for PbI2,
11 transient features below the onset of 
the ground-state absorption at 49.1 eV are caused by transitions from the I 4d5/2 core to the 
photoinduced valence band (VB) hole. Band-gap renormalization and band-filling in the 
conduction band (CB) modify the I 4d3/2,5/2 → CB absorption, leading to the features from 48.8 to 
55.0 eV.  The positive feature at 49.3 eV also includes the I 4d3/2 → VB contribution, which is 
 
Figure 28: Contour plots of XUV transient absorption spectra with initial carrier density n0 = A) 
1.4×1020 cm-3 and B) 4.2×1019 cm-3. C) Ground-state XUV absorption spectrum and transients at 100, 
400, and 1000 fs for n0 = 4.2×1019 cm-3.  D) Hole-specific region of the transient spectra with 
temperature fits.  E)  Temperature model showing that the shape of the hole spectrum is the product of 





blueshifted by the 1.7 eV core-hole spin-orbit splitting from the I 4d5/2 → VB feature at 47.6 eV. 
Note that this data has the thermal signal (as discussed for PbI2 in Chapter 2) subtracted after being 
identified by global fitting as shown in Figure 29 using the 1.4×1020 cm-3 data. 
SECTION 3.3: INTERPREATION OF ELECTRONIC SIGNALS 
In both the high-power and low-power experiments (Figure 28A-B), the hole signal from 
45.0 to 48.5 eV narrows and decays over time. Figure 28D zooms in on this feature for the low-
power data set. At 100 fs after photoexcitation the signal is broad and asymmetric, with a tail at 
low energy that extends below 46 eV. By 400 fs, the spectrum has narrowed and sharpened to a 
symmetric Voigt lineshape. Between 400 fs and 1000 fs, this spectrum decreases in height and 
 
Figure 29: (a)  Early (electronic) and late (heat) signals compared to static XUV absorption. Contour 
map of (b) XUV absorption before subtraction, (c) the removed heat signal, and (d) XUV absorption 




blueshifts by 0.1 eV.  These spectra are analyzed using the straightforward model in Figure 28E, 
in which the energy distribution of the hole is the product of the valence band density of states 
(modeled as a parabolic band13,64,65) and a Fermi function that describes the hole temperature and 
population as shown in Equation 3.1. 






   (3.1) 
ΔA is the pump-induced change in absorption in the valence band as a function of energy (E).  k 
is a scaling parameter that represents the curvature of the bands, which was chosen as 0.005 in 
units of Absorbance to match the rise of the conduction band feature in the ground state absorption 
(the effective masses of holes and electrons in perovskite are similar). The impact of the chosen 
value for k is negligible on the resulting values of Th from the fit. E0 is the energy difference 
between the valence band maximum and the core I 4d states. Ef is the quasi Fermi level for the 
holes in the valence band (as measured from the core I 4d states). kB is the Boltzmann constant 
and Th is the hole Fermi temperature. The fit solves for E0, Ef, Th, and an added offset to account 
for baseline drift. Fitting to a Boltzmann function instead of a Fermi function gave nearly identical 
results. The electrons and holes each achieve well-defined thermal distributions within 80 fs after 
excitation,49 and can thereafter each be described with a Fermi temperature.  The XUV absorption 
spectrum is the convolution of this distribution with the Gaussian spectrometer resolution of 0.5 
eV and Lorentzian core-hole lifetime broadening of 0.45 eV. The area of the peak measures the 
population of holes, while the asymmetry measures their temperature. Given the experimental 
signal-to-noise and peak broadening, temperatures as low as 1000 K can be measured. 
40 
 
 While this model fits the spectra well and is intuitively appealing, it is not obvious that 
there should be a 1:1 correspondence between the strength of the absorption and the hole 
population.  For example, there could be a larger transition dipole moment for the core-to-VB 
transition at the band edge compared to deep in the band, as was recently observed in XUV 
transient absorption of Si.69 Such effects in CH3NH3PbI3 are minimal, as shown by measuring the 
area of the hole feature as a function of time for two pump fluences, and comparing the resulting 
dynamics to known carrier recombination rates (Figure 30).71 At an initial carrier density of 
1.4×1020 cm-3, the area drops by half in 2 ps due to Auger recombination, followed by a slow decay 
on the tens-of-ps timescale. With 4.2×1019 cm-3 initial carriers, only the slow decay component is 
observed. Carrier recombination in CH3NH3PbI3 proceeds via first-order (trap-assisted), second-
order (non-geminate), and third-order (Auger) pathways, and rate constants for each pathway have 
been previously measured using 
optical transient absorption.13 Using 
those reported rate constants and the 
known initial carrier densities, both 
the high- and low-power XUV data 
sets are simultaneously fit using a 
single adjustable parameter, namely 
the absorption cross section per 
hole. The fitted value of 3.2×10-23 
eV·ΔA·cm3 corresponds to a cross 
section of 12 Mb, and it is a good 
match for the DFT-predicted value of 16 Mb. Given the excellent match between the measured 
 
Figure 30: Decay of the valence band signal due to 
electron-hole recombination with fits to a kinetic model that 
includes known rate constants for first-order (trap-assisted), 
second-order (non-geminate), and third-order (Auger) 
recombination. The data is fit with a single adjustable 




area of the hole signal and the decay predicted by the known recombination rate constants, any 
energy dependence of the absorption strength is weak in this system and can be ignored in the 
temperature analysis that follows (i.e. the I 4d5/2  → VB transition dipole matrix element can be 
treated as a constant, part of k in Equation 3.1). 
SECTION 3.4: OTA SPECTRA 
Previous optical transient absorption studies of CH3NH3PbI3 have measured the carrier 
temperature using an analysis similar to that shown in Figure 28E. The two carriers can in principle 
have different temperatures, due to k-point dependence of the initial photoexcitation and/or 
different carrier cooling rates. In semiconductors such as GaAs in which electrons and holes have 
very different effective masses, optical transient absorption selectively measures the temperature 
of the lighter carrier. For 
CH3NH3PbI3, however, the 
electron (me
* = 0.23m0) is only 
slightly lighter than the hole 
(mh
* = 0.29m0).
72 As shown 
below, and discussed in more 
detail in Chapter 4, optical 
transient absorption in this case 
primarily measures the colder 
carrier temperature with a slight 
inherent preference for the 
electron due to the effective 
mass difference. Optical transient absorption measurements were made at the same excitation 
 
Figure 31: Representative fits for optical absorption at n0 = 
4.2×1019 cm-3. The black lines are the fit and the colored lines are 
the data. The structure below 1.75 eV is from the combination of 
band-gap renormalization, the excitonic bleach, and band-filling. 
The fit above 1.75 eV includes both band-gap renormalization 




densities as the XUV experiment. Sample spectra, with representative fits as discussed below, are 
shown in Figure 31. 
 The transient spectra have contributions from band-filling and bandgap renormalization.  
Following the approach of Yang et al.65, the band-filling component was fit using a Boltzmann 
distribution applied to a parabolic band model. The bandgap renormalization was fit to the 
expected E-1/2 dependence. More details on the band-filling portion can be found at the end of this 
section. The fit was performed over a region of interest far from the band edge to avoid excitonic 
contributions. 
  ∆𝐴(𝐸, 𝑛) =
𝐴1
𝐸
√𝐸 − 𝐸𝑔(𝑛) × exp (−
𝐸−𝐸𝑓
2𝑘𝐵𝑇𝑐
) + 𝐴2 ×
1
√𝐸−𝐸𝑔(𝑛)
  (3.2) 
ΔA is the pump-induced change in absorption as a function of energy (E) and carrier concentration 
(n).  A1 and A2 are the amplitudes of the band-filling and band gap renormalization components, 
Ef is the electron quasi-Fermi level, kB is the Boltzmann constant, Tc is the carrier Fermi 
temperature, and Eg is the band-gap energy. The fit solves for A1, A2, and Tc. Ef is approximated 
as Eg(n) and changes to Ef are accounted for in A1. The factor of two in the Boltzmann factor arises 
from the nearly equal effective masses in perovskite. The band-gap dependence on the carrier 
density due to band-gap renormalization was approximated using a n1/3 dependence with a scale 
parameter (γ = 1.2×10-8 eV•cm) from the literature.13 
     ∆𝐸𝑔,𝐵𝐺𝑅(𝑛) = −2 × 𝛾 × 𝑛
1/3    (3.3) 
ΔEg,BGR is the change in the band-gap energy due to band-gap renormalization and γ is the material 
dependent scaling parameter. 
 In semiconductors such as CH3NH3PbI3 in which holes and electrons have nearly equal 
effective masses, optical transient absorption is sensitive to the combined energy distribution of 
both carriers. However, if the temperatures of electrons and holes are a factor of 1.5 or greater 
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different from each other the fit will be 
more sensitive to the colder carrier. 
Figure 32 shows the contributions to 
the transient spectrum for one carrier at 
1000K, the other carrier at 2000K, and 
the sum of the two spectra. Because in 
practice the spectrum can only be fit in 
a narrow energy range due to the 
presence of higher-energy absorption 
features above ~2.2 eV, the fit 
preferentially measures the steep slope 
of the 1000K carrier. For this 
combination of temperatures, the fit gives a temperature of 1150K. When the two carrier 
temperatures are within a factor of 1.5 of each other, the fit gives the average temperature. 
 An additional complication not included in the models here is the possibility of 
photoinduced changes to the refractive index, and thus the reflection from the sample. The optical 
measurements were made in transmission geometry, so an increase in reflectance would be falsely 
measured as an excited state absorption (or a decrease as a bleach). In the current model, the effect 
of the photo-induced reflection will alter both the band-filling and band-gap renormalization 
components of the model and may impact the measured temperatures. It should not, however, 
impact the overall timescale of the carrier cooling, as that should be visible regardless of the 
additional components present. As will be discussed in Chapter 4, fitting carrier distributions using 
OTA is a complicated problem that deserves further theoretical attention. 
 
Figure 32: Optical absorption is more sensitive to the 
lower energy carrier. The transient signal (with band-
filling effects only) was predicted for parabolic bands 
with effective masses m* = 0.23 m0 for the 1000 K carrier 
and m* = 0.29 m0 for the 2000 K carrier. The 1000 K and 
2000 K spectra are for occupation only in one band, while 
the combined includes contributions from both. The fit of 




SECTION 3.5: HOT-CARRIER DYNAMICS 
 Figure 33 shows the temperature measured using each technique as a function of time for 
two initial carrier concentrations, 1.4×1020 cm-3 and 4.2×1019 cm-3.  For the high-power 
experiment (Figure 33A), the optically-measured temperature cools from ~2000K at 200 fs to 
750K at 4 ps, with approximately 40% of the initial temperature lost in the first picosecond and 
slower cooling from 1-4 ps.  This cooling curve is consistent with that commonly observed in the 
perovskite literature above a critical carrier density of 1018 cm-3,13,64,65 and corresponds to the 
hot-phonon bottleneck regime. In this regime, the hot carriers rapidly equilibrate with a 
longitudinal optical phonon, and further carrier cooling is limited by coupling between that 
phonon and the lattice (via either acoustic or transverse optical daughter phonons).13,64,65,73  The 
hole-specific cooling curve measured using XUV transient absorption follows the same general 
shape but the absolute temperatures are 3.5 times higher, cooling from 7000K at 100 fs to 3000K 
at 3 ps.  Given this independent measurement of the hole temperature, the optically-measured 
temperature is assigned to the electron.  At a carrier density of 1.4×1020 cm-3, therefore, holes are 
 
Figure 33: Temperature of each carrier measured using XUV transient absorption (sensitive to holes) 
and optical transient absorption (sensitive to electrons). At 1.4×1020 cm-3 (A), both carriers experience 
a hot-phonon bottleneck that limits the cooling rate, with the holes starting with more excess energy 
than the electrons. Electrons and holes shown with different scales (holes left and electrons right) to 
highlight the similar kinetics. At 4.2×1019 cm-3 (B), the electrons are bottlenecked but the holes cool 
quickly, reaching the ~1500K detection limit of the XUV probe in ~400 fs. At this point the holes 
reach the hot-phonon bottleneck and follow similar dynamics to the electrons. Model lines are 




significantly hotter than electrons but both carriers are subject to a hot-phonon bottleneck and 
cool slowly.  As discussed below, the cooling curves can be fit to give LO phonon lifetimes of 
0.5 ± 0.1 ps for the XUV probe and 0.6 ± 0.3 ps for the optical probe. These time constants are in 
good agreement with the lifetime of 0.6 ps measured using optical transient absorption by Fu et 
al.64 
 At an initial carrier density of 4.2×1019 cm-3, however, the cooling behavior measured by 
the two techniques are drastically different (Figure 33B). The optically-measured temperature 
follows a similar slow cooling curve as the high-power data in Figure 33A, and gives an LO 
phonon lifetime of 0.8 ± 0.2 ps. However, the XUV-measured hole temperature drops from 
4500K to the 1000K detection limit in less than 400 fs.  This rapid cooling is not consistent with 
a hot-phonon bottleneck, indicating that the electrons and holes must cool via distinct carrier-
phonon interactions.  The hole cooling is therefore fit using a Fröhlich carrier-phonon scattering 
model discussed later, extracting a characteristic hole-phonon scattering time of 8.0 ± 2.7 fs for a 
29 meV phonon. 
 The carrier temperatures over time were compared to single energy kinetics in the data to 
confirm our interpretation using the n0 = 4.2×10
19 cm-3 data, shown below in Figure 34. For the 
optical data, the excited state absorption feature below the band gap (~1.55 eV) is a measure for 
carrier cooling and its decay matches well with the optically fit carrier temperature decay. For the 
extreme ultraviolet data, the “tail” of the valence band and conduction band features were 
examined. A 1 eV averaged region in the valence band tail was shown to have similar kinetics to 
the extreme ultraviolet fit carrier temperature. A comparable 1 eV averaged region in the 
conduction band tail was shown to have similar kinetics to the optically fit carrier temperature. 
The “tail” features were offset such that the long-time value was zero and normalized so that the 
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initial value is 1 to compare to the Fermi temperature kinetics. The shapes of the single energy 
kinetics and the temperature decays are superimposable, supporting the interpretation of the timing 
for the processes involved. 
 As has been discussed in several previous reports, high excitation density can create a 
hot-phonon bottleneck13,64,73,74. The hot carriers rapidly equilibrate with a longitudinal optical 
phonon, and further carrier cooling is limited by coupling between that phonon and the lattice 
(via either acoustic or transverse optical daughter phonons). The bottlenecked data show time 
constants in good agreement with the lifetime of 0.6 ps measured using optical transient 
absorption by Fu et al64 when fit using a two-bottleneck model inspired by the work of Klimov et 
 
Figure 34: (A) single energy kinetics for regions far from the band edges for the n0 = 4.2×1019 cm-3 
XUV data (B) comparison of XUV with normalized single energy kinetics, (C) comparison of OTA 





al75 that includes Auger decay. The second bottleneck is required due to the higher excitation 
densities used in this study, as discussed below. 
 The process for energy dissipation from hot carriers has several steps.75 Carriers first scatter 
with longitudinal optical (LO) phonons, then LO phonons decay to form daughter phonons, then 
the daughter phonon decay to randomize the energy as lattice heat. If the heat capacity of the carrier 
plasma is sufficiently lower than the heat capacity of the LO phonon modes that they couple to, 
then the simple Fröhlich model where the LO phonon modes are treated as a bath is applicable. 
Once the heat capacity of the carrier plasma increases sufficiently (due to more carriers being 
excited), this model is no longer valid and the hot-phonon bottleneck is present.  
 The first step for modeling is a single bottleneck, where the carriers and LO phonons 
rapidly equilibrate and the shared temperature decays as the LO phonon population decays (the 
transfer between the plasma and the LO is fast compared to the decay of the LO). For sufficiently 
high occupation (high temperature), the occupation is directly proportional to the temperature and 
the decay of the temperature in the mode follows first order kinetics. Additionally, when there is 
sufficiently high carrier density that the recombination is Auger dominated, the Auger 
recombination adds heat back to the carrier plasma.  









× 𝐸𝑔 × 𝜒𝑒,ℎ × 𝑘3 × 𝑛
2  (3.4) 
TLO is the temperature of the LO phonon distribution (and thus the carriers due to the bottleneck). 
TL is the temperature of the lattice. t is time. τLO is the LO phonon lifetime. kB is the Boltzmann 
constant, Eg is the band-gap, k3 is the third order recombination rate constant, and n(t) is the time-
dependent carrier density. χe,h is the Auger branching ratio. The 2/(3kB) term for the Auger derives 
from the heat capacity of the carrier plasma. This model fails to fit the data for both data sets (n0 
= 1.4×1020 cm-3 and 4.2×1019 cm-3) because a second bottleneck (for the equilibrium between the 
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LO mode and its daughter phonons) is present. The temperature is thus fit using coupled equations 
(Equation 3.5) for the LO and daughter temperatures (the rate of transfer between the modes and 
decay of the daughter are comparable). 









× 𝐸𝑔 × 𝜒𝑒,ℎ × 𝑘3 × 𝑛
2  (3.5a) 









    (3.5b) 
TA is the temperature of the acoustic (daughter) phonons. τA is the decay constant for the acoustic 
phonons. cLO and cA are the heat capacities of the LO and daughter phonons respectively. In this 
model, the adjustable fit parameters are the initial temperature (T0), the LO lifetime, the acoustic 
lifetime, and the ratio of heat capacities (cLO / cA). These values are shown in Table 1. The LO 
lifetimes are comparable to the value of ~0.6 ps reported in the literature,64 as are the acoustic 
lifetimes76 of ~4 ps. The deviation in lifetimes between the two initial fluences are likely due to 
the larger presence of Auger in the higher fluence data set. If the Auger branching ratio is uneven, 
then that will alter the kinetics in the fit. This branching ratio has not been measured, so values for 
equal (χh = 0.5) and completely electron-hole-hole dominated (χh = 1) were used in the fit as 
reasonable bounds for the data. The average of the two cases was reported above for each 
excitation density. 
Table 1:  Double bottleneck fit parameters for OTA data 
n0 (cm
-3) χh T0 (K) τLO τA cLO/cA 
1.4 × 1020 0.5 2100 ± 100 0.2 ± 0.1 3.6 ± 0.3 0.1 ± 0.1 
4.2 × 1019 0.5 1900 ± 100 0.6 ± 0.1 1.0 ± 0.3 0.1 ± 0.1 
1.4 × 1020 1 2400 ± 100 0.9 ± 0.1 4.6 ± 0.3 0.8 ± 0.1 
4.2 × 1019 1 1900 ± 100 1.0 ± 0.1 5.8 ± 0.3 0.4 ± 0.1 
 Using the same two-bottleneck model for the 1.4×1020 cm-3 XUV data gives the results 
present in Table 2. This was fit for the first 3 ps as the signal-to-noise ratio was not sufficient for 
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later time data due to the fast recombination at this excitation density. This is responsible for the 
large error in the acoustic lifetime. 
Table 2:  Double bottleneck fit parameters for XUV data 
n0 (cm
-3) χh T0 (K) τLO τA cLO/cA 
1.4 × 1020 0.5 7000 ± 600 0.5 ± 0.1 13 ± 70 0.2 ± 0.1 
1.4 × 1020 1 7300 ± 600 0.4 ± 0.1 14 ± 70 0.1 ± 0.1 
 The XUV data at 4.2×1019 cm-3 is fit for the first 400 fs using the below-bottleneck Fröhlich 
model. In this model (Equation 3.6), there are two constraints and two fit parameters. 











) − exp (
−ℏ𝜔𝐿𝑂
𝑘𝐵𝑇𝐿
)]   (3.6) 
Th and TL are the hole temperature and the lattice temperature (this assumes that the LO phonon 
distribution has sufficiently high heat capacity to remain at the lattice temperature). TL is set at 300 
K for this model. ℏ is the reduced Planck constant, ωLO is the LO phonon (angular) frequency, and 
τh-LO is the characteristic scattering time between the holes and the phonons. Previous optical 
transient absorption spectroscopy at a wavelength sensitive to both electrons and holes using sub-
10 fs pulses identified two phonon frequencies of 14 ± 1 meV and 29 ± 2 meV that were coupled 
to carrier relaxation,77 and nonadiabatic molecular dynamics calculations found that hot holes 
couple preferentially phonons in the 25-40 meV range.78 The fit parameters are T0 (initial hole 
temperature) and τh-LO, with results shown in Table 3. 
Table 3:  Fröhlich model parameters for XUV data 
n0 (cm
-3) ℏ𝜔𝐿𝑂 (meV) T0 (K) τh-LO (fs) 
4.2 × 1019 29 6000 ± 1000 8.0 ± 2.7 
4.2 × 1019 14 6000 ± 1000 2.3 ± 0.8 
 This fit time constant may be compared to the results for the interaction of a charge and a 
dipole in a polar semiconductor.79 


















)    (3.7) 
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The rate constant can be estimated if the phonon frequency (𝜔𝐿𝑂), effective mass (𝑚
∗), and static 
(ℰ𝑠) and optical (ℰ∞) dielectric constants are known. An effective mass of 0.29 m0 was used.
72 A 
range of dielectric constants have been computationally predicted and measured for 
CH3NH3PbI3.
80 From the range of experimental values, the time constant was calculated using the 
smallest difference (low static, 13, and high optical, 6.5) and greatest difference (high static, 36.9, 
and low optical, 4). The average value of these two calculations gives an estimate of 8.5 fs for the 
29 meV phonon, a good match to the fit value in Table 4. The same process was performed for the 
14 meV phonon, resulting in 12.5 fs. This prediction differs by a factor of five from the 2.3 fs fit 
value in Table 3. The excellent match between the measured and predicted scattering times for the 
29 meV phonon gives additional support to the computationally-predicted claim that holes scatter 
preferentially with high-energy phonons,78 but experiments at lower pump fluence will be required 
to confirm this tentative assignment. 
SECTION 3.6: CONCLUSIONS 
 Two major conclusions are apparent from the combination of XUV and optical transient 
absorption spectroscopy presented above.  First, the initial temperature of the holes is 
significantly hotter than that of the electrons. This preference for hot holes was predicted in one 
of the first optical transient absorption studies of CH3NH3PbI3, which proposed that 
photoexcitation below 480 nm induces absorption from deep in the valence band to the 
conduction band edge.54 This prediction was later supported theoretically by band-resolved 
optical constant analysis81 and by DFT calculations of the valence and conduction band density 
of states in conjunction with non-adiabatic quantum dynamics.82    Other theoretical treatments 
have predicted roughly equal initial carrier temperatures, with the primary contribution to the 
absorption spectrum coming from transitions between the highest valence band and the lowest 
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conduction band along the R to M branch.83–85 By selectively measuring the hole temperature 
using XUV transient absorption, the hot-hole, cold electron predictions were experimentally and 
quantitatively confirmed.  Note that for this asymmetric temperature distribution to persist over 
time, the holes must be screened from the electrons, presumably by polaron formation.14,86–88  
This screening is consistent with the long recombination times observed in these materials.89  
This result also resolves an enduring puzzle in the published carrier temperatures, in which the 
reported carrier temperature is not consistent with the excess energy from above-bandgap 
excitation.  CH3NH3PbI3 has a band gap of 1.65 eV, so photoexcitation at 400 nm (3.1 eV) 
should leave a total of 1.45 eV of excess energy between the electrons and holes.  Many optical 
transient absorption experiments report initial temperatures of ~2000 K after 400 nm 
excitation,13,64,65 and frequently report this number as an average carrier temperature.  Under the 
simplifying assumption of parabolic bands, this gives an average excess energy per carrier of 0.3 
eV for a total of 0.6 eV, far below the expected value.  The current measurement using the 
combination of XUV and optical probes gives average excess energies of 0.9 eV for the holes 
and 0.3 eV for the electrons.  This adds up to a total of 1.2 eV, very close to the expected total of 
1.45 eV.  Rapid carrier cooling within the 100 fs instrument response (before onset of the hot-
phonon bottleneck) accounts for the final missing 0.25 eV. 
The second major conclusion from this work is that hole cooling can still be explained 
within the Fröhlich regime for carrier densities as high as 4.2×1019 cm-3, significantly higher than 
the 1018 cm-3 hot-phonon bottleneck threshold commonly reported using optical transient 
absorption spectroscopy.13,64,65  As discussed above, optical transient absorption preferentially 
measures the colder carrier (in this case the electron), so the 1018 cm-3 threshold is now shown to 
be specific to the electron.  This difference between the electrons and holes can only be 
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explained if the two carriers couple to different phonons, likely due to the difference in 
composition between the valence and conduction band. The conduction band is primarily derived 
from Pb 6p atomic orbitals, while the valence band has its greatest contribution from I 5p. 
Photoexcitation therefore distributes positive charge on the Pb sublattice and negative charge on 
the I sublattice, producing a non-uniform charge distribution and causing a unique phonon 
response for each carrier. This difference has been observed experimentally in CH3NH3PbBr3, in 
which transient hard x-ray spectroscopy showed that photoexcited electrons are delocalized 
between several Pb atoms but holes were likely localized on a single Br.50 A range of 
computational work supports this difference in delocalization, predicting the electron polaron to 
be larger than the hole polaron.87,88 The difference in size can be connected to the onset of the 
hot phonon bottleneck, which has been proposed to stem from spatial overlap of polarons above 
a critical carrier density. 87   A simple space-filling model argues that this onset occurs at 1018 
cm-3 for electrons in CH3NH3PbI3, matching the optically-measured threshold. In the present 
work, holes were shown to not bottleneck until above 1019 cm-3. This threshold requires the hole 
polarons to be at least 50% smaller than the electron polarons. The charge localization for holes 
and electrons was recently predicted to be spatially distinct with the hole polaron being ~30% 
smaller than that of the electron.88 A simple model for the polaron size90 incorporating the 
difference in effective masses and the difference in phonon energy observed here also predicts 
the hole polaron to be ~30% smaller. These are consistent with the higher threshold for the hot-
phonon bottleneck observed experimentally in the present work. 
From a device optimization perspective, these results impose strict limits on the use of 
CH3NH3PbI3 in hot-carrier photovoltaics. This class of materials has been widely proposed as a 
candidate for such devices due to the low threshold for the hot-phonon bottleneck as measured 
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by transient optical and photoelectron spectroscopy.  The results above show that not only do 
holes cool quickly even at high carrier concentrations, but approximately three-fourths of the 
initial excess energy from above-bandgap excitation is in the hot holes.  At any reasonable light 
intensity, only approximately one-fourth of the excess energy is deposited into the slow-cooling 
hot electrons, severely limiting the efficiency gains possible from collecting hot carriers. 
Synthetic modification of the perovskite structure may be able to reduce the negative 
properties found here and increase hot-carrier collection efficiency. High-harmonic sources are 
rapidly evolving, and the emergence of high repetition-rate, few-fs instruments will soon allow 
transient XUV spectroscopy to be performed at low carrier density. Combined with ultrafast 
optical and photoelectron probes and advances in theory, this will enable the carrier-specific 




CHAPTER 4: OTA FITTING WITH UNEQUAL CARRIER 
TEMPERATURES 
Adapted from “Optical Fitting of Semiconductors with Unequal Carrier Temperatures” 
(in preparation) with DFT calculations by Josh Leveillee 
 
SECTION 4.1: INTRODUCTION 
 Lead halide perovskite materials such as CH3NH3PbI3 have shown significant promise for 
next generation photovoltaic devices.54–56  The observation of a hot-phonon bottleneck, as 
discussed in Chapter 3,13,64,65 in this class of materials makes it plausible that they can be used in 
hot carrier collection solar cells.63,91,92 The primary criterion for a hot carrier cell is that the carrier 
cooling rate must be slow compared to the extraction time, thus it is critical to accurately measure 
the electron and hole distributions over time to identify the cooling rate. Any initial nonthermal 
distribution will rapidly thermalize via carrier-carrier scattering to form a Fermi distribution in less 
than 100 fs. This hot thermal distribution will cool primarily through electron-phonon scattering,79 
and thus can be slowed by the hot-phonon bottleneck. The carrier distributions for perovskite have 
been measured by optical transient absorption (OTA),13,64,65 time-resolved two-photon 
photoemission (sensitive to electrons),23 and transient extreme ultraviolet absorption (sensitive to 
holes, described in the prior chapters). Photoluminescence is also a common probe for carrier 
distributions.75,93 Carrier specific measurements have also been performed for GaAs by 
photoluminescence using doping94 (hole or electron sensitive, but perturbative) and by looking at 
transitions from the conduction band to an impurity state93 (electron sensitive). 
 Using OTA to extract carrier temperatures is a venerable technique.95–97 The common 
assignment for OTA is that the measured distribution is from both the electrons and the holes. As 
optical transitions are from the valence band to the conduction band, this is a reasonable 
assumption. However, the specifics of the band structure will have a strong impact on sensitivity. 
Many traditional inorganic semiconductors, such as GaAs, have a split feature near the valence 
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band maximum with both a heavy hole band and a light hole band. It is commonly assumed that 
the temperatures of the two carriers are the same, which simplifies the interpretation of the OTA 
data. However, as shown in Chapter 3, this is not always the case. Modeling is required to 
understand how uneven carrier temperatures impact optical fitting using standard methods. 
SECTION 4.2: MODELS 
 Once carriers have thermalized, they are best represented by a Fermi distribution with a 
characteristic temperature over the density of states near the band edge. For a parabolic band, this 
temperature will be related to the average internal energy by 
      ?̅?𝑒,ℎ =
3
2
𝑘𝐵𝑇𝑒,ℎ    (4.1) 
where ?̅?𝑒,ℎ is the average internal energy of the carrier, kB is the Boltzmann constant, and Te,h is 
the Fermi temperature of the distribution. The density of states for a parabolic band is 






2√2𝐸𝑒,ℎ𝑑𝐸𝑒,ℎ   (4.2) 
where g(Ee,h) is the density of states, Ee,h is the energy measured from the band 
minimum/maximum, h is the Planck constant, and me,h
* is the carrier effective mass. The total 
carrier density is (equal for each band) 
    𝑛 = ∫ 𝑔𝑒,ℎ(𝐸𝑒,ℎ)𝑓𝑒,ℎ(𝐸𝑒,ℎ)𝑑𝐸𝑒,ℎ
∞
𝐸0
    (4.3) 
where n is the carrier density, E0 is the band minimum/maximum and fe,h(Ee,h) is the Fermi function 







   (4.4) 
where Ef;e,h
q is the quasi-Fermi level. Note, Eh here is measured as increasing with distance from 
the valence band maximum (opposite the absolute energy scale). 
 A distribution is thus characterized by three parameters: the temperature (Te,h), the effective 
mass (me,h
*), and the quasi-Fermi level (Ef;e,h
q). For a fixed temperature and effective mass, the 
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quasi-Fermi level scales with the carrier density through the integral in Equation 4.4. This is done 
through numeric methods for predicting spectra below. 
 In OTA, the difference between the initial (unpopulated) absorption and the final (Fermi 
populated) absorption from state-blocking (band-filling) is measured as 
   ∆𝐴(𝐸) = 𝐴(𝐸) × (1 − 𝑓𝑒(𝐸𝑒))(1 − 𝑓ℎ(𝐸ℎ)) − 𝐴(𝐸)  (4.5) 
where ΔA(E) is the measured change in absorption and A(E) is the static (unpopulated) absorption. 
The first term (the final absorption) is reduced by the occupation in the conduction band and 
valence band and for each vertical transition. The position in the bands (Ee and Eh) for parabolic 
bands are determined by the band curvature (effective masses) due to conservation of momentum 
     𝐸𝑒,ℎ =
𝑚𝑟
𝑚𝑒,ℎ
∗ (𝐸 − 𝐸𝑔)     (4.6) 
where mr is the reduced mass 





∗      (4.7) 
and Eg is the band gap. This change in absorption can be approximated for fe,h(Ee,h) << 1 (far from 
the Fermi level, either low occupation or far from the band edge) as 
    ∆𝐴(𝐸) ≅ −𝐴(𝐸) × (𝑓𝑒(𝐸𝑒) + 𝑓ℎ(𝐸ℎ))   (4.8) 
which is commonly further approximated to fit with a single Boltzmann distribution 
    ∆𝐴(𝐸) ≅ −𝐴(𝐸) × 𝐴𝐵𝐹 × exp (−
𝐸
𝑘𝑇𝑓𝑖𝑡
)   (4.9) 
where ABF and Tfit are the fitting parameters (the amplitude and the fit carrier temperature). This 
is a common method for fitting OTA data to extract a temperature, and it was used in Chapter 3 
with the interpretation discussed below.  Ideally, the data would be fit with the two Fermi functions 
in the joint density of states in Equation 4.5, but that has many fit parameters, which opens the 
model up to overfitting. 
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 This Boltzmann fit 
temperature depends on the two 
Fermi temperatures (electron and 
hole) in a non-linear fashion. For the 
simple parabolic model, transient 
spectra were simulated using 
Equation 4.5 for a range of 
temperatures, effective masses, and 
carrier densities (quasi Fermi levels) 
and then fit using Equation 4.9 over 
different energy ranges to 
understand trends in fit temperature for the simplest possible case. For the parabolic band, the 
static absorption has the following form 
     𝐴(𝐸) =
𝐶
𝐸
√𝐸 − 𝐸𝑔     (4.10) 
where C is a constant that includes the effective masses of both bands and the transition dipole 
moment for the semiconductor. Equation 4.10 is involved in both the model and the fit, so it cancels 
and has no impact on the fit temperature when properly accounted for. An example simulated 
spectrum and fit are shown in Figure 35. 
 Additionally, transient spectra were predicted using DFT calculated (details in the 
Appendix A) band structures and imaginary dielectric constants for GaAs and CsPbI3. GaAs was 
chosen for a well-understood semiconductor and CsPbI3 was chosen as a computationally simpler 
analog for CH3NH3PbI3 that should capture the general physics well. Analogously to the simple 
 
Figure 35: Parabolic model spectrum (from Equation 4.5) 
with equal masses and holes at 1000 K and electrons at 3300 
K and the fit line from fitting with Equation 4.9. The fit 
temperature is 2600 K. The high temperature component is 




parabolic model, Fermi distributions 
were applied to the calculated band 
structures (quasi Fermi levels found via 
Equation 4.3 using the DFT calculated 
density of states for ge,h(Ee,h)) and then 
the optical spectrum was predicted by 
summing transitions over a numerical 
mesh in k-space with the populated 
density of states. This was subtracted 
from the nonpopulated (static) 
spectrum to get the change in 
absorption. This predicted spectrum was then fit using Equation 4.9 with the predicted static 
spectrum as A(E) (again canceling out and not impacting the fit results). An example predicted 
spectrum and fit are shown in Figure 36. 
 The impact of band gap renormalization can be modeled by a simple shift.48 For a simple 
shift, the change in absorption will follow from Equation 4.10 as 
    ∆𝐴𝐵𝐺𝑅(𝐸) =
𝐶
𝐸
√𝐸 − (𝐸𝑔 − ∆𝐸𝐵𝐺𝑅) −
𝐶
𝐸
√𝐸 − 𝐸𝑔  (4.11) 
where ΔEBGR is the magnitude of the band gap shrinkage, which is dependent on the carrier 
density48 
     ∆𝐸𝐵𝐺𝑅 = −2𝛾𝑛
1/3     (4.12) 
where γ is a material dependent constant. The overall change in absorption will be the combination 
of the band filling and band gap renormalization terms. 
  ∆𝐴(𝐸) = 𝐴(𝐸 + ∆𝐸𝐵𝐺𝑅) × (1 − 𝑓𝑒(𝐸𝑒))(1 − 𝑓ℎ(𝐸ℎ)) − 𝐴(𝐸)  (4.13) 
 
Figure 36: DFT predicted transient spectrum (from 
Equation 4.5 with 0.1 eV Lorentzian broadening) for 
GaAs with holes at 1000 K and electrons at 3000 K and 
the fit line from fitting with Equation 4.9. The fit 
temperature is 5700 K. The feature at 3 eV is from 




The band gap renormalization term can be approximated for far from the band edge as  
     ∆𝐴𝐵𝐺𝑅(𝐸) ≅
𝐴𝐵𝐺𝑅
√𝐸−𝐸𝑔
     (4.14) 
where ABGR the amplitude of the contribution. This makes the overall fitting equation 







where there are three fit parameters: the amplitudes ABF and ABGR, and the fit carrier temperature 
Tfit. If the same behavior for band gap 
renormalization is included in both the 
model and the fit, then the behavior is 
canceled out and little change is observed in 
the fit temperature. If an approximation is 
made in the fit, as in Equation 4.15, then it 
can have a large impact on the results, as 
band gap renormalization has the opposite 
curvature of the Boltzmann-like feature 
from band filling. An example spectrum with fit including BGR is shown in Figure 37. 
 Additionally, real spectra will have an excitonic component at the band-edge that reduces 
in intensity as the excitation density increases. The fit tends to be performed far from the edge to 
simplify the band-filling and bandgap renormalization components, and thus the excitonic bleach 
is not in the fit region and can be neglected. Higher energy features from additional band structure 
far from the fundamental bandgap put an upper limit for fitting (as observed in the DFT predicted 
spectra for GaAs in Figure 36). 
 Photoluminescence gives similar information, but the signal arises from new transitions 
from the occupied conduction band to the de-occupied valence. The intensity of the 
 
Figure 37: Parabolic model with equal masses and 
BGR with electrons at 1000 K and holes at 3300 K 
and the fit line from fitting with Equation 4.15.  The 




photoluminescence, PL(E), depends on the radiative intensity (the transition dipole moments) and 
the Fermi distributions of the carriers. 
     𝑃𝐿(𝐸) = 𝐵(𝐸)𝑓𝑒(𝐸𝑒)𝑓ℎ(𝐸ℎ)    (4.16) 
B(E) is the radiative intensity at a given energy value. The overall signal can be modeled using a 
Boltzmann, as was done for absorption. However, the product of two exponentials is itself an 
exponential, making this a better approximation for photoluminescence. 
    𝑃𝐿(𝐸) ≅ 𝐵(𝐸) × 𝐴𝑃𝐿 × exp (−
𝐸
𝑘𝑇𝑃𝐿
)   (4.17) 
APL and TPL are the fit parameters.  For far from the band edge, this gives an analytic relation 
between TPL and the carrier temperatures and effective masses, where the fit temperature is a 
weighted reduced temperature. This will give a fit temperature that is more sensitive to the lighter 
carrier and the lower carrier temperature when the radiative intensity is properly accounted for. 






     (4.18) 
 
Figure 38: Predicted fit temperatures for photoluminescence using Equation 4.18 for (A) me* = mh* = 
0.2 m0 and (B) me* = 0.1 m0 and mh* = 1.0 m0. For the equal masses in (A), the fit temperature is 
agnostic to which carrier has which temperature (the plot is symmetric) and it is dominated by the 
lower temperature carrier (the contours are mostly vertical and horizontal and increase from lower left 
to upper right). The unequal masses in (B) show that the fit will be dominated by the lighter carrier 
unless the heavier carrier is very cold. 
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The resulting temperature maps for TPL as a function of Te and Th are shown in Figure 38 for two 
cases:  equal masses and a system with heavy holes and light electrons. 
SECTION 4.3: RESULTS 
 For the simple parabolic model, it was found for equal effective masses that the fit 
temperature will be double the lower temperature due to the region fit as shown in Figure 39A. 
The doubling comes from the reduced mass being half the individual effective masses and causing 
Ee and Eh to each be half the excess energy above the band gap, and the sensitivity to the colder 
carrier comes from its stronger contribution to the fit region, as discussed in Chapter 3. For unequal 
masses, the fit temperature will be that of the lighter mass, as shown in Figure 39B. For the unequal 
masses, the fit does start showing impact from the heavier mass when it has a much lower 
temperature than the lighter mass. 
 
Figure 39: Results from fitting the parabolic model with (A) me* = mh* = 0.2 m0 and (B) me* = 0.1 m0 
and mh* = 1.0 m0. For the equal masses in (A), the fit temperature is agnostic to which carrier has 
which temperature (the plot is symmetric) and it is dominated by the lower temperature carrier (the 
contours are mostly vertical or horizontal and increase from lower left to upper right). The fit 
temperature also has the expected doubling from the equal split in energy. For the unequal masses in 
(B), the mostly vertical contour lines show the sensitivity to the lower mass carrier, giving Tfit ~ Te 




 When band gap renormalization is 
included, the fit temperature will deviate 
from the behavior above. If it is included in 
the model but not the fit (modeled using 
Equation 4.13 and fit using Equation 4.9), 
then the fit temperature will decrease (or 
fail to fit for sufficiently large band gap 
shrinkage). If it is in both the model and the 
approximate fit (modeled using Equation 
4.13 and fit using Equation 4.15), then the fit temperature in general matches the state-blocking 
only fit. However, the fit will fail under certain conditions as the ∆𝐴𝐵𝐺𝑅(𝐸) ≅
𝐴𝐵𝐺𝑅
√𝐸−𝐸𝑔
 term may not 
accurately capture the contribution from band-gap renormalization. The fit results including band-
gap renormalization with equal effective masses are shown in Figure 40. 
 
Figure 41: Results from fitting the DFT predicted spectra at n = 5×1017 cm-3 initial carrier density for 
(A) GaAs and (B) CsPbI3. GaAs shows the impact of the split valence band, with greater sensitivity to 
the electron (the mostly vertical contours) and Tfit ~ 2 Te. At low hole temperatures and high electron, 
the fit does start seeing the impact of both. CsPbI3 follows the expected trend for almost equal 
effective masses where the fit temperature is double the lower carrier temperature (with a slight 
asymmetry from the slightly heavier holes). 
 
 
Figure 40: Results from using a parabolic model 
with BGR for equal masses (me* = mh* = 0.2 m0). 
The plot matches qualitatively to the results for the 




 The results of fitting the DFT predictions are shown in Figure 41. For GaAs, the fit 
temperature match double the input electron temperature. This can be explained by the split-
valence nature of the material, where there are contributions to the optical spectrum for transitions 
from the light hole band (still full, as the holes are dominantly in the heavy hole band) to the 
conduction band. This causes it to behave like an equal mass semiconductor with occupation only 
in the conduction band. 
 For CsPbI3, the predicted spectra 
do behave like an almost equal effective 
mass material, with a slight emphasis on 
electron temperatures but overall fitting 
double the lower temperature as shown 
in the parabolic model. This can be 
explained by the dominate contribution 
to the absorption spectrum arising from 
the VB1 → CB1 transitions, which are 
roughly symmetric bands. DFT calculations for the static absorption spectrum can be band-
resolved to show the weight of each pair of bands to the total spectrum, as is shown in Figure 42. 
SECTION 4.4: CONCLUSIONS 
 For real materials, any fit of the distribution is going to be an approximation. Having 
knowledge of the band structure, from experiment or from theory, can allow for a more accurate 
understanding of fitting OTA for that material, particularly when the carriers do not have the same 
distribution. In the case of perovskite materials such as CsPbI3, the material does behave similarly 
to a parabolic model with equal effective masses, so using a Boltzmann fit should be accurate for 
 
Figure 42: Band-resolved DFT predicted spectra for 
CsPbI3. The dominant contribution up to 4 eV is from 




the colder carrier as long as the factor of two from splitting the excess energy equally is taken into 
account. For materials such as GaAs with a split valence band, the OTA fit should be sensitive to 
the electron only. 
 The next step in modeling to better understand materials is including facets other than state-
blocking. Band gap renormalization was added as a simple shift and fit as done in the field for 
acceptable results for the parabolic model. However, band gap renormalization results in more 
than a simple shift of the entire band. The features will broaden, and higher bands may shift 
differently than the band edges. As mentioned in Chapter 3, the OTA signal in its raw form will 
show changes from both absorption (as discussed here) and reflection. New studies using time-
resolved ellipsometry and new theory including the reflection will further increase understanding 
of the impact of photoexcitation on materials. Additional methods other than OTA will aid in 
disentangling the separate carrier dynamics. As shown in Chapter 3, extreme ultraviolet absorption 
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APPENDIX A:  COMPUTATIONAL DETAILS 
Calculations planned and run by Josh Leveillee 
  
 The single particle energies calculated herein are determined by density functional theory 
(DFT). DFT, at its most fundamental level, is reliant on two core theorems (the Hohenberg-Kohn 
theorems).98 The first states that the ground state energy of a fully interacting system can be 
determined as a precise functional of the ground-state density. The second states that the ground 
state energy can be found by the variational method, where electron density is varied to minimize 
the internal energy of the system. In practice, the Kohn-Sham equations are used to solve for the 
total energy.99 The first Kohn-Sham equation determines the total energy as a functional of the 
electron density ρ(r): 
    𝐸[𝜌(𝑟)] = 𝑇|𝜌(𝑟)| + ∫ 𝑑𝑟 𝑣𝑒𝑓𝑓[𝜌(𝑟)]   (A.1) 
T is the kinetic energy functional and veff is the effective potential functional, given by: 







   (A.2) 
Here, vext is the external potential from the nuclei (or pseudo potentials, if they are used), and Exc 
is the exchange correlation functional. Single, non-interacting particle eigen-energies εn (i.e. the 
band structure) and Kohn-Sham eigen-states φn(r) are determined by solving the single-particle 
Kohn-Sham Hamiltonian: 
    (
−ℏ
2𝑚
∇2 + 𝑣𝑒𝑓𝑓(𝑟)) 𝜑𝑛(𝑟) = 𝑛𝜑𝑛(𝑟)   (A.3) 
In periodic crystalline systems, the eigen-states and energies can be designated by the quantum 
numbers n (band index) and k (electronic wave number). The eigen-states are represented in the 
Bloch basis100 as: 
     𝜑𝑛𝑘(𝑟) = 𝑒
𝑖𝑘𝑟𝑢𝑛(𝑟)     (A.4) 
The Bloch function un(r) is periodic in the unit cell and given by: 
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     𝑢𝑛(𝑟) = ∑ 𝐶𝐺,𝑛𝑒
𝑖𝐺𝑟
𝐺      (A.5) 
Where the infinite set G is all reciprocal lattice vectors in the system. In practice, the number of 
G included in the calculation is truncated with the truncation number given a plane wave energy 
cutoff criteria. 
 DFT calculations are performed using the VASP software.101,102 Projector augmented 
wave (PAW) type pseudo-potentials are employed which include semi-core I4d states. The 
exchange-correlation energy is calculated in the generalized-gradient approximation (GGA) with 
Perdew-Burke-Ernzerhof (PBE) type exchange-correlation.103 Spin-orbit coupling is included in 
the calculation of electronic structure and optical response.104 A plane-wave cutoff energy of 750 
eV is chosen to converge to total cell energy per atom below a threshold of 5 meV per atom. A 
dense nkx × nky × nkz (7 × 7 × 7 for MAPbI3) k-point mesh, usually with a random shift, is used 
for charge-density converged optical calculations on the DFT level of theory. Linear optical 
response is calculated by the Ehrenreich-Cohen equation for the temperature and frequency-













2𝑛′𝑛𝑘 𝛿(𝜖𝑛′𝑘 − 𝜖𝑛𝑘 − ℏ𝜔) (A.6) 
Here φnk and εnk are the Kohn-Sham eigen-states and energies at band n and wave vector k. Ω is 
the cell volume and ?̂?𝛼is the momentum operator in the α Cartesian direction. fnk and (1 - fn’k) are 
the quasi-Fermi distributions of an electronic state at band index n and wave vector k being 
occupied and a state at n’ and k being empty. For valence-to-conduction band transitions n’ is a 
conduction band index and n is a valence band index. For core-to-valence band or core-to-
conduction band transitions, n is the core index and n’ is the valence or conduction band index. 








   (A.7) 
Here, ρVB(E) is the density of states of the valence states, f
qf is the quasi-Fermi distribution of the 
excited holes, Eqfh is the quasi-Fermi energy of the excited holes, and Th is the Fermi-
temperature of the holes. The density of excited holes nh and Fermi-temperature of the holes Th 
are chosen from experimentally measured values. The equivalent equation is also solved for the 
holes, replacing all hole indices with electron ones. 
 The effect of exciton formation on the ground-state imaginary dielectric function is 
included by solving the Bethe-Salpeter equation (BSE) for the optical polarization function. The 
BSE is reformulated as an eigenvalue problem where the eigenvalues EΛ are the two-particle 
excitation energy. The corresponding excitonic Hamiltonian is:106,107 
   𝐻𝑐𝑣𝑘
𝑐′𝑣′𝑘′ = (𝜖𝑐𝑘 − 𝜖𝑣𝑘)𝛿𝑐𝑐′𝛿𝑣𝑣′𝛿𝑘𝑘′ − 𝑊𝑐𝑣𝑘
𝑐′𝑣′𝑘′ + 2?̅?𝑐𝑣𝑘
𝑐′𝑣′𝑘′  (A.3) 
Here, W and ?̅? are the statically screened Coulomb interaction and unscreened exchange 
interaction between electrons excited to the conduction bands and holes excited to the valence 
bands. The diagonal components include band energy differences between conduction and valence 
states at k – k' =0. The imaginary dielectric function is calculated by the time-propagation 
technique.108,109 55926 time steps of ≈ 
0.00894 per eV are required to calculate a 
spectrum up to excitation energies 50 eV. 
Due to the high computational demand of 
including 50 eV of transitions in the 
optical spectrum with excitonic 
contributions, the simpler perfect cubic 
phase is simulated and a randomly shifted 
 
Figure 43: Comparison of tetragonal and cubic DFT 
predicted XUV absorption from the I 4d core states to 





5×5×5 point mesh is used to sample the Brillouin Zone. The ground state spectra without excitons 
of the perfect cubic phase and relaxed tetragonal phase are very similar, as shown in Figure 43 
below.  The input dielectric constant in the statically screened Coulomb interaction is varied 
between εr = 1 to εr = 6 to determine the best theoretical prediction of experimental results. A 
dielectric constant of εr = 1.5 best predicts the exciton peaks observed in the ground state 
experimental spectra, as shown in Chapter 3. High energy excitations from the semi-core states 
are generally localized and thus not heavily screened. As such, the choice of εr = 1.5 is justified 
for an approximate approach. A fuller understanding would have to be found in a fully dynamical 
calculation of the screened Coulomb interaction, which is currently computationally intractable. 
 For the lead iodide calculations in Chapter 2, electron-ion interaction is described using the 
projector-augmented wave method.110,111 Iodine 4d states are treated as valence electrons. Cell 
volume and atomic positions are relaxed until the Hellmann-Feynman forces are below 5×10-3 
eV/Å.  Cell energies are converged using a plane-wave cutoff energy of 750 eV and a 7×7×7 
Monkhorst-Pack k-point grid. Spin-orbit coupling is included in the.112 Optical transition matrix 
elements and the dielectric function are calculated on a denser 13×13×13 gamma-centered k-point 
grid using the PAW framework.113  
 Within DFT, the electronic gap of PbI2 in 
the 2H polymorph is 2.46 eV and is indirect 
between the H (valence band maximum) and A 
(conduction band minimum) point in the BZ (<0.0, 
0.0, 0.5> and <0.33, 0.33, 0.5> in Cartesian 
coordinates respectively). This band gap is reduced 
to 1.71 eV due to the strong spin-orbit effect induced by Pb and I. The iodine 4d states, all located 
 




at -43.5 eV below the valence band edge, split by ~1.7 eV between the 4d3/2 states (at -44.4 eV) 
and the 4d5/2 states (at -42.7 eV).  Figure 44 shows the calculated band structure of PbI2 (only a 






















APPENDIX B:  SAMPLE PREPARATION AND CHARACTERIZATION 
Most sample preparation and characterization done by Aastha Sharma 
 
 Methylammonium lead 
iodide perovskite (MAPbI3) and 
lead iodide (PbI2) samples are 
deposited on silicon nitride 
membranes using gas phase 
techniques.  First, the lead iodide 
(Sigma-Aldritch, 99%) is deposited 
on the substrate using thermal 
evaporation via a partially home 
built system (Plasmonic 
Technologies, LLC model LTK350-sys). Then the lead iodide is converted to MAPbI3 via vapor 
conversion by heating the samples under vacuum in the presence of subliming methylammonium 
iodide powder (Sigma-Aldritch,98%) at 160° C for 2.5 hours. 
 
Figure 45: Optical absorption of PbI2 (band gap at 510 nm) 
and MAPbI3 (band gap at 760 nm). 
 
 






 The methods used for characterization are 
optical absorption, x-ray diffraction 
(Panalytical/Philips X’pert 2, Cu K-α line), 
scanning electron microscopy (Hitachi S4800 
High Resolution), and atomic force microscopy 
(Asylum Research MFP-3D). PbI2 and MAPbI3 
have distinct optical spectra characterized by their 
band edge position and excitonic features as shown in Figure 45. X-ray diffraction confirms the 
species and phases (MAPbI3 is in the room temperature tetragonal phase) present as shown in 
Figure 46. The MAPbI3 films have minimal residual PbI2 (< 5%), as determined from the x-ray 
diffraction spectra. Scanning electron 
microscopy shows that the films are 
polycrystalline as shown in Figure 47. 
Atomic force microscopy was used to 
confirm the thickness of the PbI2 films 
and calibrate the thermal evaporator as 
shown in Figure 48. MAPbI3 films had 
their thickness confirmed by optical 
absorption. 
 
Figure 48: Atomic force microscope measurement of a 
120 nm thick PbI2 film. 
 
 
Figure 47: Scanning electron microscope 
image of MAPbI3. 
 
