Abstract Let S n and A n denote the symmetric group and alternating group of degree n with n ≥ 3, respectively. Let S be the set of all 3-cycles in S n . The complete alternating group graph, denoted by CAG n , is defined as the Cayley graph Cay(A n , S ) on A n with respect to S . In this paper, we show that CAG n (n ≥ 4) is not a normal Cayley graph. Furthermore, the automorphism group of CAG n for n ≥ 5 is obtained, which equals to
Introduction
Let X = (V, E) be a simple undirected graph. An automorphism of X is a permutation on its vertex set V that preserves adjacency relations. The automorphism group of X, denoted by Aut(X), is the set of all automorphisms of X.
For a finite group Γ, and a subset T of Γ such that e T (e is the identity element of Γ) and T = T −1 , the Cayley graph Cay(Γ, T ) on Γ with respect to T is defined as the undirected graph with vertex set Γ and edge set {(γ, tγ) | γ ∈ Γ, t ∈ T }. The right regular representation R(Γ) = {r γ : x → xγ (∀x ∈ Γ) | γ ∈ Γ}, i.e., the action of Γ on itself by right multiplication, is a subgroup of the automorphism group Aut(Cay(Γ, T )) of the Cayley graph Cay(Γ, T ). Hence, every Cayley graph is vertex-transitive. Furthermore, the group Aut(Γ, T ) = {σ ∈ Aut(Γ) | T σ = T } is a subgroup of Aut(Cay(Γ, T )) e , the stabilizer of the identity vertex e in Aut(Cay(Γ, T )), and so is also a subgroup of Aut(Cay(Γ, T )). The Cayley graph Cay(Γ, T ) is said to be normal if R(Γ) is a normal subgroup of Aut(Cay(Γ, T )). By Godsil [17] , N Aut(Cay(Γ,T )) ( 
R(Γ)) = R(Γ) ⋊ Aut(Γ, T ). Thus, Cay(Γ, T ) is normal if and only if Aut(Cay(Γ, T )) = R(Γ) ⋊ Aut(Γ, T ).
Z 2 = h , where h is the map α → α −1 (∀α ∈ A n ). It follows that CAG n is arc-transitive.
Non-normality of the complete alternating group graph
In this section, we list some important results in group theory and algebraic graph theory which are useful throughout this paper, and show that the complete alternating group graph CAG n is non-normal for all n ≥ 4.
Lemma 2.1 ( [23] , Chapter 3, Theorems 2.17-2.20). If n ≥ 4 and n 6, then Aut(
and each element in Aut(S n ) \ Inn(S n ) maps a transposition to a product of three disjoint transpositions, each element in Aut(A n ) \ Inn(S n ) maps a 3-cycle to a product of two disjoint 3-cycles.
The Kneser graph, denoted by KG(n, r), is the graph with the r-subsets of a fixed nset as its vertices, with two r-subsets adjacent if they are disjoint. Clearly, KG(n, 1) is the complete graph, and KG(n, r) is the empty graph if n < 2r. The following lemma shows that the automorphism group of KG(n, r) (n ≥ 2r + 1) is isomorphic to the symmetric group S n .
Lemma 2.2 ( [18], Chapter 7, Corollary 7.8.2). If n
The following lemma gives a criterion for Cayley graphs to be normal.
Lemma 2.3 ( [25]
). Let X = Cay(Γ, T ) be the Cayley graph on Γ with respect to T . Let Aut(X) e be the set of automorphisms of X that fixes the identity vertex e. Then X is normal if and only if every element of Aut(X) e is an automorphism of the group Γ.
Using Lemma 2.3, we now prove that CAG n (n ≥ 4) is not a normal Cayley graph. Theorem 2.4. Let S be the complete set of 3-cycles in S n (n ≥ 4). Then, the map h :
is an automorphism of the complete alternating group graph CAG n = Cay(A n , S ). In particular, CAG n is non-normal.
Proof. Note that S consists of all 3-cycles in S n . Thus, to show that the map h : α → α −1 (∀α ∈ A n ) is an automorphism of CAG n , it suffices to show that for any α, β ∈ A n , if αβ −1 is a 3-cycle, then α −1 β is a 3-cycle. In fact, putting αβ
β is a 3-cycle. Now we shall prove that CAG n is non-normal. Let G := Aut(CAG n ), and let G e denote the stabilizer of the identity vertex e in G. Clearly, h ∈ G e . However, h is not an automorphism of the group A n because A n is non-abelian for n ≥ 4. Hence, by Lemma 2.3, the Cayley graph CAG n = Cay(A n , S ) is non-normal.
We complete this proof.
Remark 1.
It is well known that A n is a simple group for n ≥ 5, and S n = A n ⋊ S 2 . Thus the only normal subgroups of S n are the trivial group, the alternating group A n and the symmetric group S n itself. For any fixed k (4 ≤ k ≤ n), all k-cycles in S n form a full conjugacy class, it follows that the subgroup they generate is normal. This implies that all k-cycles in S n generate A n (resp. S n ) if k is odd (resp. even). Let T be the set of all k-cycles (k ≥ 4) in S n . As in the proof of Theorem 2.4, from Lemma 2.3 one can easily deduce that the Cayley graph Cay(Γ, T ) is non-normal, where Γ = A n if k is odd, and Γ = S n if k is even.
The following theorem suggests that the automorphism group Aut(CAG n ) of the complete alternating group graph CAG n contains (R(A n ) ⋊ Inn(S n )) ⋊ Z 2 (A n ⋊ S n ) ⋊ Z 2 as its subgroup, and so is of order at least (n!) 2 , for all n ≥ 4.
Theorem 2.5. Let S be the complete set of 3-cycles in S n (n ≥ 4) and let CAG n = Cay(A n , S ) be the complete alternating group graph. Then
where R(A n ) is the right regular representation of A n , Inn(S n ) is the inner automorphism group of S n , and Z 2 = h , and h is the map α → α −1 (∀α ∈ A n ).
Proof. Let G := Aut(CAG n ). Since both R(A n ) and Aut(A n , S ) are subgroups of G,
Lemma 2.1 we may conclude that g ∈ Inn(S n ) because g maps 3-cycles to 3-cycles. Thus Aut(A n , S ) ⊆ Inn(S n ). Furthermore, we claim that each g ∈ Inn(S n ) (≤ Aut(A n )) fixes S setwise because S contains all 3-cycles in S n and g maps 3-cycles to 3-cycles, and hence
fixes the identity vertex e of CAG n and hence fixes its neighborhood S setwise. We claim that h R(A n ) ⋊ Inn(S n ). Since otherwise h = r β σ γ , where r β ∈ R(A n ) and σ γ ∈ Inn(S n ). This means that r β = r e because both h and σ γ fix the identity vertex e, and so h = σ β ∈ Inn(S n ) = Aut(A n , S ), which is impossible. Thus G contains H := (R(A n ) ⋊ Inn(S n )) ⋊ Z 2 as its subgroup, where Z 2 = h , and R(A n ) ⋊ Inn(S n ) has index 2 in H and hence is a normal subgroup of H.
The proof is now complete.
Remark 2.
As Aut(A n , S ) = Inn(S n ) ≤ (Aut(CAG n )) e acts transitively on the neighborhood S of the identity vertex e, CAG n is arc-transitive because it is vertex-transitive.
Remark 3.
Let n ≥ 5, n 6 and 4 ≤ k ≤ n, and let T be the set of all k-cycles in S n . As in the proof of Theorem 2.5, from Remark 1 and Lemma 2.3 one can obtain that
where Γ = A n if k is odd, and Γ = S n if k is even, and Z 2 = h , where h is the map α → α −1 (∀α ∈ Γ).
Automorphism group of the complete alternating group graph
In this section, we determine the full automorphism group of CAG n for all n ≥ 5, which is in fact the subgroup given in Theorem 2.5.
Recall that the symmetric group S n (resp. the alternating group A n ) can be viewed as the group of all (resp. even) permutations on the set {1, 2, . . . , n}. The support of a permutation τ, denoted by supp(τ), is the set of points moved by τ. The following lemma is critical to our main result. Lemma 3.1. Let S be the complete set of 3-cycles in S n (n ≥ 5). Let τ, κ ∈ S , τ κ. Then τκ = κτ e if and only if there is a unique 4-cycle in CAG n containing e, τ and κ.
Proof. Suppose τκ = κτ e. Then τ −1 κτ = κ. It follows that supp(τ) ∩ supp(κ) = ∅. Clearly, τκ = κτ is a common neighbor of the vertices τ and κ other than e. Let ω be another common neighbor of them. There exists x, y ∈ S such that xτ = yκ = ω. Note that xτ = yκ iff τκ
e., x = τ −1 and y = κ −1 or x = κ and y = τ. Thus ω = e or ω = τκ. Hence, there exists a unique 4-cycle in CAG n containing e, τ and k, namely the cycle (e, τ, τκ = κτ, k, e).
To prove the converse, suppose τκ κτ or τκ = κτ = e. First we suppose that τκ κτ. Then |supp(τ) ∩ supp(κ)| = 1 or 2. We consider the following two cases:
Without loss of generality, let τ = (1, 2, 3) and κ = (1, 4, 5), and let ω be a common neighbor of τ and κ. Then ω = xτ = yκ for some x, y ∈ S . As before, xτ = yκ iff
. Observe that if we decompose (1, 2, 3, 5, 4) as the product of two 3-cycles, the supports of these two 3-cycles must lie in {1, 2, 3, 4, 5} and contain exactly one common point. Using this fact, by simple computation we find that the only ways to decompose (1, 2, 3, 5, 4) as a product of two 3-cycles are Without loss of generality, we just need to consider the following two situations. Subcase 2.1. τ = (1, 2, 3) and κ = (1, 2, 4); Let ω be a common neighbor of τ and κ. We have ω = xτ = yκ for some x, y ∈ S . As before, xτ = yκ iff x −1 y = τκ −1 = (1, 2, 3)(1, 4, 2) = (2, 3, 4). Observe that if we decompose (2, 3, 4) as the product of two 3-cycles, the supports of these two 3-cycles must contain at least two common points. Using this fact, by simple computation we see that the only ways to decompose (2, 3, 4) as a product of two 3-cycles are . Therefore, the number of 4-cycles containing e, τ and κ is equal to 3n − 9, which is greater than 1 due to n ≥ 5. Subcase 2.2. τ = (1, 2, 3) and κ = (1, 4, 2). Let ω be a common neighbor of τ and κ. We have ω = xτ = yκ for some x, y ∈ S . As before, xτ = yκ iff x −1 y = τκ −1 = (1, 2, 3)(1, 2, 4) = (1, 4)(2, 3). Observe that if we decompose (1, 4)(2, 3) as the product of two 3-cycles, the supports of these two 3-cycles must contain exactly two common points, and these two common points must belong to {1, 2, 3, 4}. Using this fact, by simple computation we see that the only ways to decompose (1, 4)(2, 3) as a product of two 3-cycles are This implies that τ and κ have exactly eight common neighbors (containing e). Therefore, there are exactly seven 4-cycles containing e, τ and κ.
Next we suppose that τκ = κτ = e. Then τ = κ −1 . Without loss of generality, let τ = (1, 2, 3) and κ = (1, 3, 2), and let ω be a common neighbor of τ and κ. We have ω = xτ = yκ for some x, y ∈ S . As before, xτ = yκ iff x −1 y = τκ −1 = (1, 2, 3)(1, 2, 3) = (1, 3, 2). As in Subcase 2.1, we see that the only ways to decompose (1, 3, 2) as a product of two 3-cycles are (1, i)(2, 3), (1, 2)(3, i) or (1, 3)(2, i) for 4 ≤ i ≤ n. This implies that τ and κ have exactly 3n − 8 common neighbors (containing e). Therefore, the number of 4-cycles containing e, τ and κ is equal to 3n − 9, which is greater than 1 due to n ≥ 5.
Tab. 1: Common neighbors of the vertices in S .
Remark 4. In fact, as in the proof of Lemma 3.1, we have obtained the common neighbors of any two vertices in S (see Tab. 1).
Let N ℓ (e) denote the set of vertices in CAG n whose distance to the identity vertex e is exactly ℓ. Thus N 0 (e) = {e} and N 1 (e) = S . Also, for any γ ∈ N 2 (e), there exists some α, β ∈ S such that γ = αβ. By discussing the possible values of |supp(α) ∩ supp(β)| as in the proof of Lemma 3.1, and using the fact γ e and γ N 1 (e) = S , we may conclude that γ is of one of the three types: γ = (i, j, k)(p, q, r), γ = (i, j, k, p, q) or γ = (i, j)(p, q) . Moreover, it is easy to see that each permutation having one of these types must lie in N 2 (e). Hence, N 2 (e) = N {(i, j, k)(p, q, r 
The following lemma shows that the automorphisms of CAG n that fixes the identity vertex e and all vertices in N 1 (e) must be the identity automorphism. Lemma 3.2. Let S be the complete set of 3-cycles in S n (n ≥ 5), and let CAG n = Cay(A n , S ) be the complete alternating group graph. Let A e denote the set of automorphisms of CAG n that fixes the identity vertex e and each of its neighbors. Then A e = {1}.
Proof. Let g ∈ A e . We shall prove that g fixes each vertex α ∈ N 2 (e) = N . We claim that the later case never occurs. This is because α has a neighbor (3, 4, 5) which is fixed by g but (3, 4, 5) N((1, 4, 5, 2, 3) ). Hence, each vertex in N 2 2 (e) is fixed by g. Finally, suppose α ∈ N 3 2 (e). Without loss of generality, we take α = (1, 2)(3, 4). From Eq. (2) we see that α ∈ N((1, 2, 3))∩N((1, 4, 2)) = {e, (1, 3, 2), (1, 3)(2, 4), (1, 4, 3) , (2, 3, 4) , (1, 4)(2, 3), (1, 2)(3, 4), (1, 2, 4)}. It follows that g fixes {(1, 3)(2, 4), (1, 4)(2, 3), (1, 2)(3, 4)} setwise because g has fixed e and each vertex in S = N 1 (e). We claim that g must fix α = (1, 2) (3, 4) . This is because α has a neighbor (1, 2, 3, 4, 5) ∈ N 2 2 (e) which is fixed by g but (1, 2, 3, 4, 5) N((1, 3)(2, 4) ) and (1, 2, 3, 4, 5) N((1, 4)(2, 3) ). Hence, each vertex in N 3 2 (e) is fixed by g. Therefore, we conclude that g ∈ A e fixes all vertices in N 2 (e). Thus we have (xy) g = xy for x, y ∈ S , which leads to r y gr y −1 ∈ A e and then (xz) r y gr y −1 = xz for x, z ∈ S by the above arguments. It follows that (xzy) g = xzy and thus g fixes each vertex in N 3 (e). Since CAG n is connected, g must fix all vertices of CAG n by applying induction, and hence A e = {1}.
Lemma 3.3.
Let G e denote the set of automorphisms of CAG n = Cay(A n , S ) (n ≥ 5) that fixes the identity vertex e. Let g ∈ G e , and let α, β (not necessarily distinct) be two elements of S . If
Proof. Without loss of generality, take α = (1, 2, 3) and β = (i, j, k). (Noting that here q, r) . Since g ∈ G e , we have (1, 3, 2) g = (p, q, r)(i, j, k) ∈ S . This implies that |supp(p, q, r) ∩ supp(i, j, k)| = 3 or 2. If the former occurs, we have (p, q, r) = (i, j, k), and so (1, 3, 2) g = (i, k, j). If the latter occurs, without loss of generality, say {p, q} = { j, k} and r {i, j, k}, then (p, q, r) must be (k, j, r), and so (1, 3, 2) Tab. 1). Since g sends U to W, for any fixed m {i, j, k, r}, there exists some element γ ∈ U such that γ g = (i, j, m) ∈ W, and so γ = (i, j, m) g −1 ∈ S , which is impossible since U contains no 3-cycles. Therefore, if
We define L n as the graph with vertex set ∆, and with an edge connecting ∆ i, j,k and ∆ p,q,r iff {i, j, k} ∩ {p, q, r} = ∅, or equivalently, ∆ i, j,k ∩ ∆ p,q,r = ∅. It is easy to see that L n is just the Kneser graph KG(n, l) for l = 3. By Lemma 2.2, we know that Aut(KG(n, l)) S n for n ≥ 2l + 1. Thus we have Lemma 3.4. For n ≥ 7, Aut(L n ) S n .
By Lemma 3.2, A e = {1}. Then G e = G e /A e can be viewed as a permutation group on S . By Lemma 3.3, it is easy to see that ∆ i, j,k is an imprimitive block of G e on S , and furthermore, G e acts on ∆. Let K be the kernel of this action. Then G e /K can be viewed as a permutation group on ∆. In the following lemma, we show that G e /K ≤ Aut(L n ). Lemma 3.5. For n ≥ 5, G e /K ≤ Aut(L n ).
Proof.
Since G e /K can be viewed as a permutation group on ∆, it suffices to show that G e /K preserves the adjacency relations in L n .
Let gK ∈ G e /K. For ∆ i, j,k ∆ p,q,r ∈ ∆, we see that ∆ i, j,k ∼ ∆ p,q,r iff {i, j, k} ∩ {p, q, r} = ∅ iff (i, j, k) and (p, q, r) have disjoint support iff (i, j, k) and (p, q, r) commute. Thus it needs to be shown that (i, j, k)(p, q, r) = (p, q, r) ( We complete this proof.
Remember that G e acts on ∆, and K is the kernel of this action. The following lemma shows that K ≤ Z 2 .
