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Spacecraft Trajectory Optimization Suite (STOpS): Design and Optimization of Multiple
Gravity-Assist Low-Thrust (MGALT) Trajectories Using Modern Optimization
Techniques
Michael Griffith Malloy
The information presented in the thesis is a continuation of the Spacecraft Trajectory
Optimization Suite (STOpS). This suite was originally designed and developed by Timothy
Fitzgerald and further developed by Shane Sheehan, both graduate students at California
Polytechnic State University, San Luis Obispo. Spacecraft utilizing low-thrust transfers are
becoming more and more common due to their efficiency on interplanetary trajectories, and
as such, finding the most optimal trajectory between two planets is something of interest.
The version of STOpS presented in this thesis uses Multiple Gravity-Assist Low-Thrust
(MGALT) trajectories paired with the island model paradigm to accomplish this goal. The
island model utilizes four different global search algorithms: a Genetic Algorithm, Differ-
ential Evolution, Particle Swarm Optimization, and Monotonic Basin Hopping. The first
three algorithms were featured in the initial version of STOpS written by Fitzgerald [1],
and were subsequently modified by Sheehan [2] to work with a low-thrust adaptation of
STOpS. For this work, Monotonic Basin Hopping was added to aid the suite with the
MGALT trajectory search.
Monotonic Basin Hopping was successfully validated against four different test func-
tions which had been used to validate the other three algorithms. The purpose of this
validation was to ensure Monotonic Basin Hopping would work as intended, ensuring it
would work in cooperation with the other three algorithms to produce a near optimal so-
lution. After verifying the addition of Monotonic Basin Hopping, all four algorithms were
used in the island model paradigm to verify MGALT STOpS’ ability to solve two known
iv
orbital transfer problem. The first verification case involved an Earth to Mars transfer with
fixed thruster parameters and a predetermined time of flight. The second verification case
involved a transfer from Earth to Jupiter via a Mars gravity assist; two different versions
of the verification case were solved against trajectories produced by industry optimization
software, the Satellite Tour Design Program Low-Thrust Gravity Assist and the Gravity
Assisted Low-thrust Local Optimization Program. In the first verification case, MGALT
STOpS successfully validated the Earth to Mars trajectory problem and found results agree-
able to literature. In the second verification case, MGALT STOpS was partially successful
in validating the Earth to Mars to Jupiter trajectory problems, and found results similar
to literature. The final software produced for this work is a trajectory optimization suite
implemented in MATLAB, which can solve interplanetary low-thrust trajectories with or
without the inclusion of gravity assists.
v
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Spacecraft trajectory design has always been one of the keystones of deep-space mis-
sions. With the increased development on spacecraft electric propulsion (EP) in the past
few years and advances in modern computational power, optimization of low-thrust space-
craft trajectories has become more feasible. As stated by Pritchett, “The potential of low-
thrust spacecraft has only begun to be realized; further astrodynamics research will expand
new regions of space for science and exploration” [3].
1.1 Problem Statement
Low-thrust optimization brings with it its own complications and challenges, one such
challenge being low-thrust trajectory design. Unlike traditional impulsive trajectories,
satellites using low-thrust propulsion have to slowly spiral away from the initial orbit to-
wards the desired orbit. Although the efficiency of low-thrust propulsion is highly appeal-
ing, the corresponding orbit is a multiple-phase optimal control problem which is compu-
tationally challenging to solve [4]. The spiral trajectory means the spacecraft takes longer
to arrive at the target orbit compared to an impulsive transfer, but with regard to fuel con-
sumption, these trajectories are magnitudes more efficient. Overall final mass is one of, if
not, the biggest design driver for spacecraft design, as it allows for more scientific payload
and/or lowers the overall financial cost of the mission.
Many different algorithms have been developed over the years in order to solve com-
plex problems and find the best solution for a specific problem set. However, there is a
downside to having a large selection of algorithms, as some algorithms work best with spe-
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cialized cases whereas others are only good for general use cases. To negate the difficulty
of selecting a single algorithm for the optimization problem, the island model paradigm
can be implemented [5]. Algorithms within the island model paradigm can only interact
with certain sub-sections of the problem set, and at a predetermined time they exchange
solutions with other algorithms through a process called migration. Migration allows for
interactions between multiple algorithms at any given time, thereby taking advantage of the
combined strength of all algorithms used in the island model paradigm.
The Spacecraft Trajectory Optimization Suite (STOpS) was originally created by Timo-
thy Fitzgerald for his thesis at California Polytechnic State University, San Luis Obispo [1].
Fitzgerald’s version of STOpS used the island model paradigm combined with four algo-
rithms to optimize impulsive trajectories between multiple planets using gravity assists.
Fitzgerald was able to accurately model the trajectories of Mariner 10 and Voyager 2 to the
outer planets. Building upon this work, Shane Sheehan modified the existing framework
of STOpS for his thesis at California Polytechnic State University, San Luis Obispo [2].
Sheehan successfully added the capability to optimize 2D low-thrust interplanetary trajec-
tories between two planets. To accomplish this, three existing algorithms from STOpS were
converted for compatibility with low-thrust optimization. The set of algorithms used two
different optimization methods to solve for low-thrust trajectories; a direct and an indirect
method which will be covered later in Section 3. As a result of the low-thrust modifica-
tion, the versions of STOpS created by Fitzgerald and Sheehan operate as two independent
programs. This work aims to expand on the capabilities of Sheehan’s version of STOpS
by adding the ability to perform Multiple Gravity-Assist Low-Thrust (MGALT) trajectory
optimization; maneuvers which are desirable for changing the velocity and direction of
spacecraft on interplanetary trajectories.
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1.2 Purpose of Study
As stated previously, trajectory design is one of the keystones for deep-space missions.
With thrusters powered by EP becoming a more prominent feature on today’s spacecraft,
the necessity of having low-thrust trajectory analysis cannot be understated. Though EP
thrusters produce a significantly smaller amount of thrust when compared to chemical en-
gines, the efficiency, smaller required fuel mass, and the ability to achieve larger changes
in velocity (∆V) over time, far outweigh the cons of using EP for deep-space mission.
This work aims to use currently available algorithms, techniques, and practices used for
trajectory optimization, and provide an easy to use tool for trajectory design. Trajectory
design tools already exist, but are very limited if not unavailable to the public. The goal of
this work is to expand on the capabilities of STOpS, by developing optimization software
which can optimize MGALT trajectories using the island model paradigm and multiple
global/local search algorithms.
1.3 Current Optimization Programs
Fitzgerald’s initial inspiration for STOpS came from NASA’s Jet Propulsion Laboratory
(JPL) [1]. Over the years, JPL has developed multiple tools to perform trajectory design
and analysis. Most of these tools are not available to the public, or are available for limited
use at universities; publicly available tools are outdated and require extensive modifications
to work, or are extremely expensive to obtain. The JPL tools are listed below in Table 1.1,
which gives a brief description of the suite as well as the resulting optimization fidelity.
Fidelity describes the constraint tolerance used for an accepted solution’s numerical accu-
racy; a low-fidelity solution produces low quality results in a short amount of time and a
high-fidelity solution produces high quality results in a longer amount of time. STOpS is
considered a low-fidelity tool, as it allows for rough analysis of impulsive or low-thrust tra-
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jectories [2]. For the following tables, data was taken from “Overview of the Development
for a Suite of Low-Thrust Trajectory Analysis Tools” [6] and “Comparison of Performance
Predictions for New Low-Thrust Trajectory Tools” [7].
Table 1.1. Description of JPL Low-Thrust Trajectory Tools [2]
Name Description Fidelity
MALTO Mission Analysis Low-Thrust Optimization Medium
Mystic Optimization of trajectory or entire mission High
Copernicus Generalized spacecraft trajectory design and
optimization system
High
OTIS Optimal Trajectory by Implicit Simulation High
SNAP Spacecraft N-body Analysis Program High
CHEBYTOP Chebyshev (Polynomial) Trajectory Optimization
Program
Low
VARITOP Variationally Calculus Trajectory Optimization
Program
Medium
SEPTOP VARITOP based Solar Electric Propulsion
Trajectory Optimization Program
Medium
NEWSEP (new) VARITOP based Solar Electric Propulsion
Trajectory Optimization Program
Medium
Sail VARITOP customized for solar sails Medium
At a quick glance, most of the available tools such as MALTO or Mystic would be ideal
to accomplish the goal of designing a MGALT trajectory. MALTO for instance, is available
to academia at the cost of a contractual affiliations to NASA, or available to a commercial
user. The availability of these and other tools are listed below in Table 1.2.
Table 1.2. Availability of JPL Low-Thrust Trajectory Tools [2]
Name Availability
MALTO Freely available to NASA contractors, civil service, and academia.
Commercial license available for a fee
Mystic NASA employees only
Copernicus NASA center, government contractors, and universities with
contractual affiliations with NASA
OTIS Anybody in government, academia, and industry.
Subject to export control regulations
SNAP Anybody in government, academia, and industry.
Subject to export control regulations
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CHEBYTOP General public
VARITOP NASA employees only, and universities with contractual affiliations
to NASA
SEPTOP NASA employees only, and universities with contractual affiliations
to NASA
NEWSEP NASA employees only, and universities with contractual affiliations
to NASA
Sail NASA employees only, and universities with contractual affiliations
to NASA
Two other JPL tools which do not appear in Table 1.1 or Table 1.2 are the Satel-
lite Tour Design Program Low-Thrust Gravity Assist (STOUR-LTGA) and Gravity-Assist
Low-Thrust Local Optimization Program (GALLOP). Both of these tools have the same
restrictions as the other tools listed in Table 1.2, as they are only available to NASA em-
ployees or universities with contractual affiliations to NASA. STOUR-LTGA works by
performing a broad search of potential launch dates for a N-planet gravity assist trajectory.
Once a potential trajectory is found, it is used as an initial guess for GALLOP or MALTO.
GALLOP, a predecessor to MALTO, uses the initial guess generated by STOUR-LTGA to
further optimize the trajectory. Table 1.2 lists CHEBYTOP as the only freely available tool.
CHEBYTOP runs on a combination of FORTRAN and Excel, was last updated in the mid
1970’s, and produces low-fidelity results similar to STOpS. STOpS includes an easy to use
MATLAB script which the end user can tailor to their needs, resulting in a tool which is
easy to use by academia and individuals.
Apart from the tools created by JPL, there are a handful of other publicly available op-
timization programs which work in a similar manner. BullsEye and COPERNICUS come
with a hefty price tag for commercial users and/or a contractual affiliation. The General
Mission Analysis Tool (GMAT), the Parallel Global Multiobjective Optimizer (PaGMO)
suite with the Python equivalent, the Python Parallel Global Multiobjective Optimizer
(PyGMO), are freely available programs which have surfaced in recent years. The down-
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side to most of these free tools is the interface and optimization framework, as they are
designed to work with any optimization problem. Users would have to design a frame-
work to run these programs with a specific optimization problem in mind. Developing an
MGALT trajectory for optimization is already included in the framework of STOpS, thus it
is not a difficult task to accomplish and the script/function calls are easy to understand and
customize.
1.4 Structure of Paper
The paper begins in Section 2 with an overview of orbital mechanics, followed by
Section 3 which covers optimization and the different methods of optimization. This is
followed by Section 4 which covers the different optimization methodology in STOpS.
Section 5 covers the four different optimization algorithms used by STOpS, followed by
Section 6 which explains the concepts of the island model paradigm. Section 7 covers
the verification process of Monotonic Basin Hopping, as well as the performance char-
acteristics of the algorithm compared to previous results. Section 8 covers the verifica-
tion process of MGALT STOpS and how the suite was verified against two known orbital
transfer problems. The first verification case involved an Earth to Mars transfer and the
second verification case involved a transfer from Earth to Jupiter via a Mars gravity as-
sist. Finally, Section 9 covers the conclusion and future improvements which could benefit
future version(s) of STOpS. The Appendices provide detailed explanation of settings for
the four optimization algorithms in Appendix A, related figures and results for verification





Ancient astronomers such as Tycho Brahe who observed the motion of planets, Jo-
hannes Kepler who derived mathematics to fit the motion of the planets in the sky, and
Isaac Newton who helped with the formation of the law of gravitation accomplished many
incredible feats in the field of astronomy [8]. Eventually it was discovered that the motion
of the planets and the derived mathematics defining their orbit could be combined with the
law of gravitation, to form some of the elementary laws of orbital mechanics. What is an
orbit? An orbit is any circular, elliptic, parabolic, or hyperbolic path which a satellite takes
while moving around a parent body. Satellites which orbit the Earth are essentially in free
fall, as Earth’s gravity is constantly pulling them towards the surface of the planet. Satel-
lites are able to remain in orbit due to the interaction between their velocity and the gravity
effects of the parent body. For instance, a satellite orbiting Earth has enough velocity to
escape the gravitational pull of Earth, but not enough velocity to fly off into space. There
are many other forces acting on satellites such as drag and solar radiation pressure, but
those are not accounted for in this work because their influence on the satellite is orders of
magnitude smaller than gravity.
2.1 High vs Low-Thrust
When spacecraft need to transfer between orbits in a short time, they do so using what
is referred to as a high-thrust maneuver. These maneuvers are impulsive in nature because
they happen instantaneously with respect to the time scale of the orbital transfer. For the
remainder of this work, high-thrust maneuvers will be referred to as impulsive maneuvers
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because they can be assumed to change the spacecraft’s orbit “instantaneously”. In order
for an impulsive maneuver to happen, chemical engines produce a large amount of thrust
and in turn, the spacecraft’s velocity vector changes without changing the position vector.
While these types of maneuvers are great for quick changes in velocity, the engines for this
process are fuel inefficient; a large portion of the spacecraft’s mass needs to be fuel.
On the contrary, low-thrust thrusters are not impulsive in nature and produce much less
thrust compared to impulsive engines. Low-thrust thrusters use electric propulsion due to
the increased efficiency over chemical propulsion; however, orbital transfers take a long
time to complete. EP works by creating ions from a gas or ionized liquid and accelerating
the ions out the end of the thruster by an electric field. EP also has added complexity with
the additional power requirements, as the spacecraft must produce enough power to con-
tinuously run the thrusters for long periods of time. Power can either be gathered by solar
arrays and stored in on-board batteries, or generated through a Radioisotope Thermoelec-
tric Generator (RTG). Unlike the impulsive maneuver, the low-thrust maneuver changes
both the position and velocity vector.
2.2 Impulsive vs Low-Thrust Transfers
As stated above, there are a few differences between impulsive and low-thrust propul-
sion systems and this also holds true for the transfers. Impulsive maneuvers have the ad-
vantage when it comes to time and higher levels of engine thrust, but low-thrust maneu-
vers have the advantage when it comes to fuel efficiency and engine performance. Since
low-thrust thrusters produce such a small amount of thrust, they hold greater challenges
in trajectory design due to the slow change in the spacecraft’s velocity [9]. For example,
impulsive maneuvers from Low Earth Orbit (LEO) to Geosynchronous Equatorial Orbit
(GEO) take hours to days for the satellite to complete, whereas the same transfer can take
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up to a few weeks with low-thrust. An example of each transfer is shown below in Fig-
ure 2.1. In Figure 2.1a, the spacecraft only needs to impart a velocity change at two points
(a) An Example of an Impulsive
Transfer [10]
(b) An Example of a Low-Thrust Transfer [11]
Figure 2.1: Comparison of Impulsive and Low-Thrust Transfers
during the orbit; once between the green and yellow segments and again between the yellow
and red segments. Due to the large change in velocity imparted by the first burn, the space-
craft will coast along the yellow part of the trajectory until another ∆V burn is imparted
at the top of the yellow trajectory. In Figure 2.1b, the spacecraft slowly spirals outwards
towards the desired trajectory. Unlike Figure 2.1a, the small ∆V imparted by the low-thrust
maneuver prevents the spacecraft from performing the transfer quickly, resulting in a slow
spiral outwards towards the target orbit. More often than not, low-thrust transfers require
the spacecraft to fire its engine(s) for more than half the duration of the transfer.
As a result of the large time difference between the two methods, another major distinc-
tion is exposed in the form of the control variables. The control variables are used to control
different aspects of the transfer, from the pointing direction of the satellite’s thrusters to the
orientation of the satellite. This acts similarly to the spacecraft’s state vector covered later
in Section 4.1.3; however, the control variables do not effect the equations of motions which
dictate the movement of the spacecraft, and instead dictate how and where the spacecraft
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will change its state. For instance, on an impulsive transfer, the orientation of the space-
craft and the thruster pointing angles need to be known at only the beginning and end of
the transfer. With a low-thrust transfer, the thruster pointing angle needs to be constantly
updated to keep the satellite moving in the desired direction. Most of the control varaibles
in STOpS are time dependent; however, some control varaibles are not time dependent
and instead determine different choices made by the optimization process. More on these
control variables will be covered in later sections.
2.3 Gravity Assists
The first interplanetary missions in the early 1960’s were flown to Venus and Mars. Due
to technical limitations of the time, spacecraft could not produce enough ∆V to transfer di-
rectly to some of the more distant planets, thus Venus and Mars were perfect candidates for
the first interplanetary spacecraft. The only way to create more ∆V was to add additional
engines and propellant to the spacecraft, drastically reducing the size of the scientific pay-
load. A solution to the ∆V problem was soon devised: the gravity assist. A gravity assist
is a close encounter between the spacecraft and a planet, which results in a momentum
exchange and acts as a free boost in velocity for the spacecraft. As the planet has a mass
orders of magnitude larger than the spacecraft, the momentum exchange has no noticeable
effect on the planet. The gravity assist changes the direction, although not the magnitude,
of the spacecraft’s velocity relative to the planet. This in turn changes the velocity of the
spacecraft relative to the sun [12]. A trailing side flyby, a type of gravity assist, is illustrated
below in Figure 2.2.
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Figure 2.2: Trailing-side Planetary Flyby [13]
The first step in calculating the spacecraft’s change in velocity is determining the in-
coming velocity vector of the spacecraft relative to the planet, also known as v∞ (v infinity).
As a quick aside, the variables in the following equations will be bolded or italicized ac-
cording to what they represent. Bolded and italicized varaibles, “A”, represent vectors and
italicized variables, “A”, represent scalars. Magnitudes of vectors, A, will also be repre-
sented as scalars A. All of the following equations can be found in Chapter 8.8 and 8.9 of
“Orbital Mechanics for Engineering Students” by Howard D. Curtis [13].
The process for calculating v∞ in STOpS is covered later in Section 4.4.2 with Equation
(4.27) and (4.28). The spacecraft first enters the planet’s sphere of influence (SOI), a sphere
where the planet’s gravity exerts more influence on the spacecraft than other bodies. At
the crossing point of the SOI, the heliocentric velocity of the spacecraft (V (−)) equals the
planet’s heliocentric velocity (V ) plus the hyperbolic excess velocity (v−∞) of the spacecraft
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relative to the planet [13], demonstrated in Equation 2.1:
V (−) =V + v
−
∞ (2.1)









where α1 is the angle between V (−) and V . Additionally, let ûv be the unit vector in the
direction of the planet’s heliocentric velocity V , and let ûs be the unit vector pointing from
the planet to the sun [13].
Since the spacecraft is performing an unpowered flyby of the planet, the incoming
velocity vector and the outgoing velocity vector must be equal:
v+∞− v−∞ = 0 (2.3)
where v−∞ and v
+
∞ are the velocities before and after the flyby, respectively [14]. With a
known v−∞ , determining the angular rotation of the trajectory and the components of v
+
∞
need to happen. The magnitude of the hyperbolic excess velocity, v−∞ , is defined as:
v−∞ =

V(−)−V, if V(−) >V
V −V(−), otherwise
(2.4)
where the angle between v−∞ and the planet’s heliocentric velocity is φ1, calculated from the








Using the spacecraft’s heliocentric velocity and the properties of Equation 2.3, the re-










where rp is the periapsis radius of the spacecraft and µ is the gravitational parameter of the
flyby planet. In this work, the periapse radius was determined by the optimization process.
Finally, the angle between v+∞ and the planet’s heliocentric velocity is defined as:
φ2 = φ1 +δ (2.7)
where φ2 can be used to calculate v+∞ via:
v+∞ = v∞ cos(φ2)ûv + v∞ sin(φ2)ûs (2.8)
With a combination of the above equations, the velocity of the spacecraft departing the
planet is found to be:
V (+) =V + v
+
∞ (2.9)




In brief, optimization is finding a solution from a range of choices which best satisfy a
given problem. The optimal solution is found by either minimizing or maximizing the re-
sulting value from the problem; STOpS is primarily focused on minimizing the overall cost
of the spacecraft’s orbital trajectory. As stated in Section 1.1, many real world engineering
problems have multiple variables to optimize for which increases the complexity of opti-
mization. Each variable added to the problem adds another dimension to the search space,
dramatically increasing the amount of possible variable combinations [2]. This section
aims to educate the reader on the optimization process in STOpS, the difference between
local and global optimization, and the difference between direct and indirect optimization
techniques. The optimization processes in this work were taken from literature, and the
previous authors of STOpS: Fitzgerald [1] and Sheehan [2].
3.1 Terminology
A “cost function” is a mathematical equation which describes the desired optimization
problem, the problem constraints, and any other necessary information. Solving the cost
function will yield the “cost”, ie., the numerical value assigned to a particular solution
of the cost function. Within this work, solutions to the cost function are referred to as
members, and a member is a vector consisting of multiple components called variables.
Variable are the information used in the cost function, and represent the departure date,
time of flight, thruster pointing angles, and more. The variables within each member are
randomly generated and are constrained within the search space, which is defined by user
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parameters. Optimization in STOpS requires a group of members to optimize a specific
cost function; a grouping of members is referred to as a population.
3.2 Local and Global Optimum
As stated in Section 1.1, it can be difficult to tell if a solution to a problem is the
best solution. Many real world problems contain a plethora of local optima within the
bounds of the search space; each problem has only one global optimum. Differentiating
between a local optima and the global optimum is the job of an optimization algorithm.
While there are a great deal of optimization algorithms to select from, they usually fall
into two categories: local search and global search. Algorithms which fall into the local
search category do just as the name implies; they are best at finding the optimum closest
to an initial search point. Algorithms which fall into the global search category are best
at finding the region where the global optimum resides, but struggle with pinpointing the
exact location. While local and global search algorithms are good at their respective jobs,
STOpS is focused on finding the most efficient trajectory between planets, not just a good
one. Due to this, STOpS takes advantage of four different algorithms to find the global
optimum.
These algorithms are the Genetic Algorithm, Differential Evolution, Particle Swarm
Optimization, and Monotonic Basin Hopping. All of the algorithms except for Monotonic
Basin Hopping are classified as evolutionary algorithms, where the design and formulation
of the algorithms were inspired by nature. Details on the functionality of these algorithms
and how they work are covered in Section 5. All of the algorithms in STOpS rely on
initial randomness to solve the cost function, which also classifies them as stochastic meth-
ods. With initial randomness, the algorithms are able to explore the whole search space
and many local mimima, instead of searching within a single region. To more effectively
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demonstrate this, Ackley’s function is shown below in Figure 3.1. This function is a great
example of a search space having a global optimum with many local optima surrounding
it. Included in the figure is a black dot located at the position of [0,0], the global optimum
of Ackley’s function. The dot is presented to give reference to the physical location of the
two dimensional global optimum.
(a) Two-Dimensional Surface Representation of
Ackley’s Function
(b) Two-Dimensional Contour Representation of
Ackley’s Function
Figure 3.1: Ackley’s Function [15]
Ackley’s function is a common test function for optimization algorithms, due to it hav-





















where a= 20, b= 0.2, c= 2π , and d being the number of dimensions. The figure above is a
representation of a two dimensional Ackley’s function, which can easily be visualized [15].
In Figure 3.1a, the third dimension (height) is representative of the current cost. Ack-
ley’s function is designed to have the global optimum situated at a location of 0 for all
dimensions, so in the example image above, the global optimum is located at X = 0 and
Y = 0. Most test functions such as Ackley’s function include “bumpy” topology, where
many local optima exist in basins scattered throughout the function. If an algorithm was to
only look at a small region of Ackley’s function, it would determine the optimal location
to be at the center of a nearby basin. However, the algorithms in this work are designed to
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explore the whole search space, which greatly increases their chance of finding the global
optimum. Seen above in Figure 3.1b, the contour plot shows the “depth” of the different
basins in Ackley’s function. The gradient from purple to orange is representative of lower
costs to larger costs. There are many other popular test functions for optimization verifi-
cation; three more will be covered in Section 7 with the verification of Monotonic Basin
Hopping.
3.3 Indirect vs Direct Methods
Historically, trajectory optimization focused on impulsive transfers, where the goal of
optimization was to minimize or maximize certain aspects of the transfer such as the time
of flight (ToF) or the fuel used. Low-thrust optimization differs from this methodology,
as the optimizer needs to include the same discrete aspects and also include time depen-
dent control variables, such as the thruster pointing angle. While numerous computational
methods have been derived to optimize low-thrust trajectories, all of these methods can be
categorized as either direct or indirect methods [16].
Indirect trajectory optimization is based upon techniques used in calculus of variations.
The optimization problem is formulated into a multi-point boundary value problem, which
will return an optimal solution to satisfy the boundary values [3]. From this, trajectory
design is derived and formulated with respect to state variables and Lagrange multipliers.
The Lagrange multipliers, represented as λ ’s, control the sensitivity of the solution with
respect to the system constraints. Small variations in the initial guess of the Lagrange mul-
tipliers may represent a significantly different trajectory; therefore indirect optimization
problems are very sensitive to the choice of initial guesses [12]. In other words, the in-
direct method works by transcribing the problem to find where the slope of the objective
is zero [3]. In contrast to indirect methods, direct methods are based on nonlinear pro-
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gramming techniques such as direct transcription. Trajectory optimization is formulated
into a decision vector containing control variables and other parameters, which describe an
entire trajectory [17]. By using transcription to formulate a trajectory, a continuous trans-
fer is broken into N segments, where each segment has its own control variable. In short,





Understanding the underlying mathematics behind the optimization process will allow
the user to develop a better insight to the optimization process. As discussed in Section 3.1,
each algorithm generates a population consisting of N members which are all used to solve
the desired problem. All the variables within each member hold valuable information nec-
essary for the optimization process to work, thus the information needs to be correctly
parsed from the member. The methodology behind parsing information, the coordinate
system in use, direct and indirect method processes, and more are covered in the following
section.
4.1 Optimization Framework
The framework which STOpS is built upon includes unit conversion, a low-thrust co-
ordinate system used for orbital positioning, as well as the equations of motion (EOM)
used to dictate the spacecraft’s state variables during transfer. Another important aspect of
the framework are the cost functions, which determines how optimal each solution is. The
cost functions, however, are covered in Section 4.3 and Section 4.4, as the two different
transcription methods each have their own cost function.
4.1.1 Canonical Units
Canonical units are units used for measurement and comparison, which have been nor-
malized to some parameter within the problem scope. Sheehan introduced canonical units
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into STOpS in order to increase the computational speed and allow for greater precision
when calculating spacecraft state vectors [2]. Table 4.1 gives a comparison of the canoni-
cal units currently in STOpS:
Table 4.1. Conversion Between Canonical and Conventional Units
Description Canonical Unit Conventional Unit
Distance 1 DU 1.496e8 km (1 AU)
Time 1 TU 5.023e6 s
Velocity 1 DU/TU 29.785 km/s
Gravitational
Parameter (µ)
1 DU3/TU2 1.327e11 km3/s2
where all the data was taken from the JGM-2 Astrodynamic Constants [18]. A distance
unit (DU) is defined as the average distance between the Earth and the Sun, also known as
the astronomical unit (AU). With this definition a time unit (TU) also needed to be defined
such that the velocity unit would be 1 DU/TU, therefore the TU is defined as 5.023e6 sec,
or 58.13 days. For reference, an object orbiting at the same distance as the Earth from
the Sun would have a radius vector of 1 DU and a velocity of about 1 DU/TU [2]. With
the base units of kilometers and seconds being defined in terms of DU and TU, the Sun’s
gravitational parameter can now be defined as 1 DU3/TU2.
4.1.2 Polar Coordinate System
Sheehan introduced a simplified 2D polar coordinate system to more easily define the
spacecraft’s location [2]. The 2D coordinate system allows for a less complex state vec-
tor, as the spacecraft’s location and velocity can be defined with four variables instead of
six, and the thruster magnitude and pointing angle can be described with two variables in-
stead of three. The 2D assumption also simplifies the spacecraft’s EOM. Sheehan adapted
the coordinate system from “Near-Optimal Low-Thrust Transfers Generated by a Genetic
Algorithm” by Rauwolf and Coverstone-Carroll [9]. Figure 4.1, gives a good visual repre-
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sentation of the coordinate system. This image was illustrated by Sheehan [2] and inspired
by a similar illustration in Rauwolf and Coverstone-Carroll’s work [9].
Figure 4.1: 2D Polar Coordinate System used in MGALT STOpS [2]
Variables on the image describe different aspects of the coordinate system. The first
variable, R, is defined as the radius and is the distance between the spacecraft and the center
of the Sun. The next variable, θ (theta), is the angular position of the spacecraft. The units
of θ are degrees, and theta is defined as counterclockwise from the X axis to the radius
vector. The next two variables, U and V , are the spacecraft’s radial and tangential velocity.
These vectors are defined at the spacecraft, where the radial velocity vector is parallel to the
radius vector, and the tangential velocity vector is perpendicular to the radius vector [2].
The final two variables are also defined at the spacecraft, and are the spacecraft’s thrust
vector and pointing angle. Thrust (T) is defined as a magnitude and the thruster pointing
angle, φ (phi), is defined clockwise from the tangential velocity vector, V.
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4.1.3 Equations of Motion
In order to optimize the spacecraft trajectory, the optimizer needs to know how the
spacecraft’s position and velocity vectors change over time while under the influence of
thrust. These are also known as the spacecraft’s equations of motion. First, the optimizer
parses the necessary information to make the state vector, S, from the member variables.
Both the direct and indirect methods in STOpS have different member composition, which
will be covered more in Section 4.3 and Section 4.4. Second, the state variable is used as an
initial input to an ordinary differential equation solver using a six-stage, fifth order Runge-
Kutta method, called “ode45” in MATLAB. ode45 was used due to the robustness of the
solver’s implementation in MATLAB. Finally, the results of ode45 are used to determine
the spacecraft’s terminal position. In order for all of this to work correctly, the EOM’s for
the spacecraft need to be defined with respect to the polar coordinate system previously
introduced in Section 4.1.2.
The state vector, S, which ode45 uses for propagation always includes the following 5
variables:
S = [R θ U V m]
where R is the orbital radius in DU, θ is the angular position in degrees, U is the radial
velocity in DU/TU, V is the tangential velocity in DU/TU, and m is the total mass of the
spacecraft in kg [2]. The first four variables within the state vector (R θ U V ) are the
numeric representation of the polar coordinate system shown above in Figure 4.1. The



























, or constant,or user de f ined (4.5)
where the equations are the time derivatives of the state vector. The equations also contain
constants, like µ (mu), T , and φ . µ is the gravitational parameter of the Sun in DU
3
TU2 , T is the
thrust of the spacecraft in kg·DUTU2 , and φ is the thruster pointing angle in degrees [2]. Unlike
the canonical units defined in Table 4.1, mass is not normalized for this work due to the
different domains within the low-thrust problem. Since STOpS is performing interplanetary
trajectory optimization, the DU and TU provide a scale for the EOM’s, which minimizes the
errors found in floating-point arithmetic. With the spacecraft’s performance being defined
by kilograms, newtons, seconds, etc., the decision was made to not normalize mass with
respect to the Sun/Earth system; this also prevents errors found in floating-point arithmetic
for occurring with spacecraft parameters. Conversions are made between canonical and
non-canonical units when necessary. One important note with the EOM’s is the lack of
perturbational effects from other planetary bodies. STOpS models the spacecraft and the
Sun as part of a two-body problem, and does not take into account the gravitational effects
of other plants unless it performs a gravity assist around them.
4.2 Trajectory Transcription Methods
When STOpS optimizes a trajectory, the optimization method and algorithms need to
obtain the correct information to represent the trajectory. While Fitzgerald used Lambert’s
Method to solve for the required velocities between planets [1], this transfer method would
not work for the low-thrust problem. Sheehan modified the work done by Fitzgerald to
allow the optimization process to work with low-thrust optimization [2]. Since spacecraft
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on low-thrust trajectories are often thrusting for more than half the transfer duration, a
member describing the trajectory needed to correctly represent the thrust and pointing angle
at every point on the spacecraft’s orbit. The following two sections, Section 4.2.1 and
Section 4.2.2, describe the variable reduction for the Direct and Indirect Methods.
4.2.1 Direct Method
The direct method, also known in mathematics as the “parametric method”, was im-
plemented into STOpS by Sheehan and was referred to as the “Segmented Method” in
his work [2]. This particular direct method was adopted from Rauwolf and Coverstone-
Carroll [9], where the low-thrust trajectory variable reduction was simplified by dividing
the trajectory into multiple segments. Each segment represents a certain portion of the
transfer and is characterized by the thrust magnitude and pointing angle. To demonstrate
how a member would be composed with the direct method, a member describing a transfer
between Earth and Jupiter is arbitrarily composed of eight segments:
[JDdep T1 φ1 T2 φ2 T3 φ3 T4 φ4 T5 φ5 T6 φ6 T7 φ7 T8 φ8 ToF]
where JDdep is the departure date in Julian Days, TN is the thrust in Newtons for the Nth
segment, φN is the thruster pointing angle in degrees for the Nth segment, and ToF is
the total time of flight in days [2]. While the arbitrarily chosen eight segment trajectory
may provide sufficient results, it is highly recommended that any users of STOpS famil-
iarize themselves with the segment resolution and computational time payoffs of the direct
method. For more information on the original implementation of this method, reference
the “Segmented Method” in Sheehan’s work [2].
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4.2.2 Indirect Method
The indirect method, also known in mathematics as “calculus of variations”, was im-
plemented into STOpS by Sheehan and was referred to as the “Costate Method” in his
work [2]. This particular indirect method was adopted from Conway [19], where the
low-thrust trajectory was simplified to represent a continuous thruster pointing angle. The
costate variables, λ1, λ2, and λ3, represent the coefficients to conditions of optimality used
to define the thrust pointing angle. The conditions of optimality can be expressed as a





























where λN are the time-varying costate variables, vN are the time-independent adjoint vari-
ables conjugate to the boundary conditions [2] [19], and R, U , V , m, T , and φ were covered
















where the equations are the time derivative of the state vector. Additionally, Pontryagin’s





















λ1(t f )2 +λ2(t f )2−1 = 0 (4.13)
Just as the direct method could be described by a 2N+2 member variable, the indirect
method can be described by a 5 variable member:
[JDdep λ1 λ2 λ3 ToF]
where JDdep is the departure date in Julian Days, λN are the Lagrange multipliers describ-
ing the thruster pointing angle in degrees, and ToF is the total time of flight in days [2].
Since the initial values of λN are altered within the EOM’s, the initial values of λN need to
be included in the state vector. The state vector, S, for the indirect method is defined as:
S = [λ1 λ2 λ3 R θ U V m]
For more information on the original implementation of this method, reference the “Costate
Method” in Sheehan’s work [2].
4.3 Forward Shooting
The Forward Shooting Method (FSM) was originally implemented in STOpS by Shee-
han [2], as it was the same methodology used by Rauwolf and Coverstone-Carroll [9]. The
FSM is easily described by its namesake, as different trajectories are “shot” forwards in
hopes of intersecting the target planet. A single phase of the FSM is shown in Figure 4.2
which was inspired by a similar figure in Donald [20].
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Figure 4.2: Forward Shooting Method
When the spacecraft leaves the departure planet, it is assumed to have the same helio-
centric position and velocity vectors as the departure planet. This assumption was made for
simplicity, as interplanetary trajectories primarily take place in the heliocentric SOI. After
propagation, the terminal location and velocity of the trajectory are compared against the
desired location and velocity of the target planet. This process happens for all members
within the population, and members which terminated closest to the desired position and
velocity are given a lower cost. In essence, trajectories are shot out in different directions
until one or more satisfy the desired boundary conditions.
4.3.1 Cost Function
The cost function for the FSM was implemented by Sheehan [2] and was originally
taken from Rauwolf and Coverstone-Carroll [9]. In this case, the cost function’s main
purpose is to minimize the error between the spacecraft’s terminal state and the desired
terminal state. The cost function compares five terminal components, the radial distance,
angular position, radial velocity, tangential velocity, and ToF. The equations within the cost
function are listed below as Equations (4.14) - (4.19) and were taken from Rauwolf and
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J = JR + Jθ + JU + JV + Jtt (4.19)
where J is the cost, R is the radial distance, θ is the angular position, U is the radial
velocity, V is the tangential velocity, tt is the end time, tol is the tolerance, and w is the
weighting [2]. The subscript “algo” represents the terminal values and “desired” represents
what the terminal values should be. All of the cost equations either have a “tol” or “w” in
the denominator which represent a tolerance or weighting value. Tolerance allows for an
acceptable offset error between the terminal locations and weighting is used for emphasis
on minimization. Since the cost function was designed to minimize error, the best solution
to a problem would be a trajectory with a cost of zero or near zero. For more information
on the original implementation of this method, reference “Cost Function” in Sheehan’s
work [2].
4.3.2 Multiple Forward Shooting
Multiple Forward Shooting was used by STOpS as a way of solving the MGALT prob-
lem, as generating a single FSM trajectory to correctly intersect flyby planet(s) and arrive
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at the target planet was a shear impossibility without major modifications to the EOM’s
and constraints. The Multiple FSM works on the same principal as the FSM, but with
some slight modifications to the variables within each member and methods to parse each
variable. This was accomplished by modifying the size of the member in order to hold the
necessary information to perform a multi-planet transfer. For instance, as shown in Sec-
tion 4.2.2, the composition of an indirect member with an Earth to Mars transfer would be:
[JDdep λ1 λ2 λ3 ToF]
whereas a modified member with an Earth to M to M+1 to etc transfer would be:
[ [JDM1 λM1,1 λM1,2 λM1,3 ToFM1] [JDM2 λM2,1 λM2,2 λM2,3 ToFM2] [...] ]
where JDM is the departure date in Julian Days, λM,N are the Lagrange multipliers de-
scribing the thruster pointing angle in degrees, and ToFM is the total time of flight in days,
where M represents the transfer number. Parsing would ensure JD1, λ11, λ12, λ13, and
ToF1 would be used on the first transfer, JD2, λ21, λ22, λ23, and ToF2 would be used on the
second transfer, and so on. This results in member variables 5M in length for the indirect
method, and M(2N+2) in length for the direct method.
Initially, when being generated, the member had to undergo constraint checks to ensure
the gravity assist happened instantaneously. For instance, if the spacecraft left from Earth
on Jan 1, 1995 on a trajectory to Jupiter with a Mars flyby, and took 350 days to arrive at
Mars on Dec 15, 1995, it would have to leave Mars at the same time on Dec 15, 1995 to
maintain the instantaneous gravity assist assumption. To do this, initial member generation
ensured that Equation 4.20 was satisfied:
JDM+1 = JDM +ToFM (4.20)
where JDM+1 is the Julian date of departure for the M+1 transfer, JDM is the Julian date
of departure for the M transfer, and ToFM is the time of flight for the M transfer. Another
check happened to ensure the member was re-constrained after algorithmic perturbation.
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In other words, after perturbation the ToF may have been changed to 364 days (arrival on
Dec 29, 1995) and the new JDM+1 may have been altered to depart Mars on an earlier day.
The check would then ensure that the constraint from Equation 4.20 was still satisfied.
Ultimately, the Multiple FSM was discarded in favor of the Forward/Backward Shoot-
ing Method. As explained in Section 2.3, a gravity assist alters the spacecraft’s trajectory
by rotating the velocity vector upon departure. An example of a failed Multiple FSM trans-
fer can be seen below in Figure 4.3, with zoomed in portions of the trajectory shown in
Figure 4.4.
Figure 4.3: Failed Verification for an Indirect FSM
By using the assumption that the spacecraft’s initial position and velocity start relative
to the departure/flyby body for each transfer, the first few iterations/migrations of the is-
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land model would cause MGALT STOpS to optimize trajectories without the gravity assist
modeled. Upon flyby planet convergence, MGALT STOpS would rotate the departure ve-
locity and continue to use the same member to model the departure from the flyby planet.
The resultant trajectory would depart the flyby planet and shoot off into deep-space, caus-
ing MGALT STOpS to discard the trajectory which correctly modeled a gravity assist. The
adverse effect would cause all subsequent iterations of the members to prefer starting with
the relative heliocentric position and velocity of the flyby planet.
(a) Earth to Mars Transfer Intersecting Mars With
Incorrect Mars to Jupiter Departure
(b) Mars to Jupiter Transfer Failing to Correctly In-
tersect Jupiter
Figure 4.4: Zoomed View of Failed Verification for an Indirect FSM
4.4 Forward/Backward Shooting
Implementation of the Forward/Backward Shooting Method (FBSM) came about from
the inability for MGALT STOpS to correctly optimize Multiple FSM trajectories, as ex-
plained above in Section 4.3.2. The methodology behind the FBSM was originally envi-
sioned by Sims and Flanagan to model low-thrust trajectories, also known as the Sims-
Flanagan Transcription (SFT). The SFT is used by software packages such as MALTO,
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GALLOP, and PaGMO/PyGMO [14]. Both the FSM and the FBSM work similarly to each
other in this work, with the key difference being the trajectory propagation. A single phase
of the FBSM is shown in Figure 4.5 which was inspired by a similar figure in Donald [20].
Figure 4.5: Forward/Backward Shooting Method
In short, the FBSM takes a trajectory between planet A and B, breaks it into two dif-
ferent legs, and performs a shooting method with both legs. The forward portion of the
trajectory starts at time initial from planet A and propagates forward in time for half of
the ToF, whereas the backwards portion of the trajectory starts at time final from planet A
and propagates backwards in time for half of the ToF. This methodology ensures that the
trajectory will always intersect the desired planet.
As shown above in Figure 4.5, the terminal points of both trajectories lie close to each
other. Traditionally, the discontinuity across both the terminal locations of the trajectory is
handled as another constraint within the EOM’s; the optimizer forces a continuity of the
state vector across the match point [20]. However, in this work, the discontinuity was han-
dled differently with the inclusion of the “Match Point”. The location of the match point
cannot be a predefined location in space, as it would lead to constraints within the optimiza-
tion suite and force MGALT STOpS to converge on non-optimal trajectories. Due to this,
the match point is calculated as the mean location between the terminal positions of both
the forward and backward trajectories. For example, if the forward trajectory terminates
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at a radius of 1.300 DU and the backward trajectory terminates at a radius of 1.310 DU,
the match point is located at 1.305 DU. Determining the location is done across four di-
mensions, the spacecraft’s radial distance, angular position, normal velocity, and tangential
velocity. All four of these dimensions are used in the cost function for the FBSM, covered
in the following section.
Just like the FSM, when the spacecraft leaves the departure planet, it is assumed to
have the same position and velocity vectors of the departure planet. This assumption also
holds true for the target planet, where the trajectory is propagated backwards; however this
does not hold true for any intermediary gravity assist planets, and will be covered in Sec-
tion 4.4.2. With the addition of backwards shooting, the member needs slight modification
to accompany more state variables, which is done by expanding the member. The compo-
sition of an indirect member with an Earth to Mars transfer would be:
[JDdep λ1 f λ2 f λ3 f λ1b λ2b λ3b ToF]
where JDdep is the departure date in Julian Days, λN f are the forward shooting Lagrange
multipliers, λNb are the backward shooting Lagrange multipliers, and ToF is the total time
of flight in days. The variable construction for the direct method is similar, but instead of
expanding the member, the total number of segments get divided equally. The composition
of a direct member with an Earth to Mars transfer consisting of 8 segments would be:
[JDdep T1 f φ1 f T2 f φ2 f T3 f φ3 f T4 f φ4 f T4b φ4b T3b φ3b T2b φ2b T1b φ1b ToF]
where JDdep is the departure date in Julian Days, TN f and φN f are the thrust and thruster
pointing angles for the forward segment, TNb and φNb are the thrust and thruster pointing
angles for the backward segment, and ToF is the total time of flight in days. More modifi-
cation to the member variables need to take place for a trajectory involving a gravity assist,
covered more in Section 4.4.2.
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4.4.1 Cost Function
The cost function for the FBSM is a modification of the cost function used for the FSM.
With the match point calculated as the mean location between the forward and backward
terminal points across all dimensions, offset errors needed to be used in the cost function.
The cost function compares five terminal components, the radial distance, angular posi-
tion, radial velocity, tangential velocity, and ToF. The equations are modified versions of






















J = JR + Jθ + JU + JV + Jtt (4.26)
where J, R, θ , U , V , tt, tol, and w all describe the same components as they did for the FSM
cost function. The subscripts, except for Equation (4.25), have changed to either “f” or “b”.
The “f” represents the forward shooting trajectory, and the “b” represents the backward
shooting trajectory. Good tolerance values were determined through experimentation to be
0.001 for radial distance (J), 0.001 for both velocities (U) and (V ), and 0.05 for angular
position (θ ). This means the optimization algorithms will attempt to make the difference
at the match point less than 0.1% for the radial distance and velocities, and 5% for the
angular position. This work used the same weighting value of 3.5 for time as Sheehan [2]
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and Rauwolf and Coverstone-Carroll [9], which prioritized lower transfer times but allowed
for ToF within the problem bounds. As with the FSM, a best solution would have a cost of
near zero or even zero.
4.4.2 Multiple Forward/Backward Shooting
Multiple Forward/Backward Shooting is the continuation of the FBSM to solve MGALT
problems. Introducing multiple transfers per trajectory is complicated, requiring modifica-
tions to be made to the spacecraft’s state vector and changing member composition. In
referencing Englander, the first step of the gravity assist with a FBSM is determining the
maximum velocity achieved by the spacecraft during the transfer, known as “up-to-unit
vector control” [14]. To accomplish this two more control varaibles were added to the
state vector, determining the maximum ∆V the spacecraft can produce, shown in Equation
(4.27). The optimization process chooses a control vector bounded by [-1.0, 1.0], to be
multiplied by the max ∆V [14]:
∆Vi = ui∆Vmax,i, ‖ui‖ ≤ 1.0 (4.27)
where the magnitude of the control vector is bounded in the range [0.0, 1.0]. This allows
for both the X and Y components of the spacecraft’s velocity to receive a slight perturba-
tion, putting the inbound velocity somewhere between matching planetary velocity and the
maximum allowable velocity. ∆Vmax,i is defined as:
∆Vmax,i =
DnavailableT (t f − t0)
mN
(4.28)
where D is the thruster duty cycle, navailable is the number of available thrusters, T is the
maximum available thrust from one thruster, to and t f are the beginning and ending times
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of the current time step, m is the mass of the spacecraft, and N is the total number of time
steps [14].
The number of time steps, N, is somewhat misleading in this context, as the direct
method breaks the transfer into multiple control segments. However, the number of time
steps from Equation (4.28) is not the same number as discussed for the direct method. The
methodology used by Englander [14] and Donald [20], discretized the transfer into multiple
time steps, where each time step was defined by a separate direct method. This allows for
the tests conducted by Englander [14] and Donald [20] to have multiple control and match
points per interplanetary transfer. If the same held true for MGALT STOpS, an indirect
trajectory between Earth and Mars using the FBSM would consist of two forward shooting
parts and two backward shooting parts, thus N would be equal to two. MGALT STOpS
does not break each transfer into multiple control problems; the number of time steps is set
to one for both the direct and indirect method.
With the addition of planetary flybys and three new control variables, two listed above
and one discussed in Section 2.3, the member construction becomes more complicated.
For simplicity’s sake, the following examples use an indirect method member composition.
First, a member for an Earth to Mars transfer will be constructed just as it was described in
Section 4.4:
member = [JDdep λ1 f λ2 f λ3 f λ1b λ2b λ3b ToF]
where the subscripts f and b represent the forward and backward shooting, respectively.
To simplify, the departure and arrival portions of the member can be denoted as:
Dep = [JDdep λ1 f λ2 f λ3 f ]
Ari = [λ1b λ2b λ3b ToF]
where the member would now be represented as:
member = [Dep Ari]
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An Earth to Mars to Jupiter transfer requires the addition of a flyby, therefore the mem-
ber composition was updated to include three control variables. The flyby segment starts
at the backwards shooting λ ’s and ends at the forward shooting λ ’s, with three control
variables, the ToF, and the departure date in between. This will be referred to as the flyby
portion of the member:
Flyby = [λ1b λ2b λ3b C1 C2 C3 ToF JDdep λ1 f λ2 f λ3 f ]
where λNb represent the Lagrange multipliers for the last half of the Earth to Mars transfer,
C1 represents the control variable for the altitude of periapse, C2 and C3 represent the con-
trol variables used to scale the ∆V upon flyby, ToF is the total time of flight in days, JDdep
is the departure date of Mars in Julian Days, and λN f represent the Lagrange multipliers
for the first half of the Mars to Jupiter transfer. Therefore, a member describing an Earth to
Mars to Jupiter transfer is represented as:
member = [Dep Flyby Ari]
where the full member contains 19 variables.
This member construction can easily be expanded to include as many transfers as nec-
essary, bringing the total variable count to 11(N-1)+8, where N represents the total number
of transfers. The same member construction methods apply to the direct method. The di-
rect method would have the Dep and Ari phase both consisting of 1+2(Seg/2) variables,
hence the restriction on an even number of segments per each transfer. To include a flyby,
the number of variables in the direct member would be (2*Seg+2) + N*(2*Seg+5), where





This section covers the different optimization algorithms used by MGALT STOpS and
the functionality of each. The suite currently takes advantage of two evolutionary based
algorithms, an agent based algorithm, and a meta-algorithm implemented as a global/lo-
cal search algorithm: the Genetic Algorithm, Differential Evolution, Particle Swarm Op-
timization, and Monotonic Basin Hopping respectively. All of the algorithms except for
Monotonic Basin Hopping were originally implemented by Fitzgerald [1] for the impul-
sive problem and later altered by Sheehan [2] to work with the low-thrust problem. Since
this work introduces Monotonic Basin Hopping into MGALT STOpS, the algorithm will
be covered in detail while the other three algorithms will be covered in short. An interested
reader is encouraged to reference the original work by Fitzgerald [1] or modification by
Sheehan [2] to see how the algorithms were originally created and used for the impulsive
and low-thrust problem.
5.1 Monotonic Basin Hopping
The latest optimization algorithm for MGALT STOpS is Monotonic Basin Hopping
(MBH). Monotonic Basin Hopping works on the principle that many real-world problems
have a structure where individual local optima, or “basins,” tend to cluster together into
“funnels”, where one local optima is better than the rest [21]. MBH’s classification as a
meta-algorithm means it acts as a “wrapper” around other algorithm(s) and changes cer-
tain parameters of the algorithm(s) based off their optimization results. However, most
literature detailing the use of MBH in interplanetary trajectory optimization utilize it as a
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standalone algorithm, where it explores the search space by itself or in conjunction with
other algorithms [12] [17] [21] [22]. This work decided to follow literature and allow MBH
to operate as a standalone algorithm instead of as a meta algorithm. By allowing MBH to
operate as a standalone algorithm, the island model paradigm can better explore global and
local search spaces, as suggested by Sheehan [2].
Unlike the Genetic Algorithm, Differential Evolution, and Particle Swarm Optimiza-
tion algorithms, Monotonic Basin Hopping does not utilize any sort of mutation/mat-
ing/crossover methods to explore the search space. Instead, the algorithm takes advantage
of a gradient descent method to exploit the clustering nature of local optima. If a loca-
tion within the search space is determined to house local optima, MBH runs a second time
within the local search space using a constrained population. For more information on the
customization options available for the MBH, refer to Appendix A.4.1.
5.1.1 Algorithm Structure
MBH begins with a randomly generated population and each member of the popula-
tion is subsequently fed into the algorithm. After the member has been evaluated by the
optimizer, the terminal point of the trajectory is checked for “feasibility”. If the terminal
point is determined to be unfeasible, MBH then selects the next member of the population
and the process repeats until the whole population has been evaluated. If MBH determines
the solution to be feasible, the algorithm will further explore the search space and “hop”
around the initial search location, in an attempt to find a better result and cost. Determining
a solution’s feasibility is described in the following section. Psudocode for MBH is listed
below as Algorithm 1.
While each member explores a small portion of the global search space, the exploration
of a local search space does not occur unless the algorithm determines an initial member
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for all members in population do
Nnot improve = 0
x = member
run STOpS to find x* using initial guess x
if (x* is feasible) then
save x to archive
xcurrent = x
while Nnot improve < Maxnot improve do
generate x′ by randomly perturbing xcurrent
run STOpS to find x* using initial guess x′
if x* is feasible and cost(x*) < cost(xcurrent) then
xcurrent = x′









Algorithm 1: Monotonic Basin Hopping [21]
(x) to hold a feasible solution (x*). If x is determined to be feasible, the algorithm saves x
into an archive used to generate the secondary search space, detailed in Section 5.1.4. Next,
the algorithm assigns a temporary member (xcurrent), the same values as the initial member
x. MBH then perturbs xcurrent to generate a perturbed member, (x′). x′ is run through the
optimizer to get an updated solution of x*. If the result of the perturbation is not better than
the unperturbed result, a counter (Nnot improve) increments and xcurrent is perturbed again. If
however, x* is feasible and has a better cost than xcurrent , xcurrent is re-defined as x′ and the
counter Nnot improve is reset. The perturbation process happens until the counter reaches a
user defined threshold, where upon reaching the threshold, x′ is also saved to the archive.
After saving x′ to the archive, the algorithm selects the next member in the population, and
the process repeats itself until all members in the population have been evaluated.
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5.1.2 Feasibility
Feasibility allows MBH to determine if the current member produces a trajectory which
meets the desired search criteria. The ability for MBH to determine feasibility is arguably
the most important aspect of basin hopping, as feasibility tells the algorithm to hop around
the local search space, potentially allowing it to find a better result. The check for feasibility
happens in two steps, where the first step checks the time constraints of the member and
the second step checks the feasibility against the current FSM or FBSM criteria.
The first step in determining feasibility lies with the departure date and the ToF. If an
initially generated member is determined to be feasible, it will pass the time check because
of constraints from initial population generation. However, most of the members being
checked for feasibility are members which were perturbed in Algorithm 1. If a perturbed
member does exceed any of the time constraints, it is immediately discarded and declared
unfeasible. The second step in determining feasibility depends on the FSM or FBSM.
As covered in Section 3, the FSM starts at the departure planet and shoots the trajectory
forward to the target planet. With this method, a solution is deemed feasible if the terminal
point of the trajectory lies within a certain margin of the target planet’s sphere of influence.
With the FBSM, a solution is deemed feasible if the terminal points of the forward and
backward trajectories lie within a certain tolerance of each other. The tolerance for the SOI
or distance rely on a user defined percent offset vector.
Ex:
After the second migration for FBSM, the forward match point, backward match point,
and feasibility vectors are:
terminal f orward = [1.37851 -0.76801] AU
terminal backward = [1.37852 -0.76799] AU
f eas percent = [4.50 2.25 1.25 1.10 1.00]
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where terminal points are X and Y coordinates and the feasibility percent numbers represent
4.5%, 2.25%, and so on. Since the perturbation is happening after the second migration,
the number [1.25] is selected from the percent vector, as the selected index is two + one.
This number is then multiplied with a user defined tolerance (recommended as 1e-5 AU) to
determine if the match points lie within 1e-5 * 1.25 AU of each other. If the match points
satisfy this check, the quadrants are checked to prevent a false positive. An example of this
would be the terminal backward point being [-1.37852 -0.76799] AU, which would still
give a norm of 1.57801. If the terminal points pass the quadrant check, the velocity vectors
of the terminal points are compared in the same manner. A somewhat similar method is
employed for the FSM to see if the trajectory terminates within a certain region of the
planet’s SOI.
An important thing to note, this version of MGALT STOpS only requires one transfer
in a multiple transfer problem to be feasible, in order for the whole member to be deemed
feasible. This assumption was inspired by the hopping nature of MBH, where a result with
both transfers being feasible may be located in the local region. This assumption can easily
be turned off by altering a line of code, referenced in Appendix A.4.1.
5.1.3 Perturbation
Perturbation in MBH works similarly to the mutation process in the Genetic Algorithm
and Differential Evolution, covered in Appendix A.4.2 and A.4.3. The perturbation pro-
cess allows MBH to further explore a feasible region, also known as the “local region”.
The methodology behind local region exploration stems from the way some nonlinear cost
functions are solved [12]. While MBH may have converged on a feasible solution from the
global search space, the likelihood of better solutions being in the local region are fairly
high. In order to discover better solutions, MBH slightly perturbs each variable in the fea-
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sible member with a random offset. The goal is to search the local region without having
to explore too “far” away.
In the first step, each member variable has a perturbation applied to it. The perturbation
offset is selected from a user defined vector; MBH takes the offset and generates upper and
lower bounds from the current variable. In the second step, the upper and lower bounds
are used in a uniformly distributed random number generator to produce a new variable.
Uniformly distributed random generation allows the new variable to have an equal chance
of generating between the lower and upper bounds. This process happens for all variables
within the member.
Ex:
After the first migration, the current member vector and perturbation percent vectors
are:
member = [93405 0.406 0.805 0.255 1215]
pert percent = [0.015 0.009 0.004 0.001 0.0005]
where the pert percent numbers represent 1.5%, 0.9%, and so on. Since perturbation hap-
pens after the first migration, the number [0.009] is selected from the percent vector, as the
selected index is one + one. The perturbation offset is then generated for each variable:
perturbation o f f set = [840.645 0.004 0.007 ...]
which creates the upper and lower bounds for the new search space:
upper bound = [93945.65 0.410 0.812 ...]
lower bound = [92564.36 0.402 0.798 ...]
While using MBH for trajectory optimization, Englander discovered that very small
offsets are best used to find slightly better solutions within the vicinity of the current so-
lution [12]. This comes from the solver’s convergence tolerances and method, as most
Nonlinear Programming (NLP) cost functions are sensitive to initial inputs and will con-
verge on different areas even if the input variable is slightly changed. The implementation
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in MGALT STOpS somewhat disregards this property for the first few island migrations;
as shown in the example above there is an initial 1.5% perturbation followed by 0.9%. The
rationale behind this decision stems from two factors: the island model paradigm and the
computational power of a personal computer. While the other algorithms are able to hone
in on better solutions through processes such as mutation, MBH does not possess this trait,
therefore the probability of it initially finding a local region is small. If a local region is
found, exploring a larger space around it is not detrimental to the algorithm, as the sec-
ondary search will always return a feasible member. Perturbation truly comes into effect
once migrations have occurred, as the other algorithms have had a chance to share where
feasible solutions may be found and MBH can better exploit the local region. The compu-
tational power of a personal computer also came into effect, as literature has MBH running
for millions of iterations over multiple distributed computer clusters. While this may be
feasible for MGALT STOpS in the future with software architecture improvements, is was
not feasible to perform at the time of this work. In short, while not a standard practice,
perturbational offsets for MBH in MGALT STOpS start larger and then slowly diminish to
more effectively explore the search space.
5.1.4 Secondary Loop
The rationale of the secondary loop was specifically implemented for MGALT STOpS.
During verification of the MBH algorithm, covered in Section 7, a clustering behavior was
observed which mimicked what a local search space might look like. In order to give MBH
a better chance at finding the best local minima within the grouping without drastically in-
creasing the initial population size, these solutions are used to seed a secondary population.
Therefore, the secondary loop only executes if a member or members qualify as feasible
solution(s). The secondary loop executes in the same way as the initial loop, except the
44
population generation, perturbation percent value, and feasibility percent value are slightly
altered.
The original implementation of the secondary loop examined all feasible members and
determined their ranking based on how “close” or “far” away they were from neighboring
members; similar to a histogram. This implementation was abandoned due to dimension-
ality constraints with the members, as some could easily surpass fifty variables in length.
Instead, the secondary loop would sort the feasible members by their costs, and select the
best n members to continue on to the secondary loop. A good recommendation for n is
between twenty five and fifty in order to keep computational time relatively short. This
practice is very similar to the member selection used in the Genetic Algorithm and Differ-
ential Evolution, where the best members survive and the rest are discarded. The variables
in each surviving member are used to create and set new boundaries for their respective
search space. The same process used in the perturbation percent offset, generates bound-
aries for the “parent” member, however the percentage value is halved.
Ex:
After the first migration, the current member vector and perturbation percent vectors
are:
member = [93405 0.406 0.805 0.255 1215]
pert percent = [0.015 0.009 0.004 0.001 0.0005]
Since the perturbation happens after the first migration, the number [0.009] is selected
from the percent vector but is halved to [0.0045]. This number is then multiplied with each
variable in the member vector to get
member o f f set = [420.323 0.0019 0.0036 ...]
with the offset, the member vector adds/subtracts the offset to get the bounds for random
number generation
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upper bound = [93825.323 0.408 0.809 ...]
lower bound = [92984.677 0.404 0.801 ...]
Halving the perturbation percent narrows the search space. Once new boundaries are
established, a subset of the secondary population is generated from the parent member.
The subset is n members large, where the user decides the value of n. For instance, if seven
parent members were deemed feasible but the user only allowed five secondary members
to proceed, the best five members would become parent members. If one hundred fifty
members were generated from each parent, the size of the secondary population would be
seven hundred fifty members long. The secondary population is run by MBH with the
assumption that a better solution will be discovered within each local region defined by the
parent members. One downside to this methodology occurs after a few migrations when
the search space has been drastically narrowed down; the secondary loop explores the same
local region with diminishing returns.
5.2 Genetic Algorithm
One of the evolutionary algorithms used in MGALT STOpS is the Genetic Algorithm
(GA). The Genetic Algorithm is an optimization and search technique based on the princi-
pals of genetics and natural selection. A GA allows a population to evolve under specific se-
lection rules to a state which maximizes the fitness (i.e., minimizes the cost function) [23].
Some of the key advantages of a GA include the ability to optimize complex cost functions,
as well as the ability to work with numerically generated data, or analytical functions. Just
as with MBH, the GA starts with an initial population of randomized members to explore
the search space. After all members have been evaluated against the cost function, the
best performing members are allowed to “mate” to create a new generation of members.
This process happens until an optimal solution is found or a certain number of iterations
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has been reached. Appendix A.4.2 covers different customization parameters for the GA
in MGALT STOpS and explains how each parameter effects the performance of the GA.
For more information on the original implementation and use of the Genetic Algorithm in
MGALT STOpS, see Fitzgerald [1] or Sheehan [2].
5.3 Differential Evolution
Another evolutionary algorithm used in MGALT STOpS is Differential Evolution (DE).
Differential evolution operates in almost the same way as the GA, but with some slight
differences. The DE also allows a population to evolve under a specific set of rules and
mate to create new members. The difference between the DE and the GA lies in how
members are selected (before and after the mating process) and how the members mutate.
Appendix A.4.3 covers different customization parameters for the DE in MGALT STOpS
and explains how each parameter effects the performance of the DE. For more information
on the original implementation and use of Differential Evolution in MGALT STOpS, see
Fitzgerald [1] or Sheehan [2].
5.4 Particle Swarm Optimization
The only agent based algorithm in MGALT STOpS is Particle Swarm Optimization
(PSO). Particle Swarm Optimization was initially inspired by the social behavior of ani-
mals, such as birds flocking, fish schooling, or bees swarming. A PSO allows a population
to converge on an optimal solution, based off of searches performed by each “particle”
(member) in the population. Unlike the GA and DE, PSO has no evolutionary operators
which influence the particles; particles inform other particles about best known locations
of minima. When information is shared between particles, they update internal parameters
which allow them to converge towards an optimal solution, which allows PSO to tackle
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problems with many local minima. This process happens until a certain number of iter-
ations has been reached. Appendix A.4.4 covers different customization parameters for
the PSO in MGALT STOpS and explains how each parameter effects the performance of
the PSO. For more information on the original implementation and use of Particle Swarm




This section provides a brief overview of the island model paradigm and how it func-
tions in MGALT STOpS. When using a single algorithm for optimization, a few issues may
arise such as greedy search where the algorithm always selects the local optimum or pre-
mature convergence where the algorithm discards potentially good solutions. To overcome
this, multiple algorithms can be used in conjunction to search for the global optimum by
playing off each others strengths and weaknesses. This structure is known as the General-
ized Island Model; a method which allows multiple different “islands” to run independently
of each other and share solutions [5]. Each island within the island model paradigm con-
tains one of the algorithms described in Section 5, which allows the option to incorporate
the same algorithm multiple times with varying algorithm parameters. This allows the is-
lands to explore and exploit the search space independently, while also sharing solutions
amongst each other. With the ability to share solutions, islands can update their search
space and population to converge towards a region suspected to contain a better solution.
Appendix A.3 covers different customization parameters for the island model in MGALT
STOpS, and explains how each parameter effects the performance of the island model. An
interested reader is encouraged to reference the original work by Fitzgerald [1] for a more
detailed breakdown on the island model paradigm.
6.1 Topology
The most important element of the island model is the “topology”. Topology is used to
describe the number of islands, how islands interconnect, and which algorithms run on each
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island. A varied topology with more or highly varied islands, suggests that island models
may be well adapted for use on problems that are loosely composed of many separate prob-
lems which can be solved independently [24]. Different topologies may work better with
certain problems; however, most problems do not have a clear indicator of which topology
works best. While the island model is meant to have multiple islands during each execu-
tion, it is recommended that the user becomes familiar with each algorithm’s performance
beforehand. From this, it is easier to make an educated guess on which algorithms will
under-perform or perform well with the execution of the desired problem.
6.2 Migration
Migration is the main driver behind the island model, as it allows different islands to
share solutions without any single island dominating the optimization process. This work
uses a synchronous policy, where migration occurs at the pace of the slowest island, al-
lowing all algorithms to contribute equally [1]. The process of migration cannot happen
without the process of selection or replacement. Selection allows each island to determine
which members to share amongst other islands, and replacement allows each island to de-
termine which members of the shared solution to accept. For more information on selection




With the addition of Monotonic Basin Hopping, the algorithm was verified against
known test functions before full implementation into the island model. All of the functions
used for testing have a known global optimum, therefore, the performance of the algorithm
could be evaluated. This section will cover the different verification functions used for
MBH, explain a modification made to the algorithm structure, as well as discuss the validity
of the final results.
7.1 Stochastic Verification
For the verification process, MBH was tested against four common test functions: Ack-
ley’s function, Griewank’s function, Rosenbrock’s function, and Schwefel’s function [15].
The four functions were selected for their ability to scale to N-Dimensions as well as the
varied “topological” properties of each. In this case topology describes how smooth or
bumpy the function is over each dimension, not to be confused with the island model
topology describing the connectivity of the islands. The varied testing processes provided
representation of the optimization process performed by MGALT STOpS.
All of the functions used in the stochastic verification were generated over 10 dimen-
sions, allowing for sufficient exploration of the search space. Ackley’s, Griewank’s, and
Schwefel’s functions were bounded by [-500,500] on each dimension and Rosenbrock’s
function was bounded by [-100,100] on each dimension. Previously in Section 3.2, the
equation and 2D representation of Ackley’s function were shown as Figure 3.1 and Equa-
tion (3.1). The 2D representation and equation for Griewank’s, Rosenbrock’s, and Schwe-
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fel’s functions are listed below as Figure 7.1 - 7.3 and Equations (7.1) - (7.3). In the figures
below, the values on the Z axes represent the cost of the algorithm at the respective X-Y
position. As such, the global optimum is marked by a black dot to represent where the cost
is equal to zero.
(a) Two-Dimensional Surface Representation of
Griewank’s Function
(b) Two-Dimensional Contour Representation of
Griewank’s Function

















The global optimum for Griewank’s function is located at an X-Y position of [0,0], as
the global optimum for each dimension lies at 0.
(a) Two-Dimensional Surface Representation of
Rosenbrock’s Function
(b) Two-Dimensional Contour Representation of
Rosenbrock’s Function















The global optimum for Rosenbrock’s function is located at an X-Y position of [1,1],
as the global optimum for each dimension lies at 1.
(a) Two-Dimensional Surface Representation of
Schwefel’s Function
(b) Two-Dimensional Contour Representation of
Schwefel’s Function
Figure 7.3: Schwefel’s Function [15]









The global optimum for Schwefel’s function is located at an X-Y position of [420.969,420.969],
as the global optimum for each dimension lies at 420.969.
MBH was able to find the global optimum in all of these cases, thus validating the
performance of the algorithm. The full results for the verification process are listed in
Appendix B.1, as the observance of a “clustering” behavior required modification to the
algorithm before it could be fully verified.
7.2 Clustering
As stated above, verification was done over a large search space to simulate real world
problems, and from this, a behavior characterized as “clustering” was observed in MBH.
About ninety-two% of the members would locate the global optimum within the search
space; however, the other eight% of the members would terminate at nearby local minima.
The source material did state that MBH was built upon the principle that real world prob-
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lems would have “clusters”, were many local optima were located [21]. An example of this
behavior is demonstrated below in Figure 7.4.
Figure 7.4: Clustering Behavior Observed with MBH on a 2D Griewank Function
In this particular example, Griewank’s Function was run over two dimensions in order
to generate the figure. The bounds for the search space were set to [-500,500] for the two
dimensions, and the initial number of points used to explore the search space was 1000.
On the surface of Griewank’s Function, red dots are used to represent the locations where
MBH determined the best solution to the cost function. A vast majority (ninety-two%) of
the solutions did converge on the global optimum, but the basins surrounding the global
optimum contain other solutions. As described in Section 5.1.4, MBH used the secondary
loop to further explore the surrounding region and converged on the global optimum.
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7.3 Results
With the addition of the secondary loop for clustering, MBH successfully explored the
search space and found the global optimum on all four test functions. To verify that MBH
did converge on the optimum, the values of convergence were examined across all dimen-
sions. In almost all cases, MBH was able to find the global optimum to an accuracy of 1e-7
across all dimensions. The results of these tests were considered more than acceptable, as
an accuracy that small borders on the effects of computational accuracy. With Griewank’s
and Ackley’s function, MBH did not converge on the location of the global optimum on
two and one dimensions respectively. The suspected reason is due to the “extreme” topog-
raphy of these functions, when compared to Rosenbrock’s or Schwefel’s functions. The
dimensions where it did not converge still had relatively close accuracy to the global loca-
tion, thus the verification cases were deemed acceptable. The ultimate goal of verification
was to check MBH’s convergence around the region containing the global optimum. In
the words of Fitzgerald, “a close answer will still serve as valuable information for the
algorithm on the next iteration” [1]. A full set of tables containing the results of MBH veri-
fication on Ackley’s function, Griewank’s function, Rosenbrock’s function, and Schwefel’s




Since the Genetic Algorithm, Differential Evolution, and Particle Swarm Optimiza-
tion algorithms were originally verified by Fitzgerald in the creation of STOpS [1], they
were not re-verified for this work. Monotonic Basin Hopping needed to be verified against
known test functions, and was verified in Section 7. With the verification of MBH, the
island model paradigm with all algorithms needed to be verified against known trajectories
to prove the ability for STOpS to optimize MGALT trajectories.
Two test cases were selected literature for the verification process. The first test case
was used by Sheehan in his verification of Low-Thrust STOpS [2]. The test case was
adopted from “Near-Optimal Low-Thrust Orbit Transfers Generated by a Genetic Algo-
rithm” by Rauwolf and Coverstone-Carroll [9], and uses an Earth to Mars transfer for
verification. The second test case comes from “Design of Low-Thrust Gravity-Assist Tra-
jectories to the Outer Planets” by Yam, McConaghy, Chen, and Longuski [25], and uses an
Earth to Jupiter via Mars transfer for verification.
8.1 Test Case 1
The first test case used to validate MGALT STOpS was not a MGALT trajectory. The
goal behind the test was to check the performance of MBH alongside other algorithms, by
optimizing a trajectory previously optimized by Low-Thrust STOpS. While Low-Thrust
STOpS compared its performance against literature, this work is comparing the perfor-
mance of MGALT STOpS against a solution found by Low-Thrust STOpS. As such, all
parameters for the test case are identical to the test performed by Sheehan [2] with the ad-
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dition of MBH. The trajectory selected was an Earth to Mars transfer with an unconstrained
final angular position on the Martian orbit [9].
8.1.1 Problem
A slight problem arose with the first test case, as literature assumed the orbits of Earth
and Mars were circular [9]. From the circular assumption, the departure date from Earth
was insignificant in literature, as Earth’s orbital path would not be any closer or farther to
Mars’s orbital path. Literature did use real ephemeris data to generate the 2D orbits for
both Earth and Mars, and as such, Sheehan arbitrarily selected the departure date to take
place on January 1st, 1994 [2]. To replicate the spacecraft parameters from literature [9]
in MGALT STOpS, the thrust, initial wet mass of the spacecraft, and mass flow rate of the
propellant were:
T = 3.787 N
mo = 4545.5 kg
ṁ = 6.787e-5 kg/s
where T is the thrust in Newtons, mo is the initial wet mass of the spacecraft in kg, and ṁ
is the mass flow rate of propellant in kg/s. The time of flight used in MGALT STOpS was
195 ± 20 days, and all thruster parameters were identical for both the direct and indirect
methods. For verification, the test case was only run with the Forward Shooting Method, as
the final free angular assumption prevented the Forward/Backward Shooting Method from
being used.
8.1.2 Settings
The settings for the island model and algorithms were the same for both the direct and
indirect methods. The selection options are detailed below in Tables 8.1 - 8.5.
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Table 8.1. Island Model Parameters for Test Case 1
Parameter Value
Migrations 4
Islands GA, DE, PSO, MBH
Selection Policy Natural Selection
Number Selected per Island 5









Probability for Crossover 0.8
Probability for Mutation 0.005
Generation Method Tournament
Members per Tournament 3
Number of Elite Members 1
Mate Method Random Crossover
Cross Points 5




Probability for Crossover 0.8
Selection Method Random Best Blend
Scale Factor Method Jitter
Scale Factor Bounds 0.5 - 0.9
Survivor Method Tournament
Members per Tournament 2
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Confidence in Self 0.9
Max Confidence 0.7






Percent Feasibility 5.00, 2.50, 1.75, 1.25, 1.00
Percent Random 0.10, 0.07, 0.05, 0.02, 0.01
In order to keep the validation methods consistent between the work done by Sheehan
and this work, all island and algorithm parameters are identical with the exception of MBH.
Parameters for MBH were selected to similarly reflect the amount of iterations and pertur-
bations undergone by the other three algorithms. The island topology was such that all
islands were interconnected, all shared an identical amount of solutions, and all replaced
the same number of solutions.
8.1.3 Results
With the circular orbit assumption as well as the unconstrained final angular position on
the Martian orbit, an optimal trajectory would be one which arrives with minimal time. The
optimal trajectory found by MGALT STOpS marginally differs from the trajectory found
by Rauwolf and Coverstone-Carroll [9]. The reason comes from the assumptions made
in literature verses the assumptions made in MGALT STOpS; Rauwolf and Coverstone-
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Carroll assumed circular orbits for Earth and Mars [9], whereas STOpS used JPL Horizons
ephemeris data to find the location of Earth and Mars at any point on their orbits. With
MGALT STOpS using ephemeris data, the departure and arrival conditions differ along
every point of the trajectory. The decision for a non-circular assumption stems from ver-
ifying MBH against the same test case performed by Sheehan [2], and was kept identical
for MGALT STOpS.
The trajectory as solved by Rauwolf and Coverstone-Carroll is depicted below in Fig-
ure 8.1:
Figure 8.1: Test Case 1: Optimal Solution [9]
where the optimal transfer time was determined to be 193.00 days with 10 different transfer
segments [9].
For consistency between literature and results from Sheehan, the direct method for
MGALT STOpS used 10 segments. Using the direct method, this work found the transfer
time to be 206.89 days; longer than the 193.00 days from literature [9], but shorter than
211.92 days found by Sheehan [2]. The resulting cost for the optimized trajectory was
0.0067. There are two discrepancies with the time of flight; the difference between litera-
ture and this work as well as the difference between Sheehan’s work and this work. The
first ToF discrepancy can easily be explained by the differences in the circular assumption,
as well as the arbitrarily selected departure date. The transfer time between Earth and Mars
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could have been improved if the departure date was months earlier or later, as Mars’s orbit
would have been closer to Earth’s orbit [2]. The discrepancy in orbital distance is shown
below in Figure 8.2.
Figure 8.2: Test Case 1: Best Trajectory with Direct Method
The trajectory shown in Figure 8.2 is similar to the results found by Rauwolf and
Coverstone-Carroll in Figure 8.1. With the circular assumption, the trajectory found by
MGALT STOpS can be rotated to match this departure. All segments show similar thruster
pointing directions, and both trajectories include segments of coasting in the middle of
the transfer. The pointing angles can be found in Appendix B.2 as Figure B.1. The only
difference between the two figures lies where the coasting segments are located; literature
determine segments #4 and #5 to be optimal, whereas this work determined segments #3
and #6 to be optimal.
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The second discrepancy in ToF between this work and the work done by Sheehan, can
easily be explained by the inclusion of MBH. With the addition of MBH and identical
parameters for all other algorithms, the ToF found by MGALT STOpS was about five
days shorter than previously found by Low-Thrust STOpS, leading to a smaller margin
of error. While the difference in ToF’s are marginally smaller, the optimized cost found
by this work of 0.0067 is much lower than the cost of 0.56 found by Sheehan [2]. Using
this comparison, it can be concluded that the addition of MBH successfully improved the
optimized trajectory. The terminal conditions of the trajectory for literature, Low-Thrust
STOpS, and MGALT STOpS are shown below in Table 8.6:
Table 8.6. Comparison of End Conditions for Test Case 1: Direct Method
Characteristics R(DU) U(DU/TU) V(DU/TU)
Target End Conditions 1.4764 -0.0723 0.8287
LT STOpS End Conditions 1.4740 -0.0701 0.8220
MGALT STOpS End Conditions 1.4879 -0.0733 0.8218
Percent Difference (Target/MGALT) 0.78% 1.44% 0.84%
The largest error between the terminal conditions found by MGALT STOpS and
Coverstone-Carroll is less than 1.5%, where the highest error was 1.44% on the radial ve-
locity component. The discrepancy with radial velocity can yet again be explained by the
non-circular assumption, as the radial velocity component will vary with the position of
Mars. Due to a small error between the desired end conditions and the end conditions
found in literature, the solution found by MGALT STOpS can be considered valid. While
the final percent errors are slightly larger than those found by Sheehan [2], with a lower
ToF and smaller cost, the addition of MBH will not hamper any real trajectory optimiza-
tion. To further minimize the terminal condition errors, a larger population set and/or more
migrations between the islands could be used, as the tendency to converge on the global
optimum would be higher.
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Along with the direct method, the results found by the indirect method were equally as
acceptable. The indirect method found the optimal transfer time to be 191.43 days; shorter
than the 193.00 days found in literature [9], and shorter than the 204.13 days found by
Sheehan [2]. The resulting cost for the optimized trajectory was 0.0022. Again, there are
difference in the ToF between this work, literature, and Sheehan’s work. The discrepancy
in the ToF between this work and literature is a result of the indirect methodology. The
indirect methodology lacks the ability to perform coasting, which causes the solution to
converge on the final orbit faster than the direct method. Coincidentally, the times are simi-
lar; the selected departure date forces the spacecraft to depart when Earth’s orbit and Mars’s
orbit are farther apart, but the lack of coasting makes up for this. If the indirect transfer
was performed months earlier or later, the ToF found by this work would undoubtedly be
much shorter. Just as with the direct method, the difference between the ToF in this work
and Sheehan’s work can be explained by the addition of MBH and how the island model
shared results amongst itself. The plot of the transfer is shown below in Figure 8.3.
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Figure 8.3: Test Case 1: Best Trajectory with Indirect Method
where the terminal conditions of the trajectory are shown below in Table 8.7.
Table 8.7. Comparison of End Conditions for Test Case 1: Indirect Method
Characteristics R(DU) U(DU/TU) V(DU/TU)
Target End Conditions 1.4998 -0.0732 0.8158
LT STOpS End Conditions 1.4987 -0.0725 0.8156
MGALT STOpS End Conditions 1.5158 -0.0727 0.8075
Percent Difference (Target/MGALT) 1.06% 0.69% 1.01%
The largest error between MGALT STOpS’ indirect solution and the results found by
Rauwolf and Coverstone-Carroll was 1.06%. Sheehan’s percent errors were marginally
smaller [2], but this work had a better overall cost of 0.0022 compared to 0.02. This test
was run multiple times and produced nearly identical results each time; therefore MGALT
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STOpS is most likely converging on a local optima close to the global optimum. It can
be concluded that this local optima has a lower cost even with the higher percent errors,
due to the weighting factors applied to each component in the cost function. Using the
discrepancy in the ToF as an example, the cost function will use the desired ToF of 193
days in the weighting; thus, this work receives a better cost when compared to terminal
position weighting. This could be balanced more by changing the weighting parameters,
but for this work, they were left untouched in order to verify the addition of MBH.
On a case by case comparison between the direct and indirect methods, a few key ob-
servations were noted. First, the difference in ToF found by both methods support what
was observed by Sheehan [2] and by other works. The indirect method is better at find-
ing the fastest trajectory between two orbits due to continuous thrusting, and the direct
method is best at finding the most fuel efficient trajectory between two orbits due to coast-
ing segments. Secondly, the terminal location percent errors were marginally higher than
those found by Sheehan [2]; however, the difference in ToF between this work and litera-
ture are smaller. These results support the conclusion that the addition of MBH improved
MGALT STOpS’ ability to optimize trajectories when compared to the results found by
Sheehan with Low-Thrust STOpS [2]. Though slightly better results could be found with
altered weighting parameters, both direct and indirect methods had final percent errors less
than 1.5%. The addition of MBH into MGALT STOpS can be verified and considered an
improvement to the suite.
8.2 Test Case 2
Unlike the first test case, the second test case used to validate MGALT STOpS was a
MGALT trajectory. The second test case involves a constant thrust, variable time trans-
fer between Earth and Jupiter via a Mars gravity assist. In literature, the same trajectory
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was solved two different ways; one solution was modeled by proprietary JPL software, the
Satellite Tour Design Program Low-Thrust Gravity Assist, and another solution was mod-
eled by proprietary NASA software, the Gravity Assisted Low-Thrust Local Optimization
Program. Since the second test case has the same trajectory but two different solutions,
MGALT STOpS will do the same for verification. The first part of the test case will com-
pare the indirect method against STOUR-LTGA, and the second part of the test case will
compare the direct method against GALLOP. With the MGALT trajectory problem, find-
ing an optimal trajectory between Earth and Jupiter via Mars is more difficult for MGALT
STOpS to optimize than the first test case. The goal of the following test cases was for
MGALT STOpS to find a similar trajectory to known solutions from industry tools, as it
would prove the suite’s ability to perform MGALT transfers.
8.2.1 Problem
Literature based the trajectory off a proposed mission to Jupiter called the Jupiter Icy
Moons Orbiter (JIMO). This mission would have sent a massive spacecraft to orbit and
subsequently study the moons of Jupiter using nuclear electric propulsion. The goal in
literature was to determine the feasibility of exploring deep-space planets such as Jupiter
and Saturn by using electric propulsion and gravity assists [25]. In order to validate the
feasibility of such a mission, the team in literature first used STOUR-LTGA to explore a
large span of different years and observe where groupings of optimal trajectories may be
located. STOUR-LTGA then optimized one of the groupings selected by the team in order
to find an optimal trajectory from Earth to Jupiter. Once a trajectory was found by STOUR-
LTGA, it was used as the basis for further optimization by GALLOP, as GALLOP has the
ability to model low-thrust trajectories with coasting.
In literature, JIMO uses five separate Nuclear Electric Xenon Ion System (NEXIS)
thrusters to propel the spacecraft. To replicate the parameters from literature [25] in MGALT
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STOpS, the total thrust, total Isp, initial wet mass of the spacecraft, and total mass flow rate
of the propellant were:
T = 2.26 N
Isp = 6000 s
mo = 20000 kg
ṁ = 3.84e−5 kg/s
where T is the total thrust in Newtons, Isp is the efficiency of the thrusters in seconds, mo is
the initial wet mass of the spacecraft in kg, and ṁ is the total mass flow rate of propellant in
kg/s. The thrust and mass flow rate numbers are the sum of five NEXIS thrusters. Another
important note from literature; JIMO departs Earth with an excess velocity of 0.2 km/s, as
it was assumed a heavy launch vehicle would insert the spacecraft into an interplanetary
escape trajectory. This was modeled in STOpS and will be discussed further in the results
in Section 8.2.3. Finally, literature models the trajectory of the spacecraft with a polar
equation for an exponential sinusoid, shown below as Equation 8.1:
r = k0 exp [k1 sin(k2θ +φ)] (8.1)
where k0, k1, k2, and φ are constants [25]. The required thrust at each point along the
trajectory was determined from the resultant sinusoidal shape.
Since the ToF and search space were different for the STOUR-LTGA and GALLOP
test cases, this needed to be correctly modeled in MGALT STOpS. MGALT STOpS set
the ToF for the STOUR-LTGA test case to 752 ± 100 days between Earth and Mars, and
1448 ± 300 days between Mars and Jupiter. This verification case used a constant thrust,
variable time transfer. MGALT STOpS set the ToF for the GALLOP test case was set to
855 ± 50 days between Earth and Mars, and 1346 ± 50 days between Mars and Jupiter.
This verification case used a variable thrust, variable time transfer. Both test cases had to
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be run with the FBSM, as Section 4.3.2 proved the difficulty of trajectory convergence with
a Multiple FSM.
8.2.2 Settings
The settings for the island model and algorithms were different for both the STOUR-
LTGA and GALLOP test cases. This was done to simulate the search for a trajectory with
STOUR-LTGA and further refinement of the trajectory with GALLOP [25]. As such, the
algorithms solving for the STOUR-LTGA test case have a larger population than those
solving for the GALLOP test case, and the island model also performs an additional mi-
gration for the STOUR-LTGA case. The parameters set in MGALT STOpS for the two test
cases are listed below in Tables 8.8 - 8.12.






Islands GA, DE, PSO, MBH GA, DE, PSO, MBH
Selection Policy Natural Selection Natural Selection
Number Selected per Island 15 15




Connection All Connected All Connected
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Probability for Crossover 0.8 0.8
Probability for Mutation 0.005 0.01
Generation Method Tournament Tournament
Members per Tournament 15 10
Number of Elite Members 1 1
Mate Method Random Crossover Random Crossover
Cross Points 30 30







Probability for Crossover 0.8 0.8
Selection Method Random Best Blend Random Best Blend
Scale Factor Method Jitter Jitter
Scale Factor Bounds 0.5 - 0.9 0.5 - 0.9
Survivor Method Tournament Tournament
Members per Tournament 3 3







Max Velocity 0.7 0.7
Informants 5 5
Confidence in Self 0.9 0.9
Max Confidence 0.7 0.7
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Basin Population 200 175
Basin Iterations 125 100
Percent Feasibility 75, 10, 2.20, 1.30,
1.00
20, 5, 2.25, 1.00





The optimal trajectory found by MGALT STOpS on the STOUR-LTGA verification
case slightly differs from the trajectory found by Yam et al. The trajectory solved by Yam
et al. with STOUR-LTGA is shown below in Figure 8.4 [25], followed by the best results
obtained by MGALT STOpS for the same trajectory in Figure 8.5.
Figure 8.4: Test Case 2: STOUR-LTGA Optimal Solution [25]
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Figure 8.5: Test Case 2: Best Trajectory for STOUR-LTGA Verification
The solution found by MGALT STOpS is somewhat similar to the solution found by
STOUR-LTGA, but with a few differences. The first difference is the search window used
by STOpS for the optimal trajectory. From literature, STOUR-LTGA searched for an opti-
mal trajectory between the years of 2019 and 2022 [25]; however, STOpS searched for an
optimal trajectory between Nov 2020 and Nov 2022. The date selection is due to STOUR-
LTGA finding the optimal trajectory departing Earth on Nov 6, 2021, thus STOpS was
given a window of ± 1 year to replicate the optimal trajectory. MGALT STOpS was orig-
inally run with the same 2019 to 2022 search window, but produced less than optimal re-
sults; likely due to the small population within each island not being enough to sufficiently
explore the large search space. An analysis was performed where the population was dou-
bled and the search over the 2019 to 2022 time-frame was performed; however, MGALT
STOpS did not converge on a similar solution. Due to this, it was decided to perform the
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search over a smaller time-frame to verify MGALT STOpS could find a similar trajectory
to STOUR-LTGA. The resulting cost for the optimized trajectory was 2429.53.
Another discrepancy between the trajectory found by STOUR-LTGA and MGALT
STOpS is the outwards spiral. MGALT STOpS exhibited some sub-optimal behavior on
the Earth to Mars transfer, as part of the transfer dips below the orbit of Earth before depart-
ing for Mars. This can also be seen on the Mars to Jupiter transfer, as part of the transfer
overshoots Jupiter’s orbit. A potential fix was implemented by allowing MGALT STOpS to
also use an excess ∆V upon departure from Earth; however, this did not cause any notice-
able difference in final results. The Jupiter overshoot can be explained by the methodology
used by MGALT STOpS to calculate the departure velocity from Jupiter using the FBSM.
When the spacecraft departs Jupiter, it has the same heliocentric position and velocity vec-
tors as Jupiter. Since MGALT STOpS does not model the effects of Jupiter’s SOI upon
departure, the spacecraft will slightly overshoot Jupiter’s orbit due to the tangential nature
of the velocity vector. However, this cannot fully explain the overshoot found by MGALT
STOpS; it has to do with the terminal conditions found by STOUR-LTGA in literature.
STOUR-LTGA optimized a trajectory arriving at Jupiter with an excess ∆V of 2.89 km/s
and MGALT STOpS optimized a trajectory arriving at Jupiter with an excess ∆V of 0.00
km/s. With the excess ∆V in literature verses MGALT STOpS, the trajectory will intersect
Jupiter at a much sharper angle on the tangent. This was observed, as the trajectory shown
in Figure 8.4 approached Jupiter at a sharper angle compared to the trajectory found in Fig-
ure 8.5. In addition, the misshaped trajectory may be explained by the way it was modeled
in STOUR-LTGA verses STOpS. As stated in Section 8.2.1, STOUR-LTGA models the tra-
jectory based off an exponential sinusoid, meaning the trajectory will spiral outwards and
not over/undershoot itself or planetary orbits. Ultimately, the discrepancies found in the
ToF account for an unnecessary use of fuel, which is shown below in Table 8.13 alongside
other parameters of the test case.
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Table 8.13. Comparison of Conditions Between STOUR-LTGA and STOpS
Characteristics STOUR-LTGA STOpS
Earth Launch Date Nov 6, 2021 Sept 19, 2021
Earth Launch ∆V, km/s 0.20 0.20
Mars Flyby Date Nov 28, 2023 Oct 15, 2023
Jupiter Arrival Date Nov 15, 2027 Nov 30, 2027
Jupiter Arrival ∆V, km/s 2.89 0.00
Total ToF, years 6.02 6.11
Initial Mass, kg 20,000 20,000
Final Mass, kg 14,420 12,594
Propellant Mass Fraction 27.9% 37.0%
The first major outlier is the final mass difference as explained above with the sub-
optimal trajectory and assumptions made. MGALT STOpS was able to find a valid trajec-
tory which used about 2000 kg more fuel than the result found by STOUR-LTGA. While a
small difference could be explained by accuracy and the difference between the 2D and 3D
assumption, a 2000kg difference is mostly due to the sub-optimal trajectory. Some other
discrepancies are found within the launch date, flyby date, and arrival date. Most of the
dates are not far off from what literature determined to be optimal [25], however the launch
date has a difference of almost two months. This may be another contributing factor with
the sub-optimal trajectory, as the departure from Earth does not give the spacecraft a similar
departure velocity vector when compared to literature.
A larger population for each island and more migrations between each could result in a
better solution to the MGALT problem. After running with almost double the population,
the resulting solution was marginally worse than the solution found above. The trajectory
between Mars and Jupiter did not extend past the orbit as far, but ultimately it used an extra
100 kg of fuel due to the outwards spiral from Earth to Mars.
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The direct method also performed well, but not as well as the solution from literature.
The trajectory solved by Yam et al. with GALLOP is shown below in Figure 8.6 [25],
followed by the best results obtained by MGALT STOpS in Figure 8.7.
Figure 8.6: Test Case 2: GALLOP Optimal Solution [25]
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Figure 8.7: Test Case 2: Best Trajectory for GALLOP Verification
Since GALLOP was used to further optimize a trajectory found by STOUR-LTGA, it
was deemed unnecessary to use a large departure date window like the STOUR-LTGA test
case did. MGALT STOpS was given a window of ± 2 months to replicate the optimal
trajectory. The solution found by MGALT STOpS is similar in shape to the one found
by GALLOP; however, there is a large difference between when the spacecraft is coasting
and when it is thrusting. The resulting cost for the optimized trajectory was 3722.30. On
the transfer between Earth and Mars, GALLOP is coasting for 10 segments (33.33% of
the transfer) whereas MGALT STOpS is coasting for 0 segments. The same behavior is
observed in the transfer between Mars and Jupiter, where GALLOP is coasting for 15
segments (50% of the transfer) and MGALT STOpS is coasting for 1 segments (3.33% of
the transfer). Since the solution found by MGALT STOpS involves almost no coasting
75
segments, the spacecraft is burning fuel for the whole transfer. This resulting mass along
with other parameters are shown below in Table 8.14.
Table 8.14. Comparison of Conditions Between GALLOP and STOpS
Characteristics GALLOP STOpS
Earth Launch Date Nov 16, 2021 Oct 16, 2021
Earth Launch ∆V, km/s 0.00 0.00
Mars Flyby Date Mar 20, 2024 Dec 30, 2023
Jupiter Arrival Date Nov 26, 2027 Oct 26, 2027
Jupiter Arrival ∆V, km/s 0.00 0.00
Total ToF, years 6.02 6.03
Initial Mass, kg 20,000 20,000
Final Mass, kg 16,026 13,160
Propellant Mass Fraction 19.9% 34.2%
The discrepancy between the final mass found by GALLOP and that found by MGALT
STOpS was discussed above, where the major component of the mass loss was due to
the spacecraft thrusting for almost the entirety of the trajectory. The difference in final
mass between MGALT STOpS and GALLOP is about 3000 kg of fuel. The direct method
did save about 600 kg of fuel compared to the indirect method; MGALT STOpS did find
an improved trajectory between the two test cases. The difference between the launch
and arrival dates is much closer for the GALLOP test case; there is a discrepancy with
the Mars flyby date, as MGALT STOpS performed the flyby almost three months earlier
than the solution found by GALLOP. This is most likely due to the lack of coasting, as the
trajectory converges on Mars’s location faster, leading to a difference in flyby dates. Unlike
the indirect method, the outwards spiral of the direct method does not fall back onto itself
except right after Mars flyby, and the trajectory does not overshoot Jupiter as much. Just
as with the indirect method, the Jupiter overshoot can be explained by MGALT STOpS not
modeling the effects of Jupiter’s SOI upon departure.
Shown above in Figure 8.7, there is evidence of premature convergence. The transfer
between Mars and Jupiter has the trajectory slightly dropping below the Martian orbit be-
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fore heading towards Jupiter. Just as with the STOUR-LTGA case, additional migrations
and a larger population were used in an attempt to find a more optimal solution. After run-
ning with one and a half times the population size, the resulting solution was almost iden-
tical to the solution found above with the final mass being about 4 kg larger. Ultimately,
the addition of the FBSM proved to be successful in optimizing MGALT trajectories when
constrained to MGALT STOpS behavior and proved to be partially successful in validating
two known MGALT verification cases.
8.2.4 Pruning
For both the STOUR-LTGA and GALLOP verification cases, the author ran verifica-
tion with double/triple the population and additional migrations to see if MGALT STOpS
could produce better results than those found in the sections above. It is suspected that
MGALT STOpS is finding trajectories which would be more optimal in the long run, but
is discarding them in favor of slightly better ones during the initial phases of optimization.
An example of this is shown with the STOUR-LTGA verification case in Figure 8.8.
(a) Trajectory Discarded by MGALT STOpS (b) Trajectory Selected by MGALT STOpS
Figure 8.8: Example of MGALT STOpS Trajectory Pruning
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The trajectory in Figure 8.8a had an overall cost of 14720.11, where the Earth to Mars
transfer had a cost of 2201.51 and the Mars to Jupiter transfer had a cost of 12518.59. The
trajectory in Figure 8.8b had an overall cost of 7868.04, where the Earth to Mars trans-
fer had a cost of 2351.17 and the Mars to Jupiter transfer had a cost of 5516.87. While
the trajectories may look similar to one another, the trajectory in Figure 8.8a converges
on Jupiter’s orbit in a more optimal manner than the trajectory in Figure 8.8b which over-
shoots Jupiter’s orbit; overshooting the orbit is not as efficient. In this case, one transfer
or the other performed poorly, causing the overall cost to be too high and the trajectory to
be discarded by MGALT STOpS. By discarding these solutions early on in the optimiza-
tion process, premature pruning is one of the main culprits for the sub-optimal trajectories
observed in Section 8.2.3. Ultimately, the trajectory shown in Figure 8.8b was selected by
MGALT STOpS as the more optimal trajectory and migrated as a potential solution to all
of the other islands. With the migration, the effects of this trajectory influence future pop-
ulation generation, resulting in the final optimized trajectory found in Figure 8.5. Since a
much larger search space was explored with additional migrations and population, it can be
deduced that MGALT STOpS does hone in towards an optimal solution, but prematurely




The modifications made to Low-Thrust STOpS for MGALT trajectory optimization
were successful. The implementation of another global/local search algorithm was accom-
plished with the addition of Monotonic Basin Hopping. MBH was verified to work against
four different n-dimensional test functions and was subsequently added to MGALT STOpS
as an option for the island model paradigm. In addition to MBH, the current direct and indi-
rect methods were modified to use either a Forward Shooting Method or Forward/Backward
Shooting Method. As a result of the modifications made to Low-Thrust STOpS through the
duration of this work, MGALT STOpS operates independently from the low-thrust version
of STOpS written by Sheehan [2].
As shown in Section 4.3.2 with Figure 4.3, the Multiple FSM produced a less than
desirable result for MGALT trajectories. As such, the ability for users to perform MGALT
trajectories with Multiple FSM has been removed from MGALT STOpS. However, the
FSM is still available in MGALT STOpS to allow a user to optimize a trajectory between
two planets with a free final angular displacement, like the Rauwolf and Coverstone-Carroll
test case.
MGALT STOpS was successfully verified against an Earth to Mars trajectory from
“Near-Optimal Low-Thrust Orbit Transfers Generated by a Genetic Algorithm” by Rau-
wolf and Coverstone-Carroll [9], and partially verified against two Earth to Mars to Jupiter
trajectories from “Design of Low-Thrust Gravity-Assist Trajectories to the Outer Plan-
ets” by Yam, McConaghy, Chen, and Longuski [25]. Both of the test cases involved a
constant-thrust variable-time transfer, where the indirect case would always be thrusting
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and the direct case would switch thrusting on or off. With these results, MGALT STOpS
was deemed partially acceptable in solving trajectories involving multiple gravity assists.
The author believes the discrepancy comes from three multiple sources, involving only the
MGALT verification cases.
First, is the lack of arrival planet SOI modeling. As discussed in Section 8.2.3, when
using the FBSM, the backwards shooting portion of the arrival planet uses the planet’s posi-
tion and velocity vectors with respect to the sun. With verification, one of the arrival planets
was Jupiter; a gravitational effect was ignored and the spacecraft was only perturbed by it-
self and the sun. Second, the difference in trajectory modeling between MGALT STOpS
and STOUR-LTGA. As discussed in Section 8.2.3, STOUR-LTGA models the trajectory
based on an exponential sinusoid whereas MGALT STOpS does not. The difference in
trajectory modeling easily explains the discrepancies in the physical shape of the transfers;
the exponential sinusoid will spiral outwards and not fall back on itself, unlike some parts
of MGALT STOpS’ trajectory. Finally, the issue of premature convergence due to prun-
ing. During the selection of the best solutions, the island model has a tendency to discard
potentially good solutions based off their overall cost. MGALT STOpS hones in towards
an optimal solution, but ultimately gets stuck in nearby local optima because the island
model will discard potentially better solutions. Ultimately, other issues such as insufficient
population size may also contribute to the discrepancy, but the effects are overshadowed by
the discrepancies of SOI modeling, trajectory modeling, and pruning. The development of




This section covers some future improvements to MGALT STOpS which the author
thought of during the development of the program. Some improvements were conceptu-
alized, but were not implemented either due to complexity or not aligning with the scope
of this work. The recommendations below are a good starting point for future work and
development on MGALT STOpS. For other recommendations, an interested reader should
reference low-thrust STOpS by Sheehan [2] or impulsive STOpS by Fitzgerald [1].
9.1.1 Trajectory Pruning
As discussed in the results for the STOUR and GALLOP verification cases in Sec-
tion 8.2.3, MGALT STOpS is likely discarding solutions which have the potential to be
more optimal. A proposed fix to the pruning issue would be a check over the whole tra-
jectory, where the cost of each transfer is examined. If one transfer of the trajectory is
considered feasible, the other transfer could be perturbed for n iterations to see if they will
converge or not. Another fix for the pruning issue would be keeping an array of all feasible
transfers. Randomly combining them and injecting them into the current population may
steer convergence towards the right direction. While the suggestions may seem easy to
implement, they will probably be as difficult or more difficult than rederiving the EOM’s
for 3D. Anyone attempting this recommendation needs to be familiar with multi-objective
optimization.
9.1.2 3D Orbit Optimization
The 2D orbit assumption was initially made by Sheehan [2] and continued for this work.
The initial assumption for 2D came about due to the low inclination of the planets, as they
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could all be assumed to orbit on the same plane. The infrastructure for 3D optimization is
partially in place, as the JPL Ephemeris data is 3D and most of the planetary parsing ignores
the “Z” component. However, the EOM’s for low-thrust would need to be completely
rederived and rewritten, and a new coordinate system would need to be implemented to
handle the addition of another dimension. In addition to this, some minor rewriting of
the member variable generation/parsing would need to take place, to account for more
variables in the member vector. Echoing the words of Sheehan, this is one of the most
difficult objectives of the future works listed [2].
9.1.3 Rewriting Program
Another quality of life improvement for MGALT STOpS would be rewriting the pro-
gram to take advantage of better code structure as well as the “Parallel Computing in Op-
timization Toolbox”. The author spent time rewriting the program to remove all calls to
global variables, passing necessary information into functions, and writing code to allow
the algorithms to take advantage of the Parallel Computing in Optimization Toolbox by
using “parfeval”; optimization problems which used to take hours/days to run had their ex-
ecution time reduced to about 40% of what once was. Suggestions would include allowing
each algorithm to run on a different core/thread, allowing more algorithms to run at once
and faster execution time. Migrations would still need to happen with the synchronous
policy, to prevent premature sharing of solutions. In addition to MATLAB quality of life
improvements, converting the program to Python 3, C++, or language would highly ben-
eficial. MGALT STOpS does not rely heavily on matrix math which MATLAB excels at,
thus processes such as the ordinary differential equation solver may perform better on a
different language.
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9.1.4 SOI Modeling and Departure Orbits
As discussed above and in Section 8.2.3, the effects of planetary bodies are not ac-
counted for in MGALT STOpS. While not common practice in low-fidelity optimization
suites, allowing MGALT STOpS to model the interactions between the spacecraft and the
departure/flyby/arrival planet would be a great feature. This would break the point mass
assumption for the planets and would require modifications to the spacecraft’s EOM’s and
state vector, to ensure correct coordinate frame transformations between the planetary SOI
and the heliocentric SOI. In the same realm of SOI modeling, modeling departure orbits
would allow MGALT STOpS the ability to correctly model the departure of a spacecraft
from Earth orbit into heliocentric orbit. This would allow future versions of STOpS to re-
move the spacecraft heliocentric starting assumption, and provide a more accurate model
of the trajectory upon departure and arrival.
9.1.5 Multi-objective Optimization
The addition of multi-objective optimization would be another beneficial improvement
to MGALT STOpS. The idea of multi-objective optimization was alluded to in Section 8.2.3
and above in Section 9.1.1, where MGALT STOpS could potentially fix the issue of pruning
by performing two or more trajectory optimizations at once. For instance, when optimizing
a trajectory between Earth, Mars, and Jupiter, MGALT STOpS uses a single cost to deter-
mine the performance of the trajectory; the single cost is the sum of the Earth to Mars cost
and the Mars to Jupiter cost. By categorizing the performance of the trajectory with two or
more costs instead of a single one, MGALT STOpS could optimize individual transfers of
the whole trajectory across a Pareto front.
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9.1.6 Deep Space Flyby
The FBSM and some cases of the FSM converge where the goal is to match the final
position and velocity of the planet. A useful addition to MGALT STOpS would be allowing
the final planet to be a flyby planet, where the spacecraft would match the planet’s position
vector but not velocity vector. This would allow MGALT STOpS to model deep-space
trajectories analogous to Voyager 1 and 2, Pioneer 10 and 11, and New Horizons, where
the spacecraft flew by the planet for observation. A suggestion to accomplish this would
be using a FSM for the final transfer or rewriting the FBSM to not use the target planet’s
velocity vectors.
9.1.7 Powered Flyby
The addition of impulsive or low-thrust powered flybys would be of great benefit for
MGALT STOpS. Powered flybys would allow the spacecraft to obtain an even higher ∆V
boost from a gravity assist. This addition would allow MGALT STOpS to rival some of the
more complex optimization suites found in industry.
9.1.8 Re-Implementation of Forced Heliocentric Orbits
The ability for MGALT STOpS to force heliocentric orbits on the direct method was
removed for this work. The ability was removed due to complications with generating a
member with forced orbits alongside gravity assists. To re-implement this, it is recom-
mended to add a binary switch followed by a number, to indicate if a heliocentric orbit is
supposed to take place followed by the number of orbits. The code for member generation
and member parsing would need to be slightly modified in order for this to work.
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A single script titled “STOpS MGALT Main Script.m” is used to run MGALT STOpS.
The script and accompanying functions provide detailed documentation and commentary
on how to change options; this appendix aims to also provide a detailed overview of those
same options.
*Disclaimer*:
The images may not represent the most current interface of MGALT STOpS.
A.1 Planets, Departure Date, and Time of Flight
When opening “STOpS MGALT Main Script.m”, one of the first sections header the
user sees is the titled “Departure/Transfer/Arrival Planet and Earliest/Latest Departure”.
This is where the user is able to select the order of planets which define the MGALT
Trajectory to optimize for, the desired time of flight with margins between each planet,
and the windows for the departure date.
The user will enter in the list of planets in the order of departure, flyby, and arrival by
changing the cell string for the variable “BOD.bodies”. Each planet has a unique string
which corresponds to one of the nine planets. Options are: ‘Mercury’, ‘Venus’, ‘Earth’,
‘Mars’, ‘Jupiter’, ‘Saturn’, ‘Uranus’, ‘Neptune’, and ‘Pluto’ [2]. Ex. A trajectory from
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Earth to Mars to Jupiter to Saturn would be defined as:
BOD.bodies = {‘Earth’, ‘Mars’, ‘Jupiter’, ‘Saturn’}
Next, the user will need to enter the desired ToF between each of the planets. The
variable is titled “OPT.tof total”, and is a [n-1,1] column vector where n represents the
number of planets selected in the first step. Ex. A trajectory from Earth to Mars to Jupiter
to Saturn would be defined as:
OPT.tof total = [700; 1500; 1500]
where the desired ToF between Earth and Mars is 700 days, the desired ToF between Mars
and Jupiter is 1500 days, and the desired ToF between Jupiter and Saturn is 1500 days.
Next, the user will need to enter the corresponding ToF margin for the desired ToF
between planets. The variable is titled “OPT.tof margin”, and is a [n-1,2] column vector
where n represents the number of planets selected in the first step. Ex. A trajectory from
Earth to Mars to Jupiter to Saturn would be defined as:
OPT.tof margin = [50,150; 200,200; 100,300]
where the margin on the ToF between Earth and Mars is -50 days and +150 days, the margin
on the ToF between Mars and Jupiter is -200 days and +200 days, and the margin on the
ToF between Jupiter and Saturn is -100 days and +300 days. This will allow MGALT
STOpS to search for optimal trajectories between the bounds of the ToF. In the example,
MGALT STOpS would use 650 days as the lower bound and 850 days as the upper bound
for the search between Earth and Mars.
Finally, the user will select the launch windows. The launch windows define when the
transfer will leave the departure planet. The launch windows are two separate varaibles,
titled “BOD.window1” and “BOD.window2” respectively. Each variable is a [3,1] row
vector, where the numbers represent the [year, month, day] for the window. Ex. Searching
for an Earth departure between Dec 15 1995 and Dec 29 1997 would be defined as:
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BOD.window1 = [1995, 12, 15]
BOD.window2 = [1997, 12, 29]
A.2 Cost Function and Thrust Selection
The next section header a user will see is titled “Cost Function Selection”. This is where
the user is able to select the cost function used by MGALT STOpS. In this work, there are
four main cost functions which the user can select, described in Section 4:
‘MGALT DIR FSM 2D’, ‘MGALT DIR FBSM 2D’
‘MGALT IN FSM 2D’, ‘MGALT IN FBSM 2D’
which are spelling and case sensitive. The cost function allows MGALT STOpS to decide
which function handle to call, determining how the optimization problem will be solve.
MGALT STOpS will also prevent a user from performing a MGALT optimization problem
with the two “FSM” cost functions, as Multiple Forward Shooting was deemed unfeasible
for MGALT trajectories. The variable is titled “OPT.solver” and is a [1,1] string consisting
of the options listed above.
Next, the user will see the thrust selection variable titled “OPT.thrust method”. Here,
the user is able to select the thrust method for the cost function selected above. The options
available are ‘constant thrust’, ‘variable thrust’, and ‘SolarSail thrust’; all thrust methods
are spelling and case sensitive. The indirect methods are only capable of handling the
‘constant thrust’ and ‘SolarSail thrust’ methods, as it does not support variable thrusting
in the EOM’s. The thrust selection is used later by a few functions, thus user input here is
used to streamline the process.
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A.3 Thrust and Island Model Parameters
The next section header the user will see is titled “Optimization Options”. This is where
the user is able to define the thrust options, as well as the island model options. All of the
tables below were inspired by Sheehan [2].
The first choice available to the user is the low-thrust options. This is a call to a function
titled “optionsLowThrust()”. These values are defined as a function call, to provide ease
of use for a user with a lot of different customization options. Extracting these variables is
accomplished by defining:
OPT.thrust = optionsLowThrust(OPT,‘*selection-here*’)
The different parts of the OPT.thrust struct are defined below in Table A.1. Some of the
options are similar between the direct and indirect methods, where some are specifically
for the direct method. The options specific to the direct method are listed at the bottom of
Table A.1 after the double lines.
Table A.1. Low-Thrust Settings Guide
Parameter Description
tt end The target end time of each segment of the optimization.
This parameter takes the information from the variable “tof total”
described in Appendix A.1.
Though this is the desired time, the actual time may be higher.
*The entries must be in a column vector.*
(planets-1,1) float.
time Upper and lower margins for each segment of the optimization.
This parameter takes information from the variable “tof margin”
described in Appendix A.1.
*The entries must be in a column vector.*
(planets-1,2) integer.
thrust method Thrust method described in Appendix A.2.
Options are: ‘constant’, ‘variable’, and ‘equation’.
*All options are spelling and case sensitive.*




thrust The thrust for the trajectory in Newtons.
If thrust method == ‘constant’, this is a (1,1) number for the thrust
in Newtons.
If thrust method == ‘variable’, this is a (1,2) vector of the upper
and lower thrust bound in Newtons.
If thrust method == ‘equation’, this is a call to a function handle
defined by a string.
*All options are spelling and case sensitive.*
(1,1) string.
m0 Initial wet mass of the spacecraft in kilograms.
(1,1) float.
mdot method Method for calculating mass flow rate.
Options are: ‘constant’ and ‘equation’.
(1,1) string.
mdot Mass flow rate for the spacecraft in kg/s.
If mdot method == ‘constant’, this is a (1,1) float for the mass
flow rate in kg/s.
If mdot method == ‘equation’, this is a call to a function handle
defined by a string.
*All options are spelling and case sensitive.*
Isp Isp for the spacecraft thruster defined in seconds.
(1,1) float.
n available The number of thrusters available for the spacecraft to use. This
only applies to the FBSM methods, as STOpS needs to calculate
the max ∆V achievable by the spacecraft before the gravity assist.
When entering this number, make sure thrust and mdot are
changed to reflect the total of the number of thrusters. For in-
stance, if there are 2 thrusters available each with 2 Newtons of
thrust, ‘n available’ will be 2 and ‘thrust’ will be 4.
(1,1) integer.
duty cycle type Decide if STOpS will use a manual entry for the duty cycle or
calculate it based off thruster parameters.
Options are: ‘constant’ and ‘calculated’.
(1,1) string.
duty cycle The number representing the thruster duty cycle.
If duty cycle type == ‘constant’, this is a (1,1) float for the duty
cycle representing the percent value.
If duty cycle type == ‘calculated’, this number will get ignored.
For instance, if the type is constant and duty cycle is 0.9, this
means the spacecraft thrusters will be firing 90% of the time dur-
ing the transfer.
*It is recommended to keep this value as 1 for indirect methods.*
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launch dV rad Optional parameter. Used to specify excess launch velocity in the
radial direction in km/s.
(1,1) float.
launch dV tan Optional parameter. Used to specify excess launch velocity in the
tangential direction in km/s.
(1,1) float.
Nseg Number of segments for the direct trajectory. The recommended
starting value is ten.
*Note, if used for the FBSM, divided in 2 by the program. There-
fore, if 10 segments, forward has 5 and backward has 5.*
(1,1) integer.
orbit check Whether or not the number of heliocentric revolutions before con-
verging is controlled for the direct method.
Options are: ‘on’ or ‘off’.
*This is disabled for MGALT STOpS. Entering anything but ‘off’
will cause the program to terminate.*
(1,1) string.
orbits The number of heliocentric orbits required before convergence for
the direct method.
*This is disabled in MGALT STOpS.*
(1,1) integer.
The second choice available to the user is the island options. This is a call to a function
titled “optionsIsland()”. These values are defined as a function call, to provide ease of
use for a user with a lot of different customization options. Extracting these variables is
accomplished by defining:
OPT.island = optionsIsland(‘*selection-here*’)
The different parts of the OPT.island struct are defined below in Table A.2.
Table A.2. Island Model Settings Guide
Parameter Description
Nmig The number of desired migrations. A selection of 0 would result
in each island running once and not sharing solutions. A selection
of 2 would results in each island running three times and sharing
solutions twice.
(1,1) integer, 0 or greater.
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isl list An array of all desired algorithms in order of execution. Any
combination of algorithms can be used, but it is recommended to
use different parameters for each instance of the same island.
Options are: ‘GA’, ‘DE’, ‘PSO’, and ‘MBH’.
*All options are spelling and case sensitive.*
*The entries must be in a column vector.*
(n,1) string.
isl conn The island connection matrix. The matrix decided which islands
will share solutions with each other. The rows represent the shar-





In this example, Island 1 shares solutions with Island 1, Island 2
shares solutions with Island 2 and 3, and Island 3 shares solutions
with Island 1, 2, and 3.
This example would be entered as ‘[1,0,0; 0,1,1; 1,1,1]’.
*It is recommended that all islands share solutions with each other
and themselves.*
(n,n) boolean array.
sel pol Selection policy for each island, decides which solutions to share.
Options are: ‘random’, ‘natural selection’, ‘threshold’,
‘rank weighted’, and ‘cost weighted’.
There is a single entry per island.
*All options are spelling and case sensitive.*
*The entries must be in a column vector.*
(1,n) string.
sel opt Selection options for each island.
If sel pol == ‘random’, ‘natural selection’, ‘rank weighted’, or
‘cost weighted’, this is the number of members to select.
If sel pol == ‘threshold’, this is the threshold cost for selected
solutions.
There is a single entry per island.
*All options are spelling and case sensitive.*
*The entries must be in a row vector.*
(1,n) integer, number bounds depend.
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rep pol Replacement policy for each island. Dictates how an island se-
lects which shared solutions to use. There can only be a single
policy per island.
Options are: ‘all’, ‘random all’, ‘best n’, ‘threshold cost’, and
‘threshold percent’.
*All options are spelling and case sensitive.*
*The entries must be in a column vector.*
(n,1) string.
rep opt Replacement options for each island.
If rep pol == ‘random all’ or ‘best n’, this is the number of mem-
bers to replace.
If rep pol == ‘threshold cost’, this is the threshold cost for re-
placed solutions.
If rep pol == ‘threshold percent’, this is the percent on a 0-1 scale.
If rep pol == ‘all’, this options is unused.
There is a single entry per island.
*All options are spelling and case sensitive.*
*The entries must be in a row vector.*
(1,n) integer, number bounds depend.
Nisl The number of islands. This is automatically calculated based on
the number of islands input for ‘isl list’.
*The user should not modify this value.*
The third choice available to the user is the cost and weighting values. This is a call to a
function titled “optionsCost()”. These values are defined as a function call, to provide ease
of use for a user with a lot of different customization options. Extracting these variables is
accomplished by defining:
[OPT.cost,OPT.weighting,OPT.ode] = optionsCost(OPT,‘default’)
A description of the cost options is listed below in Table A.3, followed by a description of
the weighting options in Table A.4.
Table A.3. Cost Function Settings Guide
Parameter Description
tolR Radial position convergence factor used to drive the radial posi-
tion convergence towards a certain percent.
A value of 0.01 would mean convergence to 1%.
*Recommended to be at least 0.01 for FSM and 0.001 for FBSM.*
(1,1) float, between 0 and 1.
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tolTheta Angular position convergence factor used to drive the angular po-
sition convergence towards a certain percent.
A value of 0.01 would mean convergence to 1%.
*Recommended to be at least 0.1 for FSM and 0.05 for FBSM.*
(1,1) float, between 0 and 1.
tolU Radial velocity convergence factor used to drive the radial veloc-
ity convergence towards a certain percent.
A value of 0.01 would mean convergence to 1%.
*Recommended to be at least 0.01 for FSM and 0.001 for FBSM.*
(1,1) float, between 0 and 1.
tolV Tangential velocity convergence factor used to drive the tangential
velocity convergence towards a certain percent.
A value of 0.01 would mean convergence to 1%.
*Recommended to be at least 0.01 for FSM and 0.001 for FBSM.*
(1,1) float, between 0 and 1.
R Radial position cost switch. Allows the user to disable radius con-
vergence.
*Recommended to not disable this cost.*
(1,1) boolean.
Theta Angular position cost switch. Allows the user to disable angular
convergence.
*Recommended to not disable this cost unless orbit intercept with
FSM.*
(1,1) boolean.
U Radial velocity cost switch. Allows the user to disable radius ve-
locity.
*Recommended to not disable this cost.*
(1,1) boolean.
V Tangential velocity cost switch. Allows the user to disable tan-
gential convergence.
*Recommended to not disable this cost.*
(1,1) boolean.
tt End time cost switch. Used for weighting the final ToF compared
to the desired ToF.
(1,1) boolean.
dV ∆V cost switch for gravity assist. Only applicable for the FBSM.
(1,1) boolean.
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Table A.4. Weight Function Settings Guide
Parameter Description
W tof conv Weight for ToF convergence. A larger number allows the end time
to vary more. A smaller number tends to minimize the time.
*Recommended to be 3.5.*
(1,1) float.
control v Weight for the ∆V step. Only applicable for the FBSM. Num-
ber to decrease or increase the max ∆V coefficients by if norm is
greater than 1.
*Recommended to be 0.005.*
(1,1) float.
MBH feas Weight for determining if MBH solution match points are feasi-
ble. Only used for the FBSM. Represents the value multiplied by
1DU for the feasibility distance.
*Recommended to be 1e-5.*
(1,1) float.
A.4 Algorithm Parameters
The algorithm parameters are also located under the section header titled “Optimization
Options”. This is where the user is able to define parameters for all of the algorithms. All of
the algorithms can easily be defined by a function all, allowing the user to save commonly
used parameters and also define custom parameters for the function. Figure A.1 shows the
ease of calling some of these parameters by built in functions, and also shows how custom
parameters would be sent to the function.
Figure A.1: Call Parameters for the GA, DE, PSO, and MBH Algorithms
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A.4.1 Monotonic Basin Hopping
This section covers the user defined parameters for Monotonic Basin Hopping. To
correctly work with the Island Model Paradigm, MGALT STOpS needs the ability to call
multiple instances of MBH. Each instance of the algorithm can be created by a call to
“parametersMBH()”, with a predefined selection or a custom selection. The first island is
defined in the main script by the object “OPT.MBH(1,1)”, and other subsequent islands
will need to be defined by “OPT.MBH(1,n)”. Therefore, the fourth instance of MBH will
be defined as “OPT.MBH(1,4)”. A description of all the parameters is listed below in
Table A.5, followed by Figure A.2 which shows the “parametersMBH()” function:
Table A.5. Monotonic Basin Hopping Settings Guide
Parameter Description
N1 outer Number of members in each initial population.
(1,1) integer.
N1 inner Number of iterations to run in initial local search.
*Will only run if member(s) from ‘N1 outer’ deemed feasible.*
(1,1) integer.
N2 outer Number of members to generate from each parent member for
basin exploration.
*Will only run if member(s) from ‘N1 outer’ deemed feasible.
(1,1) integer.
N2 inner Number of iterations to run in secondary local search for each
member of ‘N2 outer‘.
*Will only run if member(s) from ‘N1 outer’ deemed feasible.*
(1,1) integer.
maxclst Maximum number of clusters to explore if ‘N1 outer’ deemed
feasible. Used in combination with ‘N2 outer’ to generate the
size of the secondary population.
If ‘N2 outer’ is 150 and ‘maxclst’ is 5, the size of the secondary
population will be (750,n), where the first 150 members are de-
rived from the first feasible solution found in ‘N1 outer’.




per feas Percentage values to apply to the parameter used to check feasi-
bility. If using FSM, applied to the target planet’s SOI. If using
FBSM, applied to the match point between trajectories. See Sec-
tion 5.1.2 for details on how this number works in MBH.
*Recommended to start large and exponentially decrease values.*
(1,island migrations-1) float, recommended less than 200% for
the first and less than 10% for later.
per rand Percentage values to apply to the perturbation limits generation
of new members generated from ‘N2 outer’ and ‘maxclst’. See
Section 5.1.3 for details on how this number works in MBH.
*Will only run if member(s) from ‘N1 outer’ deemed feasible.*
*Recommended to start large and exponentially decrease values.*
(1,island migrations-1) float, recommended less than 2% for the
first and less than 0.1% for later.
Figure A.2: Function “parametersMBH()” for MBH Parameters
As referenced in Section 5.1.2, a user can disable the check in MBH for the feasibility.
This check is located in the “MGALT MBH function” file on lines 247 and 283 (may be
subject to change). By changing the code to “if all(feasible)” instead of “if any(feasible)”,
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trajectories will only be marked feasible if the whole member is deemed feasible instead of
just a single transfer.
Figure A.3: How to Enable/Disable Feasibility Check for MBH
A.4.2 Genetic Algorithm
This section covers the user defined parameters for the Genetic Algorithm. Listed be-
low is a brief summary of the inner workings of the GA, however, an interested reader is
encouraged to reference Fitzgerald [1] or Sheehan [2] for a more detailed breakdown on
Genetic Algorithms.
The GA implemented in MGALT STOpS is what is known as a “Continuous GA”. Tra-
ditionally, variables in the member would be broken into binary values, thus [406] would
become [010000000110]. This has a lot of downsides for orbital optimization, as the op-
timizer would only be able to deal with integers and large numbers would take up a lot
of computer memory. The Continuous GA allows variables to be any number between an
upper and lower bound, thus variables can be floating point numbers and are only limited
in precision by the computer.
The selection method allows the GA to decide which members of the population are al-
lowed to mate, forming the next generation. A good selection method allows the algorithm
to explore the whole search space without converging on a local minima, and also allow the
algorithm to accurately descend on the global minimum. An undesirable selection method
will result in premature convergence, exploration of only a small portion of the search
space, and/or too many function executions. The selection methods available in MGALT
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STOpS are ‘random selection’, ‘natural selection’, ‘tournament method’, ‘thresholding’,
and ‘weighted random’.
Using one of the selection methods from above, the GA decides how two members mate
together. Since the parent selection process is random, the possibility for some members
to mate more than once and others to not mate at all exists. To counteract this, a process
called elitism is implemented; the best solution from the current population is guaranteed
to pass on its traits to the next generation, regardless of whether it mates or not [2]. The
mating methods available in MGALT STOpS are ‘uniform crossover’, ‘random crossover’,
and ‘blending’.
Once mating is completed, members in the new population have the chance to undergo
a mutation. A mutation works be randomly selecting a certain percentage of the population
and forcing the variables to take on a new number. The effects of mutation allow the GA a
chance to explore parts of the solution space which may or may not have been explored. If
a member is mutated and the resulting cost is higher than other members in the population,
the mutated member will not be selected during the next evaluation.
To correctly work with the Island Model Paradigm, MGALT STOpS needs the ability
to call multiple instances of the GA. Each instance of the algorithm can be created by a call
to “parametersGA()”, with a predefined selection or a custom selection. The first island
is defined in the main script by the object “OPT.GA(1,1)”, and other subsequent islands
will need to be defined by “OPT.GA(1,n)”. Therefore, the fourth instance of GA will be
defined as “OPT.GA(1,4)”. A description of all the parameters is listed below in Table A.6,
followed by Figure A.4 which shows the “parametersGA()” function:
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Table A.6. Genetic Algorithm Settings Guide
Parameter Description
Npop Number of members in each population.
(1,1) integer.
Ngen Number of generations to evaluate.
(1,1) integer.
pc Percent probability for crossover to occur.
(1,1) float, between 0 and 1.
pm Percent probability for mutation to occur.
(1,1) float, between 0 and 1.
gen method Generation method: how the algorithm selects which members
move to the next generation.
Options are: ‘total random replacement’, ‘natural selection’,
‘tournament’, ‘thresholding’, ‘weighted random’.
*All options are spelling and case sensitive.*
(1,1) string.
N keep Number of solutions to keep between generations if the
generation method is ‘natural selection’, ‘thresholding’, or
‘weighted random’.
(1,1) integer.
T Number of members to participate in each tournament if the gen-
eration method is ‘threshold’.
(1,1) integer, 2 or greater.
elite Number of elite solutions which automatically survive to prevent
the best solution from being lost.
(1,1) integer, recommended to be 1.
threshold Cost threshold if the generation method is ‘thresholding’.
(1,1) integer.
weight How probabilities are calculated if the generation method is
‘thresholding’, otherwise unused.
Options are: ‘cost’ and ‘rank’.
*All options are spelling and case sensitive.*
(1,1) string.
mate method The mating method for two members.
Options are: ‘uniform crossover’, ‘random crossover’, and
‘blending’.
*All options are spelling and case sensitive.*
(1,1) string.
cross points How many points are permitted between a member and mate if
the mate method is ‘random crossover’, otherwise unused.
(1,1) integer.
OB Out of bounds limit for blending.
(1,1) float, between 0 and 1, recommended less than 0.2.
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Figure A.4: Function “parametersGA()” for GA Parameters
A.4.3 Differential Evolution
This section covers the user defined parameters for Differential Evolution. Listed be-
low is a brief summary of the inner workings of the DE, however, an interested reader is
encouraged to reference Fitzgerald [1] or Sheehan [2] for a more detailed breakdown on
Differential Evolution.
The DE performs a process called mutation in order to produce the next generation of
members. The mutation process is not similar to the GA, as it instead mutates a single
member. The mutation process uses the current member to form a base vector, where a
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slight mutation is applied to the base vector to form the final mutant vector. Once mutant
vectors are generated for the whole population, they are combined with their respective
members to form two new vectors, known as “parent vectors”. These parent vectors are
used to generate two more vectors known as “trial vectors”. At this point there are twice
as many trial vectors than the allowable size of the population; a selection process com-
pares the costs of each trial vector allowing only half of them to survive. The scaling
factor changes the amount of perturbation the base vector will experience, and the methods
available in MGALT STOpS are ‘constant’, ‘jitter’, and ‘dither’. All three methods are ef-
fective, but the randomness of the ‘jitter’ method is best for effectively exploring the search
space [1].
To introduce some randomness in to the system, the two members which make the
difference vector are randomly selected from the population. Due to the nature of random
selection, some members may be used more than once or not at all. The only limitation is
that the base vector, vectors for perturbation, and the original population vector can not be
the same member. The selection of the base vector methods available in MGALT STOpS
are ‘random’, ‘best so far’, and ‘random best blend’. To select surviving vectors, the DE
uses two different selection methods, ‘tournament’ and ‘natural selection’.
To correctly work with the Island Model Paradigm, MGALT STOpS needs the ability
to call multiple instances of the DE. Each instance of the algorithm can be created by a call
to “parametersDE()”, with a predefined selection or a custom selection. The first island
is defined in the main script by the object “OPT.DE(1,1)”, and other subsequent islands
will need to be defined by “OPT.DE(1,n)”. Therefore, the fourth instance of DE will be
defined as “OPT.DE(1,4)”. A description of all the parameters is listed below in Table A.7,
followed by Figure A.5 which shows the “parametersDE()” function:
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Table A.7. Differential Evolution Settings Guide
Parameter Description
Npop Number of members in each population.
(1,1) integer.
Ngen Number of generations to evaluate.
(1,1) integer.
pc Percent probability for crossover to occur.
(1,1) float, between 0 and 1.
sel method Selection method for the base vector.
Options are: ‘random’, ‘best so far’, and ‘random best blend’.
*All options are spelling and case sensitive.*
(1,1) string.
F method Method for applying the scale factor.
Options are: ‘constant’, ‘jitter’, and ‘dither’.
*All options are spelling and case sensitive.*
(1,1) string.
F Scaling factor when applying difference vector to base vector.
If F method == ‘constant’: (1,1) float between 0 and 1.
If F method == ‘jitter’ or ‘dither’: (1,2) float, between 0 and 1 for
each number. *Lower number must come first.*
*Recommended F is 0.4 or greater for all cases.*
surv method Method for choosing survivors.
Options are: ‘natural selection’, ‘weighted random’, and ‘tourna-
ment’.
*All options are spelling and case sensitive.*
(1,1) string.
T Number of members to participate in each tournament if the sur-
vivor method is ‘tournament’.
(1,1) integer, 2 or greater.
weight How probabilities are calculated for the selection method.
Options are: ‘cost’ and ‘rank’.
*All options are spelling and case sensitive.*
(1,1) string.
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Figure A.5: Function “parametersDE()” for DE Parameters
A.4.4 Particle Swarm Optimization
This section covers the user defined parameters for Particle Swarm Optimization. Listed
below is a brief summary of the inner workings of the PSO, however, an interested reader
is encouraged to reference Fitzgerald [1] or Sheehan [2] for a more detailed breakdown on
Particle Swarm Optimization.
Traditionally, Particle Swarm Optimization has particles moving to and from a set lo-
cation, however, MGALT STOpS uses a one-way PSO. Particles are randomly generated
over the search space with a few different parameters such as the number of iterations to
propagate for and initial velocity. The velocity vector for each particle has normalized val-
ues for the search space, making the tuning process much easier for the end user. PSO is
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able to find its way around the search space through particle acceleration, allowing them
to converge on an optimal solution. The velocity of the particle is effected by three key
factors, the previous velocity, the best known solution, and the best known solution found
by other particles.
Just like a hive of bees, particles have the ability to communicate the amongst them-
selves and share solutions to other particles. At the end of each time step, the best known
solution(s) are shared amongst the swarm and will effect the velocity of every particle.
What solution(s) are shared amongst the particles? If the same solution is shared to all
of the particles, then premature convergence is bound to happen, but if there is an over-
saturation of shared solutions, the search for the global minimum remains random. The
number of shared solutions must be high enough to promote exploration of the search
space while remaining low enough to enable solution convergence.
To correctly work with the Island Model Paradigm, MGALT STOpS needs the ability
to call multiple instances of the PSO. Each instance of the algorithm can be created by
a call to “parametersPSO()”, with a predefined selection or a custom selection. The first
island is defined in the main script by the object “OPT.PSO(1,1)”, and other subsequent
islands will need to be defined by “OPT.PSO(1,n)”. Therefore, the fourth instance of PSO
will be defined as “OPT.PSO(1,4)”. A description of all the parameters is listed below in
Table A.8, followed by Figure A.6 which shows the “parametersPSO()” function:
108
Table A.8. Particle Swarm Optimization Settings Guide
Parameter Description
Npop Number of members in each population.
(1,1) integer.
tspan How many iterations are evaluated per particle.
(1,1) integer.
vmax Max velocity for each particle.
(1,1) float, between 0 and 1, recommended less than 0.5.
K Number of informants for each particle.
(1,1) integer, between 1 and ‘Npop’.
cl Particle confidence in own velocity.
*Note, will decrease over time.*
(1,1) float, between 0 and 1.
cmax Particle confidence in others’ velocity.
*Note, larger numbers may cause premature convergence.*
(1,1) float, between 0 and 1.




This Appendix lists the dimensional results for the MBH verification, as well as the thruster
pointing angles for Test Case 1 and 2.
B.1 MBH Verification
Table B.1. Results for MBH Verification on Ackley’s Function
Dimension Optimum Cost Result Cost
1 0 1.2126e-09









Table B.2. Results for MBH Verification on Griewanks’s Function





5 0 7.3960e-03 *
6 0 3.6488e-09





Table B.3. Results for MBH Verification on Rosenbrock’s Function











Table B.4. Results for MBH Verification on Schwefel’s Function












B.2 Verification Case 1
Figure B.1: Test Case 1: Thrust Profile with Direct Method
Figure B.2: Test Case 1: Thrust Profile with Indirect Method
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B.3 Verification Case 2
Figure B.3: Test Case 2: Thrust Profile for STOUR Verification




This appendix covers one of the included files titled “STOpS MGALT DEMO”. This
demo script provides step by step instruction for optimizing a trajectory between Earth and
Jupiter via a Mars gravity assist with the indirect FBSM. The demo script first introduces a
user to a readme, where it describes STOpS’ functionality, how and where the user needs to
change optimization options, and that upon completion the demo script will save the results
of optimization. The script goes into much more depth with the optimization process and a
new user of MGALT STOpS is highly encouraged to open this script first. Upon completion
of the optimization process, STOpS should have generated two figures similar to the ones
below, which are used to describe the trajectory the satellite would need to take.
Figure C.1: Demo Program: Best Trajectory with Indirect Method
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Figure C.2: Demo Program: Thrust Profile with Indirect Method
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