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MANKIEWICZ’S THEOREM AND THE MAZUR–ULAM PROPERTY
FOR C∗-ALGEBRAS
MICHIYA MORI AND NARUTAKA OZAWA
Abstract. We prove that every unital C∗-algebra A has the Mazur–Ulam property.
Namely, every surjective isometry from the unit sphere SA of A onto the unit sphere
SY of another normed space Y extends to a real linear map. This extends the result of
A. M. Peralta and F. J. Ferna´ndez-Polo who have proved the same under the additional
assumption that both A and Y are von Neumann algebras. In the course of the proof,
we strengthen Mankiewicz’s theorem and prove that every surjective isometry from
a closed unit ball with enough extreme points onto an arbitrary convex subset of a
normed space is necessarily affine.
1. Introduction
The celebrated Mazur–Ulam theorem ([MU]) asserts that every surjective isometry be-
tween normed spaces X and Y is necessarily affine. This was extended by P. Mankiewicz
([Ma]) to surjective isometries between the closed unit balls BX and BY . Motivated by
these results, D. Tingley ([Ti]) posed the following problem in 1987: Does every surjec-
tive isometry T : SX → SY between the unit spheres of normed spaces X and Y extend
to a real linear isometry between X and Y ? Currently, no counterexample to Tingley’s
problem is known. A Banach space X is said to have the Mazur–Ulam property ([CD]) if
Tingley’s problem has an affirmative answer for an arbitrary target Y . The main result
of the present paper is the following.
Theorem 1. Every unital complex C∗-algebra (as a real Banach space) and every real
von Neumann algebra has the Mazur–Ulam property.
Tingley’s problem between von Neumann algebras has been solved earlier in [PFP] (see
also [Mo, Tan]). See [Pe] and the references herein for more information about Tingley’s
problem for Banach spaces related to operator algebras. The Mazur–Ulam property for
commutative C∗-algebras has been proved in [Di, FW, Liu, CAP]. For more examples
of Banach spaces with the Mazur–Ulam property, see [THL] for example. The starting
point of the present and many other works on Tingley’s problem for operator algebras
is R. Tanaka’s observation ([Tan]) that a surjective isometry from the unit sphere SA of
a C∗-algebra A onto another unit sphere SY maps closed faces onto closed faces.
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The unit sphere of a C∗-algebra has many faces that are approximable by closed unit
balls of C∗-algebˆras. To exploit this, we revisit Mankiewicz’s theorem. LetK be a convex
subset in a normed space X . The subset K is called a convex body if it has non-empty
interior in X . Mankiewicz ([Ma]) has proved that any isometry between convex bodies
is necessarily affine. We say K has the strong Mankiewicz property if every surjective
isometry T from K onto an arbitrary convex subset L in a normed space Y is affine.
Every convex subset of a strictly convex normed space has this property because it is
uniquely geodesic (cf. Lemma 6.1 in [BFGM]), but some convex subset of L1[0, 1] does
not ([Sc]), see Example 5. Every normed space also has this property by Figiel’s theorem
([Fi]). This probably suggests that the same is true for every convex body, but this is
not clear to the authors (since the range L is not assumed to have non-empty interior).
Theorem 2. Let X be a Banach space such that the closed convex hull of the extreme
points extBX of the closed unit ball BX has non-empty interior in X. Then, every
convex body K ⊂ X has the strong Mankiewicz property.
Corollary 3. Let A be a unital complex C∗-algebra or a real von Neumann algebra.
Then, every convex body in A has the strong Mankiewicz property.
Acknowledgment. We are grateful to Professor G. Schechtman for allowing us to in-
clude his example from [Sc]. The first author is partially supported by Leading Graduate
Course for Frontiers of Mathematical Sciences and Physics, MEXT, Japan. The second
author is partially supported by JSPS KAKENHI 17K05277 and 15H05739.
Notations and Remarks on real C∗-algebras. Throughout this paper, X and Y are
real normed (Banach) spaces and A is a C∗-algebra which may be real or complex unless
otherwise stated. The unit sphere and the closed unit ball of X are denoted respectively
by SX and BX . For any projection p in a unital C
∗-algebra, we write p⊥ := 1 − p.
By definition, a real C∗-algebra A is the real part {a ∈ AC : J (a) = a} of a complex
C∗-algebra AC with respect to a conjugate-linear ∗-automorphism J such that J 2 = id.
Many of the standard operations in complex C∗-algebras work equally well for real C∗-
algebras. For example, the modulus |a| of an element a in A is firstly considered in
the complexification AC and by uniqueness one sees that |a| belongs to the real part
A. For any complex continuous function f and any normal element a in AC, one has
J (f(a)) = f¯(J (a∗)). A projection p in a real von Neumann algebra A is minimal if and
only if pAp = R, C, H, in which case p has rank at most 2 in the complexification AC.
See [Li] for more on real operator algebras.
2. On the strong Mankiewicz property
Lemma 4. If BX has the strong Mankiewicz property, then every convex body K ⊂ X
has the strong Mankiewicz property.
Proof. Let a surjective isometry T be given. The assumption implies that every interior
point x in K has a neighborhood on which T is affine. By continuation (see Proof of
Theorem 2 in [Ma]), one sees that T is affine everywhere. 
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Proof of Theorem 2. By the above lemma, it suffices to show every surjective isometry
T : BX → L ⊂ Y is affine. We may assume that T (0) = 0, which implies that ‖T (x)‖ =
‖x‖ for all x ∈ BX . Let a ∈ extBX . Since the line segment [−a, a] is the unique geodesic
path between −a and a, the map T is affine (linear) on [−a, a]. We claim that if x ∈ X
and λ ∈ R are such that ‖x‖ ≤ 1
2
and ‖x‖ + |λ| ≤ 1, then
‖T (x+ λa)− (T (x) + λT (a))‖ ≤ 4‖x‖|λ|.
For this, we may assume that λ ≥ 0 as T (−a) = −T (a). Since T is affine on [x, x+ (1−
‖x‖)a] by the similar reason as above, one has
T (x+ λa)− T (x) = λ
1− ‖x‖(T (x+ (1− ‖x‖)a)− T (x)) ≈4‖x‖λ λT (a).
Let Tn : nBX → nBY be the map defined by Tn(x) = nT ( 1nx). By the previous inequality,
for any ak ∈ extBX and λk ∈ R such that C :=
∑
k |λk|, one has
(∗) ‖Tn(
∑
k
λkak)−
∑
k
λkT (ak)‖ ≤ 4n(
∑
k
|λk|
n
)2 ≤ 4C
2
n
for all n ≥ 2C. We consider the Banach space Z∞ := ℓ∞(N;Z)/c0(N;Z) for Z = X or
Y and define Tˆ : X∞ → Y∞ by Tˆ ([xn]n) = [Tn(xn)]n. Here [xn]n denotes the element in
X∞ represented by (xn)n ∈ ℓ∞(N;X). Observe that Tˆ is a well-defined isometry which
is moreover linear by (∗) and the assumption on X . We claim that
δBTˆ (X∞) = Tˆ (δBX∞) ⊂ L∞ := {[yn]n ∈ Y∞ : yn ∈ L} ⊂ Tˆ (X∞).
Here δ > 0 is such that δBX is contained in the closed convex hull of extBX . Thus the
first inclusion follows from (∗) and the fact that ∑k λkT (ak) ∈ L for every ak ∈ extBX
and λk ≥ 0 with
∑
k λk = 1. The second follows from the fact that if y := [yn]n ∈ L∞,
then for xn := nT
−1( 1
n
yn), one has [yn]n = Tˆ ([xn]n) ∈ Tˆ (X∞). This claim implies that
L has non-empty interior in its linear span. Indeed, if y ∈ L and λ ∈ R are such that
‖λy‖ ≤ δ, then the constant sequence y belongs to L∞ and so is λy, which means that
there is a sequence (zn)n in L such that ‖λy − zn‖ → 0 and so λy ∈ L. Therefore, we
can apply Mankiewicz’s theorem ([Ma]) to T and conclude that T is affine. 
Proof of Corollary 3. It follows from the Russo–Dye theorem (Theorem I.8.4 in [Dav]
for the complex case and Theorem 7.2.4 in [Li] for the real case) that the closed unit
ball of a unital complex C∗-algebra, as well as a real von Neumann algebra, coincides
with the closed convex hull of its extreme points (unitary elements). Note that the
real Russo–Dye theorem in [Li] states that BA is contained in the closed convex hull of
{cos(h)ek : h = h∗, k = −k∗} and it is easily seen that cos(h) is contained in the closed
convex hull of unitary elements in the real von Neumann algebra generated by h. 
The following beautiful example without the strong Mankiewicz property is provided
for us by G. Schechtman ([Sc]).
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Example 5. Consider the set K0 of all continuous strictly increasing functions f from
[0, 1] onto [0, 1] and put K := K0 ⊂ L1[0, 1]. Then, K is compact and in particular it has
empty interior. Let T0 : K0 → K0 be the map that sends f to its inverse. Since the L1
distance between two functions is the area enclosed by their graphs, T is an isometry by
the Fubini theorem. The continuous extension T : K → K of T0 is a surjective isometry
which is not affine. Hence, the compact convex subset K ⊂ L1[0, 1] does not have the
strong Mankiewicz property.
3. Proof of Theorem 1 for B(H)
Since the proof of Theorem 1 for the type I factor B(H), dimH > 2, is much simpler
than the general C∗-case, we give it here as an appetizer.
Lemma 6 (cf. Lemma 2.1 in [FW]). Let T : SX → SY be a surjective isometry. Assume
that there are {ϕi}i ⊂ BX∗ and {ψi}i ⊂ BY ∗ such that ϕi = ψi ◦ T and that the family
{ϕi}i is norming for X. Then, T extends to a linear isometry.
Proof. By assumption, the linear map U : X → ℓ∞, defined by (Ux)(i) = ϕi(x), is
isometric. Since {ψi}i is also norming, the same holds true for V : Y → ℓ∞, which
satisfies U |SX = V ◦ T . Thus T extends to a linear isometry (which is V −1 ◦ U). 
We note that any real linear functional ϕ on a complex Banach space XC has the
complexification ϕC on XC, which satisfies that ϕ = ℜϕC and ‖ϕ‖ = ‖ϕC‖ (see Lemma
III.6.3 in [Co]).
Lemma 7. Let ϕ be a norm-one real or complex linear functional on a C∗-algebra A. If
a ∈ BA is such that ϕ(a) = 1, then ϕ(x) = ϕ(aa∗xa∗a) for all x ∈ A.
Proof. This is a simple consequence of the Arens trick. Since
‖(1− aa∗)x+ a‖ = ‖ [ (1−aa∗) a ] [ x1 ] ‖ ≤ ‖ [ (1−aa∗) a ] ‖ ‖ [ x1 ] ‖ ≤
√
1 + ‖x‖2,
one has
|λϕ((1− aa∗)x) + 1|2 = |ϕ(λ(1− aa∗)x+ a)|2 ≤ 1 + |λ|2‖x‖2
for all λ. This is possible only if ϕ((1 − aa∗)x) = 0. The proof of the other side is
similar. 
We call a closed face F ⊂ SX an intersection face if
F =
⋂
{E : E ⊂ SX a maximal face containing F}.
By Corollary 3.4 in [Tan], every norm-closed face F of the unit sphere SA of a complex
C∗-algebra A is an intersection face. This fact persists for the real case. Indeed, if A is
a real C∗-algebra, then G := {x ∈ SAC : 12(x+ J (x)) ∈ F} is an intersection face of SAC
by Corollary 3.4 in [Tan] and so is F = G ∩ SA.
Lemma 8. Let T : SX → SY be a surjective isometry and F be an intersection face.
Then, T (F ) is an intersection face such that T (−F ) = −T (F ). In particular, there is
ψ ∈ BY ∗ such that ψ = 1 on T (F ).
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Proof. Recall from [CD, Ti] and Proposition 2.3 in [Mo] that for any maximal face
E ⊂ SX , its image T (E) ⊂ SY is a maximal face such that T (−E) = −T (E). Thus
T (F ) = T (
⋂
E) =
⋂
T (E) is an intersection face such that T (−F ) = T (⋂−E) =
−⋂T (E) = −T (F ). The last assertion follows from Eidelheit’s separation theorem
(see, e.g., Lemma 3.1 in [Tan]). 
Proof of the Mazur–Ulam property for B(H), dimH > 2. Let ξ, η ∈ H be unit vectors
and ϕ( · ) = 〈 · ξ, η〉 be the corresponding linear functional on A := B(H). We consider
the maximal face
Eϕ := {x ∈ SA : ϕ(x) = 1} = {x ∈ SA : xξ = η}.
By Lemma 8, there is ψ ∈ BY ∗ such that ψ = 1 on the face T (Eϕ). We will show
ℜϕ = ψ ◦ T , which along with Lemma 6 proves Theorem 1 for A = B(H).
Let v ∈ A denote the rank-one partial isometry such that vξ = η. Let u ∈ SA be an
arbitrary unitary element. Since dimH > 2, there is a sub-partial isometry w of u such
that w ⊥ v, for example, pick a unit vector ζ ∈ {ξ, u∗η}⊥ and set w = upζ, where pζ is
the rank-one projection corresponding to ζ . Put
F (w) := {x ∈ SA : xw∗w = w} = {w + y : y ∈ B(1−ww∗)A(1−w∗w)}
the corresponding closed face, which contains u. Since T |F (w) is affine by Lemma 8
and Corollary 3, there is θ ∈ BA∗ such that (ψ ◦ T )(w + y) = (ψ ◦ T )(w) + ℜθ(y) for
y ∈ B(1−ww∗)A(1−w∗w). Since w ± v ∈ F (w) ∩ (±Eϕ), one has ±1 = (ψ ◦ T )(w ± v) =
(ψ ◦ T )(w) ± ℜθ(v). This implies that (ψ ◦ T )(w) = 0 and θ(v) = 1, which means
θ = ϕ by Lemma 7 and the fact that vv∗xv∗v = ϕ(x)v for all x ∈ A. It follows that
(ψ ◦ T )(u) = ℜϕ(u) for every unitary element u. Now let w′ be an arbitrary rank-one
partial isometry. Since T |F (w′) is affine and F (w′) is the closed convex hull of the unitary
elements in F (w′), the previous result implies that ψ◦T = ℜϕ on F (w′). Since ⋃w′ F (w′)
is dense in SA, we conclude by continuity that ψ ◦ T = ℜϕ. 
4. Convex combinations of a face and its opposite
For any face E ⊂ SX and λ ∈ [−1, 1], put
Eλ := {x ∈ SX : dist(x, E) ≤ 1− λ and dist(x,−E) ≤ 1 + λ}.
Since dist(E,−E) = 2 for any convex subset E ⊂ SX , the inequalities defining Eλ are
actually equalities. We upgrade Lemma 8 as follows.
Lemma 9. Let T : SX → SY be an surjective isometry and F ⊂ SX be an intersection
face. Then, T (F ) is an intersection face such that T (Fλ) = T (F )λ for every λ ∈ [−1, 1].
Lemma 10. For any face E ⊂ SX , λ1, λ2 ∈ [−1, 1], and α ∈ [0, 1], one has(
αEλ1 + (1− α)Eλ2
) ∩ SX ⊂ Eαλ1+(1−α)λ2 .
Proof. For given xi ∈ Eλi , put x3 := αx1 + (1 − α)x2 and λ3 := αλ1 + (1 − α)λ2. For
any ε > 0, take yi ∈ E such that ‖yi − xi‖ ≈ε 1− λi. Then, αy1 + (1− α)y2 ∈ E and
dist(x3, E) ≤ α‖x1 − y1‖+ (1− α)‖x2 − y2‖ ≈ε 1− λ3.
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Since ε > 0 was arbitrary, one has dist(x3, E) ≤ 1−λ3. The proof of the other inequality
is similar and one has x3 ∈ Eλ3 . 
Combining Lemmas 9 and 10, we obtain the following.
Lemma 11. Let T : SX → SY be a surjective isometry and E ⊂ SX be an intersection
face. Then, for every λ1, λ2 ∈ [−1, 1] and α ∈ [0, 1], one has
(
αT (Eλ1) + (1− α)T (Eλ2)
) ∩ SY ⊂ T (Eαλ1+(1−α)λ2).
5. Facial structure of a C∗-algebra
The following first three results are about Kadison’s transitivity theorem. They are
all well-known in the complex case.
Lemma 12 (Kadison’s transitivity theorem). Let A be a C∗-algebra and p ∈ A∗∗ be a
finite rank projection. Then, for any norm-one (resp. self-adjoint) element x ∈ pA∗∗p,
there is a norm-one (resp. self-adjoint) element a ∈ A such that ap = x = pa. For any
unitary element x in ±U0(pA∗∗p), the connected component of ±1, there is a unitary
element a in A (or the unitization of, if A is not unital) such that ap = x = pa.
Proof. In the complex case, this follows from Theorem II.4.15 in [Tak]. We deal with the
case of a real C∗-algebra A. Let (AC,J ) be its complexification. Then for every norm-one
(resp. self-adjoint) element x ∈ pA∗∗p, there is a norm-one (resp. self-adjoint) element
a′ ∈ AC such that a′p = x = pa′. Thus a := 12(a′ + J (a′)) ∈ A satisfies the desired
condition. Now let x ∈ ±U0(pA∗∗p) be a unitary element. Since x = ±x1 · · ·xn for some
xk ∈ U0(pA∗∗p) with ‖xk − p‖ < 2, we may assume that −1 is not in the spectrum of
x. Let log exp(
√−1λ) = √−1λ for λ ∈ (−π, π). Then, h := 1√−1 log(x + p⊥) ∈ A∗∗C is a
self-adjoint element such that hp = ph and J (h) = − 1√−1 log(x∗ + p⊥) = −h. Similarly
as above, there is a self-adjoint element b ∈ AC such that bp = php = pb and J (b) = −b.
It follows that a = exp(
√−1b) is a unitary element in (the unitization of) A such that
ap = x = pa. 
The assumption on the unitary element x cannot be removed in general; E.g., there
is no unitary element f in {f ∈ C([0, 1],M2(R)) : f(0) ∈ R1} such that f(1) = [ 1 00 −1 ].
However, this is a rather special case. The finite dimensional real von Neumann algebra,
pA∗∗p in the above lemma, is a direct sum of Mk(F)’s, where F ∈ {R,C,H}. Among
them, the unitary groups of Mk(C) and Mk(H) are connected, while the unitary group of
Mk(R) has two connected components according to the sign of the determinant. Thus,
unless there is a nonzero central projection z ≤ p in A∗∗ such that zA∗∗ ∼= Mk(R), one
can inflate p to a finite rank projection p0 and x to a unitary element in U0(p0A∗∗p0).
Recall that a linear functional ϕ on a C∗-algebra A is called a state if it is positive
and has norm one. It is said to be pure if it is an extreme point of the state space.
Lemma 13. Let ϕ be a pure state on a C∗-algebra A. Then, p := supp(ϕ) is a minimal
projection in A∗∗. Let L := {a ∈ A : ϕ(a∗a) = 0} be the corresponding left ideal and
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(en)n be an approximate unit for the C
∗-subalgebra L∩L∗. Then, en → p⊥ ultrastrongly.
In particular, any θ ∈ BA∗ such that limn θ(1− en) = 1 coincides with ϕ.
Proof. We view ϕ as a normal state on the second dual A∗∗. Recall that p := supp(ϕ) is
the smallest projection in A∗∗ such that ϕ(p) = 1. In the complex case, it is well-known
that p has rank one. In the real case, the set Ω of states ϕ0 on AC such that ℜϕ0 = ϕ on
A is a weak∗-closed face of the state space of AC and any pure state ϕ0 ∈ ext Ω satisfies
ϕC =
1
2
(ϕ0 + ϕ¯0) on AC, where ϕ¯0(a) = ϕ0(J (a)) and ϕC is the complexification of
ϕ, which is the unique state extension of ϕ on AC such that ϕC = ϕ¯C. It follows that
p = supp(ϕC) has rank at most two in A
∗∗
C
. Hence, by compactness, for any nonzero
projection q ≤ p there is ε > 0 such that εϕ(q · q) ≤ ϕ(p · p). Since ϕ(p · p) = ϕ( · )
is a pure state, this implies q = p, proving that the projection p is minimal. We note
that there is only one state on pA∗∗p ∼= R, C, H. Since enem → em as n → ∞, the
ultrastrong limit e := sup en ∈ A∗∗ is a projection such that e⊥ ≥ p. By Kadison’s
transitivity theorem (Lemma 12), one has
{x ∈ A : pxp = 0} = L+ L∗ ⊂ {x ∈ A : e⊥xe⊥ = 0}.
Indeed, for any x ∈ A such that pxp = 0, there is a finite rank projection q ≥ p in A∗∗
such that px = pxq and there is a ∈ A such that aq = pxq = qa. Since ap = pxp = 0 and
p(x− a) = pxq− pqa = 0, one has a ∈ L and x− a ∈ L∗. The right inclusion is obvious.
Hence the map pAp ∋ pxp 7→ e⊥xe⊥ is a well-defined continuous linear map. Since p is
of finite rank, this map is ultraweakly continuous on pA∗∗p and so e⊥ ≤ p. This proves
e = p⊥. If θ ∈ BA∗ is such that limn θ(1− en) = 1, then θ(e⊥) = 1, which implies that θ
is a state and θ = ϕ by Lemma 7 and the uniqueness of the state on e⊥A∗∗e⊥. 
Recall that for any maximal face E ⊂ SX there is ϕ ∈ extBX∗ such that
E = Eϕ := {x ∈ SX : ϕ(x) = 1}.
Lemma 14. Let A be a C∗-algebra and ϕ ∈ extBA∗. Then, |ϕ| is a pure state and there
is a unitary element u in the unitization of A such that ϕ( · ) = |ϕ|(u∗ · ) and Eϕ = uE|ϕ|.
Proof. Every ϕ ∈ SA∗ has a polar decomposition ϕ( · ) = |ϕ|(v∗ · ) (see Section III.4 in
[Tak]), where v is a partial isometry in A∗∗. By Lemma 7, one sees that the state |ϕ| is
pure if (and only if) ϕ ∈ extBA∗ . Hence p := v∗v and q := vv∗ are minimal projections in
A∗∗. By Lemma 7, it suffices to show that there is a unitary element u in (the unitization
of) A such that up = v.
If p = q, then v is a unitary element in pA∗∗p ∼= R,C,H and so there is a unitary
element u such that up = v by Kadison’s transitivity theorem (Lemma 12). From now
on, we assume that p 6= q. It follows that p ∨ q − p ∼ q − p ∧ q = q (Proposition V.1.6
in [Tak]) is a minimal projection and (p ∨ q − p)v(p ∨ q − q)v∗(p ∨ q − p) = α(p ∨ q − p)
for some α > 0. Hence w := α−1/2(p ∨ q − q)v∗(p ∨ q − p) is a minimal partial isometry
in (p ∨ q)A∗∗(p ∨ q) such that w ⊥ v. We claim that at least one of the two unitary
elements v ± w in (p ∨ q)A∗∗(p ∨ q) does not have both ±1 in its spectrum. If this was
not the case, then v + w = e − e⊥ and v − w = f − f⊥ for some minimal projections e
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and f , but since v = e + f − 1 is a partial isometry, this implies e = f or e ⊥ f , which
is absurd. Hence, by Kadison’s transitivity theorem (see Proof of Lemma 12), there is a
unitary element u in (the unitization of) A such that up = v. 
Lemma 15. Let A be a von Neumann algebra and E ⊂ SA be a maximal face. Then,
E coincides with the closed convex hull of unitary elements in E. Moreover, there is a
net (Θn)n of affine contractions from E onto ultraweakly-closed face En ⊂ E such that
Θn → idE in the point-norm topology and each En is affinely isometrically isomorphic to
the closed unit ball of a real von Neumann algebra. In particular, any surjective isometry
T : SA → SY is affine on E.
Proof. By Lemma 14, we may assume that E = Eϕ for some pure state ϕ on A. Let L :=
{a ∈ A : ϕ(a∗a) = 0} and take an approximate unit (en)n for L ∩ L∗. By enlarging the
index set if necessary, we may find ε(n) > 0 such that ε(n)→ 0 and put qn := χ(ε(n),1](en).
Then, (qn)n is again an approximate unit for the hereditary C
∗-subalgebra L ∩ L∗ and
so any x ∈ E satisfies 1 − x ∈ L ∩ L∗ and qn(1 − x) ≈ 1 − x ≈ (1 − x)qn. This implies
(1−qn)x ≈ 1−qn ≈ x(1−qn) and qnx ≈ xqn. Therefore Θn(x) := q⊥n+qnxqn ∈ q⊥n+BqnAqn
satisfies Θn(x) → x in norm. We put En := q⊥n + BqnAqn ⊂ Eϕ. Then, by the Russo–
Dye theorem (Theorem 7.2.4 in [Li]) En coincides with the closed convex hull of unitary
elements in En. Also, T |En is affine by Lemma 8 and Corollary 3, and so is T |E. 
This is enough for the proof of Theorem 1 for von Neumann algebras. More technical
results below are needed to deal with C∗-algebras.
Let A be a C∗-algebra and A∗∗ be its second dual. A projection p in A∗∗ is said to be
compact if it is the ultrastrong limit of an decreasing net of norm-one positive elements
in A. (See [AP] for more detail.) For any nonzero compact projection p ∈ A∗∗, denote
the corresponding face by
F (p) := {x ∈ SA : xp = p = px} = A ∩ {p+ y : y ∈ Bp⊥A∗∗p⊥}
and put for λ ∈ [−1, 1],
F (p, λ) := {x ∈ SA : xp = λp = px} = SA ∩ {λp+ y : y ∈ Bp⊥A∗∗p⊥}.
Lemma 16. One has F (p)
σ(A∗∗,A∗)
= {p+ y : y ∈ Bp⊥A∗∗p⊥}.
Proof. The inclusion ⊂ is clear. For the other inclusion, take y ∈ Bp⊥A∗∗p⊥ arbitrary.
By Kaplansky’s density theorem, there is a net yn ∈ BA such that yn → y ultrastrongly.
Since p is compact, there is a net pn ∈ A such that 0 ≤ pn ≤ 1 and pn ց p. (We may
assume that these nets are indexed by the same directed set.) Then, pnp = p = ppn and
hence the net
zn := pn + (1− pn)1/2yn(1− pn)1/2 = [ p1/2n (1−pn)1/2 ][ 1 00 yn ][ p
1/2
n
(1−pn)1/2 ]
belongs to F (p) (the latter expression shows ‖zn‖ ≤ 1). Since it converges ultrastrongly
to p + y, we are done. 
Lemma 17. One has F (p)λ = F (p, λ).
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Proof. We view A∗∗ ⊂ B(H). Let x ∈ F (p)λ be given and take a unit vector ξ ∈ pH.
For every ε > 0, there are y ∈ F (p) and z ∈ −F (p) such that ‖y − x‖ ≈ε 1 − λ and
‖z − x‖ ≈ε 1 + λ. Since one has yξ = ξ = −zξ and
2 ≤ ‖ξ − xξ‖+ ‖ξ + xξ‖ ≤ ‖y − x‖ + ‖ − z + x‖ ≈2ε 2,
ξ − xξ and ξ + xξ are almost parallel. Since ε > 0 was arbitrary, this means xξ is
parallel to ξ and xξ = λξ, i.e., xp = λp. The proof of px = λp is similar. This proves
F (p)λ ⊂ F (p, λ). For the converse inclusion, let x = λp + x′ ∈ F (p, λ) be given. Then,
y := p + x′ ∈ F (p)σ(A
∗∗,A∗)
by Lemma 16 and ‖x − y‖ = 1 − λ. By the Hahn–Banach
separation theorem, one has
dist(x, F (p)) = dist(x, F (p)
σ(A∗∗,A∗)
) ≤ 1− λ.
The proof of the other inequality is similar and F (p)λ ⊃ F (p, λ). 
The following is formally stronger than the Russo–Dye theorem (Theorem I.8.4 in
[Dav]), but it can be proved by adapting the standard proof.
Lemma 18. Let A be a unital complex C∗-algebra and E ⊂ SA be a maximal face. Then,
E coincides with the closed convex hull of unitary elements in E.
Proof. By Lemma 14, we may assume that E = Eϕ for some pure state ϕ on A. Let
p := supp(ϕ) and view elements in A as operator valued 2 × 2 matrix in accordance
with p ⊕ p⊥. Thus, E = {[ 1 00 ∗ ]}. Let x ∈ E and ε > 0 be given. We set v0 := 1
and choose uk, vk ∈ E ∩ U(A) inductively as follows. Fix δ > 0 very small and let
(1+δ)vk−1+x = wk|(1+δ)vk−1+x| be the polar decomposition. Note that wk ∈ E∩U(A),
as it is easily seen from the operator valued matrix viewpoint. We define uk, vk ∈ E∩U(A)
to be wk(| vk−1+x2 | ±
√−1(1− | vk−1+x
2
|2)1/2). Then,
uk + vk = wk|vk−1 + x| ≈δ′ wk|(1 + δ)vk−1 + x| = (1 + δ)vk−1 + x ≈δ vk−1 + x,
where δ′ > 0 depends only on δ and converges to 0 as δ converges to 0. Thus, by choosing
δ > 0 small enough, one has vk−1 + x ≈ε/3 uk + vk. It follows that
v0 + nx ≈ε/3 u1 + v1 + (n− 1)x ≈ε/3 · · · ≈ε/3 u1 + · · ·+ un + vn
and ‖x− 1
n
∑n
k=1 uk‖ < ε for n ≥ 3/ε. 
We will need the following ad hoc result.
Lemma 19. Let A be a unital complex C∗-algebra and ψ : A → C be a nonzero multi-
plicative linear functional. Then the closed unit ball of the real C∗-algebra Aψ
R
:= ψ−1(R)
has the strong Mankiewicz property.
Proof. Let A¯ = {a¯ : a ∈ A} denote the complex conjugate C∗-algebra of A. Then,
Aψ
R
is the real part of the complex C∗-algebra Aψ := {a ⊕ b¯ ∈ A ⊕ A¯ : ψ(a) = ψ(b)}
with respect to the conjugate linear automorphism J (a ⊕ b¯) = b ⊕ a¯. By Theorem 2,
it suffices to show that BAψ
R
coincides with the closed convex hull of unitary elements
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in Aψ
R
. Let x ∈ BAψ
R
and ε > 0 be given. We consider the second dual von Neumann
algebra A∗∗ and the ultraweakly continuous extension ψ : A∗∗ → C. Then, M := kerψ
is a von Neumann subalgebra such that A∗∗ = C ⊕ M as a von Neumann algebra.
Hence there are unitary elements uk in (A
∗∗)ψ
R
= R ⊕ M such that x ≈ε 1n
∑n
k=1 uk.
Let hk :=
1√−1 log uk ∈ (A∗∗)s.a., where log exp(
√−1λ) = √−1λ for λ ∈ [−π, π). Since
ψ(uk) ∈ {1,−1}, one has ψ(hk) = 1√−1 logψ(uk) ∈ {0,−π}. By Kaplansky’s density
theorem, there are bounded nets (hk,i)i in As.a. such that hk,i → hk ultrastrongly. We
may assume that ψ(hk,i) ∈ {0,−π}. It follows that uk,i := exp(
√−1hk,i) are unitary
elements in Aψ
R
such that 1
n
∑n
k=1 uk,i → 1n
∑n
k=1 uk ultrastrongly. Hence, by the Hahn–
Banach separation theorem, one has
dist(x, conv{uk,i : k, i}) = dist(x, conv{uk,i : k, i}σ(A
∗∗,A∗)
) < ε. 
The following is the main technical result.
Proposition 20. Let A be a C∗-algebra, T : SA → SY be a surjective isometry, and
E ⊂ SA be a maximal face. Then, there is a net (Θn)n of affine contractions from E
into closed convex subsets Kn ⊂ E such that Θn → idE in the point-norm topology, each
Kn is affinely isometrically isomorphic to the closed unit ball of a real C
∗-algebra Cn,
and each T (Kn) is convex. In the case A is a unital complex C
∗-algebra, the above Cn
can be taken so that BCn has the strong Mankiewicz property and so T |E is affine.
Proof. By Lemma 14, we may assume that E = Eϕ for some pure state ϕ on A. We
denote by A˜ the unitization of A if A is not unital, else A˜ = A. We consider ϕ a pure
state on A˜ and consider L := {a ∈ A˜ : ϕ(a∗a) = 0}.
One can skip this paragraph if A is unital. In case A is not unital, let σ denote the
character on A˜ corresponding to the unitization. We claim that there is an approximate
unit (en)n for L ∩ L∗ such that σ(en) = 1. Let (en)n be any approximate unit. Then,
by Lemma 13, we may assume λ := inf σ(en) > 0. We consider the continuous function
h(t) = min(λ−1t, 1). Then, h(en) is an approximate unit such that σ(h(en)) = h(σ(en)) =
1 for all n.
Let (en)n be an approximate unit for L ∩ L∗ such that 1 − en ∈ A for all n (which
is equivalent to σ(en) = 1). By perturbation using functional calculus, we may assume
that there is fn ∈ L ∩ L∗ such that 0 ≤ en ≤ fn ≤ 1 and enfn = en = fnen. (Although
(en)n may not be increasing anymore, this does not matter for the following.) Since
1 − x ∈ L ∩ L∗ for every x ∈ Eϕ, one has en(1 − x) ≈ 1 − x ≈ (1 − x)en. This implies
(1− en)x ≈ 1− en ≈ x(1− en) and enx ≈ xen. Therefore
x = ((1− en) + en)x ≈ (1− en) + e1/2n xe1/2n =: Θn(x) ∈ Eϕ.
See Proof of Lemma 16 for the proof that Θn is contractive and ‖Θn(x)‖ ≤ 1 for every
x ∈ Eϕ.
To ease notation, we fix n and write f := fn. We consider s := 1−f ∈ Eϕ, its support
projection p := χ(0,1](s) ∈ A∗∗, and the closed face
F := {x ∈ SA : xs = s = sx} = {x ∈ SA : xp = p = px} ⊂ Eϕ
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(although p is not a compact projection). Since (1 − en)s = s = s(1 − en), one has
Θn(Eϕ) ⊂ F . If p ∈ A, then the face Kn := F = p + Bp⊥Ap⊥ satisfies the desired
property with Cn = p
⊥Ap⊥. Let’s assume p /∈ A and consider the C∗-subalgebra
C := {a ∈ A : ap = γp = pa for some scalar γ}.
For the following, it is probably easier to digest if one views elements in A as operator
valued 2 × 2 matrices in accordance with p ⊕ p⊥. Thus s = [ s 00 0 ] (slightly abusing the
notation), p = [ 1 00 0 ], F = {[ 1 00 ∗ ]}, and C = {[ γ 00 ∗ ]}. Since p /∈ A, one has ‖px‖ ≤ ‖p⊥x‖
for all x ∈ C. Hence, there is a norm-one (multiplicative) linear functional ψ on p⊥C
such that ψ(p⊥x)p = px for all x ∈ C, or equivalently x = [ ψ(y) 00 y ] for all x ∈ C and
y := p⊥x. Hence, ‖x‖ = ‖(1− s)x‖ for all x ∈ C and one has
F ⊂ Kn := s + (1− s)BCψ
R
= SA ∩ {[ s+γ(1−s) 00 ∗ ] : γ ∈ [−1, 1]} ⊂ Eϕ.
By Lemma 19, the closed unit ball BCψ
R
satisfies the strong Mankiewicz property provided
that A (and hence C) is a unital complex C∗-algebra. It is left to show that T (Kn) is
convex. For γ ∈ [−1, 1], put hγ(λ) := λ+ γ(1− λ). For i = 1, 2, put
Gim(γ) := Eϕ ∩
⋂
k
F
(
χ[ 2k−2+i
2m
, 2k−1+i
2m
](s), hγ(
k
m
)
)
and H im(γ) := Eϕ ∩ N 1
m
(Gim(γ)),
where the intersection is over k = 1, 2, . . . , m for which χ[ 2k−2+i
2m
, 2k−1+i
2m
](s) 6= 0 and Nδ
means the δ-neighborhood in A. Note that χ[ 2k−2+i
2m
, 2k−1+i
2m
](s) ≤ p for all i, m, and k. By
Lemmas 17 and 10, one has
αGim(γ1) + (1− α)Gim(γ2) ⊂ Gim(γ3) and αH im(γ1) + (1− α)H im(γ2) ⊂ H im(γ3)
for every γ1, γ2 ∈ [−1, 1], α ∈ [0, 1], and γ3 := αγ1 + (1− α)γ2. We claim that
K(γ) := {x ∈ Eϕ : px = hγ(s) = xp} =
⋂
m∈N
(H1m(γ) ∩H2m(γ)).
To prove the inclusion ⊂, we define gm to be the continuous function such that gm(0) = γ,
gm(λ) = hγ(
k
m
) for λ ∈ [2k−1
2m
, 2k
2m
], and linear on [2k−2
2m
, 2k−1
2m
] for k = 1, . . . , m. Then,
‖gm − hγ‖∞ ≤ 1m and (gm − hγ)(0) = 0. It follows that (gm − hγ)(s) ∈ A ∩ pAp and for
any x ∈ K(γ), one has x + (gm − hγ)(s) ∈ G1m(γ). This proves x ∈ H1m(γ). The proof
of x ∈ H2m(γ) is similar. For the converse inclusion, take x from the RHS of the claimed
equality. Since x ∈ H1m(γ) ∩ H2m(γ), there are yim ∈ Gim(γ) such that ‖x − yim‖ ≤ 1m .
For the projection pim :=
∑m
k=1 χ[ 2k−2+i
2m
, 2k−1+i
2m
](s) in A
∗∗, one has ‖hγ(s)pim−yimpim‖ ≤ 1m .
Hence, ‖(hγ(s)−x)(p1m∨p2m)‖ ≤ 2m . Since p1m∨p2m → p ultrastrongly, one sees hγ(s) = xp.
The proof of hγ(s) = px is similar. Now, since Kn =
⋃
γ∈[−1,1]K(γ) and
T−1(αT (K(γ1)) + (1− α)T (K(γ2))) ⊂
⋂
m∈N
(H1m(γ3) ∩H2m(γ3)) = K(γ3)
by Lemma 11, one concludes that T (Kn) is convex. 
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6. Proof of Theorem 1
We first give the proof of Theorem 1 for the case where A is not a type Ik factor with
k = 1, 2. The I1 factors R, C, H are real Hilbert spaces and the Mazur–Ulam property
for them is already known (see [Day, CD]). The case of I2 factor is dealt with separately.
Proof of Theorem 1 when A is not a a type Ik factor with k = 1, 2. We will show that for
any surjective isometry T : SA → SY and any pure state ϕ on A, there is ψ ∈ BY ∗ such
that ℜϕ = ψ◦T . This yields the assertion by Lemmas 6 and 14. Let p := supp(ϕ) ∈ A∗∗
and consider the maximal face
Eϕ := {x ∈ SA : ϕ(x) = 1} = {x ∈ SA : xp = p = px}.
By Lemma 8, there is ψ ∈ BY ∗ such that ψ = 1 on the face T (Eϕ). We will show
ℜϕ = ψ ◦ T .
Let u ∈ SA be an arbitrary unitary element. By the assumption that A is not a type
Ik factor with k = 1, 2, there is a minimal projection q ∈ A∗∗ such that q ⊥ p ∨ u∗pu.
We consider the face
F := {x ∈ SA : xq = uq} = SA ∩ (uq +B(uqu∗)⊥Aq⊥).
Since T |F is affine by Proposition 20 or Lemma 15, there are γ ∈ R and θ ∈ BA∗ such
that (ψ ◦ T )(x) = γ +ℜθ(x) for x ∈ F . By Kadison’s transitivity theorem (Lemma 12),
there is x0 ∈ BA such that x0q = uq and x0p = 0 = px0. Then, x0 ∈ F ∩ L ∩ L∗,
where L := {a ∈ A : ϕ(a∗a) = 0}. Let (en)n be an approximate unit for the C∗-sub-
algebra L ∩ L∗ such that en ≥ |x0| for all n. Since en ≥ |x0|, one has enq = q and
x0 ± (1− en) ∈ F ∩ (±Eϕ) for all n. Thus
±1 = (ψ ◦ T )(x0 ± (1− en)) = (ψ ◦ T )(x0)± θ(1− en).
This implies that (ψ ◦ T )(x0) = 0 and θ(1 − en) = 1 for all n. By Lemma 13, one sees
θ = ϕ and so (ψ ◦ T )(u) = ℜϕ(u). Now ℜϕ = ψ ◦ T follows from Lemma 18 or 15. 
For the rest of the paper, we put A = M2(F), where F ∈ {R,C,H}.
Lemma 21. Let tr denote the tracial state on A and put H := Asa ∩ ker tr. Then, H is
a real Hilbert space and the self-adjoint part Asa of A is isometrically isomorphic to the
ℓ1-direct sum R1⊕1H, via Asa ∋ a 7→ tr(a)1⊕ (a− tr(a)1). Moreover, if x ∈ SA satisfies
‖1± x‖ = 2, then x ∈ H.
Proof. Every b ∈ H is of the form µp− µp⊥ for some µ ∈ R and a minimal projection p.
It follows that H is a real Hilbert space as ‖b‖ = tr(b∗b)1/2 and that a = λ1 + b satisfies
‖a‖ = max{|λ+ µ|, |λ− µ|} = |λ|+ |µ| = | tr(a)|+ ‖a− tr(a)1‖.
Now suppose x ∈ SA satisfies ‖1± x‖ = 2. Then, there are unit vectors ξ+ and ξ− such
that xξ± = ±ξ±. It follows that the minimal projections p± that satisfy p±ξ± = ξ±
satisfies p±xp± = ±p±. Since A = M2(F), one concludes that x = p+ − p− ∈ H. 
Lemma 22. Let T : SA → SY be any surjective isometry. Then, T |SA∩Asa admits a linear
extension.
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Proof. Let T˜ : A→ Y denote the homogeneous extension of T , which is given by T˜ (a) =
‖a‖T ( a‖a‖) for a 6= 0 and T˜ (0) = 0. For any b ∈ SH, the convex hull of 1 and b is
contained in SA by Lemma 21 and hence T is affine there. Moreover, since T preserves
antipodal points ([Ti]), T˜ is linear on the linear span of 1 and b. It remains to show
that T˜ is linear on H. For this, we first prove that ‖T (b) + T (c)‖ = ‖b + c‖ and
T ( 1‖b+c‖(b+ c)) =
1
‖b+c‖(T (b) + T (c)) for every b, c ∈ SH.
Let b, c ∈ SH be given. We may assume that they are not parallel. For any λ ∈ [−1, 1],
one has
‖2(1− |λ|)1 + λ(b+ c)‖ = ‖((1− |λ|)1 + λb)− (−(1− |λ|)1− λc)‖
= ‖T ((1− |λ|)1 + λb)− T (−(1− |λ|)1− λc)‖
= ‖2(1− |λ|)T (1) + λ(T (b) + T (c))‖.
In particular, µ := ‖b+ c‖ = ‖T (b) + T (c)‖ > 0 and put λ := 2
2+µ
. Then,
‖1± T−1( 1
µ
(T (b) + T (c)))‖ = 1
λµ
‖2(1− λ)T (1)± λ(T (b) + T (c))‖
= ‖1± 1
µ
(b+ c)‖ = 2.
By Lemma 21, this implies that x := T−1( 1
µ
(T (b) + T (c))) ∈ SH. If µ ≤ 1, then
1− µ+ ‖µx− b‖ = ‖((1− µ)1 + µx)− b‖
= ‖(1− µ)T (1) + µT (x)− T (b)‖ = 1− µ+ ‖T (c)‖
and hence ‖µx− b‖ = 1. On the other hand, if µ ≥ 1, then
1− 1
µ
+ ‖x− 1
µ
b‖ = ‖x− ((1− 1
µ
)1 +
1
µ
b)‖ = 1− 1
µ
+
1
µ
‖T (c)‖
and hence ‖µx − b‖ = 1 again. Thus in any case, one has ‖µx − b‖ = 1, and similarly
‖µx− c‖ = 1. Also ‖µx− 0‖ = µ. Therefore by trilateration, one has µx = b+ c.
It follows that
T˜ (
‖c‖
‖b‖ + ‖c‖b+
‖b‖
‖b‖+ ‖c‖c) =
‖c‖
‖b‖+ ‖c‖ T˜ (b) +
‖b‖
‖b‖+ ‖c‖ T˜ (c)
for every b, c ∈ H. Thus the bisection method and continuity of T˜ imply that T˜ is affine
on the segment [b0, c0] for any b0, c0 ∈ H. Note that the bisection process works whenever
b0 and c0 are not parallel, because in which case the norm on [b0, c0] is bounded above
and away from zero. This proves that T˜ is linear on H. 
We consider the unitary group U of A and the diagonal subgroup
D = {[ α β ] : α, β ∈ F, |α| = 1 = |β|} ⊂ U .
We claim that
U = D · {[ λ
√
1−λ2√
1−λ2 −λ ] : λ ∈ [0, 1]} · D.
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Indeed, for any u ∈ U , it is obvious that D · u ∋ [ λ γδ −µ ] for some λ, µ ∈ [0, 1]. But since
the latter is unitary, one must have λ = µ and |γ| = |δ|. If λ = µ > 0, then one moreover
has γ = δ∗ and so by conjugating [ 1 δ ], one obtains the claim. One obtains the claim in
the case λ = µ = 0 also.
Lemma 23. Let E = {[ 1 ∗ ]} be the maximal face of SA and ϕ0 be the corresponding
pure state such that ϕ0 = 1 on E. Let T : SA → SY be a surjective isometry and ψ ∈ SY ∗
be such that ψ ◦ T = 1 on E. Then, one has ψ ◦ T = ϕ0 on SA ∩ Asa as well as on D.
Proof. By Lemma 22, the map ϕ := ψ ◦ T admits a linear extension on Asa. Since
Asa ∼= R⊕1H by Lemma 21, the linear functional ϕ corresponds to a norm one element
in R⊕∞H, which is easily seen to be 1⊕[ 1 −1 ]. It follows that ϕ(a) = tr(a)+tr([ 1 −1 ]a) =
ϕ0(a) for a ∈ SA∩Asa. Next, let β ∈ F be such that |β| = 1. Then, ϕ is affine on {[ ∗ β ]}.
Since ϕ is a contractive map such that ϕ([ ±1 β ]) = ±1, one obtains ϕ([ α β ]) = ℜα. 
Proof of Theorem 1 for A = M2(F). Let T : SA → SY be given and ψ ∈ SY ∗ be given
such that ϕ := ψ ◦ T satisfies ϕ = ϕ0 on E. It suffices to show ϕ = ϕ0 everywhere. Let
x ∈ SA be given and consider the polar decomposition x = v|x|. We may assume that v
is a unitary element. Since the surjective isometry T (v · ) admits a linear extension on
Asa by Lemma 22 and extAsa ⊂ U , to prove ϕ(x) = ϕ0(x), it suffices to show ϕ = ϕ0 on
U . Let u ∈ U be given and write it as u = [ α1 α2 ][ λ
√
1−λ2√
1−λ2 −λ ][
β1
β2
] =: axb. Since the
surjective isometry SA ∋ z 7→ T (azb) ∈ SY admits a linear extension on Asa, one has
ϕ(u) = ϕ(axb) = λϕ(a[ 1 −1 ]b) +
√
1− λ2ϕ(a[ 11 ]b).
Since a[ 1 −1 ]b ∈ D, one has ϕ(a[ 1 −1 ]b) = ϕ0(a[ 1 −1 ]b) by Lemma 23. On the other
hand, since a[ 11 ]b = [
1
α2β1 ][
1
1 ][
1
α1β2 ] and T
′( · ) = T ([ 1 α2β1 ] · [ 1 α1β2 ]) is a surjective
isometry such that ϕ′ := ψ◦T ′ satisfies ϕ′ = ϕ0 on E, Lemma 23 implies that ϕ(a[ 11 ]b) =
ϕ′([ 11 ]) = ϕ0([ 11 ]) = 0. These two imply ϕ(u) = ϕ0(u). 
This finishes the proof of Theorem 1. We note that a similar proof yields the Mazur–
Ulam property for the self-adjoint part Asa of any real von Neumann algebra A.
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