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ABSTRACT
Bidirectional Reflectance Distribution Functions, (BRDFs), describe how light is
reflected off of a material. BRDFs are captured so that the materials can be re-lit
under new while maintaining accuracy. BRDF models can approximate the
reflectance of a material, but are unable to accurately represent the full BRDF of
the material. Acquisition setups for BRDFs trade accuracy for speed with the
most accurate methods, gonioreflectometers, being the slowest. Image-based
BRDF acquisition approaches range from using complicated controlled lighting
setups to uncontrolled known lighting to assuming the lighting is unknown.
We propose a data-driven method for recovering BRDFs under known, but
uncontrolled lighting. This approach utilizes a dataset of 100 measured BRDFs to
accurately reconstruct the BRDF from a single photograph. We model the BRDFs
as Gaussian Mixture Models, (GMMs), and use an Expectation Maximization,
(EM), approach to determine cluster membership. We apply this approach to
captured data as well as synthetic. We continue this work by relaxing assumptions
about either lighting, material, or geometry.
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Data-Driven Reflectance Estimation under Natural Lighting
Chapter 1
Introduction
In Computer Graphics, the sub-field of appearance modeling accurately records the
reflectance of materials found in real life with the goal of re-visualizing the materials from
novel viewpoints and lighting such that the reflectance of the re-visualized material accu-
rately mimics the reflectance behavior of the physical material. By virtually recreating re-
alistic reflectance properties of materials, an immersive experience can be created through
photo-realistic renderings which can be used for a variety of purposes including: creating
realistic environments and objects to be used in virtual reality settings for entertainment,
educational, and medical purposes. Digitizing real life materials is not an easy problem to
solve. The incident lighting, the reflectance properties of the material, and the shape the
material all impact the visual appearance of the material. For example, if both lighting
and reflectance are unknown, then it is difficult to determine what part of the appearance
of the material is the incident lighting and what part is the reflectance of the material.
This is explained in Figure 1.1 which further illustrates the ambiguity between reflectance
and lighting where Figure 1.1(b) shows the material in Figure 1.1(a) rendered under the
same lighting but with the amount of light reflected doubled. Figure 1.1(c) has the same
reflectance as Figure 1.1 (a) and but the incident lighting has been doubled. The resulting
material appearance of Figure 1.1(b) and Figure 1.1(c) looks virtually identical making it
complicated to discern between the two. One of the challenges of appearance acquisition
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(a) (b) (c) (d)
Figure 1.1: (b) shows a visualization of the material in (a) with the albedo doubled but
the lighting remaining the same as in (a). (c) shows the visualization of the material in (a)
with the albedo the same as (a) and the twice the light being shone on the material. (d)
shows the resulting visualization of the material if the albedo and lighting of (a) are both
doubled. Both the resulting material shown in both (b) and (c) look virtually identical.
lies in discerning the difference between the whether the reflectance has increased or the
lighting.
By knowing the reflectance behavior, lighting, and shape of the material, we can
digitize any material and re-visualize it under new lighting conditions and new geometry.
The shape or the geometry is commonly found through either the use of a 3D scanner or
assumed, such as assuming a flat or spherical material sample. The lighting information
is known, in a laboratory setting, through calibrated lighting setups. Traditionally other
areas of science, like Physics, use a gonioreflectometer setup to collect the full reflectance
behavior of a material in a laboratory setting. This setup uses a sensor to collect the
reflectance information from the material given all lighting directions and viewpoints which
ensures that the material can be re-lit under any lighting and from any viewpoints and be
accurate to real life. Gathering the reflectance information in this manner is slow due to
the long capture times and severely limits the types of materials that can be digitized to
the set of materials that can be brought into a the setup.
Digitizing a material found in the wild is an alternative method to laboratory acqui-
sition that allows materials to be captured anywhere. Materials that make up historical
landmarks, like the bronze plating on the Statue of Liberty, cannot be moved into a lab-
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oratory or be altered in any way without destroying the landmark. Therefore, to digitize
a material like the bronze plating of the Statue of Liberty, the reflectance properties, the
lighting and the shape must be found in the wild. The geometry of the material can be
determined through the use of a 3D scanner. Since the lighting cannot be controlled in
the wild, the lighting can be recorded using a light probe. To determine the reflectance
properties, a setup like the gonioreflectometer could never be used because the lighting
on the material cannot be controlled. So we use image-based solutions to determine the
reflectance behavior of a material.
Image-based solutions to capture the reflectance behavior of a material can reduce
the time it takes to capture the reflectance information of the material from days to
hours by parallelizing reflectance measurement over multiple pixels in the photographs
capturing more reflectance information at time. Image-based solutions began in laboratory
settings to decrease the capture time of the gonioreflectometer. Recording the reflectance
information using these early image-based solutions commonly assumes that the sample
material is of a specific shape, spherical [38, 36], or cylindrical as in [37, 40, 35] and assumes
that the material is in a laboratory setting where the lighting can be controlled. Other
image-based solutions relax assumptions about the lighting and geometry. Research like
[45, 65, 15, 28, 60] learn both the lighting and the reflectance behavior of the material. This
is done in some cases by assuming the lighting is unknown and increasing the complexity
of the problem [45, 65] or by modeling the lighting [51, 28]. Other image-based solutions
such as [15, 60] solve for the shape as well as the reflectance properties of the material
learning both at the same time.
Using image-based solutions in a nature setting has its challenges. Methods like [58,
36, 45, 38, 16, 44, 60] take multiple photographs of the material sample which when
done in nature can lead to the lighting changing between photographs which negatively
impacts the results of capturing the reflectance behavior of the material. By learning the
reflectance behavior from only a single photograph of the material reduces the risk of the
lighting changing between photographs of the materials. Only so much information about
4
the reflectance can be learned from a single image.
To reduce measurement noise from capture, reflectance models are often used. Re-
flectance models mathematically or physically approximate the reflectance behavior of a
material and do not measure materials directly from real life, but rather use equations
to express the reflectance behavior of the material. As a way of reducing measurement
noise, reflectance data recorded from real life can be used to “fit” the reflectance models.
Fitting reflectance models is the process of using the captured reflectance information to
determine the best values for the parameters of a specific reflectance model. For most
reflectance models, ten parameters or less are needed to model the reflectance behavior.
By using these models, noise from the capture process can be removed from the reflectance
data. However, along with noise, interesting reflectance behaviors that are outside of the
models assumptions can be removed from the reflectance data as well. For materials that
fall outside of the model’s assumptions, this removal of information makes the reflectance
behavior of the digital material differ from the corresponding real life material and there-
fore makes poor re-visualizations. However, a data-driven reflectance model like [38] uses
measured reflectance data as an assumption for the model. The data-driven model uti-
lizes a collection of measured reflectance data and a set of parameters that are used to
create a linear combination of the measured reflectance data to determine the reflectance
information needed to re-visualize the material. This model has more parameters than the
typical reflectance model meaning it is able to better express a wide variety of reflectance
behaviors.
The focus of this thesis is recovering the reflectance of a material under known, but
uncontrolled lighting, using a single photograph of a homogeneous material of a known
shape. We capture the material in the wild using only a single photograph of the material
and determine the lighting through acquiring a light probe. A light probe can be efficiently
gathered by taking a photograph of a mirrored sphere which then records all the lighting
of the surroundings. Relying on only one photograph of the material to fully record the
reflectance behavior a material presents a challenge. Capturing only a single viewpoint
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of a material leads to possibility of missing crucial reflectance information causing our
re-visualizations to be poor. To overcome this challenge, other research methods like
[16, 44, 60] capture multiple viewpoints of the material to fully learn the reflectance
behavior of the material. However, we limit the capture of the material to one photograph
to allow capture time to be quick and reduce errors. Maintaining an efficient capture time is
important because lighting conditions in the wild can quickly change and introduce errors
into the acquisition data. Our solution to overcome the challenge of missing reflectance
information, is to rely on the data-driven model [38] to fill in any missing information in
the recorded reflectance data leading to a better re-visualization of the material. Since the
data-driven model [38] relies on a set of measured reflectance data, this method is able to
plausibly supplement the data recorded in our single photograph.
To use the data-driven model we first need to learn the parameters given the acquired
reflectance data of the material we are digitizing. The model assumes a large collection
of measured reflectance data. Given the collection of measured reflectance data rendered
under the lighting the material was captured under, and the image of the material we want
to digitize we learn the parameters needed for the data-driven model by using a linear
least squares approach. These parameters can be directly used as the weights of the linear
combination of the reflectance material through the linearity of light transport.
However we found when using the full collection of reflectance data, artifacts appeared
in the re-visualizations of the digitized reflectance. These artifact appear due to the wide
variety of material types in our collection of measured reflectance data where the results
are biased to the measurement errors in the specular reflection of some of the materials.
The material types in this collection range from very diffuse materials like fabrics to very
specular materials like metals. Typically when working with this model, other researchers
such as [44, 38] apply a non-linear compression function to data to reduce the impact of
errors found in the specular peak. In those cases both assumed controlled lighting set-
up using a single point light source. However because a light probe is the integration of
all lighting directions we are unable to apply a non-linear compression function. So to
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reduce these errors we linearalize the data driven model. Additionally to improve our re-
visualizations we analyze the space of recorded reflectance. The analysis of this space shows
that similar reflectance behaviors lay close to each other in that space. Because a digitized
material found using the full space produces a re-visualization containing artifacts, we
reduce the space to a single material type that is similar to reflectance behavior of the
material we get improved re-visualizations. To determine our reduced basis we utilize
a machine learning technique, Gaussian mixture models (GMM), to cluster the space of
reflectance behaviors into smaller spaces. This clustering in essence creates clusters of
specific material types. We found that the naive approach using the data-driven model
will produce values for the parameters that lie very far away from the space of plausible
reflectance data. So we also employ biasing to force the resulting parameters to lie within
the convex hull of the space of reflectance. For all clusters the reconstruction error is used
to choose the cluster that produces the best result.
To confirm the results of this technique several validations are performed. First the
resulting reflectance is calculated and compared against previously recorded reflectance.
Directly comparing reflectance values is non-trivial because using methods like root mean
squared error (RMSE), peak signal to noise ratio (PSNR), etc. all produce numbers that
are nonsensical due to the high dimensional nature of the data. Additionally, previous
research like [38, 50, 16, 51, 44, 3, 61], use visual comparison of re-visualizations to best
determine if a reflectance has been accurately reconstructed. So to first validate results
the images are visually compared and reconstruction error is calculated to provide a quan-
titative analysis about the quality of the reconstructed reflectances. The results are then
validated against the state of the art and the naive solution. The naive solution is pro-
vided as a baseline to compare the results of this technique against. For the data-driven
model [38] there is no other current technique to compare against. The work by Nielsen
et al. [44] can be considered close because they are biasing their reflectance solution to the
mean of the basis. This is the same as our technique with only a single cluster. In addition
to the naive solution, this provides a baseline to compare the results of this technique.
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Further validation is done to show that this research is applicable to real life scenarios.
This method is validated using images of materials and light probes captured in real life.
The results of this validation show that this technique can be used to digitize materials
in real life scenarios.
Finally analysis of shapes and the lightings from Nielsen et al. [44] is included as
well. Most of the work is done on spherical geometry to allow to the maximal amount of
reflectance information to be recorded in a single image. Different geometries can reduce
the number of reflectance angles recorded potentially leading to a worse reconstruction.
The results of this validations shows that even reducing the number of reflectances can
still yield a good result. This is then further extended to the lightings from the research
of Nielsen et al. [44] which found the ideal lighting directions to get the reflectance of the
materials. Overall the results of this show that this technique of the data-driven model
[38] is able to produce realistic results.
This research can be applied to many different areas such as entertainment, health
care, and education. The entertainment industry is always looking for way to make the
user experience more immersive and believable. In television, movies, and video games
this research can be utilized to more efficiently digitize a material to create more realistic
CGI. Additionally, virtual reality (VR) creates a virtual environment for where a person
feels immersed in a digital environment. When playing a video game or watching a movie
in VR, nothing in the world should break the user experience. Unrealistic materials can
easily break the VR experience and cause the user to no longer be immersed in the world.
Breaking the VR experience has direct applications for the medical community. Re-
search shows that VR can be useful helping people with Post Traumatic Stress Disorder
(PTSD) improve their condition [63, 64]. VR allows patients to return to the cause of
their stress in a way that is both controlled and safe. However the effectiveness of the
treatment depends on how realistic the simulations are. Using realistic materials to gen-
erate the simulations is a way to improve the realism in the simulations and increase how
immersed the patient is.
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Like treating patients with PTSD, there are many professions (e.g., firefighters, sur-
geons, and astronauts) where proper training is dangerous, but necessary to properly
prepare the employees for these jobs [52]. Virtual reality creates realistic virtual training
scenarios that can be used to safely prepare employees for their job such as a surgeon prac-
ticing on a digital patient rather than a live patient. This allows the dangerous real-life
experiences, like surgery, to be supplemented with safer digital scenarios. To not sacrifice
accuracy, the simulations need to be realistic to what will actually happen on the job.
Realistic virtual materials can make a employees feel like they are actually in the scenario
they are training for.
Finally this research can be applied to education by creating virtual museums that
allow people, especially the underprivileged, access to history and artifacts from around
the world even from great distances away. These virtual museums also allow researchers
to study delicate artifacts without having to touch them which minimizes the potential
for degradation so future generations may view them. In order for this to be possible, the
objects must be captured digitally and recreated as realistically as possible.
This thesis presents novel research furthering the data-driven model. First this research
utilizes natural lighting with the data-driven reflectance model as well as linearlizing the
data driven model. The results of this technique go against current machine learning ideas
that suggest that more information is always better. By utilizing clusters of material types




A fundamental problem when digitizing material appearance is determining the best
representation for describing how light interacts with the material. The common represen-
tation used in Computer Graphics is a reflectance function, formally called a Bidirectional
Reflectance Distribution Function, or BRDF. To provide a comprehensive understanding
of BRDFs, this chapter describes the use of BRDFs in rendering, along with the for-
mal definition, types, and properties of BRDFs. Following the explanation of BRDFs,
we examine two common methods in Computer Graphics for acquiring the reflectance
data for the reflectance function: BRDF models and inverse rendering. The first method
models BRDFs by approximating the reflectance of a material using mathematical equa-
tions where a given a set of parameters are optimized such that the BRDF model best
reproduces the material being digitized. The second method uses inverse rendering which
estimates the BRDF of a material from photographs of the material in conjunction with
the lighting and shape of the material. A discussion of both methods provides insight
into the advantages and disadvantages of using both BRDF models and inverse rendering
techniques for recreating BRDFs.
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2.1 Bidirectional Reflectance Distribution Functions
2.1.1 Rendering Equation
The terms irradiance and radiance describe how light is received and reflected off at
a given surface respectively. Irradiance is described as the radiant flux, or power, of the





or the radiant flux φ per unit area on the surface A. The standard unit of measure for
irradiance is watt per square meter (Wm−2).
The radiance describes the energy leaving in a specific direction, given the irradiance.





where the irradiance, E, per solid angle, Ω times the foreshortening term, cos(θ). The
foreshortening term is there to compensate for the different incoming and outgoing direc-
tions. Where irradiance is how much radiant flux is received at a surface, radiance is the
amount of radiant flux that leaves the surface in a specific outgoing direction.
In Computer Graphics, BRDFs are used to characterized how materials in a digital
scene reflect the incident lighting given every possible incoming lighting direction for all
possible directions. The rendering equation, created by James Kajiya [23] in 1986, syn-
thesizes an image of digital representation of a scene in which the BRDF, denoted fr, is
a key component:
Lo(x, ωo, λ, t) = Le(x, ωo, λ, t) +
∫
Ω
fr(x, ωi, ωo, λ, t)Li(x, ωo, λ, t)[ωi · n]dωi. (2.3)
Equation 2.3 calculates Lo(x, ωo, λ, t), the outgoing radiance of the scene, or image, being
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rendered. The radiance of the scene describes all the light reflected in the scene to a
virtual camera. Mathematically, the radiance of the digital scene is created by recursively
calculating the integral of the hemisphere of lighting for the scene, Ω, over the reflectance
function, fr(x, ωi, ωo, λ, t), and the outgoing radiance multiplied by the dot product of the
normal and the incident lighting, Li(x, ωo, λ, t)(ωi · n). In short, the rendering equation
produces an image that the virtual camera sees given a lighting environment for the scene,
a reflectance function (BRDF), and shape for a material where each BRDF in the scene
is applied. If a vacuum is assumed, then the incoming irradiance equals the outgoing
radiance at all points in space except on surfaces as shown in Figure 2.1. The radiance is
calculated considering a position on the shape, x, and the incident and outgoing lighting
directions for the position, ωi and ωo, with a given wavelength, λ and time t. To generalize
this equation, a self-emittence term, Le(x, ωo, λ, t), is defined to describe materials that
emit light from themselves. Common examples of materials that self-emit light are light
sources in a digital scene. These types of materials are typically sampled using direct
event estimation to calculate the self-emittence term. When estimating BRDFs a common
assumption is that there is no interreflections and thus we do not need to consider the
recursive nature of the equation. In sum, the reflectance function, or BRDF, is critical for
calculating the radiance of a scene using the rendering equation.
2.1.2 BRDF Definition
Using these terms, the behavior of a BRDF describes the amount of incoming irradiance
that is proportional the amount of outgoing radiance. This ratio of radiance to irradiance





where L(ωo) is the radiance in the outgoing direction ωo and E(ωi) is the irradiance in
the incoming direction ωi.
We define the directions ωo and ωi in spherical coordinates where ωo = (θo, φo) and
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Surface
Figure 2.1: In a vacuum, at any point on the ray the irradiance, E, changes with
distance traveled along the ray. When the ray interacts with a surface it scatters causing
a redistribution of energy.
ωi = (θi, φi) creating a function where four dimensions (two for radiance and two for
irradiance) need to be considered. We use spherical coordinates because we consider
the lighting to be across a hemisphere of possible lighting directions. Thus the outgoing
lighting is being reflected off the surface point is projected on the hemisphere along the
direction ωo and that for each direction ωo and ωi we have two dimensions making our
BRDF a four dimensional function. More formally we define a BRDF to be [42]:
fr(ωi, ωo) =
Li(x, ωo, λ, t)(ωo)
Lo(x, ωo, λ, t) cos θidωi
, (2.5)
where Li(x, ωo, λ, t) represents the incoming radiance, Lo(x, ωo, λ, t) represents the outgo-
ing radiance, and cos θi which describes the foreshortening term.
To further explain the behavior of BRDFs, four BRDFs are shown in Figure 2.2 to
illustrate the range of reflectance behavior. The first BRDF shown is a diffuse BRDF.
For each local surface normal, diffuse BRDFs reflect radiance in a even amount across
all outgoing directions. Diffuse materials are found in our everyday lives in materials
such as matte walls and printer paper. The second and third BRDFs show two examples
of a rough specular BRDF. Rough specular materials describe all materials in between
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perfect diffuse and perfect specular reflectance. For each local surface normal, on a rough
specular material the lighting is reflected mostly in the perfect specular direction but
still reflected in other outgoing directions. Because the light is reflected mostly in the
perfect specular direction it creates a specular highlight of the material. The specular
highlight is differentiated based on how sharp or diffuse the highlight is. A sharp specular
highlight means more light is being reflected in the perfect specular direction that other
outgoing directions. The green material in Figure 2.2 shows a sharp specular highlight.
The specular highlight can also be more diffused, meaning more light is being reflected
evenly, as shown by gold material in Figure 2.2. Examples of everyday rough specular
materials include plastics, metals, paints, and ceramics. The last BRDF is illustrated is an
example of a material approximating perfect specular reflectance. For every surface point
on a perfect specular BRDF the incident lighting is reflected only in the perfect specular
direction, relative to the local surface normal. This type of reflectance is going to be seen
in mirror-like BRDFs. Perfect specular reflectance is an ideal theoretical model where
a variety of materials can approximate this reflectance. An example of perfect specular
reflection is shown in Figure 2.2.
2.1.3 BRDF Properties
As a mathematical construct, a BRDF does not have to be physically plausible. For
example, an artist can create a BRDF that represents an alien metal that does not exist
such as adamantium [55]. When designing the material, the artist is not not required to
Diffuse Rough Specular Rough Specular Mirror
Figure 2.2: Four different BRDFs showing the three different BRDF types: one diffuse,
two rough specular, and one mirror.
14
have this imaginary material match any physically-based reflectance properties.
A BRDF is considered to be physically-plausible when the material’s reflectance be-
haves in a manner similar to how materials act in the real world. Therefore a BRDF is
considered to be physically-plausible when the BRDF obeys the following three physical
properties:
1. Non-negativity: A BRDF must be non-negative fr(ωi, ωo) ≥ 0;
2. Helmholtz reciprocity: The direction of the incoming and exiting lighting, ωo and ωi
can be reversed without affecting the BRDF: fr(ωi, ωo) = fr(ωi, ωo), which makes
the BRDF symmetric because the incoming ωi and outgoing ωo directions can be
swapped without affecting the evaluation of the BRDF.
3. Energy conservation: The total amount light that a material reflects cannot exceed
the incoming lighting ∀ωi
∫
fr(ωi, ωo)(ωo · n)dωo ≤ 1 where all incoming lighting
directions, ωi, the integral of all the lighting of the radiance at a normal, n for
outgoing direction ωo must be greater than 1. For example, a BRDF reflecting more
light than what was received would violate the energy conservation property and
not be a physically-plausible BRDF.
A physically plausible BRDF representing the reflectance of a material found in real life
will obey the three BRDF properties.
2.1.4 Isotropic and Anisotropic BRDFs
A BRDF is a 4 dimensional function where 2 dimensions are needed outgoing radiance
and 2 dimensions are needed for incoming irradiance. Therefore to acquire a BRDF from
a real-life sample, all 4 dimensions of the function need to be sampled to reconstruct a
BRDF. However, if a material is isotropic, or rotationally invariant around the normal,
then only 3 dimensions need to be sampled. Assume θi and φi describes the direction of
the incident lighting, ωi and θo and φo describe the outgoing lighting. Replacing ωi and
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Figure 2.3: Metallic spheres illustrate anisotropic and isotropic BRDFs. Examples of
isotropic BRDFs are shown along the diagonal where nv and nu are equivalent. Examples
of anisotropic BRDFs are shown where nv 6= nu. Image courtesy of [5]
ωo in the BRDF definition with their spherical coordinates is written as:
fr(θi, φi, θo, φo). (2.6)
If only the φi direction of the lighting is changed, then the outgoing lighting will be
the same despite the change in φi. When sampling, only one φi is needed to capture
an isotropic BRDF meaning only 3 of the 4 dimensions are needed. Therefore isotropic
BRDFs can be written as:
fr(θi, φi, θo − φo). (2.7)
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Anisotropic BRDFs require all four dimensions to fully acquire the BRDF. If a material
is anisotropic then it is not rotationally invariant around the normal. As the incident
lighting the changes the light will be reflected differently off the the material
Examples of isotropic and anisotropic materials are shown in 2.3 where a metallic
sphere has been rendered using Ashikhmin-Shirely BRDF model [5] to create isotropic and
anisotropic materials. The isotropic materials are shown on the diagonal where nv = nu.
The specular highlight easily identifies the material as isotropic due to its circular shape, no
matter how sharp or diffuse the highlight gets. The remaining materials, where nv 6= nu,
represent the anisotropic materials. These material represent brushed metals where the
shape of the specular highlight depends on the brush strokes of the metal. Where nv > nu
shows vertical brush strokes showing a crescent shaped specular highlight. Where nv < nu
shows horizontal brush strokes creating a vertical elongated specular highlight.
2.1.5 Spatially Varying Bidirectional Reflectance Distribution Function
Specializations of BRDFs include SVBRDFs or Spatially Varying Bidirectional Re-
flectance Distribution Function. The SVBRDF fr(ωi, ωo, x, y) contains two additional
parameters to represent their placement on the surface of a plane. This means that each
x, y surface point on the object is represented by a BRDF. Figure 2.4 shows examples
of four different SVBRDFs: (a) brushed aluminum, (b) satin fabric, (c) wrinkled glossy
paper, and (d) weathered copper. SVBRDFs can be isotropic or anisotropic as shown by
the anisotropic material brushed aluminum. The other materials such as the brushed satin
and the glossy wrinkled paper have designs on them that make the placement important
when determining BRDFs.
2.2 BRDF Models
To compactly and efficiently describe surface reflection, analytic BRDF models have
been proposed that approximate reflection in a mathematically easy to compute way.
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Figure 2.4: a) brushed aluminium b) satin c) wrinkled glossy paper, d) weathered copper
Image is from Figure 13 in Manifold Bootstrapping [16].
BRDF models can be divided into three main categories for modeling/representing BRDFs:
empirical, physical, and data-driven models. Many BRDF models fit real life data to the
model by approximating the reflectance of a material by optimizing the model parameters
to best reproduces the material being digitized.
2.2.1 Empirical Models
Empirical BRDFs are mathematical formulations that are designed to make the ma-
terial appearance look “correct”. Such models are created to be fast and efficient rather
than physically accurate. Examples of empirical BRDF models include the Dichromatic re-
flectance model [53], Phong [47], Blinn-Phong [9], Ward [58], Lafortune [27], and Ashikhmin-
Shirley [5] BRDF models.
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The Dichromatic reflectance model [53] assumes that reflectance is broken down into
its diffuse and specular components. This model assumes that the total radiance of the
scene is equivalent to the the composition and magnitude of the diffuse and specular
components of the reflectance. Composition is the relative spectral power distribution of
the reflectance that is dependent on the wavelength. Magnitude is a scale factor that is
dependent on the geometry. The dichromatic reflectance model can be written as:
fr(ωi, ωo) = Ld(ωi, ωo) + Ls(ωi, ωo), (2.8)
where Ld(ωi, ωo) is the total radiance reflected for the diffuse component and Ls(ωi, ωo) is
the total radiance reflected for the specular component [53]. The dichromatic reflectance
model assumes that color depends on lighting direction and viewing direction. Because
this model is very general, the specular component,Ls(ωi, ωo) can be replaced with any
specular BRDF including the Phong BRDF model which mathematically defines a specular
lobe for a BRDF.
The Phong BRDF model [47] where the specular component changes depending on
the model variables and is based off of cosine law to approximate how light is reflected off
a surface:
fr(ωi, ωo) = ks(ωo · rωi)n (2.9)
ks represents the specular albedo, n controls the sharpness or blurriness of the specular
highlight, and rωi is the direction of the light when perfectly reflected [47]. Changing the
BRDF is as simple tuning the parameters and is efficient to compute.
Directly based off the Phong BRDF model [47], the Blinn-Phong BRDF model[9] aims
to improve the realism of the material by replacing (ωo · rωi)n with halfway and normal
vector which better follows real world reflection behavior. The Ashikhmin-Shirley BRDF
model [5] is a continuation of improving the Phong BRDF model [47] as well. Where
the Phong BRDF model [47] can only handle isotropic materials, the Ashikhmin-Shirley
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Figure 2.5: Illustrates how the Phong BRDF model changes when a different exponent
value, n, is used. The smaller the value of n, the more diffuse the specular highlight. The
larger the value of n the more sharp the specular highlight becomes.
BRDF model [5] can handle anisotropy. Where the Ward BRDF model [58] represents the
measured specular peaks as Gaussians over the sphere of directions, the Lafortune BRDF
model [27] represents BRDFs as multiple Phong [47] specular lobes. Overall, because these
BRDFs are created using easy to compute mathematical formulations they are efficient to
run. To gain this efficiency, the physical properties of how light interacts with the surface
are often ignored or empirically approximated.
2.2.2 Physical Models
Physical BRDF models, on the other hand, are BRDF models that are based on
physical properties of light-matter interactions. Examples of such models include: Cook-
Torrence [11], He et al. [21], Bagher [7], and Löw et al. [34]. The Cook-Torrence BRDF
model [11] is one of the more popular BRDF models. It is based on microfacet theory
which assumes that a given surface is comprised of many oriented micro-mirrors that
reflect light only in the specular direction. The distribution of the micro-normals deter-
mine the proportion of the micro-mirror that reflect light in a given incident and outgoing
direction. More specifically these are the micro-mirrors that have a micro-normal that
corresponds to the halfway vector. The specular BRDF is determined by calculating all of
the visible reflections from these micro-mirrors as shown in Figure 2.6. So in the case of
the Cook-Torrence BRDF model [11] the equation is separated into diffuse and specular
components with the full BRDF being the two combined:
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fr(ωi, ωo) = fs
FDG





where F is the Fresnel term, D is the microfacet normal distribution, G is the shadowing
and masking term, and fd and fs are the diffuse albedo and specular albedo respectively.
Fresnel describes how the light interacts with the surface of a single microfacet. Each
micro-mirror is assumed to be a perfect mirror its reflection behavior is modeled by the
Fresnel equations which determines the ratio of reflected vs refracted/absorbed light. The
shadowing and masking terms determines, for a given view, the ratio of which microfacets
are occluded from view or lighting. Commonly used microfacet normal distributions used
for this include Beckmann [8] and GGX [57]. The shadowing and masking term from
Smith [54] is frequently applied. The diffuse component is the Lambertian reflectance.
He et al. [21] extends the Cook-Torrence BRDF model where they alter some of the
underlying physical principles through parameters for the specular direction, a directional
diffuse and a uniform diffuse. The He et al. [21] BRDF model, models light as an electro-
magnetic wave to better describe diffraction and interference as well as takes into account
polarization properties. While these changes allow for metals, non-metals, and plastics
to be modeled, the results are found to be similar as the results from the Cook-Torrence
BRDF model [11]. While in theory, the higher parameter count makes it possible to model
more materials, in particular it makes the fitting to physical materials more difficult with
no real improvement to the results.
Fitting to a BRDF model means finding the BRDF model parameters such that the
result closely approximates the measured BRDF. Both the Bagher et al. [7] and Löw et
al. [34] BRDF models aim to fit measured data with their BRDF models. These two
models use a physical model but empirically adjust it to make it better suited for fitting.
Bagher et al. [7] present a new normal distribution designed to better fit measured data
to the Cook-Torrence BRDF model [11]. Löw et al. [34] create two BRDF models to














Figure 2.6: On the micro-surface, the micro-normals, N1 and N2 determine in which
direction the light, L, is reflected. If the micro-normal corresponds to the halfway vector
of the desired lighting and view (V ) directions then the reflections of that microfacet
are visible as shown where H2 = N2 . When the micro-normal and the halfway vector
do not correspond, then the reflections from this microfacet are not directed towards
view direction and thus not visible illustrated by H1 6= N2. Consequently, the amount
of reflected radiance is proportional to the microfacets whose micro-normals match the
halfway vector of the desired incoming and outgoing directions.
the Rayleigh-Rice theory which assumes smooth surfaces and the second is based on the
microfacet theory [34]. Both models are able to show scattering across glossy surfaces
accurately [34]. Rather than basing BRDF models on physical properties of light-matter
interaction, improvement is found basing the model on measured materials.
2.3 Inverse Rendering
Forward rendering of the rendering equation (Equation 2.3) creates a rendering of a
digital image provided the geometry, lighting, and material properties, in the form of
a BRDF. Inverse rendering is a general approach that attempt to invert the rendering
process. Inverse rendering approaches try to modify the scene and then compare the ren-
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Figure 2.7: Illustration of the differences between the ground truth measured appearance
of GreenMetallic Paint (upper left), and the following BRDF models fit to the material:
Ward, Ward-Duer, Blinn-Phong, He et al. , Ashikhmin-Shirley, Cook-Torrence, and Lafor-
tune. Models listed in clockwise order from the upper left. Image courtesy of Ngan et
al. [41].
derings to determine if the approach was successful. Essentially one or more renderings
of a scene is available and inverse rendering techniques attempt to learn the geometry,
lighting, and/or material properties, typically a BRDF, from the scene. We can consider
forward rendering to be a convolution of the incident lighting and the BRDF [49] that
creates a digital image. Inverse rendering is then considered a deconvolution that differen-
tiates the geometry, BRDF, and lighting from the set of images provided. An illustration
of both the forward and inverse rendering processes are shown in Figure 2.8.
Our approach utilizes inverse rendering and the data-driven model to learn the BRDF
of a given a single image of a material rendered under known natural lighting. The
parameters of the data-driven BRDF model need to be set such that the appearance of
the material will match the rendering of the material when re-visualized. We use the
parameters of the data-driven BRDF model to reconstruct the BRDF which can then be
re-visualized. We use inverse rendering to learn the data-driven BRDF model parameters
such that when rendered the appearance of the BRDF looks accurate to real life.
23
Figure 2.8: Illustration of this difference between forward rendering, creating and image,
and inverse rendering, determining the components of rendering, BRDF, lighting, shape,
from an image or set of images. Image is from Figure 1.2 in the thesis of Ravi Ramamoorthi
[49].
2.4 Conclusion
In this chapter we explored how to digitize reflectance into a reflectance function
known as a BRDF. We described its use in the rendering equation We talked about the
properties and definition of a BRDF and the types We explained how BRDF models




This chapter discusses different approaches for recovering BRDFs under a variety of
lighting conditions including controlled, uncontrolled, and unknown lighting. We focus on
exploring the current realm of BRDF acquisition methods and explain their advantages
and disadvantages. We provide an analysis determining the effects of using one image input
on BRDF acquisition techniques. Specifically, we will discuss how BRDFs are acquired
using gonioreflectometers and image-based acquisition setups. We will explain how BRDFs
are acquired under uncontrolled, known, and unknown lighting as well as a variety of
machine learning methods that reconstruct BRDFs. Finally, we examine how data-driven
BRDF models are used for BRDF acquisition.
3.1 BRDF Acquisition under Controlled Lighting
When obtaining a BRDF from a real life material, being able to control aspects such
as the shape of the material sample and the incident lighting is very important to ensure
accuracy. By controlling the incident lighting, researchers are not only able to eliminate
the ambiguity between lighting and reflectance, as discussed in Chapter 1, but are also able
to fully capture the entire BRDF. Setups such as gonioreflectometers [29] and image-based
systems [36, 38] are designed to exploit the information gained from the observed surface
reflectance to accurately characterize the BRDF. Gonioreflectometers control the incident
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lighting to fully measure all possible lighting and view directions of a BRDF. Similarly,
image-based setups such as, Matusik et al. [38], Nielsen et al. [44], and Marschner et al. [36]
have complete control over the lighting including direction, angle, intensity, and number
of lights used during the acquisition process.
3.1.1 Gonioreflectometer
One of the most natural and accurate ways to acquire reflectance measurements is to
use a gonioreflectometer setup which captures BRDF samples for all lighting and view
directions. The gonioreflectometer is the standard measurement setup used in other dis-
ciplines, such as Physics, to measure material properties like reflectance. A general go-
nioreflectometer setup requires a flat material sample, a controlled and calibrated light
source, sensor, and method to change the lighting and view directions. A version of a
gonioreflectometer setup is shown in Figure 3.1, which contains a flat material sample, a
light source, and a sensor (labeled Spectro-radiometer). The Li et al. [29] version of this
gonioreflectometer captures only isotropic materials. The setup shows three motors that
rotate in one dimension, altering the angle between the sensor and light source allowing
the reflectance to be recorded from the material sample. The rotations of the motors al-
lows the gonioreflectometer to capture samples in three dimensions to acquire a complete
isotropic BRDF. Computer Graphics uses gonioreflectometer setups to aid in understand-
ing reflectance. Additionally, the data gathered from gonioreflectometer setups are used
in other research as a basis for creating BRDF models such as the Torrence-Sparrow [56],
Ward [58], and He et al. [21] BRDF models. Many early implementations of the goniore-
flectometer lacked automation. The parts of the setup controlling the light source and
sensor were moved by hand which greatly increased both capture time and the likelihood
of calibration errors. Automation of the gonioreflectometer was introduced in the research
of Nicodemus et al. [43], Foo et al. [18], White et al. [59], and Li et al. [29] where they
automate this process by motorizing the arms and to control the movements of the light
source and sensor using a computer.
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Figure 3.1: Illustration of this differences between several BRDF models. Image courte-
sey of Li et al. [29].
In general, a gonioreflectometer can be setup to capture both isotropic and anisotropic
materials. The setups by Nicodemus et al. [43], Foo et al. [18] and Li et al. [29] capture
only isotropic materials. Setups as described by Torrance et al. [56], White et al. [59] and
Dupuy and Jakob [17] are able to capture anisotropic materials as well as isotropic. The
gonioreflectometer setup created by Li et al. [29] captures grazing angles both incident
and reflection up to 85 degrees as well as aims to capture a high dynamic range to get
full wavelength resolution. Gonioreflectometer setups like the one found in the work of Li
et al. [29], are highly accurate, but often take many hours to acquire the samples due to
the dense sampling that must be preformed to reconstruct a full BRDF. The setup from
Li et al. [29] takes nine to ten hours to capture all the data needed for a diffuse sample,
not counting calibration time. A more recent gonioreflectometer setup is the research of
Dupuy and Jakob [17] where they create a new BRDF parameterization that adaptively
finds the locations of the most important samples to sample densely and the other samples
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at a low resolution saving time during acquisition. Using the new parameterization, Dupuy
and Jakob [17] are able to improve measurement times from the nine to ten hours of Li
et al. [29] to two and half hours given an isotropic material. However when more complex
materials are considered, the acquisition time increases with Dupuy and Jakob’s setup
taking two to three days for sampling anisotropic materials [17]. Part of the difference is
that Dupuy and Jakob [17] do multispectral and anisotropic capture whereas Li et al. [29]
does not. Since acquisition times can be extremely long, image-based acquisition methods
were developed to overcome this challenge.
3.1.2 Image-Based Acquisition
Where gonioreflectometer setups record a single radiance value at a time, image-based
acquisition setups are able to record multiple radiance values at once through the image
being captured. Recording multiple samples at once allows for image-based acquisition
methods to shorten acquisition time significantly with non-planar surfaces, such as spheres,
improving capture time even more. Image-based setups such as the setups of Matusik et
al. [38] and Marschner et al. [36] both utilize a similar setup where a point light source
is directed onto a spherical sample of a material for all measured directions. The data
points are now each pixel, effectively “seeing” the material for different orientations in the
resulting image from this method. These setups assume that the material being measured
is homogeneous and isotropic and the setup for Matusik et al. is shown in Figure3.2 [38].
Figure 3.2 shows how the spherical sample is placed with respect to the camera and point
light source. The camera remains stationary while the light source moves capturing the
data by taking high dynamic range (HDR) images of the material for every 0.5 degree
of the lighting directions [38]. Each image captured using this method can be considered
a slice of a BRDF captured improving acquisition time compared to the single radiance
value captured by the gonioreflectometer.
Additional image-based acquisition methods such as Marschner et al. [37], Ngan et
al. [40], and Lu et al. [35] use a cylinder instead of a sphere. The choice of a cylinder was
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Figure 3.2: Image courtesy of Matusik et al. [39].
chosen so that anisotropic materials can be captured. Ngan et al. [40] specifically wraps
an anisotropic material in planar strips around the cylinder with each strip representing a
different material orientation which allows more material orientations to be captured in a
single photograph. Marschner et al. [37] and Lu et al. [35] wrap the anisotropic material
around the cylinder which means more images need to be taken to see the same amount of
material directions. The Ngan et al. setup places the material on a cylinder and moves both
the lighting and the material sample in two directions while the camera stays fixed [40].
Being able to move both the material sample and the lighting allows for capture in all four
dimensions thus able to capture the full anisotropic BRDF. Naturally, since anisotropic
measurements need to sample all four dimensions, the amount of samples needed increase,
taking roughly double the time to capture compared to isotropic materials. Improvements
to image-based setups, like Ward et al. [58] reduce redundancy in photographs by capturing
a hemisphere in one photograph. Processes like Dana et al. [12] and Kohler et al. [26]
utilize mirrors to get multiple samples at once without having to move either cameras or
lights. Others like Ghosh et al. [20] skip fitting to a basis altogether and utilized lighting
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designed to match symmetries in BRDFs to capture the BRDF in the basis representation
directly. The setup found in Ghosh et al. [20] improves acquisition time capturing many
incident and outgoing directions and reduces calibration error by removing parts. More
recently Nielsen et al. [44] utilized their research regarding determining the most important
sampling directions to find the best n BRDF slices needed for to reconstruct a BRDF to
determine the corresponding most important n angles between camera and lighting to
acquire the slices.
Image-based setups have high accuracy in determining the BRDF because of the quan-
tity and quality of the data. However, image-based acquisition processes still require an
abundance of photographs, calibration, and time. In the setup by Matusik et al. [38], 330
HDR images of a sphere are taken over three hours which limits the type of materials
that can be recorded. However a significant limiting factor for many of these setups is the
requirement of a spherical shape for the material. Many materials are difficult or expen-
sive to make into a perfect sphere e.g., platinum is very expensive but can be made into
a perfect sphere and soft materials such as tissues are challenging to make into a perfect
sphere due to how soft they are. Additionally, many materials that we want to digitize,
like historical statues, already have a shape and cannot be converted into a sphere without
destroying the material.
While spheres allow for easy capture of a full hemisphere of reflections, it is often
easier to get or find flat material samples. All image-based acquisition methods, discussed
up to this point assume that the materials being captured is spherical in shape. The
research of Xu et al. [61] and Dong et al. [16] both use planar material samples and a
two-step approach to capture the reflectance. Xu et al. [61] uses a near field approach
to minimize the number of photographs needed for capture while maximizing the amount
of data recorded from a flat material sample. Step one of Xu et al.’s acquisition process
captures the specular highlight and diffuse color, and the second step captures grazing
angles and Fresnel [61]. To achieve this Xu et al. [61] controls a directional light source
and determines the angle it shines on the plane for each step. Dong et al. [16] uses a
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two step approach to capture SVBRDFs instead of BRDFs. Dong et al.’s approach first
acquires a sparse representation of the BRDF manifold and the second acquisition step
gets a dense sampling of the surface [16]. Their setup requires a point light source shone
from multiple angles on a flattened material sample [16]. Other approaches like Aittala
et al. [4] that capture the SVBRDF use a computer screen to light a planar sample and
reconstructs the SVBRDF using only a few photographs. The use of the computer screen
produces a more complex spatially varying lighting.
Controlled lighting setups allow the researchers full control over all variables while
measuring BRDFs. This allows for accuracy but expands the amount of capture time.
These methods are often limited to laboratories only due to setup size and calibration
requirements, as well as preventing extraneous lighting from contaminating the data during
long acquisition times; something not possible in a non-laboratory setting.
3.2 BRDF Acquisition under Uncontrolled Lighting
Many materials we want to digitize can only be found in uncontrolled lighting scenarios
such as historically significant materials like the bronze plating found on the Statue of
Liberty. To obtain a spherical sample from materials like the bronze plating on the Statue
of Liberty, would damage or ruin the original structure. Even if a flat sample can be
found, moving the the Statue of Liberty into a laboratory setting, necessary to use a
gonioreflectometer or an image-based setup, would be impossible due to the size of the
statue. Acquiring BRDFs fully in a laboratory setting significantly limits the materials
that can be captured to materials that can fit into the setup and can be converted into the
required geometry, sphere, cylinder, or planar sample. Capturing the material in the wild
increases the number of materials that can be captured, but cannot achieve full control
over the lighting making acquiring the BRDF more challenging. We examine two scenarios
for capturing materials in the wild: first assuming that the lighting is uncontrolled but
known, through measurements, and second assuming that the lighting is unknown and
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both the lighting and the BRDF are recovered together.
3.2.1 Natural vs Uncontrolled Lighting
We define natural lighting to be any lighting that is not arranged for capture; which
includes both indoor and outdoor scenes. Uncontrolled lighting differs from natural light-
ing only in that it can also include a randomly pointing light source as well. Common
challenges under both natural and uncontrolled lighting conditions include issues with
weather, specifically the sun. Weather can change very quickly and cause a disconnect
between both the captured lighting and the lighting in the captured images. Challenges
also arise on pure sunny days because the sun acts as a simple point light source thus
making the lighting too simplified for use with a single photograph. However, pure sunny
days can be beneficial if the method uses multiple photographs.
3.2.2 Known Lighting
Prior work such as Matusik et al. [38] relied on controlled lighting, allowing the lighting
to be optimized for light interactions, improving acquisition time, and greater accuracy.
In contrast, the benefit of uncontrolled, but known, lighting allows for more freedom, not
only in the type of material that can be captured, but also where the material can be
recovered; a lab setting is no longer required. Known, but uncontrolled, lighting typically
assumes more complex light sources than the point or directional light sources used in the
section discussing controlled BRDF capture.
Romeiro et al. [50] assumes a single image of a curved material under known lighting
and then fits the observed reflectance to a bivariate function. The bivariate function
constrains the BRDF into a smaller domain while still maintaining important reflectance
information. To achieve this constraint, the BRDF is projected onto the three dimensional
BRDF domain, since Romeiro et al. [50] assume isotropy, and then if the material exhibits
bilateral symmetry the domain can be reduced even more. However this model is limited
to materials that are isotropic and have bilateral symmetry which limits the variety of
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materials that can be recovered accurately. Romeiro et al. [50] assumes a data-driven
approach and uses a Tikhonov regularization to recover the parameters. By using the
bivariate function instead of the whole 4D BRDF, this method runs the risk of losing key
reflectance properties that would have otherwise been expressed.
The approach of Love et al. [33] works only in natural lighting and captures the image
reflectance throughout a day. They know where the sun is based on the time of capture and
the specular or “gloss factor” is then determined [33]. This however, is far too simplistic
of a method because it only tries to learn the specular, requires a long capture time, and
is not useful to a wide variety of lightings. To recover the SVBRDF of their material
Zhou et al. [66] use multiple views of the material with known geometry and the lighting
is measured via light probe ensuring that each photograph contains enough of the same
information to align the shape. Zhou et al. [66] then use this information to find a sparse
set of basis BRDFs that can be used to reconstruct the target SVBRDF. Using either
one or multiple photographs of a material, both the reflectance and geometry is estimated
using statistical priors [46]. Added complexity is introduced by assuming the geometry is
known but not spherical. However Zhou et al. and Love et al.’s methods have issues with
Zhou et al. [66] needing multiple photographs and Love et al. [33] being too simplistic.
Research acquiring BRDFs under known uncontrolled lighting allows for capture to be
done virtually anywhere. Often recovery methods assume one or a few images making
acquisition straightforward, at the cost of capturing and aligning the lighting to in addition
to the target material.
3.2.3 Unknown Lighting
Inverse rendering is a general approach that is not limited to a single image or un-
known lighting. The process of inverse rendering tries to estimate scene parameters (e.g.,
lighting and/or geometry and/or material properties) by inverting the rendering process
by modifying scene parameters and then comparing the renderings [49]. One of the ways
the inverse rendering approach is used to solve for the BRDF/SVBRDF assuming the
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lighting is unknown and (possibly) that the geometry of the material is unknown. Not
knowing the lighting, and (possibly) the geometry makes the problem of solving for the
BRDF/SVBRDF ill-conditioned. The ambiguity between the lighting intensity and the
albedo of the BRDF can make distinguishing lighting from the albedo almost impossible.
For example, a BRDF lit under bright light with darker reflectance would look the same
as a second BRDF lit but under a light half as intense as the first but with twice as bright
reflectance. Since the relationship between lighting and reflectance is so intertwined re-
search like [45, 65, 15, 28, 60] attempts to recover both the lighting and the reflectance of
the material.
To make BRDF recovery less ill-posed when both the BRDF and lighting is unknown,
researchers like Nishino et al. and Yu et al. [45, 65] make assumptions about the both the
BRDFs and the lighting. BRDFs are presumed to be perfectly described by a particular
analytical BRDF models, and lighting is assumed to be distant. Nishino et al. [45] assume
that the BRDF follows the Torrance-Sparrow BRDF model [56]. The lighting on the
object is determined by estimating the reflectance from the specular component of the
material over multiple samples [45]. This is refined via an iterative manner to fit the
Torrance-Sparrow BRDF model [56], which can then be used to relight the material under
new lighting. Acquisition for this approach is simply gathering multiple photographs that
were taken from random viewpoints [45]. Similarly, Yu et al. [65] get illumination, in part,
from the specular component of the material from multiple viewpoints. On a whole, the
illumination is assumed to be distant and tensors are used to represent the illumination,
specular and diffuse albedo maps [65]. Both the Torrance-Sparrow BRDF model [56]
and the albedo maps recovered in these two techniques do not provide detailed enough
information to get results close to measured BRDFs.
Li et al. [28] solve for the geometry of full body performances as well as the lighting
and BRDF using a coarse-to-fine approach. The input into their algorithm is a video of a
performance. The geometry is first recovered coarsely under low frequency lighting until
a good estimate is found. Li et al. [28] model the high frequency lighting in the wavelet
34
domain minimizing the energy by assuming all materials follow the Phong [47] BRDF
model for surface reflectance. The specular albedo is calculated by clustering the specular
values across a segment of the video and the diffuse albedo is calculated per surface point
per time frame [28]. This method is limited in accuracy by assuming Phong reflectance,
which is not that accurate, only applies to performances, and low quality of the recovered
lighting.
Romeiro et al. [51] continues their 2008 research [50] by now assuming that the lighting
is unknown. The method of Romeiro et al. assumes a single image of an unknown shape
and finds the BRDF and the lighting. The lighting is represented as spherical lighting
using a wavelet basis and the BRDF is represented as a linear combination of basis BRDF
materials. The solution is determined through finding the likilhood that coefficients belong
to the image. This method uses a data-driven approach to find both the lighting and the
BRDF. However the domain that is used to solve for the BRDF is still reduced making
this method less expressive than using the full domain.
Because lighting can affect the appearance of a BRDF and BRDF can bias lighting,
alternating between recovering the two can lead to better results. Dong et al. [15] alternate
between recovering the lighting and the SVBRDF. The input into the algorithm of Dong
et al. [15] is a video of the rotating object. The lighting is assumed to be distant and color
neutral and their reflectance is modeled as a data-driven microfacet model [15]. Dong
et al. [15] relies on high frequency lighting to distinguish between the lighting and the
reflectance. The algorithm iterates between solving for the incident lighting and SVBRDF
in the temporal gradient domain. The benefit of working in the temporal gradient domain
removes the diffuse from the material meaning only the specular values need to be fit to
a microfacet model. The research of Xia et al. [60], a follow up to the work by Dong
et al. [15], is extended to solve for shape as well as SVBRDF under unknown static
illumination. Xia et al. [60] initialize the BRDF/lighting and the general shape and then
continuously refine both the shape and the lighting until the algorithm has converged.
Both Dong et al. and Xia et al. are limited to recovering only isotropic SVBRDFs and
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cannot solve for interreflections. Assuming static lighting from Xia et al. [60] limits the
places for capture since this will be violated on windy days where the light can change
causing poor results.
Overall, solving for both the BRDF and the lighting is a very difficult problem. Often
assumptions get made for unknown variables that limit the accuracy. Examples include
assuming reflectance follows an analytic BRDF model or that the lighting is sparse or
smooth. Accuracy is often dependent on the number of views which makes capture a
longer more delicate process due to the uncontrolled nature of the lighting which can
change while capturing all the data causing errors in the results. Xia et al. [60] assumes
that the lighting is static, meaning they assume the lighting will not change during captue.
Therefore Xia et al.’s algorithm will not perform optimally if the lighting changes at all
during capture. Additionally research like [15, 28, 45, 65] all iteratively learn the lighting
and reflectance from their input images. Lighting changing during capture means not all
input images have the same lighting meaning the recovered reflectance and lighting will
be poor.
3.3 Machine Learning Methods
A recent trend in Computer Graphics has been using deep learning methods such as
neural networks to learn the reflectance properties of a material given a single image.
Utilizing a controlled lighting setup, Kang et al. [24] uses an autoencoder network and a
mini-light stage to capture a SVBRDF. The mini-light stage that learns the appropriate
lighting patterns for best SVBRDF capture through the use of the autoencoder and can be
placed on a flat material sample to determine the SVBRDF. The autoencoder network is
comprised of an encoding and decoding stage. The lighting from the light stage is encoded
on the image and the BRDF information is then decoded from the image. The training
data for the autoencoder network is synthetic reflectance data and does not require the use
of any particular BRDF model. The capture time for the mini-light stage and autoencoder
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network is very quick, 12-25 seconds once trained. However, the size of the mini-light stage
limits the material being captured to the size of the light stage.
The work of Li et al. [30] utilizes a CNN, Convolutional Neural Network, to determine
the SVBRDF of a flat material sample under unknown natural lighting. To achieve this, Li
et al. [30] inputs a single image and uses the CNN to return the parameters for the Ward
BRDF model [58]. The CNN is trained from measured SVBRDF training data along with
unlabeled photos in a process called self-augmentation [30]. The self-augmentation process
first initializes the data with labeled image pairs and SVBRDF reflection parameters
and then estimates the BRDF parameters from the unlabeled renderings. The estimated
parameters are used to render an new image under a random view and lighting using planar
shape and unknown natural lighting and iteratively refines itself improving results. The
estimates and their corresponding rendering are used to augment the training data for the
CNN. This method assumes that only one material class is being used at a time meaning
every new material class needs to be retrained, which is computationally expensive. The
research of Ye et al. [62] is similar to the work of Li et al. [30] where given a single image
of a planar material sample they find the reflectance parameters for the SVBRDF. Like
Li et al. [30] they use the Ward BRDF model [58] and assume unknown lighting. The
training for Ye et al. [62] is also different where they exclusively use of exemplar photos
and does not use the SVBRDF/image pairs but synthetic data itself to bootstrap self-
augmentation to get results. Unlike Li et al. [30] the research of Ye et al. [62] does not
require that the CNN be trained on a specific material class. While self-augmentation is
able to help create more training data, Ye et al. [62] found that there was inherit biasing
towards the materials from the initial image/reflectance parameter pairs. This biasing
shows that for both Li et al. and Ye et al. [30, 62] had difficulty representing any material
outside that initial SVBRDF/image training set resulting in lower quality results.
The research of Li et al. [31] returns the SVBRDF parameters and normal map for
a flat material sample given a single image, captured from a cell phone. The lighting is
assumed to be distant environment lighting as well as flash lighting from the cell phone
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which is used to obtain the high frequency reflectance details of the material sample. Li
et al. [31] uses a CNN trained on a SVBRDF data set that contains measured SVBRDF
values and assumes the parameters of a physically based microfacet BRDF model [25]
that matches their data set. The architecture of the CNN is based on microfacet theory
and breaks down the images into diffuse, specular roughness, and diffuse terms to lead to
better supervision when training the model. In a follow up work Li et al. [32] uses a CNN
to determine the SVBRDF parameters and the shape of the material sample. Using the
same input assumptions from their previous work [31] Li et al. [32] utilizes a cascading
structure for their CNN to iteratively determine the SVBRDF and geometry. To train the
CNN they create a data set of procedural generated shapes and SVBRDFs and use a novel
global illumination layer to account for interreflections. Both papers from Li et al. try to
plausibly recreate the SVBRDF from a single image using neural networks however both
are limited by needing lots training data.
The research of Deschaintre et al. [14] returns the reflectance properties of a SVBRDF
from a single image lit only by flash. The results of this neural network return the pa-
rameters of a microfacet BRDF model [11] with GGX normal distribution [57] including:
normal map, specular and diffuse albedo, and specular roughness. Previous method at-
tempt to augment their data through automatic generation [31, 32] or unlabeled data
[30, 62] whereas the training data for Deschaintre et al. [14] is created by artists who
make SVBRDFs which are then sampled from renderings created under multiple different
lightings and view directions. The neural network creates predictive renderings based on
the input image which are compared against multiple ground truth renderings in order
to not be biased against a singular lighting environment. Having artists create SVBRDF
data set takes a lot of time and money and does does not ensure the physical accuracy of
the SVBRDF.
The work most similar to ours is the research of Georgoulis et al. [19] who returns
the BRDF reflectance parameters and a spherical illumination map from a single image
under natural illumination. Georgoulis et al. [19] use a two step approach where they
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first find the reflectance map which is a mapping that describes both the reflectance and
illumination together to a surface normal. The second step uses the CNN to break down
the reflectance map into the lighting and BRDF components. The method of Georgoulis
et al. [19] assumes the use of the Phong BRDF model [48] and notes that a data-driven
model would be a better model to use.
In sum, neural networks have made great advances in recovering reflectance properties.
However, the main limitation to these models is the quantity and quality of training data
required and the parameters they are estimating. Databases containing BRDF/SVBRDFs
do not often contain the thousands of material sample required which forces researchers
like Deschaintre et al. [14] to use artist created SVBRDFs, the data to be augmented
[31, 32], or unlabeled data [30, 62] which can lead to implausible results. Relying on
BRDF models such as the Cook-Torrence, Phong and Ward BRDF models [11, 48, 58] are
less expressive than the data-driven model which results in SVBRDF/BRDFs that may be
missing important reflectance information. Our approach is a machine learning approach
that can use a relatively small data set of one hundred measured isotropic BRDFs to
learn the parameters of the data-driven BRDF model given only a single photograph of a
material lit under known but uncontrolled lighting.
3.4 Data-Driven BRDF Model
We will now discuss research that reconstructs BRDFs using a data-driven BRDF
model. The parameters for a data-driven BRDF model are learned and used to reconstruct
BRDFs using a linear combination of measured BRDFs. The data-driven BRDF model
represents a BRDF as a linear combination of basis BRDF materials and weights of the





where fr is the BRDF being represented, Bi(ωi, ωo) is a basis BRDF material and wi is the
corresponding weight. The equation can be compactly written as matrix multiplication
fr = Bw (3.2)
where fr represents the BRDF linearlized in a vector, B is the set of basis BRDF materials
(each basis BRDF material is represented by a column in the matrix), and w is the vector
containing the weights for the linear combination. To solve for the weights given a BRDF,




where given the BRDF, fr, we solve for the weights, w, given the basis BRDF materials,
B. The basis BRDF materials are typically a set of measured BRDFs containing a large
amount of diverse materials to create and express a wide variety of materials. This BRDF
model is more expressive than other BRDF models because the data-driven BRDF model
can express more material subclasses than more traditional BRDF models.
Analytic and empirical BRDF models are approximations of reflectance and are de-
signed for optimizing one material subclass which generates good results for the optimized
material subclass and poor results for all other material subclasses. BRDF models can fit
measured BRDF data to the parameters of a specific mode which can improve results of
BRDF models, especially when using newer BRDF models such as Löw et al. [34]. However
acquiring the specific parameters needed to reconstruct a BRDF directly through acqui-
sition is difficult. While fitting measured BRDFs to a BRDF models the measurement
values need to be converted to model values causing artifacts or sub-par reconstructions.
Additionally, another consequence of the fitting process filters out the measurement noise
from the measured BRDF also potentially removing features of the BRDF. Capturing
BRDF samples directly and tabulating them in a BRDF takes an enormous amount of
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Figure 3.3: The 100 captured materials by Matusik et al. [38]. These materials span a
variety of different material types inlcuding plastics, fabrics, paints, metals, and more.
time due to each sample being acquired individually and requiring a dense sampling. The
data-driven model is more expressive because it is not designed specifically for one ma-
terial subclass and is based off of measured BRDFs which allows us to fully express all
aspects of the BRDF.
Matusik et al. [38] uses one hundred measured BRDFs that span a wide variety of
materials, such as fabric, plastic, paint, metal, synthetic, and organic materials which
are illustrated in Figure 3.3. Using these captured materials, Matusik et al. perform two
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analyses on the data: a linear analysis and a non-linear dimensionality reduction. For
the linear analysis, Matusik et al. find a smaller dimensional subspace by performing
Singular Value Decomposition, or SVD, on the data. Ultimately, Matusik et al. discover a
BRDF can be accurately reconstructed using the first 30-40 singular values of the reduced
subspace. The intuition behind the first 30-40 singular values is that these values contain
the most pertinent information regarding the BRDFs and all remaining singular values
contain less information needed to describe the BRDF. This result is unexpected because
BRDF models typically use less than ten parameters, so a subspace of 30-40 values to
express a BRDF is significantly larger than what is currently being used to represent a
BRDF through models. Under the data-driven model a BRDF can be represented as a
linear combination of all BRDFs which can contain a large number of parameters, but
using this subspace of the first 40 singular values [38] a BRDF only needs to solve for
the first 40 parameters. As a part of this analysis, Matusik et al. [38] find that a log
encoding needs to be directly applied to the measured BRDFs in order to dampen the
large dynamic range between specular peaks. The linear model models the tightest linear
space that contains the BRDF manifold. The space that the linear model spans is larger
than the BRDF which allows to represent unrealistic BRDF very easily.
Matusik et al. also performed a non-linear dimensionality reduction which which better
models the manifold of BRDFs and assumes the data resides on a lower-dimensional
manifold and attempts to find a parameterization over this non-linear manifold. To achieve
this reduction, they use a method called charting [10], which finds a projection that will
flatten the manifold while preserving distance making the space linear. This projection,
allows them to keep local structures the same while simultaneously suppressing noise that
would displace samples. This method is chosen because it works well with small data sets
that contain measurement noise, like the MERL database which has 100 measured BRDFs
with measurement noise, and charting allows Matusik et al. to treat the data as locally
linear. The dimensionality of this new space is found to be around 10-15 dimensions which
allows them to reconstruct current measured BRDFs more easily. However, to synthesize
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new BRDFs, Matusik et al. increases the subspace to 15 dimensions to remove visual
artifacts that were present with 10 dimensions. Being able to assume that the space is
locally linear allows for BRDF traits such as glossiness, redness, and others, to be tuned
simply by finding a spot on the manifold and moving either towards or from a specific
trait to increase, or away to decrease, the effect of that trait in a new BRDF. Additionally
all movement on the manifold is held to the three BRDF principles of reciprocity, non-
negativity, and energy conservation to prevent implausible BRDFs which is possible to
create with the data-driven model. Even though the linear model models the tightest
linear space that contains the BRDF manifold, the non-linear model is tighter because it
uses less dimensions and is not limited to a linear space.
The research of Nielsen et al. [44] in addition to using a limited number of samples
from an unknown BRDF, they also utilize the data-driven model to reconstruct a BRDF
and use the Tikhonov regularization to regularize the recovery of the BRDF weights.
Given a limited set of samples, there are many possible BRDF solutions. The Tikhonov
regularization drives the solution to a particular preference, in the case of Nielsen et
al. the median. The result of this regularization forces the result toward BRDF manifold,
assuming the mean BRDF is on the manifold. First Nielsen et al. creates their basis of
principle components by preforming SVD on BRDFs from the MERL BRDF database
that with the median subtracted out, and a log-relative BRDF mapping to dampen the
huge difference between the specular peaks and diffuse relflectance similar to what is done





in which fr is the BRDF being mapped, f̄r is the median BRDF, ε = 0.0001 is the
constant value used to avoid division by zero and to accommodate for camera noise.
Nielsen et al. [44] uses a Tikhonov regularization, similar to Romerio et al. [50], to solve
for the weights of the data-driven model. Solving for the weights is typically done using
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standard linear least squares approach as shown in Equation 3.3. Nielsen et al. alters the
minimization in Equation 3.3 to:
argmin ||(y)− Y w||2 + η||w||2 (3.5)
where Y are the renderings of the Nielsen et al. basis with the mean BRDF subtracted.
This results in forcing the weights to be ones that sit closer to the BRDF manifold.
The weights are brought closer to that of the mean BRDF, the amount is determined
through the use of the user-defined term η. If η = 0 then no biasing will occur creating a
result equivalent to Equation Equation 3.3. Setting η equal to a high value, η = ∞ will
provide us weights that give us the mean BRDF. The η term is important since the data-
driven model has the potential of creating implausible BRDFs this regularization prefers
a solution closer to the mean BRDF resulting weights to fall within the convex hull of
the manifold. In a follow up work to Nielsen et al. [44], Xu et al. [61] shows that with an
improved error metric, a log-relative encoded linear data-driven model can be recovered
from just two near-field observations (photographs) under controlled directional lighting.
All of the above methods estimate a data-driven BRDF us a non-linear encoding of the
measured BRDFs to regularize the data. In contrast, our method uses a fully linear model




BRDF Reconstruction from a
Single Image
Given a single image of a homogeneous material, of a known shape, and captured
under known lighting we reconstruct the BRDF of the photographed material using a data-
driven model and appropriate regularization. We utilize linear least squares to learn the
BRDF parameters of the data-driven model from BRDF observations of the photographed
material. We reconstruct the BRDF using a linear combination of the learned parameters
and a collection of measured BRDFs that span a wide variety of materials. However, naive
reconstruction causes artifacts to appear in the re-visualization of the material indicating
the recovered BRDF contains missing information, so we introduce a material-type based
regularization to reduce the errors in the BRDF and remove the artifacts from the re-
visualization. Through reconstructing an accurate BRDF of the material, we digitize the
material such that the material can be re-visualized under novel lighting and geometry
and have the re-visualization look true to the real life material. In this chapter, we
discuss how well the data-driven model works when using BRDFs directly, how well naive
reconstruction from BRDF observations re-visualize the material, and how regularization
by material type improves BRDF reconstruction.
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4.1 Data-driven Model with BRDFs
The data-driven model [38] assumes that any BRDF, fr, can be written as a convex
linear combination of a large set of measured exemplar material BRDFs:
fr = Bw. (4.1)
Assume a known BRDF of a homogeneous material is reconstructed using the the
data-driven model by Matusik et al. [38]. We assemble the set of exemplar materials in a
matrix B, by stacking measured BRDFs in a vector such that B = [b1, b2, ..., bn], where bi
is each individual BRDF in the exemplar set, and w is a vector containing the n weights
for each of the BRDFs. Similar to prior work of Romeiro et al. [50], Nielsen et al. [44]
and Xu et al. [61] we use the 100 BRDFs contained in the MIT MERL BRDF database
[38] to create the exemplar set used for this research. The same parameterization used in
the database is used for each of the BRDFs in the exemplar set. These 100 BRDFs are
separated by color channels into their own monochrome BRDF similar to the research by
Nielsen et al. [44]. Using each channel of each BRDF as a separate BRDF enriches the
exemplar set (i.e., it decouples dependence on color) and allows for better reconstructions.
This increases the size of our exemplar set from 100 BRDFs to 300 monochrome BRDFs.
4.1.1 Non-Linear Compression Function
Previous research such as [38] shows that a non-linear compression function, ζ is nec-
essary for the data-driven model to produce accurate results, due to the large dynamic
range in reflectance in real-world BRDF models. The dynamic range is the ratio between
the brightest and darkest measurements. The non-linear compression function is able to
reduce the large dynamic range by making the model less sensitive to errors found in the
bright specular peak of the BRDF. We can especially see this in metals such as Chrome
which has acquisition artifacts in the specular peak.
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Figure 4.1: BRDF baseline where “LLS” column shows the results from performing
linear least squares algorithm performed on the BRDFs directly. The “ln LLS” column
illustrates the rendered BRDF from performing linear least squares on the BRDFs with a
log compression applied. The “Bagher” column displays the results from Bagher et al. [6]’s
method.
f ′r = B
′w′ (4.2)
where the non-linear compression ζ is applied to fr and each BRDF in B
′, has the non-
linear compression function applied to each basis vector: B′ = [ζ(b1), ζ(b2), ..., ζ(bn)]. To
calculate the actual reflectance, fr, the inversion of the compression function, ζ
−1, is
applied to f ′r. The difference between these equations is where Equation 4.1 creates a
BRDF, Equation 4.2 needs to be first undone in order to create the BRDF.
The compression term most often used is the log-relative function. Matusik et al. [38]
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use the natural log,
B′ = ln(B) (4.3)
which applies to every element of each BRDF in the exemplar set and dampens the specular







uses the natural log to compress each exemplar BRDF but also preserves the inter-BRDF
variation by weighing each exemplar BRDF by the cosweight (ε = 0.0001),
cosweight = max(cos(n · ωi) cos(n · ωo), ε) (4.5)
and then dampening the inter-BRDF variation by dividing the exemplar BRDF by the
median BRDF of the exemplar set, ρ̄.
To motivate the importance of the non-linear compression function we reconstruct
three BRDFs using Equation 4.1: Blue-Rubber, Maroon Plastic, Gold Metallic Paint 2
and Chrome. Figure 4.1 shows a comparison of the results from Equation 4.1 against
the measured BRDFs both re-visualized under a directional light source. All materials
contain many reconstruction artifacts. The diffuse material, Blue-Rubber, contains ringing
artifacts but resembles its reference. All non-diffuse materials, Maroon Plastic, Gold
Metallic Paint 2, and Chrome contain swirls of rainbow colors and do not resemble their
references at all.
However if we reconstruct the BRDF using Equation 4.2 where the non-linear com-
pression function used is the natural log. Figure 4.1 shows the reconstructed BRDFs from
Equation 4.2 re-visualized under a directional light source. For Blue Rubber, Maroon
Plastic, and Gold Metallic Paint 2 the resulting re-visualizations very closely match their
references. Chrome contains some ringing artifacts however is a vast improvement when
compared against the result without the compression function. Chrome still contains ar-
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tifacts either due to acquisition artifacts occurring when the BRDF was captured or due
to the compression function compressing the specular highlight too much.
However we can also apply a linear weighting scheme to the BRDFs to achieve similar
results using the work of Bagher et al. [6]. The weighting scheme, wj is calculated as the
product of three different subweights:
wj = wvwIwc (4.6)
where wv is a weighting based on the volume form of the BRDF, wI weighs the most
importance features of the BRDF more heavily and wc which is a compressive weighting
scheme. All three of the subweights are calculated using the three coordinates of an
isotropic BRDF (θh, θd, and φd). The first subweight,
wv =
√
8 sin2 θd(cos2 θd + sin
2 θd cos2 φd)dθhdθddφd (4.7)
weighs based on the volume form of the BRDF. The second subweight,
wI = cos θi cos θo (4.8)
weighs based on the most important areas of the BRDF. These areas are determined by
which are going to be seen when re-visualized. The final subweight,
wc =
(




where ρ̄ is the median BRDF, ρ∗j = (θh, θd, φd), and p is a weight that determines how
much weight will be given to the darker areas of the BRDF compared to the brighter






where α determines how compressed the values will be. We used a fixed value of α = log2
as done in [6]. In sum, the subweight wc compresses the specular peak of the BRDF
by giving more weight values below ρ∗j than values higher. The intuition is that values
larger than ρ∗j are more likely to contain measurement errors. By combining these three
subweights together we are able to linearly compress a BRDF.
Figure 4.1 shows the reconstructed BRDFs from Equation 4.6 re-visualized under a
directional light source. When comparing against both reference and the results from
Equation 4.2 the re-visualizations of the BRDF match both results very well. The re-
visualization of Chrome material does especially well with this method as it contains fewer
visual artifacts than result from the non-linear compression and looks more accurate.
4.1.2 Natural Lighting
To estimate the weights, w, previous research relies on point sample measurements of
the BRDF, fr, for a set of incoming and outgoing pairs as shown in the previous section.
However, for this thesis the estimation of the weights, w are instead being determined
from photographs, or observations of the radience, under natural lighting. A general
assumption is the lighting, L, is assumed to be distant meaning the lighting only depends
on the incident direction described using spherical coordinates (ωi = (φi, θi)). We can




fr(ωi, ωo) cos θiLi(x, ωo, λ, t)dωi. (4.11)
In Equation 4.11, Ω represents the upper hemisphere of incident directions and cos θi is
foreshorting term. Because of the linearity of light transport we can use images as our
observations of the radiance instead of sampling the BRDFs directly. Using observations,
the data-driven model changes to:
y = Y w. (4.12)
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In Equation 4.12 Y is our collection of measured rendered BRDFs comprised of each




bi(ωi, ωo) cos θiLi(x, ωo, λ, t)(ωi)dωi. (4.13)
We assemble the set of exemplar materials in a matrix Y , by stacking rendered BRDF
image in a vector such that Y = [y0, y1, ..., yn] is each individual rendered BRDF in the
basis, and w is a vector containing the n weights for each of the BRDFs. The weights, w,
used in Equation 4.12 are the same weights as in Equation 4.1 and can be used directly
to reconstruct our BRDF.
4.1.3 Problem Statement
The non-linear compression function, ζ is necessary to get good reconstruction from
the data-driven model. However when we use observations from images instead of BRDF
samples the non-linear compression function no longer can be undone after the fact. If
we insert Equation 4.2, into our data-driven model using images under natural lighting in
Equation 4.13, the result we get is:
ζ(yi) 6= yζi =
∫
Ω
ζ(bi(ωi, ωo)) cos θiLi(x, ωo, λ, t)dωi. (4.14)
The main takeaway from Equation 4.14 is that compressing the images, ζ(yi) is not the
same as rendering the compressed BRDFs under natural lighting. Creating the rendered
images of the non-linear compressed basis, yζi , can be done through rendering ζ(bi). How-
ever the images that we are using are the resulting radiance of the BRDF fr under natural
lighting and applying the non-linear compression function to those observations is not
equivalent to the renderings. So we need to find the weights from images/observations y
without using the non-linear compression function, ζ.
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BRDF Space Image Space
Figure 4.2: The BRDF Space shows a multi-dimensional scaling (MDS) visualization
of each exemplar BRDF relative to each other in two dimensional space. Image Spaces
illustrates how each exemplar BRDF, re-visualized under the Uffizi light probe appears
relative to each other.
4.1.4 BRDF Space
In this research the BRDF observations are taken from an image under natural lighting
and used to reconstruct the associated BRDF. The reconstruction process can be consid-
ered to be creating a mapping from the observations in image space to BRDF space.
The challenge is that we have a relatively few observations to identify which means that
multiple BRDFs could be seen as a good fit for the observations. Other research such as
[37, 38, 16, 66, 61] solves this challenge by using multiple images to create more observa-
tions and there for reducing the number of possible BRDFs.
Figure 4.2 shows relative placement of our exemplar BRDFs in BRDF space and their
associated observations in image space. Multi-dimensional scaling, or MDS, was performed
to reduce the dimensionality to two dimensions while preserving the distance between the
samples. When viewing the two spaces all of the observations sit on a similar curve.
However since the observations in image space sit closer together than in BRDF space it
is evident that there is information lost between the two spaces.
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4.1.5 Maximum a-posteriori Optimization
Given observations of a material from an image we want to find the parameters for
the data-driven model that are most likely going to reconstruct the correct BRDF. To
achieve the parameters we utilize conditional probability in the form of Bayes’ Theorem
to calculate the maximum a-posteriori estimation of the weights. We write the conditional




Equation 4.15 maximizes the probability of the BRDF given observations y. When we ap-







Equation 4.16 can be re-written in terms of the log-likelihood which creates
argmin
w
logP (y|fr) + logP (fr). (4.17)
The bottom term, P (y) is the likelihood of the observations. We assume that each ob-
servation is equally as likely and thus P (y) can be removed from the equation. The
log-likelihood can be broken into two terms the first logP (y|fr) determines how likely
the observation is given the proposed BRDF. The second term, logP (fr), determines how
likely the reconstructed BRDF is with respect to the full space of plausible BRDFs. To
solve this minimization, we model the likelihood of the BRDF estimation using Gaussian
mixture models and expectation maximization algorithm.
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4.2 Gaussian Mixture Models of P(fr)
This section models the likelihood of the reconstructed BRDF exists in the space of
realistic BRDFs, logP (fr) from Equation 4.17. We assume that the space of plausible
BRDFs can be approximated with a multi-modal Gaussian mixture model, GMM. An
expectation maximization, EM, algorithm is used to estimate the parameters of the GMM
used for our estimation.
4.2.1 Gaussian Mixture Models




πjN (fr|µj ,Σj), (4.18)
where the mixing weight, πj , the mean µj , and the covariance Σj determines the jth
normal distribution, N .
4.2.2 Expectation Maximization
A common method to compute the parameters of a GMM is EM. Assume the param-
eters are Θ = (πj , µj ,Σj) that best explain the observations. We assume that the MERL
BRDF covers the full space of BRDFs and offers a good sampling of this space. We use the
MERL BRDFs, b as the observations for this algorithm. We define γj(bi) as the variable
that indicates the likelihood of the jth cluster of a given BRDF. The algorithm works by
alternating the estimation and the maximization steps.
For our estimation, E, step we determine the probability of the j-th Gaussian given a
BRDF bi.
γj(b) = P (j|bi) (4.19)
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Finally we re-write the previous equation into the log-likelihood
γj(b) =
πjN (bi|µj ,Σj)∑k
i πjN (bi|µj ,Σj)
. (4.21)















i γj(bi)(bi − µj)(bi − µj)T
πj
. (4.24)








πjN (fr|µj ,Σj). (4.25)
In order to compute the parameters of the Gaussian mixture model you need to have an
initial clustering so you can compute γj(b). We preform k-means clustering to bootstrap
the EM algorithm and create the initial clusters.
4.2.3 Curse of Dimensionality
A practical problem is that our data set contains more dimensions than samples.
Using the MERL BRDFs as observations, we only have 300 different material samples,
which is significantly less than the dimensionality of the space, 1.4 million, the number of
BRDF observations per color channel. Because we have more dimensions than BRDFs,
the Gaussian mixture model and the expectation maximization algorithm is unstable.
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To solve this stability issue we apply Singular Value Decomposition, SVD, to our
BRDFs and instead express the observations in terms of U space.
B = USV T (4.26)
However U is still 300 dimensions which poses a challenge calculating the distance to the
means because the distances between BRDFS are so large which holds true for even a
small number of dimensions. This causes the likelihood, Equation 4.25, to be very low
and the process risks numerical instabilities.
To overcome this challenge, we preform the expectation maximization algorithm in a
reduced space, B̂ of size n. The likelihood is then approximated as:
P (fr) ≈ P (ÛT fr) (4.27)
where Û is a space made up of the first n dimensions of U space. The reduced space will
only keep coefficients belonging to the n largest singular values (i.e., the most important
ones) where n is the number of dimensions being kept in the reduced space. In other
words, a soft clustering is performed on a projection to a n dimensional subspace.
Through observations and validation it was determined that n = 4 was the best choice
for the number of dimensions kept. Four dimensions provided us with the best results
in regards to both cluster and numeric stability. We observed that even relatively small
values of n created numerical issues that negatively impacted clustering. Once n > 8 these
numerical issues would negatively impact the algorithm.
Additionally GMMs have a user set parameter, k which determines how many clusters
will be created. This term has the stipulation that k cannot be greater than the number
of observations. Selecting a good value of k is important, because if the value selected for
k is too low, then the BRDFs will be clustered poorly creating material classes that are
not distinct enough to create a good BRDF approximation. If k is set too high then we
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Table 4.1: Average number of times a cluster features the best reconstruction of each




1 2 3 4 5 6 7
2 55.50 44.50
3 46.75 45.25 8.00
4 48.25 44.25 5.50 2.00
5 48.75 37.25 9.25 4.75 0.00
6 50.50 42.00 3.75 3.50 0.25 0.00
7 49.75 45.25 4.00 0.50 0.50 0.00 0.00
found that same Gaussian distribution would continually get subdivided. Metals such as
Steel contain acquisition artifacts which caused the algorithm to view them as a “special
case” BRDF; essentially causing over-fitting to that Gaussian distribution.
We found that k = 4 allowed us to categorize the materials into four distinct material
classes while also giving us a good approximation. k = 2 and k = 3 created clusters that
were not distinct enough to provide good reconstructions. Additionally, k > 4 clusters did
not benefit reconstruction in any meaningful way. Table 4.1 shows the average amount of
times a given material class featured the best reconstruction per cluster. The results were
averaged across four light probes (Uffizi Gallery, Grace Cathedral, Galileo’s Tomb, and
Eucalyptus Grove). From Table 4.1 there are only at most four of the material classes
that were actively used. As more BRDFs are added to the exemplar set, this may no
longer hold true.
Overall the EM algorithm separated the BRDFs nicely into four materials groups.
Figure 4.3 shows a visual representation of the four clusters determined by the GMM/EM
algorithm. Each cluster shown represents a different material type as shown in Table 4.2.
The clusters differ in size due to the materials contained in the set of exemplar BRDFs.
The diffuse and glossy cluster contains the largest number of materials because diffuse
BRDFs are the easy to acquire. The diffuse and glossy cluster is the most dense of all
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Table 4.2: The four material classes determined by GMM. Lists the number of materials
per class.
Material Type Exemplar Material Number of Materials
Diffuse and Glossy 137
Plastics and Phenolics 99
Metals 24
Specular Paints and Plastics 40
the clusters. The BRDFs are packed very closely together implying that all the materials
are very similar to each other Whereas clusters that are less dense contain materials that
are more different from each other. The metals material class is the most dispersed class
which indicates that the materials are considered to be very different by the algorithm
most likely due to acquisition artifacts that can be found in these materials.
4.3 Data-driven Model Estimation
The goal of this section is to create a model and an efficient strategy for solving
Equation 4.15. To do this we incorporate the likelihood from the GMM with the MAP
estimation. We then create a linear MAP approximation to alleviate practical issues






Figure 4.3: MDS visualization shows the density of each material type.
squares estimation.
4.3.1 MAP Estimation
We compute the likelihood that a set of observations, y, is a given BRDF, fr as
P (y|fr) = N (Y w − y|µ,Σ). (4.28)
where µ and Σ are expected mean and standard deviation of the reconstruction. We
assume that the mean error will be small, close to zero. We also assume Σ is proportional
to the expected measurement error, like camera noise.
Given the likelihood P (ÛT fr) from our GMM, Equation 4.18, we rewrite the MAP
estimation from Equation 4.17 as:
argmin
w





µjN (ÛTBw|µj ,Σj)). (4.29)
Equation 4.29 can be broken into two terms the data term and the log-likelihood term.
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The first part of the equation is the data term which determines how well observations
can be predicted by the proposed BRDF. The second term of the equation is the log-
likelihood term which determines how plausible the reconstructed BRDF projected in the
four dimensional space is.
The problem with Equation 4.29 is that it is not practical for two reasons.
1. Equation 4.29 is non-linear due to sum of log-likelihoods in second term. This makes
the equation difficult to optimize.
2. There are issues with the accuracy of the Gaussian mixture model. First we are
approximating the GMM space with four dimensions which assumes that the BRDFs
are not far away from the space of plausible BRDFs. The reduction in dimensionality
was necessary to counteract the curse of dimensionality but it also means there are
now 296 dimensions can be freely set to values that might result in a non-plausible
BRDF. By reducing the number of dimensions, the likelihood can only be determined
based from those 4 dimensions which means those are the only four receiving the
regularization.
4.3.2 Linear MAP Approximation
To counteract these problems we create a linear MAP approximation. To do this we
exploit the idea that a given BRDF bi belongs almost exclusively to a particular material
class m.
γj(bi) ≈ δi,m (4.30)
What the indicator function in Equation 4.30 means is that for a given material class, m,
there is a high likelihood of the BRDF bi belonging to a single material class and a low
likelihood of that same BRDF belonging to the other material classes. From this we can
assume that the overlap between the Gaussians in the GMM is minimal.
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From the following strategy we first calculate the likelihood per material class creating
a BRDF solution w′ for each material class:
argmin
wi
(logP (y|fr, j) + logP (fr|j)) (4.31)
Once we have the set of candidate solutions w′ = [w1, w2, ...wk] we can choose the best
one to reconstruct the BRDF of the material.
If we assume the BRDF belongs to a cluster a-priori one of the possible solutions is to
get a material that is of a type significantly different from the material type of the cluster,
e.g., mirror like material and the diffuse material cluster. This means we cannot use the
likelihood P (ÛT fr). So we exploit the assumption of limited overlap of Gaussians from
the GMM by ensuring that the solution lies in the convex hull of the subspace of BRDFs
contained in each material class. This effectively biases the solution to the mean of the
material class.
4.3.3 Per-Cluster Terms
For the data term we ignore the expected standard deviation; Σ = 1. The standard
deviation simply scales the log-likelihood and does not affect the selection of the best
reconstruction. The data term is the same as general non-linear case except that instead
of the entire basis being used only BRDFs in the material class under assumption are
used. So the basis used for the per-cluster linear term is made up of only the materials in
a specific material class:
logP (y|fr, j) = ||Y (j)w(j)− y||2, (4.32)
where Y j is the set of observations that belong to the jth GMM assigned material cluster.
The likelihood term assumes the per-cluster likelihood for a single Gaussian. We
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calculate the probability as:
P (fr|j) = N (w(j), µ′j ,Σ′j). (4.33)
In Equation 4.33 the solution is computed directly on the weights that have been found
for that particular cluster, w(j). Here µ′j =
1
cj
where cj is the number of bases in the jth
cluster.
4.3.4 Linear Least Squares Estimation
Equations 4.32 and 4.33 are quadratic terms that we combine into one linear system.
However, the magnitude of each equation is very different. The magnitude of data term
depends on the error of the rendered image, or the reconstruction error, intensity of the
lighting, and the reflectivity of the material (i.e., more error in more reflective/specular
materials). The magnitude of likelihood term depends on number of BRDFs per material
class, cj .





where ||y2|| is the total squared pixel intensities of the images in our observations. This
intensity of images is proportional to the lighting intensity and reflectivity of the BRDF,
or the overall scale of image error. We create a constant user defined term, λj to balance
the data and likelihood terms. We found that ill-conditioned lighting conditions, such as
low frequency lighting, require a higher lambda to balance the two terms. However setting
the balance term to 0.5, λ = 0.5, is good for many light probes and good starting point
for fine tuning.
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Diffuse Plastics Specular Paints
Reference & Glossy & Phenolics Metals & Plastics
Figure 4.4: Reconstructions of the Dark Blue Paint material for each of the four material
classes. Dark Blue Paint is a diffuse material type and thus is a member of the Diffuse
and Glossy cluster which also yields the best reconstruction. Artifacts appear in the
re-visualizations from all other clusters.
The final linear least squares equation is:
argmin
w(j)
(||Y (j)w(j) − y||2 + λj
||w(j) − µj ||2
Σ2j
) (4.35)
To choose the best solution over all per material class reconstructions, we use the data
term, Equation 4.32.
4.3.5 Color
Thus far we have assumed that the BRDFs are all monochrome BRDFs. However each
BRDF has three color channels, red, green, and blue. We convert each color channel into
its own BRDF like Nielsen et al. [44]. The solution is calculated on a per-color channel




green, and blue w
(j)
blue color channels of
the j-th material class. These solutions are combined into a single color BRDF solution
for the j-th material class.
However, what if one of the color channel solutions chooses a different cluster from the
others? Because each cluster contains materials for only that specific material class, there
can be subtle differences in the shape of the BRDF. This difference can result in artifacts
appearing the reconstructed BRDF. We solve this problem by combining the three RBG




To summarize our algorithm we assume we have observation y of an object under
known lighting L though a photograph and a user defined balance term λ = 0.5.
We compute the data-driven BRDF using Equation 4.1 using the following steps:
1. We pre-compute the Gaussian Mixture Model using the expectation maximization
algorithm. Since this calculation does not depend on the lighting this only needs to
be computed once.
2. We pre-compute Y by rendering the basis BRDFs under lighting L and of the same
shape. This needs to be done once per lighting.
3. We compute the per-class solutions for each of the color channels, w′r,g,b using Equa-
tion 4.35.
4. We combine the resulting monochrome BRDFs into a single color BRDF
5. We choose the best solution from w′ that minimizes the data term, Equation 4.32.
4.5 Conclusion
Given observations of a homogeneous material under known natural lighting, we ex-
press the reconstruction as a minimization problem finds the weights for the data-driven
model that will best explain the observations and reconstruct a plausible BRDF. We solve
this minimization by computing the best BRDF reconstruction assuming the materials
belong to a material class determined by a GMM. For each material class a solution
is computed and then the best one is selected. The data-driven model is then used to




In the previous chapter we discussed how to reconstruct a BRDF given a single image
of a homogeneous material utilizing both the data-driven model and biasing. In this
chapter, we discuss and show the rendered results of the reconstructed BRDFs both across
material type and compared against naive linear least squares. We provide renderings of
several baseline results for comparison, as well as a proof of concept using recorded real
life materials. Finally, we analyze how both shape and lighting directions impact the
reconstructions.
5.1 Experiment Setup
For most of the experiments we use synthetic materials to fully control all parameters.
The synthetic materials are not truly synthetic as they are measured real life materials
recorded as BRDFs from the MIT MERL BRDF database [38]. From this data-set, we
create our observations y by rendering a sphere of the synthetic material under a light
probe captured under natural lighting, using the Mitsuba Renderer [22]. The images
are rendered as high dynamic range (HDR) images, meaning that the images contain a
larger dynamic range of values. These larger range of values gives us more information
about the lighting which helps us learn more about the reflectance. To display such high
dynamic range images, we apply a simple tonemap operator. The tonemapped images use
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Grace Cathedral Galileo’s Tomb Eucalyptus Grove Uffizi Gallery
Figure 5.1: Above are images of the light probes used to visualize the material under
natural lighting for reconstruction and used to re-visualize the reconstructed BRDF. We
avoid re-visualizing the reconstructed BRDF under the same light probe the material was
trained under to avoid bias.
a 2.2 gamma correction and a virtual exposure (scale factor) of 1.0. All of the tonemapped
images are radiometrically non-linear and clamp the pixel values to their respective ranges.
We pre-compute the Gaussian mixture model using k = 4 clusters and n = 4 dimen-
sions. Please reference Figure 4.3 and Appendix APPENDIX for the exact membership of
each cluster. Additionally we use a balance factor λ set to 0.5 for all reconstructions unless
otherwise noted. Finally, when reconstructing a specific material, all three color channels
for the given material are removed from the basis to prevent biasing to the material itself.
5.1.1 Re-visualization Lighting
All materials are rendered under natural lighting L and then re-visualized under a
secondary lighting to avoid over-fitting. Examples of natural lighting used to re-visualize
materials are shown in Figure 5.1. Directional lighting and natural lighting are two com-
mon ways of re-visualizing the reconstructed materials for visual errors. Previous research
such as [38, 50, 16, 51, 44, 3, 61] utilizes visual comparisons of the reconstructed BRDFs
to determine how well the BRDF has been reconstructed. Specifically [50, 16] compare
their reconstructed BRDFs re-visualized under light probes, [38, 44, 3, 61] compare their
reconstructed BRDFs re-visualized under directional light sources and [51] compare their
reconstructed BRDFs re-visualized under under both directional light sources and light
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probes.
What we find from our experiments is that re-visualizing the materials under natural
lighting masks artifacts found in the reconstructed BRDF. The rendered re-visualization
of the BRDF under natural lighting appears to be artifact free, however when the same
BRDF is re-visualized under directional light source the errors in the reconstructed BRDF
become visible. Re-visualizing the reconstructed BRDF under directional lighting better
illustrates the accuracy of the reconstructed BRDF. Rendering a directional light source
on a sphere results in an image that shows a 2D visual slice of the 4D BRDF because all
outgoing directions for a single incident direction are shown. When we re-visualize the
reconstructed BRDF under directional lighting any errors in the BRDF appear as artifact
and highlight the accuracy of the BRDF reconstruction.
Figure 5.2 highlights how rendering the resulting BRDF under natural lighting can
mask errors in the BRDF using three different material types. In Figure 5.2 the same
reconstructed BRDF is shown re-visualized under directional lighting, and two light probes
Uffizi Gallery and Galileo’s Tomb. Also provided is a ground truth rendering of what the
material should look like for reference. The images rendered under the directional light
source all show ringing artifacts throughout. Additionally the more diffuse Green Latex
material has a large error in the center of sphere. However when comparing the results
under directional lighting against the same results rendered under two natural light sources
there are no apparent errors between the reference and the resulting images. The natural
lighting hides the artifacts in the image so the viewer is mislead into believing that the
BRDF contains minimal errors when that may not be true. Most of the visualizations
in this chapter will show the BRDF reconstruction re-visualized under a directional light
source.
5.1.2 Error on BRDFs
Quantifying the difference between two BRDFs is no easy feat. Previous research such
as [38, 50, 16, 51, 44, 3, 61] simply visually compares renderings of the BRDF against
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Re-visualized under Direct Re-visualized under Uffizi Re-visualized under Galileo
























Figure 5.2: Each of the material’s BRDF is reconstructed using naive linear least squares
under the Eucalyptus Grove light probe, which produces errors in the resulting BRDF.
The Result columns show the materials re-visualized under directional lighting and two
natural light sources (Uffizi Gallery and Galileo’s Tomb light probes) respectively. The
reference images are provided for comparison. The ringing artifacts clear on the images
rendered under directional lighting are hidden on both results rendered under natural
lighting.
a ground truth image allowing readers to draw their own conclusions. There are few
quantitative approaches to compare BRDFs. Some research like [16, 44] uses root mean
squared error, RMSE, on a sampling of BRDF pairs. However, this approach only looks
at small portion of the BRDF and is unable to compare the BRDF as a whole.
Using RMSE, relative error, L2 error, or peak signal to noise ratio (PSNR) when com-
paring two BRDFs directly does not adequately provide a full understanding regarding
the accuracy of the comparison. Due to the large range of values in a BRDF, the num-
bers resulting from any of the algorithms are so large they become meaningless which is
illustrated in Table 5.1 where the results of RMSE, PSNR, relative error and L2 error are
provided for a variety of BRDF combinations. Provided for reference is Figure 5.3 where
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images of the materials described are shown.
Listed first in Table 5.1 is a comparison between the same BRDF and itself (Blue-
Rubber vs Blue-Rubber) to demonstrate a perfect comparison. For all error methods,
except PSNR, a perfect comparison results in a value of zero indicating the lower the
error number the more similar the two BRDFs are. For PSNR, a perfect comparison
results in a value of infinity indicating the larger the error number the more similar the
BRDFs are.
The next two comparisons in Table 5.1 illustrate the error numbers when comparing
a BRDF against a BRDF that is a minimum one third correct. The Blue Rubber vs Blue
Rubber Blue compares the Blue Rubber BRDF, with all three color channels, against just
the blue color channel of the Blue-Rubber BRDF. Likewise the Red Metal Paint compares
the BRDF containing all three color channels against just the red color channel of the
Red Metal Paint BRDF. The L2 error, RMSE, and PSNR error values all indicate that
the BRDFs are very different despite one third of the values being the same. Relative
error numbers suggest that the BRDFs are somewhat similar as both numbers are close to
zero. Additional despite both of the BRDFs being roughly the same amount similar the
numbers between Blue Rubber and Red Metal Paint are different in scale when utilizing
L2 error and RMSE making the values difficult to compare.
Additionally provided for reference in Table 5.1 are materials that are visually similar
but not exact. This compares Red Metal Paint against the Red Plastic BRDF and the
Chrome BRDF against the Chrome Steel BRDF which are shown in Figure 5.3. Despite
the fact that these BRDFs are very similar visually the error numbers all indicate that
these BRDFs are very different. L2 error, RMSE, and PSNR error values all suggest that
these BRDFs are extremely different despite visually looking very similar. Of the four
error metrics the relative error numbers for these materials suggest that these materials
are similar. However, the numbers are still unexpectedly large considering how visually
similar the materials are.
Finally provided for reference in Table 5.1 is a comparison between two materials that
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Table 5.1: For four error metrics, RMSE, PSNR, Relative Error, and L2 Error, show
the quantitative result on comparisons of several different BRDFs directly. Provided for
reference is a comparison with a BRDF and itself to provide a baseline, a BRDF against a
BRDF containing one color channel, visually similar BRDFs, and highly different BRDFs.
BRDF Comparison RMSE PSNR Relative Error L2 Error
Blue Rubber vs Blue-Rubber 0 inf 0 0
Blue Rubber vs Blue Rubber Blue 1732.99 31.3605 0.4895 1.3135e+13
Red Metal Paint vs Red Metal Paint
Red
38974.1 34.1865 0.3961 6.6440e+15
Red Metal Paint vs Red Plastic 97980.3 26.1790 0.9958 4.1991e+17
Chrome vs Chrome Steel 174089 32.2618 0.4814 1.3256e+17
Blue Rubber vs Steel 318640 -13.9299 90.0011 4.4441e+17
Blue Rubber Red Metal Paint Red Plastic Steel Chrome Steel
Figure 5.3: Renderings of the 5 materials discussed in Table 5.1.
are very different. The Blue Rubber BRDF is a diffuse material compared against a
highly specular material such as Steel to illustrate the error numbers between two very
different BRDFs. For RMSE and L2 error, the error values between two completely
different BRDFs are in the same scale as BRDFs that are visually similar. This issue of
scale makes it challenging to determine just how different the BRDFs are. For PSNR and
relative error the results illustrate that the BRDFs are very different by showing really
small and large numbers respectively. However the difference between BRDFs that are
visually or quantitatively similar is difficult to quantify because the numbers are so similar.
Quantifying the BRDFs based on the re-visualizations can also be challenging. Per-
forming RMSE, root mean squared error, on re-visualizations provides the per-pixel dif-
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ference between the two images. Utilizing this error metric, results poor cluster selection.
Consider the three materials, Yellow Plastic, Beige Fabric, and Steel, displayed in Figure
5.4. The images show reconstructions for each material class observed under the Uffizi
Gallery light probe and re-visualized under directional lighting. For Yellow Plastic and
Beige Fabric materials, cluster 1 is the closest visual match however cluster 2 has the
smallest error. The Yellow Plastic material has a pale green artifact and the Beige Fabric
has a brown artifact visible at the center of the image. The smallest error for the Steel
material is cluster 2 despite the ringing artifacts displayed. Whereas cluster 3 is the clear
visible match for Steel when comparing against the reference. For these materials the
choice based on RMSE of the images selects clusters with clear visible errors. In the HDR
images there can be a large amount of error when reconstructing the specular peak. So
what happens is that the per-pixel error has a higher error in that one tiny section which
overpowers the rest of the image.
5.2 Reconstruction Results
Using the method described in Chapter 4, we reconstruct the BRDF from a visualiza-
tion of the material under natural lighting. We ran this process on 100 different MERL
materials and under several light probes including Eucalyptus Grove, Galileo’s Tomb, Uf-
fizi Gallery, and Grace Cathedral [13] which are shown in Figure 5.1. We separated the
material being reconstructed from the training set. Therefore each the training set for each
material is slightly different. Figure 5.5 shows the results of our method on seven materials
including: Specular Orange Phenolic, Colonial Maple, Green Latex, Steel, Green Metallic
Paint 2, Green Metallic Paint, and Yellow Matte Plastic. These seven materials represent a
wide variety of material types. Each material shown, is reconstructed from a visualization
under two light probes: Eucalyptus Grove and Galileo’s Tomb. The materials are then
re-visualization under both directional lighting and the Uffizi Gallery light probe, to re-
move bias. The Uffizi Gallery light probe was specifically chosen because it was a different
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RMSE 1.9757 0.2595 0.4409 0.2656
Figure 5.4: Reconstructions for each material class for materials observed under the Uffizi
Gallery light probe, and revisualized under directional lighting. We list the RMS error for
each revisualization. For each of the three materials, the lowest RMS error, meaning the
lowest per-pixel difference, does not correspond the image that looks the most similar to
the reference.
lighting from which we reconstructed under (Eucalyptus Grove and Galileo’s Tomb light
probes) which avoids any visual bias due to over-fitting. All the reconstructions shown in
this figure were selected by our algorithm using our log-likelihood metric. Provided for
reference, are the ground truth renderings of the seven materials again re-visualized under
both light sources.
We use visual comparison of our re-visualizations to determine the effectiveness of our
algorithm. Comparing all the re-visualizations against their reference shows results that
look extremely similar to the reference images. The diffuse and plastic materials, (Green
Latex, Colonial Maple, Yellow Matte Plastic, Orange Plastic) have re-visualizations that
are almost identical to the reference images for both Eucalyptus Grove and Galileo’s Tomb
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reconstructions. The more specular materials such as Green Metallic Paint, Green Metal-
lic Paint 2, and Steel contain small artifacts in their re-visualizations under directional
lighting. The artifacts differ depending on the light probe they were reconstructed un-
der. For example, Green Metallic Paint 2 material re-visualized under directional lighting
contains more ringing artifacts under Galileo’s Tomb than Eucalyptus Grove. This in-
dicates that the lighting that we observe the BRDF under for our observations impacts
the effectiveness of the algorithm. Additionally very specular materials, like Steel, are
very difficult to reconstruct. Referencing the graph showing the clusters in Figure 4.3 you
can see the number of BRDFs in each cluster is different. For the cluster containing the
diffuse material type contains 137 BRDFs, the cluster containing the plastic and paint
materials contains 99 BRDFs, the cluster containing the metals contains 24 BRDFs, and
the specular plastics and phenolics material type contains 40 BRDFs. Thus reconstruct-
ing metals is difficult due to the few (24) materials included in the training data. At the
same time the metal materials also include a large portion of the variance in the space
therefore there is no material close enough and we are purely extrapolating. The results
from our algorithm re-visualized under directional lighting contain artifacts for Galileo’s
Tomb and Eucalyptus Grove. However the resulting BRDF is still very close to reference
image indicating that the BRDF is still plausible.
5.3 Per-Material Class Reconstruction
We use machine learning to classify the MERL materials into four material types:
Diffuse, Plastics/Phenolics, Metals, and Specular Plastics and Paints. Each BRDF is
reconstructed using the materials classified as each material type. We then re-visualize the
resulting image for each material type under new lighting. Examining the re-visualizations
of the same material for each material type shows how much the biasing by material type
impacts the resulting BRDF.
We examine the per-material class reconstruction on four materials, Dark Blue Paint,
73
Reconstructed under Reconstructed under







































































Figure 5.5: Data-driven BRDF reconstructions from visualizations under the Eucalyptus
Grove and the Galileo’s Tomb light probe. The reference and reconstructed BRDFs are
re-visualized under the Uffizi Gallery light probe and a directional light.
Violet Acrylic, Chrome Steel, and Red Metallic Paint, one material from each of the four
material classes. All the materials shown in Figure 5.6 are observed under under the Uffizi
Gallery light probe and re-visualized under Eucalyptus Grove and directional lighting.
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We utilize the log-likelihood, as described in Chapter 4, as an indicator of the best BRDF
reconstruction. The smaller the log-likelihood the closer the result is to the ground truth
BRDF. We have indicated the best log-likelihood by highlighting the value in red.
Provided for comparison are reference images along with the re-visualized naive linear
least squares solution. Overall, biasing to a specific material type results in a BRDF that
contains similar properties to that material type. For example, biasing the Chrome Steel
which is a Metal material type to the Diffuse material type results in a BRDF that is
significantly more diffuse than the reference. Additionally, Dark Blue Paint which is a
Diffuse material, becomes more specular and plastic-like when reconstructed using the
Metals basis. Biasing to the Metal material type enforced a shininess constraint on the
resulting BRDF. Alternatively biasing to the Diffuse material cluster enforces a matte
constraint on the resulting BRDF. Not all reconstructions created will be plausible, e.g.,
Chrome Steel calculated under the diffuse material basis, however our selection procedure
tends to pick the most plausible reconstructions for most materials.
5.3.1 Comparison to Baselines
We compare our results against two baselines naive linear least squares and biasing
using a single material class. The first baseline is naive linear least squares
argmin
w
||y − Y w||2 (5.1)
Naive linear least squares shows the best BRDF reconstruction that can be achieved
without biasing. The second baseline is biasing using a single material class. This baseline
illustrates how the effect of biasing can improve the results, but using only a single material
class still shows artifacts in the re-visualizations. For reconstruction by a single material
class we assume λ = 0.5 and only one cluster containing all materials.
Figure 5.7 shows the best material type reconstruction against the two baselines. Uti-
lizing one material class shows improvement over naive linear least squares. Biasing to a
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Log-likelihood Error 53.195 1.484 5.391 1.205
Figure 5.6: Reconstructions for each material class for 4 selected materials observed
under the Uffizi Gallery light probe, and re-visualized under the Eucalyptus Grove light
probe and directional lighting. We mark the best log-likelihood error in red and provide
a comparison against a naive linear least squares reconstruction.
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Figure 5.7: Comparison between naive linear least squares data-driven BRDF reconstruc-
tion, single material class reconstruction, and our multiple material class reconstruction.
For diffuse materials, both the linear least squares and single material class reconstruc-
tions exhibit a central “dot” visible in the re-visualizations under the directional lighting.
For metals, strong ringing artifacts can be observed for both the linear least squares and
single material class solutions.
single material class reconstruction was able to reduce the ringing artifacts in Special Wal-
nut and Chrome Steel. However, it was unable to completely remove the ringing artifacts
from both of those materials. Both Yellow Paint and Brown Fabric materials still contain
severe artifacts in the specular highlight as noted by the red dot in the Yellow Paint ma-
terial and the white dot in the Brown Fabric material. Biasing to a single material class
was not able to remove all artifacts from these materials.
When comparing to the results from biasing based on material class we can see that
all of the artifacts previously discussed have now been removed. The dots from the Yellow
Paint and Brown Fabric materials have disappeared and look like the reference images.
The Special Walnut and the Chrome Steel materials do not have the ringing artifacts and
match the reference images well. Overall, biasing to material specific clusters generates
the most plausible BRDFs with fewer errors.
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5.3.2 Comparison to Related Work
Our baseline of biasing to a single material type is similar to the work of Romeiro et
al. [50] and the more current work of Nielsen et al. [44]. The work of Romeiro et al. [50]
uses a bivariate BRDF model, natural lighting, and a Tikhonov-like regularization to solve
for their model’s parameters. The bivariate BRDF model reduces the dimensionality of the
BRDF while retaining the important reflectance details. Instead of the bivariate BRDF
model, we use a data-driven BRDF which does not reduce the dimensionality of the BRDF
thus not removing details that may be important but still removed in the reduced space of
the bivariate BRDF model. The Tikhonov regularization is modified in Romeiro et al. [50]
to work with their bivariate BRDF model. The results shown by Romeiro et al. [50] are
all re-visualized under light probes. As discussed earlier in this chapter, rendering the
reconstructions under natural lighting can hide possible artifacts in the reconstruction.
When applying this approach to the data-driven model the results re-visualized under
the directional light source showed significant artifacts in the rendering and errors in the
recovered BRDF.
Our method is also very similar to Neilsen et al.’s [44] BRDF reconstruction method
without the non-linear encoding. Neilsen et al. [44] uses the Tikhonov regularization
to get the parameters for the data-driven model but first subtracts the median BRDF
and assumes a unit standard deviation. For Neilsen et al.’s [44] method the Tikhonov
regularization is used to bias the results to the median of the data set. Our single material
class method uses the Tikhonov regularization to bias our results to the mean of a single
material type. We achieve this biasing by subtracting the mean and we do not assume
a unit standard deviation. Additionally Neilsen et al. [44] performs their reconstruction
on materials with a controlled number of optimized lighting directions. Conversely we
assume that our BRDF sample is captured under natural lighting.
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5.4 Real Materials
We validate our results on materials outside the MIT MERL BRDF database. This
is a proof of concept validation on three spherical materials (Dense Orange Foam, Blue
Plastic, Dark Bronze) and two different lightings (see insets in Figure 5.8). To compute
our results we first estimate parameters under our first lighting, Chapel, and render the
visualizations under our second lighting, Outdoor. For capturing materials we assume
that the material is a perfect spherical sample and that the lighting is distant. We mask
out any areas containing deviations from expected measurement collection. For example,
we mask out the dimple in the Blue-Plastic ball and the edge on the Dense Orange Foam
because they are deviations from the assumption that the sample is a perfect sphere.
For reference, Figure 5.8 shows the naive linear least squares solution and results re-
visualized under directional lighting. To validate our results we compare the rendered
BRDFs against images taken in each lighting scenario. The three materials cover sev-
eral of our material types where the Dense Orange Foam is a diffuse material, the Blue
Plastic is a plastic material, and the Dark Bronze is a specular material. We are able to
well reconstruct the BRDFs for these materials outside of the MERL database. For the
Dense Orange Foam ball and the Blue Plastic sphere we are able to achieve results that
closely match the reference images. The Dark Bronze material matches the images taken
under both lighting scenarios however the ringing in the directional lighting suggests that
this reconstruction may still contain artifacts. We believe these artifacts are due to this
material containing anisotropic qualities that our algorithm does not account for.
5.5 Shape Analysis
Up to this point, all of our reconstructions have been done using a spherical shape. This
is advantageous because all outgoing directions are represented on the sphere meaning we
should get a good reconstruction. Additionally we do not need to consider interreflections
because it is a convex shape. However many materials are not spherical in shape nor can
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Log-likelihood Error: 0.7201 0.4698 1.1173 0.6966
Figure 5.8: Reconstructions for each material class for 3 captured materials observed
under indoor natural lighting (see inset reference photograph), and re-visualized under
outdoor natural lighting and directional lighting. We mark the best log-likelihood error
in red and provide a comparison against a naive linear least squares reconstruction.
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(a) (b) (c) (d)
Figure 5.9: Examples of the 4 non-spherical geometries used. (a) Happy Buddha (b)
Stanford Bunny (c) Stanford Dragon (d) Utah Teapot.
be made into spheres. We perform an analysis of how well we are able to reconstruct a
BRDF given the material on several different known, non-spherical shapes.
We use four well known geometries, the Stanford, bunny, the Happy Buddha, and the
Dragon, [1] and the Utah Teapot [2]. Images of these four geometries can be found in
Figure 5.9. We do not do any special handling of interreflections or shadowed areas. The
basis and observations are rendered under natural lighting on our non-spherical shapes.
These geometries were rendered under the Eucalyptus Grove light probe and still use the
same material clusters and balance value set to λ = 0.5. The resulting BRDFs are then
re-visualized on spheres to illustrate any artifacts.
Figure 5.10 shows the results of six different materials (Red Metallic Paint, Steel, Blue
Acrylic, Gold Metallic Paint 2, Specular Yellow Phenolic, and Green Latex) on the five
shapes (Circle, Happy Buddah, Stanford Bunny, Stanford Dragon, and Utah Teapot).
The results are shown as spheres re-visualized under directional lighting to show a slice
of the BRDF. For the diffuse and plastic like materials the results across the five different
shapes are able to create re-visualizations that contain no artifacts indicating very good
BRDF reconstructions. More specular materials like Red Metallic Paint and Steel show
minor artifacts across the different shapes. Overall our algorithm works well on a variety
of different shapes and the impact of the geometry has little effect on our algorithm.
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Figure 5.10: Data-driven reconstructions for each of the five geometries (Sphere, Buddah,
Bunny, Dragon, and Teapot) observed under Eucalyptus Grove and re-visualized as a
sphere under directional lighting.
5.6 Directional Lighting
We perform and analysis on how well we can reconstruct a BRDF given the optimal
lighting directions for reconstruction determined by Nielsen et al. [44]. For this analysis
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instead of rendering our observations and basis under natural lighting we rendered the
observations and basis under two and five optimal sampling directions found in Nielsen et
al. [44]. In contrast to Nielsen et al. [44] who capture a separate photograph per lighting
direction we rendered all lighting directions onto a single sphere at once.
We found that results lit under a hemisphere of lighting directions (i.e, light probe)
produced better results. Figure 5.11 shows the results of six materials (Orange Paint,
Green Metallic Paint 2, Chrome Steel, Yellow Plastic, Violet Acrylic, and Red Metallic
Paint) re-visualized under directional lighting. For the diffuse and plastic materials (Violet
Acrylic, Yellow Plastic, and Orange Paint) the results across the board look good. Only a
few lighting directions are needed to accurately reconstruct materials of this type. However
the more specular materials (Green Metallic Paint 2, Chrome Steel, and Red Metallic
Paint) all contain ringing artifacts in the results only using two or five optimal lighting
directions. The ringing artifacts tend to be equally as bad between the two and five
different lighting directions. These artifacts found in the more specular materials indicate
that more lighting directions are needed to get accurate reconstruction of materials.
5.7 Conclusion
Our method is able to accurately reconstruct BRDFs of homogeneous materials given
BRDF observations under a lighting. Our method shows improvement over several base-
lines including naive linear least squares, and biasing to a single material cluster. We
indicate that our method works beyond materials in the MERL MIT BRDF database by
testing our algorithm on real life materials. We illustrate the robustness of our algorithm
by examining its effectiveness on different geometry of the materials and by using specific
lighting directions. Overall our method is effective.
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Figure 5.11: Data-driven BRDF reconstructions from visualizations under the two and
five optimal sampling directions found in Nielsen et al. [44]. The reference and recon-




We use a data-driven BRDF model in combination with biasing by material type
to reconstruct a BRDF of a material from a single image lit under natural lighting. To
achieve this, we utilize Gaussian mixture models and expectation maximization algorithms
to model the probability of the observations seen belong to a particular material class.
We then calculate per-cluster solutions and utilize the log-likelihood to determine the
most plausible solution. We reconstruct the BRDF using linear least squares to learn the
parameters for the data-driven model.
The per-cluster solutions result in plausible BRDF reconstructions that looks similar
to the original material. Additionally the per-cluster solutions outperform both the naive
linear least squares and single cluster baseline solutions. The proof of concept using
captured materials outside of the MIT MERL BRDF database shows promising results
for the per-cluster solution. The analyses on different shapes and under different lighting
conditions such as those from Nielsen et al. [44] show our recovery of BRDFs works well
regardless of shape and lighting.
The main contribution of this thesis is that we present an improvement to the data-
driven BRDF model that is unintuitive. The common logic behind the model is that the
more information, in the form of more measured basis materials, the better the result
will be. This concept is modeled by the naive linear least squares results which show that
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most BRDF reconstructions are riddled with artifacts. Rather the consensus of our results
show that having less, but more relevant, materials in the set of measured basis materials
produces more accurate results.
6.1 Future Work
This research can be continued in several different ways. First we can work on an
improved metric for determining the best cluster. Furthermore, our research currently
assumes that the shape of the material is known. We can pursue further research by
assuming that the shape of the material is unknown. Additionally, for transitioning this
method of BRDF capture to real life, needing to capture the lighting is the step that
causes the most challenges. First for this method to work the light probe needs to be
well defined. That can be difficult due to nature which can change the lighting between
photographing the object and the light probe. We can relax this assumption by also
learning the lighting from the photograph. Currently we assume that the BRDF we are
reconstructing is isotropic and homogeneous. We can apply this process to anisotropic
BRDFs or even spatially varying BRDFs.
6.1.1 Selection Metric
The current selection criteria works well in most cases, however there are some cases
where it does not choose the optimal material class. Figure 6.1 illustrates four materials
where the selection criteria does not select the optimal material class. The selection metric
for the Aluminum Bronze material chooses the Plastics/Phenolics material class. The
re-visualization of the Aluminum Bronze material under the Plastics/Phenolics material
class shows clear artifacts in the reconstruction. However, when viewing the other material
classes, visually the Specular Plastics and Paints or Metals material classes show a better
reconstruction due to the re-visualizations containing fewer ringing artifacts. The selection
metric for Blue Metallic Paint selects the Diffuse material class. The Specular Plastics
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and Paints material class however is a better fit visual fit with the re-visualization being
the most similar to the original material. The log-likelihood for both Grease Covered Steel
and Hematite select the Plastics/Phenolics material class. However, the re-visualizations
of the Metals material class for both materials are almost identical to the original material
implying a better reconstruction.
Equation 4.28 in Chapter 4 describes the selection metric. Currently Equation 4.28
only takes into account the log-likelihood term. We want to also consider Equation 4.29
which represents the data term. The challenge is that the range of the likelihood and data
terms are very different. The reason for this difference is:
1. not including the standard deviation scale in the data-term
2. dimension reduction in the likelihood term
One avenue for future work would be to work on overcoming these challenges with the
likelihood term.
6.1.2 Unknown Material Shape
Currently our research assumes that the geometry of the material is known. Most of
our experiments assumed a spherical shape because a sphere shows all outgoing lighting
directions giving us the best possible conditions for reconstruction. We perform one ex-
periment specifically to assess the effect of applying this method on four non-spherical
shapes. The results from that experiment show that while shape does effect the results,
we are still able to achieve good results.
However transitioning this method into a practical acquisition technique means that
the geometry for the material would have to be acquired. While there are plenty of
geometry scanners on the market, this increases the number of steps needed to acquire
the BRDF. One avenue for future work would be to assume that the geometry is unknown
and to learn the geometry along with the BRDF. This presents a challenge because we have
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Log-likelihood: 18.4518 0.1296 0.2148 0.4375
Figure 6.1: Reconstructions for each material class for 4 selected materials observed
under the Eucalyptus Grove light probe, and revisualized under directional lighting. We
list the log-likelihood error on the observations, and mark the best solution in red.
to learn the shape from the image which can be difficult from a single viewpoint because
parts of the shape can be occluded presenting difficulty getting an accurate shape.
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6.1.3 Unknown Lighting
Our work makes two assumptions about the lighting. First, we assume that the lighting
is known. Second, we assume that the lighting is natural lighting. Knowing the lighting
allows us to remove any ambiguity between lighting and reflectance. For the capture
process, we capture the lighting by taking a photograph of a mirrored sphere under the
natural lighting creating a light probe that contains the lighting the material was captured
under.
However while recording the lighting, there are some potential hazards. When captur-
ing multiple photographs out in the wild, there is the potential for the lighting to change
when capturing the material and the light probe. Any misalignment of pixels between
the light probe and the observations can introduce error into our capture process and the
resulting BRDF. To make the capture process more efficient, we could assume the lighting
is unknown and recover the lighting and the BRDF from the same photograph. However
recovering the lighting from a single image of a material presents the challenge of distin-
guishing between lighting and albedo. Research that recovers both the lighting and the
reflectance uses multiple images of multiple viewpoints of the material [15, 28, 60]. Re-
constructing the BRDF with unknown lighting and unknown BRDF from a single image
would be a challenge with only a single photograph.
6.1.4 Anisotropic BRDFs and SVBRDFs
We assume that the materials we are recovering the BRDF of are isotropic homoge-
neous BRDFs. For most of our experiments we used isotropic homogeneous materials
from the MERL MIT BRDF database which produced good results. However, when we
performed our proof of concept on real materials we achieved good results for all but the
Dark Bronze material. Both the Dense Blue Foam and Orange Plastic materials could be
classified as isotropic and homogeneous. But the Dark Bronze material did not achieve as
good results as the other two due to the material having anisotropic qualities.
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In real life there are many materials that are anisotropic or have a spatially varying
BRDF (SVBRDF). A final extension to our research could be to change our assumption
from homogeneous isotropic BRDFs to homogeneous anisotropic BRDFs or SVBRDFs.
With isotropic BRDFs, we are able to assume the observations along the φ direction
are rotationally invariant which allows us to ignore one of the four dimensions. With
anisotripic BRDFs we can no longer make that assumption. This means that observations
shown now contain less information than before because we have an extra dimension to
consider. We would need to find a way to introduce more information into our method.
The first step would be to include anisotropic BRDFs into our basis which presents a
challenge in that there are not many databases that contain a lot of measured anisotropic
BRDFs. Additionally SVBRDFs assume a different BRDF at each point on the material
so there would be a significant amount of information to learn from only a single image.
6.1.5 Summary
In conclusion, there are many directions that we can take this research. First, we can
refine and improve the likelihood metric that was presented in this thesis. We can relax
some of our assumptions regarding the lighting or the geometry of the material. Relaxing
both assumptions would introduce their own unique challenges to this research. Finally,
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