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a b s t r a c t
This paper introduces a variant of direct and indirect radial basis function networks
(DRBFNs and IRBFNs) for the numerical solution of Poisson’s equation. We use
transformation from Cartesian coordinates to polar ones and use DRBFN and IRBFN
methods on the basis of a multiquadric approximation scheme. We have experienced that
the result shows better accuracy than previously knownones. Also, our newway of solution
does not influence the condition number.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
Many problems in physics and engineering are reduced to a set of differential equations in a mathematical model.
Analytical methods are frequently inadequate for obtaining solution and usually numerical methodsmust be resorted to [1].
There are some parameters that influence accuracy of the solution. For instance, the width parameter of a basis function,
scattered data points, et cetera. Many researchers work on these parameters. Tarwater [2] has found that by increasing the
shape parameter r2 (equivalent to the radial basis functions width parameter in this paper), the root-mean-square error
decreases. But, in general, as the width parameter increases, the system of equations to be solved becomes ill-conditioned.
Generally, the accuracy of multiquadric method depends on chosen value of r2. Hardy [3] used the following formula:
r2 = (0.815d)2 (1)
where d is the mean of distances from every data points (xi, yi) to the nearest point. Franke [4] expressed the relation as
below:
r2 =
[
1.25D√
N
]2
(2)
where D is the diameter of the circle which restrict all points and N is the number of sub-regions. This is similar to Hardy’s
formula that 1.25 is used instead of 0.815. Carlson and Foley [5] found that optimum value of r2 is independent from the
number of data points and the location of these points. Kansa [6] found that the best results achieved by multiquadric
approximation scheme when the parameter r2 is varied according to the following expansion:
r2(j) = r2min
(
r2max/r
2
min
)(j−1)/(N−1)
(3)
∗ Corresponding author.
E-mail addresses: ataei@kntu.ac.ir (A. Aminataei), mazarei_mehdi@yahoo.com (M.M. Mazarei).
0898-1221/$ – see front matter© 2008 Elsevier Ltd. All rights reserved.
doi:10.1016/j.camwa.2008.07.026
2888 A. Aminataei, M.M. Mazarei / Computers and Mathematics with Applications 56 (2008) 2887–2895
where r2min and r
2
max are input parameters; superscript j indexes the j-th data point and N is the number of data points.
However, in (3) Kansa [6] did not report how r2min and r
2
max should be chosen until later, when Moridis and Kansa [7] stated
that the ratio (r2max/r
2
min)must be in the range of 10–10
6. Zerroukat et al. [8] found that a constant shape parameter (r2 = r)
has achieved a better accuracy than the variable r2 as given by (3). Recently, Mai-Duy and Tran-Cong [1] have developed
the new methods based on the radial basis function networks (RBFNs) for the approximation of both functions and their
first and higher derivatives. The so called direct RBFN (DRBFN) and indirect RBFN (IRBFN) to methods were studied and it
was found that the IRBFN method yields consistently better results for both functions and their derivatives. In the present
paper, we do not discuss about the width parameter of a basis function. We have transformed the Cartesian coordinate to
the polar one and have used DRBFN and IRBFN methods to solve Poisson’s equation. The obtained results represented that
the accuracy of this new way is better than the above methods. Also, the accuracy of IRBFN method is influenced by the
width parameter of the radial basis functions such that this parameter must be in a special range and as it increases the
condition number increases too. But in this new way, variations of the width parameter of a basis function do not influence
at the accuracy of the numerical solution. Then, the condition number is small and the obtained system is stable. Hence, we
consider the width parameter of the radial basis functions with the following relation:
ri = di (4)
where di’s are distances between the points (xi, yi) and the nearest point.
The organization of this paper is as follows: In Sections 2 and 3,we give the theories of the DRBFN and the IRBFNmethods,
respectively. In Section 4, we talk about the new method. In Section 5, we provide some numerical experiments on the
two-dimensional Poisson’s equation with curved boundary and a three-dimensional plot of a PDE with the Dirichlet and
Neumann boundary conditions and finally in Section 6, we present some conclusions.
2. Direct radial basis function network method (DRBFN) [3]
In this method, we use from Hardy’s expression with one addition constant:
u(x) = w1 +
N∑
i=2
wigi(x) = w1 +
N∑
i=2
wi
√
a2i + r2i (5)
where a2i = (x− xi)2 + (y− yi)2 + (z − zi)2 + · · ·.
Here, we consider two-dimensional states, then a2i = (x− xi)2 + (y− yi)2.
In expression (5), the set of radial basis functions {gi(x)}Ni=1, is chosen in advance and the set of weights {wi}Ni=1 is to
be found. In the present study, {gi(x)}Ni=1 is multiquadric radial basis function. In the direct method (DRBFN), the closed
form RBFN approximation function (5), is first obtained from a set of training points and the derivative functions are then
calculated directly by differentiation of such closed RBFN. Thus, decomposition of the function can be written as:
u(x) = w1 +
N∑
i=2
wigi(x) = w1 +
N∑
i=2
wi
√
a2i + r2i . (6)
Once the weights are found, the derivatives are calculated by
uj(x) =
N∑
i=1
wihi(x) (7)
and
ujj(x) =
N∑
i=1
wih¯i(x) (8)
where
hi(x) = ∂gi
∂xj
(9)
and
h¯i(x) = ∂hi
∂xj
= ∂
2gi
∂xj∂xj
. (10)
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3. Indirect radial basis function network method (IRBFN) [1]
In the indirect method (the IRBFN), the formulation of the problem starts with the decomposition of the derivative of the
function into the radial basis functions. The derivative expression is then integrated to yield an expression for the original
function. For instance; in the case of multivariate functions with up-to second derivatives, the relevant expressions are:
ujj(x) =
N∑
i=1
wigi(x) =
N∑
i=1
wi
√
r2i + a2i (11)
uj(x) =
N∑
i=1
wiHi(x)+ C1 (12)
u(x) =
N∑
i=1
wiH¯i(x)+ C1xj + C2 (13)
where C1 and C2 are functions of independent variables other than xj and
Hi(x) =
∫
gi(x)dxj (14)
H¯i(x) =
∫
Hi(x)dxj. (15)
4. The newmethod
On the polar coordinate we have:
∇2u = ∂
2u
∂r2
+ 1
r
∂u
∂r
+ 1
r2
∂2u
∂θ2
. (16)
The Cartesian coordinate is transformed to the polar ones by below relations:{
x = r cos(θ)
y = r sin(θ);
{
r2 = x2 + y2
θ = tan−1
(y
x
)
.
(17)
The derivatives or integration of functions have been done on the polar coordinate.
5. Numerical experiments
In this section, we present three experiments, in which their numerical solution illustrate some advantages of the new
method with high accuracy and efficiency and we compare it with the other numerical schemes.
Problem 1. Consider the following two-dimensional Poisson’s equation:
∇2u = sin(pix1) sin(pix2) (18)
where 0 ≤ x1 ≤ 1 and 0 ≤ x2 ≤ 1 with u = 0 on whole boundary points.
The exact solution can be verified to be:
ue(x1, x2) = − 12pi2 sin(pix1) sin(pix2). (19)
We consider 20 points that 11 of these are boundary points and 9 are interior points and we have used multiquadric radial
basis functions method that Mai-Duy and Tran-Cong [1] had used. The results are the same as they had reported and were
the best results that are reported yet. Then, we have computed the approximate solution by the new method (on the polar
coordinate). The approximate solution of this new method is better than both (the DRBFN and the IRBFN) methods on
Cartesian ones. We denote the root-mean-square error by the RMSE as below:
RMSE =
√√√√ 1
N
N∑
k=1
(
uke − uk
)2
. (20)
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Table 1
Comparison of the accuracies of the DRBFN and the IRBFN methods on the Cartesian coordinate, polar one and exact solution of Problem 1
i xi yi DRBFN on the Cartesian
coordinate
DRBFN on the polar
coordinate
IRBFN on the Cartesian
coordinate
IRBFN on the polar
coordinate
Exact solution
1 0 0 .00000203 .00000110 .000010304 .00001001 .000000
2 .25 0 .00000111 .00001005 .000021180 .00001100 .000000
3 .5 0 .00000100 .00000210 .000010607 .00031001 .000000
4 .75 0 .00000201 .00000110 .000010330 .00001100 .000000
5 1 0 .00000104 .00000120 .000040017 .00001201 .000000
6 0 .3 .00000360 .00000301 .000011205 .00010002 .000000
7 .25 .3 .025684 .028761 .025633810 .02878671 .028981
8 .5 .3 .037582 .040750 .042081031 .04086310 .040985
9 .75 .3 .025684 .028661 .03801307 .02891066 .028981
10 1 .3 .00000100 .00002023 −.00022061 −.00020010 .000000
11 0 .6 .00000220 .00000103 .000010664 .00010210 .000000
12 .25 .6 .032760 .034107 .03198152 .03411012 .034069
13 .5 .6 .048052 .048081 .04636927 .04822809 .048181
14 .75 .6 .032760 .034107 .03816409 .03451403 .034069
15 1 .6 .00000107 .00000100 .000201037 −.00001100 .000000
16 0 1 .00001003 .00000200 −.00003071 −.00001100 .000000
17 .25 1 .011623 .00007047 .000030004 −.00001620 .000000
18 .5 1 .016897 .00009715 .000025087 −.00001011 .000000
19 .75 1 .011623 .00005302 .000020335 −.00001100 .000000
20 1 1 .000000 .00000202 .000014060 .00030100 .000000
Fig. 1. Comparison between results obtained from the IRBFN method on the polar coordinate and exact solution. The blue points are exact solution and
the red points are computed one’s. (Since, the norm of error is very small and the coordinate of points are large, then the red and the blue points lay over
each other.) (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
The RMSE of the DRBFN method was 3.9 × 10−1, but when the new method is used on the polar coordinate, the RMSE is
3.81×10−3. Also, the RMSE of the IRBFNmethodwas 2.44×10−3, butwhen the newmethod is used on the polar coordinate,
the RMSE is 1.7× 10−4. The obtained results are represented in Table 1 and the comparison between them is given in Fig. 1.
Since, the points of solution are coincident to each other; hence in Fig. 2, the three-dimensional plot of the exact solution is
only shown.
Problem 2. Consider the following two-dimensional Poisson’s equation in the elliptical region:
uxx + uyy = −2. (21)
The great diameter of the ellipse is a and small diameter is b. The boundary condition is: u = 0 on all of boundary points.
The equation of ellipse is:
x2
a2
+ y
2
b2
= 1. (22)
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Fig. 2. The three-dimensional plot of the exact solution of ∇2u = sin(pix1) sin(pix2).
Fig. 3. The location of points that have been used for the solution of Poisson’s equation uxx + uyy = −2 on an ellipse.
Since the above ellipse is a symmetrical region, then we have solved this equation on the first quarter. The Dirichlet and
the Neumann boundary conditions are:
ux = 0 on the line x = 0,
uy = 0 on the line y = 0,
and
on the bound of ellipse u = 0.
The analytical solution is: ue(x, y) = −
[
x2
a2
+ y
2
b2
− 1
] [
a2b2
a2 + b2
]
. (23)
The results have been computed for a = 10 and b = 8. This problem had been solved by Sharan et al. [9]. The norm of
error was 3.57 × 10−4. They had considered 28 data points on the first quarter such that 17 points were boundary points
which were selected at random. Mai-Duy and Tran-Cong [1] had achieved the better accuracy by the DRBFN and the IRBFN
methods. The norm of errors in the DRBFN and the IRBFN methods were 1.356× 10−5 and 5.411× 10−7, respectively. We
have used from the DRBFN and the IRBFN methods on the polar coordinate and have achieved better accuracies. The norm
of errors in these new ways are 1.24× 10−5 and 8.15× 10−8, respectively. We have also used for 28 scattered data points
such that 17 of these points are boundary points and 11 are interior points (Fig. 3). The comparison between results obtained
from thesemethods is represented in Table 2. Also, results obtained from the IRBFNmethod on the polar coordinate and the
exact solution has been shown in Fig. 4. Since, the norm of error is very small and the coordinate of points are large, then the
red and the blue points lay over each other. On the other words, the points of solution are coincident to each other; hence,
the three- dimensional plot of the exact solution is only shown in Fig. 5.
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Table 2
Comparison of the accuracies of the DRBFN and the IRBFN methods on the Cartesian coordinate, polar one and exact solution of Problem 2
i (xi, yi) DRBFN on the Cartesian
coordinate
DRBFN on the polar
coordinate
IRBFN on the Cartesian
coordinate
IRBFN on the polar
coordinate
Exact solution
1 (0, 0) 39.0243879999937 39.0243897999991 39.0243898499531 39.02438984999991 39.02438985365854
2 (0, 1.6) 37.4634139999919 37.4634139999967 37.4634142399508 37.46341423999991 37.46341424390244
3 (0, 4) 29.2682919990718 29.2682919999939 29.2682922901000 29.26829228999993 29.26829229268293
4 (0, 6.4) 14.0487699990139 14.0487799999901 14.0487800901673 14.04878008999962 14.04878009756098
5 (0, 8) .000001088 .000000139 .0000000001851 −.00000000000067 −.00000039024390
6 (2, 0) 37.4634145999992 37.4634159999130 37.4634146299669 37.46341462999996 37.46341463414634
7 (4, 0) 32.780487011941 32.7804869999992 32.7804877999642 32.78048779999996 32.78048780487805
8 (6, 0) 24.975608799959 24.9756089999906 24.9756097599265 24.97560975999994 24.97560975609756
9 (8, 0) 14.048779999210 14.0487799999550 14.0487804898549 14.04878048999994 14.04878048780488
10 (10, 0) .000006174 .000000220 .00000000026513 .000000000000041 0
11 (2, 1.6) 35.902438999983 35.9024390099997 35.9024390199926 35.90243901999995 35.90243902439024
12 (4, 1.6) 31.219510999617 31.2195119999876 31.2195121899853 31.21951218999988 31.21951219512195
13 (6, 1.6) 23.414632889999 23.4146339999902 23.4146341399425 23.41463413999976 23.41463414634146
14 (8, 1.6) 12.487803999771 12.4878039999889 12.4878048698791 12.48780486999966 12.48780487804878
15 (2, 4) 27.707316999931 27.7073170599994 27.7073170700670 27.70731706999987 27.70731707317073
16 (4, 4) 23.024391103070 23.0243901999995 23.0243902400424 23.02439023999969 23.02439024390244
17 (6, 4) 15.219511999839 15.2195119999331 15.2195121999908 15.21951219999950 15.21951219512195
18 (8, 4) 4.292682999687 4.2926830000089 4.29268292696763 4.29268292699947 4.292682926829268
19 (2, 5.6) 18.3414632999978 18.3414633999904 18.3414634101113 18.34146340999964 18.34146341463414
20 (4, 5.6) 13.6585352899961 13.6585364999996 13.6585365801105 13.65853657999945 13.65853658536585
21 (6, 5.6) 5.853657999997 5.8536579999371 5.85365853009719 5.85365852999952 5.85365853658536
22 (9.798, 1.6) −.0003129999578 −.00031400018014 .00000000015995 −.000313749999941 −.00031375609756
23 (8.66, 4) .0017181000460 .00170599999819 .00000000021897 .001717069999963 .00171707317073
24 (7.141, 5.6) .0023867499697 .00238699999120 .00000000012104 .002387899999937 .00238790243902
25 (2, 7.838) .0035096899993 .00350980000011 .00000000020720 .003509755999992 .00350975609756
26 (4, 7.332) .0010819998952 .00108199999209 .00000000014889 .001082919999370 .00108292682927
27 (6, 6.4) .000001472 .000000610 .00000000011217 .00000000000087 0
28 (8, 4.8) .000003822 .000000344 .00000000012138 .00000000000086 0
Fig. 4. Comparison between results obtained from the IRBFN method on the polar coordinate and exact solution. The blue points are the exact solution
and the red points are computed ones. (Since the norm of error is very small and the coordinate of points are large, then the red and the blue points lay
over each other.) (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
Problem 3. Consider the following PDE:
∇2u = (λ2 + µ2) exp(λx+ µy). (24)
This PDE has the below Dirichlet and Neumann boundary conditions on 0 ≤ x ≤ 1 and 0 ≤ y ≤ 1:
ux = λ exp(λx+ µy) at x = 0 and x = 1,
and
u = exp(λx+ µy) at y = 0 and y = 1. (25)
The exact solution is: ue(x, y) = exp(λx+ µy). Here, λ and µ are, respectively, 2 and 3.
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Fig. 5. The three-dimensional plot of the exact solution of uxx + uyy = −2.
Table 3
Comparison of the accuracies of the DRBFN and the IRBFN methods on the Cartesian coordinate, polar one and exact solution of Problem 3
i xi yi DRBFN on the Cartesian
coordinate
DRBFN on the polar
coordinate
IRBFN on the Cartesian
coordinate
IRBFN on the polar
coordinate
Exact solution
1 0 0 1.0210001 1.0000210 1.0000028 1.00000008 1.0
2 .2 0 1.4889716 1.4918716 1.4918290 1.49182482 1.491824698
3 .4 0 2.2248719 2.2255759 2.2255466 2.22554106 2.225540928
4 .6 0 3.3550034 3.3201034 3.320128 3.32011704 3.320116923
5 .8 0 4.9550641 4.9530664 4.953046 4.95303252 4.953032424
6 1 0 7.3587033 7.3890033 7.389082 7.38905618 7.389056099
7 0 .2 1.8640809 1.8221809 1.822122 1.82215529 1.822118800
8 .2 .2 2.74553604 2.71823604 2.718288 2.71828192 2.718281828
9 .4 .2 4.0741922 4.0551766 4.055208 4.05520006 4.055199967
10 .6 .2 6.0854644 6.0496224 6.049661 6.04964756 6.049647464
11 .8 .2 9.0226081 9.0250810 9.025034 9.02501359 9.025013499
12 1 .2 13.4527912 13.4637997 13.463768 13.46373811 13.46373804
13 0 .4 3.3708553 3.3201498 3.320120 3.320183368 3.320116923
14 .2 .4 4.9247716 4.9530725 4.953039 4.95303250 4.953032424
15 .4 .4 7.3841002 7.3890202 7.389062 7.38905615 7.389056099
16 .6 .4 11.0354461 11.0231397 11.023193 11.02317643 11.02317638
17 .8 .4 16.4629917 16.4445985 16.444667 16.44464682 16.44464677
18 1 .4 24.5555803 24.5325419 24.532563 24.53253024 24.53253020
19 0 .6 6.0479571 6.0496338 6.049652 6.049768500 6.049647464
20 .2 .6 9.02466199 9.02506207 9.025022 9.025013560 9.025013499
21 .4 .6 13.4650102 13.4637271 13.463751 13.46373807 13.46373804
22 .6 .6 20.0843303 20.0855346 20.085553 20.08553694 20.08553692
23 .8 .6 29.9560771 29.9642563 29.964123 29.96410005 29.96410005
24 1 .6 44.7007798 44.7011307 44.701213 44.70118450 44.70118449
25 0 1 20.0964770 20.0855128 20.0855468 20.08593869 20.08553692
26 .2 1 29.9426671 29.9642633 29.9641110 29.96410012 29.96410005
27 .4 1 44.7130012 44.7012015 44.701197 44.70118450 44.70118449
28 .6 1 66.6753448 66.6863827 66.686349 66.68633099 66.68633104
29 .8 1 99.4626504 99.4843504 99.484339 99.48431551 99.48431564
30 1 1 148.422798 148.413148 148.413187 148.4131590 148.413159
Kansa [6] had solved this problem by multiquadric approximation scheme. He had used for 30 points and showed that
the norm of error was 1.66× 10−2. Mai-Duy and Tran-Cong [1] had solved this PDE by the DRBFN and the IRBFN methods,
and the norm of errors were 4.52 × 10−2 and 5.75 × 10−5, respectively. In this paper, at first we have solved the PDE
by the DRBFN and the IRBFN methods on the Cartesian coordinate and then have transformed the PDE and it’s boundary
conditions into the polar ones and have done the same. We have also used 30 points and have seen that the norm of errors
are 5.62×10−5 and 7.53×10−8, respectively. The obtained results are compared in Table 3. Also, the obtained results from
the IRBFN method on the polar coordinate and the exact solution have been shown in Fig. 6. Since, the solution points are
coincident to each other; hence in Fig. 7, the three- dimensional plot of the exact solution is only given.
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Fig. 6. Comparison between results obtained from the IRBFN method on the polar coordinate and exact solution. The blue points are the exact solution
and the red points are computed ones. (Since the norm of error is very small and the coordinate of points are large, then the red and the blue points lay
over each other.) (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
Fig. 7. The three-dimensional plot of the exact solution of ∇2u = (λ2 + µ2) exp(λx+ µy).
6. Conclusions
In the present paper, we have expressed that the transformation of Poisson’s equation into the polar coordinate can
achieve a better accuracy than the DRBFN and the IRBFN methods on the Cartesian ones. Also, the condition number of the
IRBFN method becomes larger and larger when ri (the width parameter) is increasing (on the Cartesian coordinate). Since
we do not increase the width parameter in this new way of solution (on the polar coordinate), then the condition number
is not increasing and the system is stable. This transformation influences on the accuracy of the IRBFN method much more
than the development of the accuracy of the DRBFN method as we have seen.
It should be noted that the computations associated with the experiments discussed above were performed by using
Maple 10.
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