Consider testing for independence against stochastic order in an ordered 2xJ contingency table, under product multinomial sampling. In applications one may wish to exploit prior information concerning the direction of the treatment effect, yet ultimately end up with a testing procedure with good frequentist properties. As such, a reasonable objective may be to simultaneously maximize power at a specified alternative and ensure reasonable power for all other alternatives of interest. For this objective, none of the available testing approaches are completely satisfactory. A new class of admissible adaptive tests is derived. Each test in this class strictly preserves the Type I error rate and strikes a balance between good global power and nearly optimal (envelope) power to detect a specific alternative of most interest. Prior knowledge of the direction of the treatment effect, the level of confidence in this prior information, and possibly the marginal totals might be used to select a specific test from this class.
Introduction
When comparing two treatments on the basis of an ordinal endpoint, the data can be summarized as a 2xJ contingency table. The objective tumor response data, e.g., from 35 ovarian cancer patients treated with cisplatin-based combination chemotherapy and salvage platinum-based therapy (Chiara et al., 1993) are (4,7,2,2) and (1, 6, 7, 6 ) for patients with treatment-free intervals ≤ 12 months and > 12 months, respectively, with categories for 'progressive disease', 'stable disease', 'partial response', and 'complete response'. Combining the two 'non-response' categories, as is common, yields counts C 1 = (11,2,2) and C 2 = (7,7,6) in the two groups. For simplicity, the case J = 3 is treated, but with modification the results apply more generally. It is common in practice to dispense with the specification of the alternative hypothesis, and proceed directly to the analysis.
Vance W. Berger is Mathematical Statistician at the NCI and Adjunct Professor at University of Maryland Baltimore County. E-mail: vb78c@nih.gov. Anastasia Ivanova is Assistant Professor, Dept. of Biostatistics, School of Public Health., University of North Carolina -Chapel Hill. E-mail: aivanova@bios.unc.edu. This failure to make the specific alternative hypothesis explicit is unfortunate, because it should serve as the basis for selecting and evaluating the analysis. Linear rank tests, based on assigning numerical scores to the categories, are the most powerful tests to detect point alternatives. If one wishes to test for the superiority of one treatment to another, then stochastic order serves as a reasonable (composite) alternative hypothesis (Cohen and Sackrowitz, 1998) . Unless the margins satisfy pathological conditions, there is no uniformly most powerful test or monotone likelihood ratio. When testing for stochastic order, nonlinear rank tests, including the Smirnov, improved (Berger and Sackrowitz, 1997) , convex hull (Berger, Permutt, and Ivanova, 1998; henceforth BPI) , and COM(L) Fisher tests, tend to have better overall power profiles than linear rank tests do. Berger's (1998) adaptive nonlinear rank test can be generalized to provide an entire class of exact, admissible, adaptive nonlinear rank tests, each of which balances omnibus power for any stochastically ordered alternative against optimal power to detect a specific alternative of greatest interest. The margins may be used to suggest the selection of one particular test from this novel class of tests. The exact conditional powers of some of the aforementioned tests are compared.
Notation and Formulation
Consider product multinomial sampling, with n 1 and n 2 (each fixed by the design) patients treated with the control and active treatments, respectively. The vectors of cell probabilities (each summing to one) are π 1 =(π 11 ,π 12 ,π 13 ) and π 2 =(π 21 ,π 22 ,π 23 ), respectively, and the corresponding trinomial random vectors are C 1 = (C 11 ,C 12 ,C 13 ) and C 2 = (C 21 ,C 22 ,C 23 ), with n i = C i1 + C i2 + C i3 , i = 1, 2. The log odds ratios, θ 1 and θ 2 , are calculated from π 1 and π 2 as θ 1 = log{(π 11 π 23 )/(π 21 π 13 )} and θ 2 = log{(π 12 π 23 )/(π 22 π 13 )}.
Let T j = C 1j + C 2j , j = 1,2,3. Conditional on T = (T 1 ,T 2 ,T 3 ), the sample space Γ is the set of 2 × 3 contingency tables with nonnegative integer cell counts, and row and column totals n = (n 1 ,n 2 ) and T, respectively. Given T, n, and c = (C 11 ,C 12 ), the entire 2 × 3 contingency table can be reconstructed as C 13 = n 1 -C 11 -C 12 and C 2 = T -C 1 . Thus, c suffices to denote a point of Γ. for all 87 tables of Γ for the example, {(11,2,2);(7,7,6)}, with observed table (11, 2) circled.
, and
Π j C ij !, the density follows the exponential family:
Let ∆ 1 = π 11 -π 21 , and ∆ 2 = (π 11 + π 12 )-(π 21 + π 22 ) = π 23 -π 13 . If ∆ 1 ≥ 0, and ∆ 2 ≥ 0, at least one strictly, then the active treatment is objectively superior to the control. One may wish to test H: π 1 = π 2 against the one-sided alternative hypothesis that the active response distribution is stochastically larger than the control
As will be explained, this is not actually possible with a conditional test. By (2.1), P π {c|T} depends on π only through θ (π), so if θ (π) = θ (π * ), then c offers no information with which to distinguish π from π * . To be identifiable, then, the hypotheses must be formulated in terms of θ (Berger, 1998) .
The null hypothesis π 1 = π 2 is equivalent to H: θ (π) = 0, but unless 0≤ θ 2 ≤ θ 1 , θ (π) provides insufficient information with which to determine if π satisfies H A ' because no conditional alternative hypothesis is equivalent to H' A . Note, e.g., that {(3,3,4)/10;(2,4,4)/10} satisfies H A ' and {(21,51,328)/400; (7,34,164)/205} does not, yet θ = (log(3/2),log(3/4)) for both. The conditional power to detect π depends on θ (π) only, so no conditional test that preserves the α-level whenever H' A does not hold can be globally powerful whenever it does hold. However, if π satisfies H' A , then θ 1 (π) > 0;
and if θ 1 > 0, then for any θ 2 there exists (Berger and Sackrowitz, 1997) π satisfying H' A such that θ (π) = (θ 1 ,θ 2 ). As such, θ 1 is the key parameter; the active treatment is superior on Ω A = {θ |θ 1 > 0}, no different on Ω 0 = {θ |θ 1 = 0}, and inferior
on Ω C = {θ |θ 1 < 0}. It is reasonable, then, to test H against H A : θ 1 > 0. The large unconditional indifference region, where neither group stochastically dominates the other, has, by conditioning, been absorbed into Ω 0 ∪ Ω A ∪ Ω C . Let δ(θ) = 1 -θ 2 /θ 1 be the direction of the effect. As θ 1 increases in both ∆ 1 and ∆ 2 , while θ 2 (θ 1 -θ 2 ) increases in ∆ 2 (∆ 1 ), and decreases in ∆ 1 (∆ 2 ), the superiority of the active treatment to the control is due primarily to a shift from the middle to the best outcome (∆ 2 > ∆ 1 ) if δ(θ) is small, or from the worst to the middle Let
By Lemma 1 (in the Appendix), v * (c) consists of the scores that minimize not just p v (c)
Hence,
p v+ε(c) (c)}, is a true p-value. As Γ has finitely many subsets, there can be only a finite number of values for p v (c), so the minimum p-value is attained, and v 1998) , is offset by its potentially poor power on Ω A -Ω δ(θ) . In fact,
D[Γ]
may not be contained in the ϕ v critical region R α (ϕ v ) for any ν, so for Table 1 . All possible linear rank tests with scores (0,v,1), with middle score v∈ [0, 2] , for the data set {(11,2,2);(7,7,6)}, along with the number of points in its level set, the endpoints and null probabilities of each segment of its level set, and various p-values. (null probabilities of various extreme regions). each ν there will exist θ ∈ Ω A for which the power of ϕ v to detect lθ tends to zero as l gets large (BPI, 1998) . Podgor, Gastwirth, and Mehta (1996) proposed the maximin efficiency robust test (MERT) in hopes of providing better power than linear rank tests. Ironically, the MERT is itself a linear rank test; its rejection region may also fail to contain D [Γ] , leading to poor power on parts of Ω A and no power in the limit in some directions. Berger and Ivanova (2002) showed that at certain α-levels the most stringent linear rank test is ϕ vS , . However, ϕ S is not generally admissible (Berger, 1998) . Permutt and Berger (2000) and Ivanova and Berger (2001) each proposed refinements of ϕ S that break its ties. Although such refinements are necessarily uniformly more powerful than ϕ S (Rohmel and Mansmann, 1999, p. 158) , the term "improvement of ϕ" is reserved for a test whose exact (possibly randomized) version is uniformly more powerful than the exact (possibly randomized) version of ϕ. By this definition, refinements are rarely improvements. Berger and Sackrowitz (1997) developed methodology for constructing improvements of a given inadmissible test. In fact, by improving the "ignore-the-data" test, ϕ ITD (c) = α for all c ∈ Γ, Berger and Sackrowitz (1997) constructed the first known test for this problem that is simultaneously admissible and unbiased. However, rejection regions at different α-levels need not be nested, so these improved tests may not yield unambiguous p-values, and thus are of somewhat limited value.
Berger (1998) established the one-to-one correspondence between the class of convex hull type tests and the minimal complete class of admissible tests. The convex hull test (BPI, 1998) , ϕ CH , is the simplest member of this convex hull class, and is qualitatively similar to the improvements of both ϕ S and ϕ ITD , while minimizing, among all families of tests, the α-level required for its rejection region to contain D [Γ] .
In addition, ϕ CH is based on a test statistic, so rejection regions at different α-levels are nested, and p-values are provided. As such, ϕ CH is about as good a test as there is for testing and ϕ CH are defined not algebraically but relationally, by the relative position of c within Γ, the rejection regions need to be constructed recursively. This feature is a barrier to their use.
Adaptive Tests
Gross (1981, Section 5) suggested that an "analysis based on ... data-dependent scores may yield procedures that compare favorably to fixedscore procedures ...". Distinct from another definition used, e.g., by Rukhin and Mak (1992) , Hogg (1974, p. 917) and Edgington (1995, pp. 371-373) defined adaptive tests as tests with databased test statistics. This allows Γ to be partitioned into regions sharing a common test statistic. Because the region need not be even nearly ancillary, conditioning on the region (as suggested by Donegani, 1991, and Good, 1994, p. 122 ) may entail a loss of power. Comparing the value of the test statistics across regions avoids this loss of power. The intuitive objection to "comparing apples to oranges" notwithstanding, such an approach is "good" or "bad" only to the extent to which it produces a "good" or "bad" test. This approach results in tests with excellent power properties. In fact, Gastwirth (1985) stated that "when the MERT for a particular problem has a low r 2 , adaptive procedures are needed".
Without knowing θ a priori, it is unclear where to maximize the power. One could estimate δ(θ ) from c, say as δ p(c) , perhaps using maximum likelihood, and use the MP test 
ϕ A is intuitively similar to union-intersection tests (Roy, 1953; Marden, 1991) . Despite being constructed non-recursively, ϕ A is a convex hull type test (Berger, 1998) ; hence ϕ A is always admissible. Also, ϕ A tends to be omnibus, as
Accommodating a Favored Alternative Suppose that one believes a priori that δ(θ) = δ P . Let τ≥0 be a measure of the strength in the belief that δ(θ) = δ P . The dual objectives are ensuring nearly MP power on Graubard and Korn (1987) suggested that without a reason to use a different δ P , ϕ 0.5 should be used. The desire to focus power on the "central" direction, Ω 0.5 , is understandable, but the use of linear rank tests in general (BPI, 1998; Berger and Ivanova, 2002) , and ϕ 0.5 in particular (Ivanova and Berger, 2001) , have been criticized. Now ϕ 0.5,τ offers good central power without sacrificing global power (unless τ = ∞). Βut even if τ = ∞, ϕ 0.5,∞ is still more powerful than, and hence preferable to ϕ 0.5 .
Margin-Based Selection of δ P and τ
Recall that v S can be determined from the margins (n and T, summarized by Γ). In some cases, it may be reasonable to use v S as δ P . In others, it may be reasonable to use the margins to find the largest τ that allows R α ( Table 2 or 57/112, respectively, which is quite respectable.
Conclusion
In an effort to improve the comparison of two treatments on the basis of ordinal data, a new class of adaptive tests was defined, and shown to be admissible, while providing unambiguous p-values and a non-iterative construction. If one is interested in testing for θ 1 > 0, and has no particular preference for any subset of Ω A relative to any other, then ϕ CH would be a fine test to use.
However, ϕ A and ϕ 0.5,1 are also excellent omnibus tests, and are easier to compute then ϕ CH . If one is interested in testing for stochastic order, and uses θ 1 > 0 only as a surrogate, then ϕ A and ϕ 0.5,1 are probably better tests than ϕ CH .
Certainly if one is in the situation treated in this article, with a preferred direction, then an appropriate adaptive test would be the test of choice. There is nothing particular about ordered trinomial distributions that makes this problem especially amenable to treatment with the adaptive approach. For any hypothesis testing problem with a composite alternative hypothesis, one can enumerate the alternatives and the corresponding MP test for each. One can then apply each of these MP tests to a given outcome, and find the smallest of the resulting p-values. Using this minimized MP p-value as a test statistic produces a test analogous to ϕ A , and reduces to the uniformly most powerful test if one exists. If not, then the adaptive tests that bridge the gap between ϕ A and the MP tests to detect a favored direction should have good properties in a variety of contexts.
