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Abstract: LetW (b) be a class of free Lie conformal algebras of rank 2 withC[∂ ]-basis {L,H} and relations
[LλL] = (∂ +2λ )L, [LλH] =
(
∂ +(1−b)λ)H, [HλH] = 0,
where b is a nonzero complex number. In this paper, we classify extensions between two finite irreducible
conformal modules over the Lie conformal algebras W (b).
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1 Introduction
Conformal modules of Lie conformal algebras were introduced in [4]. Cheng and Kac studied finite
conformal modules over the Virasoro, the Neveu-Schwarz and the current conformal algebras in [1]. In
general, conformal modules are not completely reducible. Thus it is necessary to study the extension prob-
lem. In [2, 3], Cheng, Kac and Wakimoto classified extensions between finite conformal modules over the
Virasoro, the current, the Neveu-Schwarz and the semi-direct sum of the Virasoro and the current conformal
algebras. In [5], Ngau Lam solved the same problem for the supercurrent conformal algebras by using the
techniques developed in [2].
In this paper, we aim to study extensions between conformal modules over a class of Lie conformal
algebras W (b), which was introduced in [7] as the Lie conformal algebras associated with the Lie algebras
W(a,b) with a,b ∈C. By definition, the Lie conformal algebra W (b) =C[∂ ]L⊕C[∂ ]H with the λ -bracket
[LλL] = (∂ +2λ )L, [LλH] =
(
∂ +(1−b)λ)H, [HλH] = 0, (1.1)
where b ∈ C. Finite irreducible conformal modules over W (b) were classified in [8]. It turns out that any
finite irreducible conformal W (b)-module is free of rank one and of the form M(α ,β ,∆) = C[∂ ]v∆ with
(∆,β ) 6= (0,0) if b= 0 or M(α ,∆) = C[∂ ]v∆ with ∆ 6= 0 if b 6= 0 (see Proposition 2.5).
For each b, the Lie conformal algebra W (b) is a semidirect product of the Virasoro conformal algebra
Vir=C[∂ ]L with [LλL] = (∂ +2λ )L and the conformal Vir-module C[∂ ]H on which the action of L is given
by LλH =
(
∂ +(1−b)λ)H . Two special cases ofW (b) should be pointed out. One isW (0), which is called
Heisenberg-Virasoro conformal algebra in [7]. Its cohomology was studied in [9]. The other one is W (−1),
which is exactly theW (2,2) Lie conformal algebra. Its conformal derivations and central extensions were
studied in [10].
In this paper, we will consider extensions of conformal W (b)-modules with b 6= 0, since this problem
for W (0)-modules have been solved in [6]. The rest paper is organized as follows. In Section 2, we recall
∗Corresponding author: lmyuan@hit.edu.cn (Lamei Yuan)
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the notions of conformal modules and their extensions, and some known results. In Section 3, we consider
extensions of conformal W (b)-modules of the following three types:
0−→ Ccγ −→ E −→M(α ,∆)−→ 0, (1.2)
0−→M(α ,∆)−→ E −→ Ccγ −→ 0, (1.3)
0−→M(α¯ , ∆¯)−→ E −→M(α ,∆)−→ 0. (1.4)
where M(α ,∆) and M(α¯ , ∆¯) are irreducible W (b)-modules, and Ccγ is the 1-dimensional W (b)-module
with Lλcγ = Hλcγ = 0 and ∂cγ = γcγ . During the whole process, we use some results of the Virasoro
conformal algebra from [2]. The main results of our paper are summarized in Theorems 3.2, 3.4 and 3.7.
2 Preliminaries
In this section, we recall some definitions, notations, and related results for later use. For more details,
the reader is referred to [1, 2, 8].
Definition 2.1. A conformal module M over a Lie conformal algebra R is a C[∂ ]-module endowed with a
C-linear map R→ EndCM⊗CC[λ ], a 7→ aMλ , satisfying the following conditions for all a,b ∈ R:
[aMλ ,b
M
µ ] = a
M
λ b
M
µ −bMµ aMλ = [aλb]Mλ+µ ,
(∂a)Mλ = [∂ ,a
M
λ ] =−λaMλ .
A module M over a conformal algebra R is called finite, if M is finitely generated over C[∂ ]. A module M
over a conformal algebra R is called irreducible if there is no nontrivial invariant subspace.
The vector space C is viewed as a trivial module with trivial actions of ∂ and R. For a fixed nonzero
complex constant α , there is a natural C[∂ ]-module structure on Ccα , such that Ccα = C and ∂cα = αcα .
Then Ccα becomes an R-module with trivial action of R.
Let V andW be two modules over a Lie conformal algebra (or a Lie algebra) R. An extension ofW by
V is an exact sequence of R-modules of the form
0−→V i−→ E p−→W −→ 0. (2.1)
Two extensions 0 −→ V i−→ E p−→W −→ 0 and 0 −→V i′−→ E ′ p
′
−→W −→ 0 are said to be equivalent if
there exists a commutative diagram of the form
0 −−−−→ V i−−−−→ E p−−−−→ W −−−−→ 0
1V
y ψy 1Wy
0 −−−−→ V i′−−−−→ E ′ p
′
−−−−→ W −−−−→ 0,
where 1V :V →V and 1W :W →W are the respective identity maps and ψ : E → E ′ is a homomorphism of
modules.
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The direct sum of modules V ⊕W obviously gives rise to an extension. Extensions equivalent to it
are called trivial extensions. In general, an extension can be thought of as the direct sum of vector spaces
E =V ⊕W , where V is a submodule of E , while for w inW we have:
a ·w= aw+φa(w), a ∈ R,
where φa :W →V is a linear map satisfying the cocycle condition:
φ[a,b](w) = φa(bw)+aφb(w)−φb(aw)−bφa(w), b ∈ R.
The set of these cocycles form a vector space over C. Cocycles equivalent to the trivial extension are called
coboundaries. They form a subspace and the quotient space by it is denoted by Ext(W,V ).
For the Virasoro conformal algebra Vir, it was shown in [1] that all free nontrivial Vir-modules of rank
one over C[∂ ] are the following ones (∆,α ∈ C):
M(α ,∆) = C[∂ ]v∆, Lλ v= (∂ +α +∆λ )v∆. (2.2)
The module M(α ,∆) is irreducible if and only if ∆ 6= 0. The module M(α ,0) contains a unique nontrivial
submodule (∂ +α)M(α ,0) isomorphic toM(α ,1). Moreover, the modules M(α ,∆) with ∆ 6= 0 exhaust all
finite irreducible non-1-dimensional Vir-modules.
In [2], extensions over the Virasoro conformal modules of the following types have been classified:
0−→ Ccγ −→ E −→M(α ,∆)−→ 0, (2.3)
0−→M(α ,∆)−→ E −→ Ccγ −→ 0, (2.4)
0−→M(α¯ , ∆¯)−→ E −→M(α ,∆)−→ 0. (2.5)
The following are the corresponding results.
Theorem 2.2. (cf. Ref. [2]) Nontrivial extensions of the form (2.3) exist if and only if α + γ = 0 and ∆ = 1
or 2. In these cases, they are given (up to equivalence) by
Lλv∆ = (∂ +α +∆λ )v∆ + f (λ )cγ ,
where
(i) f (λ ) = c2λ
2, for ∆ = 1 and c2 6= 0.
(ii) f (λ ) = c3λ
3, for ∆ = 2 and c3 6= 0.
Furthermore, all trivial cocycles are given by scalar multiples of the polynomial f (λ ) = α + γ +∆λ .
Theorem 2.3. (cf. Ref. [2]) There are nontrivial extensions of Virasoro conformal modules of the form (2.4)
if and only if α + γ = 0 and ∆ = 1. These extensions are given (up to equivalence) by
Lλ cγ = f (∂ ,λ )v∆, ∂cγ = γcγ +h(∂ )v∆,
where f (∂ ,λ ) = h(∂ ) = a0, and a0 6= 0.
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Theorem 2.4. (cf. Ref. [2]) Nontrivial extensions of the form (2.5) of Virasoro conformal modules exist only
if α = α¯ and ∆− ∆¯ = 0,1,2,3,4,5,6. In these cases, they are given (up to equivalence) by
Lλ v∆ = (∂ +α +∆λ )v∆ + f (∂ ,λ )v∆¯.
And the following is a complete list of values of ∆ and ∆¯ along with the corresponding polynomials f (∂ ,λ ),
whose nonzero scalar multiples give rise to nontrivial extensions (by replacing ∂ by ∂ +α):
(i) ∆ = ∆¯, f1(∂ ,λ ) = c0+ c1λ ,(c0,c1) 6= (0,0).
(ii) ∆ = 1, ∆¯ = 0, f2(∂ ,λ ) = c0∂ + c1∂λ + c2λ
2
, where (c0,c1,c2) 6= (0,0,0).
(iii) ∆− ∆¯ = 2, f3(∂ ,λ ) = λ 2(2∂ +λ ).
(iv) ∆− ∆¯ = 3, f4(∂ ,λ ) = ∂λ 2(∂ +λ ).
(v) ∆− ∆¯ = 4, f5(∂ ,λ ) = λ 2(4∂ 3+6∂ 2λ −∂λ 2+ ∆¯λ 3).
(vi) ∆ = 5, ∆¯ = 0, f6(∂ ,λ ) = 5∂
4λ 2+10∂ 2λ 4−∂λ 5.
(vi’) ∆ = 1, ∆¯ =−4, f6′(∂ ,λ ) = ∂ 4λ 2−10∂ 2λ 4−17∂λ 5−8λ 6.
(vii) ∆ = 7
2
±
√
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2
,∆− ∆¯ = 6, f7(∂ ,λ ) = ∂ 4λ 3− (2∆¯+3)∂ 3λ 4−3∆¯∂ 2λ 5− (3∆¯+1)∂λ 6− (∆¯+ 928)λ 7.
The following result, due to [8], gives all finite free irreducible conformal modules over the Lie confor-
mal algebras W (b).
Proposition 2.5. (cf. Ref. [8]) Any finite free irreducible conformal module over the Lie conformal algebra
W (b) is of the form
M = C[∂ ]v∆, Lλv∆ = (∂ +α +∆λ )v∆, Hλv∆ = δb,0v
¯
∆,
with ∆, α , β ∈ C, and (∆,β ) 6= (0,0).
In this paper, we denote the W (b)-module M from Proposition 2.5 byM(α ,β ,∆) if b= 0, andM(α ,∆)
if b 6= 0, respectively.
3 Extensions of conformal W (b)-modules
In this section, we always assume that b 6= 0. In this case, it follows from Proposition 2.5 that any finite
free irreducible conformal module over the Lie conformal algebra W (b) is of the form
M(α ,∆) =C[∂ ]v∆, Lλv∆ = (∂ +α +∆λ )v∆, Hλv∆ = 0,
where ∆, α ∈ C, and ∆ 6= 0.
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Let M be a C[∂ ]-module. By Definition 2.1, a W (b)-module structure on M is given by LMλ ,H
M
µ ∈
EndC(M)[λ ] such that
[LMλ ,L
M
µ ] = (λ −µ)LMλ+µ , (3.1)
[LMλ ,H
M
µ ] =−(bλ +µ)HMλ+µ , (3.2)
[HMλ ,L
M
µ ] = (λ +bµ)H
M
λ+µ , (3.3)
[HMλ ,H
M
µ ] = 0, (3.4)
[∂ ,LMλ ] =−λLMλ , (3.5)
[∂ ,HMλ ] =−λHMλ . (3.6)
First, we consider extensions of W (b)-modules of the form
0−→ Ccγ −→ E −→M(α ,∆)−→ 0. (3.7)
As a module over C[∂ ], E in (3.7) is isomorphic to Ccγ ⊕M(α ,∆), where Ccγ is a W (b)-submodule, and
M(α ,∆) = C[∂ ]v∆ such that the following identities hold in E:
Lλv∆ = (∂ +α +∆λ )v∆ + f (λ )cγ , Hλ v∆ = g(λ )cγ , (3.8)
where f (λ ) = ∑n>0 fnλ
n
, g(λ ) = ∑n>0 gnλ
n
, with fn, gn ∈ C.
Lemma 3.1. All trivial extensions of the form (3.7) are given by (3.8), where f (λ ) is a scalar multiple of
α + γ +∆λ , and g(λ ) = 0.
Proof. Suppose that (3.7) represents a trivial cocycle. This means that the exact sequence (3.7) is split and
hence there exists v′∆ = ϕ(∂ )v∆ +acγ ∈ E , where a ∈ C, such that
Lλv
′
∆ = (∂ +α +∆λ )v
′
∆ = (∂ +α +∆λ )ϕ(∂ )v∆ +a(γ +α +∆λ )cγ ,
and Hλ v
′
∆ = 0. On the other hand, it follows from (3.8) that
Lλv
′
∆ = ϕ(∂ +λ )(∂ +α +∆λ )v∆ +ϕ(∂ +λ ) f (λ )cγ ,
Hλv
′
∆ = ϕ(∂ +λ )g(λ )cγ .
Comparing both expressions for Lλv
′
∆ and Hλv
′
∆ respectively, we see that ϕ(∂ ) is a constant. Therefore f (λ )
is a scalar multiple of α + γ +∆λ , and g(λ ) = 0.
Theorem 3.2. There are nontrivial extensions of W (b)-modules of the form (3.7) if and only if α + γ = 0.
Moreover, these nontrivial extensions are given (up to equivalence) by (3.8), where, if g(λ ) = 0, then ∆= 1,2
and f (λ ) is from the nonzero polynomials of Theorem 2.2 for all 0 6= b ∈ C, or else g(λ ) = a for some
0 6= a ∈C, ∆ = b and
f (λ ) =


c2λ
2
, f or b= 1,
c3λ
3
, f or b= 2,
0, otherwise,
(3.9)
with c2, c3 ∈ C.
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Proof. Applying both sides of (3.1) and (3.2) to v∆, we obtain
(α + γ +λ +∆µ) f (λ )− (α + γ +µ +∆λ ) f (µ) = (λ −µ) f (λ +µ), (3.10)
(α + γ +µ +∆λ )g(µ) = (bλ +µ)g(λ +µ). (3.11)
Setting λ = 0 in (3.11) gives
(α + γ)g(µ) = 0. (3.12)
Case 1. α + γ 6= 0.
By (3.12), g(µ) = 0. Setting µ = 0 in (3.10), we see that f (λ ) is a scalar multiple of α + γ +∆λ . Thus,
the extension is trivial by Lemma 3.1.
Case 2. α + γ = 0.
Putting µ = 0 in (3.11), we obtain g(λ ) = ∆
b
g(0), which gives g(λ ) is a constant. If g(λ ) = a 6= 0, then
∆ = b. By Theorem 2.2, f (λ ) = c2λ
2 if b = 1, f (λ ) = c3λ
3 if b = 2, and f (λ ) = 0 if b 6= 1 or 2. In these
cases, the corresponding extensions are nontrivial. If g(λ ) = 0, then it reduces to the Virasoro case. By
Theorem 2.2, we obtain the result.
Next we consider extensions of W (b)-modules of the form
0−→M(α ,∆)−→ E −→ Ccγ −→ 0. (3.13)
As a vector space, E in (3.13) is isomorphic to M(α ,∆)⊕Ccγ . Here M(α ,∆) = C[∂ ]v∆ is a W (b)-
submodule and we have
Lλ cγ = f (∂ ,λ )v∆, Hλcγ = g(∂ ,λ )v∆, ∂cγ = γcγ +h(∂ )v∆, (3.14)
where f (∂ ,λ ) = ∑n>0 fn(∂ )λ
n
, g(∂ ,λ ) = ∑n>0 gn(∂ )λ
n
, fn(∂ ), gn(∂ ), h(∂ ) ∈ C[∂ ].
Lemma 3.3. All trivial extensions of the form (3.13) are given by (3.14) with f (∂ ,λ ) = (∂ +α +
∆λ )φ(∂ +λ ), g(∂ ,λ ) = 0 and h(∂ ) = (∂ − γ)φ(∂ ), where φ is a polynomial.
Proof. Suppose that (3.13) represents a trivial cocycle. This means that the exact sequence (3.13)
is split and hence there exists c′γ = acγ + φ(∂ )v∆ ∈ E, where a ∈ C, such that Lλ c′γ = Hλc′γ = 0
and ∂c′γ = γc′γ . On the other hand, a short computation shows that
Lλ c
′
γ = (∂ +α +∆λ )φ(∂ +λ )v∆ +a f (∂ ,λ )v∆,
Hλc
′
γ = ag(∂ ,λ )v∆,
∂c′γ = aγcγ +
(
ah(∂ )+∂φ(∂ )
)
v∆.
Comparing both expressions for Lλ c
′
γ , Hλc
′
γ and ∂c
′
γ respectively, we obtain the result.
Theorem 3.4. There are nontrivial extensions of W (b)-modules of the form (3.13) if and only if
α +γ = 0 and ∆ = 1. In this case, dimC
(
Cc−α ,Ext(M(α,1))
)
= 1, and the unique (up to a scalar)
nontrivial extension is given by
Lλ cγ = av∆, Hλcγ = 0, ∂cγ = γcγ +av∆,
where a is a nonzero complex number.
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Proof. Applying both sides of (3.1), (3.5) and (3.6) to cγ gives the following functional equations:
(∂ +α +∆λ ) f (∂ +λ ,µ)− (∂ +α +∆µ) f (α +µ,λ ) = (λ −µ) f (∂ ,λ +µ), (3.15)
(∂ +λ − γ) f (∂ ,λ ) = (∂ +α +∆λ )h(∂ +λ ), (3.16)
(∂ +λ − γ)g(∂ ,λ ) = 0. (3.17)
Obviously, g(∂ ,λ ) = 0 by (3.17). Replacing ∂ by ∂¯ = ∂ +α and letting f¯ (∂¯ ,λ ) = f (∂¯ −α,λ ),
and h¯(∂¯ ) = h(∂¯ −α), we can rewrite (3.15) and (3.16) in a homogeneous form
(∂¯ +∆λ ) f¯ (∂¯ +λ ,µ)− (∂¯ +∆µ) f¯ (∂¯ +µ,λ ) = (λ −µ) f¯ (∂¯ ,λ +µ), (3.18)
(∂¯ −α +λ − γ) f¯ (∂¯ ,λ ) = (∂¯ +∆λ )h¯(∂¯ +λ ). (3.19)
Taking µ = 0 in (3.18), we can obtain that, if degree of f¯ is positive, f¯ (∂¯ ,λ ) is a scalar multiple
of (∂¯ +∆λ ) f¯ (∂¯ +λ ), where f¯ (∂¯ +λ ) is a polynomial in ∂¯ +λ , or else f¯ (∂¯ ,λ ) = a ∈ C.
Assume that f¯ (∂¯ ,λ ) is a scalar multiple of (∂¯ +∆λ ) f¯ (∂¯ +λ ). Letting λ = 0 in (3.19), we have
h¯(∂¯ ) is a scalar multiple of (∂¯ −α− γ) f¯ (∂¯ ). However, they correspond to the trivial extension by
Lemma 3.3.
It is left to consider the case f¯ (∂¯ ,λ )= a. Substituting this into (3.19) gives h¯(∂¯ ) = f¯ (∂¯ ,λ )= a,
and in particular, α + γ = 0, ∆ = 1 if a 6= 0. The proof is finished.
Finally, we study extensions of conformal W (b)-modules of the form
0−→M(α¯, ∆¯)−→ E −→M(α,∆)−→ 0, (3.20)
where ∆, ∆¯ 6= 0. As a C[∂ ]-module, E ∼= C[∂ ]v∆¯⊕C[∂ ]v∆. The following identities hold in E
Lλ v∆ = (∂ +α +∆λ )v∆ + f (∂ ,λ )v∆¯, Hλv∆ = g(∂ ,λ )v∆¯, (3.21)
where f (∂ ,λ )=∑n>0 fn(∂ )λ
n
, g(∂ ,λ )=∑n>0 gn(∂ )λ
n
, fn(∂ ),gn(∂ )∈C[∂ ] and fn(∂ )= gn(∂ )=
0 for n≫ 0.
Lemma 3.5. All trivial extensions of the form (3.20) are given by (3.21), where f (∂ ,λ ) is a scalar
multiple of (∂ +α +∆λ )φ(∂ )−(∂ + α¯ + ∆¯λ )φ(∂ +λ ) and g(∂ ,λ ) = 0, where φ is a polynomial.
Proof. Suppose that (3.20) represents a trivial cocycle. This means that the exact sequence (3.20)
is split and hence there exists v′∆ = ψ(∂ )v∆ +φ(∂ )v∆¯ ∈ E, such that
Lλ v
′
∆ = (∂ +α +∆λ )v
′
∆ = (∂ +α +∆λ )
(
ψ(∂ )v∆ +φ(∂ )v∆¯
)
,
and Hλv
′
∆ = 0. On the other hand, a short computation shows that
Lλv
′
∆ = Lλ (ψ(∂ )v∆ +φ(∂ )v∆¯)
= ψ(∂ +λ )Lλv∆ +φ(∂ +λ )Lλ v∆¯
= (∂ +α +∆λ )ψ(∂ +λ )v∆ +
(
ψ(∂ +λ ) f (∂ ,λ )+φ(∂ +λ )(∂ + α¯ + ∆¯λ )
)
v∆¯
Comparing both expressions for Lλ v
′
∆ gives
(∂ +α +∆λ )ψ(∂ ) = (∂ +α +∆λ )ψ(∂ +λ ),
(∂ +α +∆λ )φ(∂ ) = f (∂ ,λ )ψ(∂ +λ )+(∂ + α¯ + ∆¯λ )φ(∂ +λ ),
which imply that ψ(∂ ) = a with a being a nonzero complex number and hence f (∂ ,λ ) is a scalar
multiple of (∂ +α +∆λ )φ(∂ )− (∂ + α¯ + ∆¯λ )φ(∂ +λ ). Similarly, we have
Hλv
′
∆ = ag(∂ ,λ )v∆¯ = 0,
leading to g(∂ ,λ ) = 0.
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Applying both sides of (3.1) and (3.2) to v∆ gives the following functional equations:
(λ −µ) f (∂ ,λ +µ) = (∂ +λ +∆µ +α) f (∂ ,λ )+(∂ + ∆¯λ + α¯) f (∂ +λ ,µ)
−(∂ +µ +∆λ +α) f (∂ ,µ)− (∂ + ∆¯µ + α¯) f (∂ +µ,λ ),(3.22)
−(bλ +µ)g(∂ ,λ +µ) = (∂ + ∆¯λ + α¯)g(∂ +λ ,µ)− (∂ +µ +∆λ +α)g(∂ ,µ). (3.23)
Putting λ = 0 in (3.22)and (3.23) gives that
(α− α¯) f (∂ ,µ) = (∂ +∆µ +α) f (∂ ,0)− (∂ + ∆¯µ + α¯) f (∂ +µ,0), (3.24)
(α− α¯)g(∂ ,µ) = 0. (3.25)
Case 1. α 6= α¯ .
By (3.24) and (3.25), we have f (∂ ,µ)= 1α−α¯
(
(∂ +∆µ+α) f (∂ ,0)−(∂ +∆¯µ+α¯) f (∂ +µ,0))
and g(∂ ,µ) = 0. This corresponds to the trivial extension by Lemma 3.5.
Case 2. α = α¯ .
For convenience, we put ∂¯ = ∂ +α and let f¯ (∂¯ ,λ ) = f (∂¯ −α,λ ), g¯(∂¯ ,λ ) = g(∂¯ −α,λ ) . In
what follows we will continue to write ∂ for ∂¯ , f for f¯ and g for g¯. Now we can rewrite (3.22) and
(3.23) as follows:
(λ −µ) f (∂ ,λ +µ) = (∂ +λ +∆µ) f (∂ ,λ )+(∂ + ∆¯λ ) f (∂ +λ ,µ)
−(∂ +µ +∆λ ) f (∂ ,µ)− (∂ + ∆¯µ) f (∂ +µ,λ ), (3.26)
−(bλ +µ)g(∂ ,λ +µ) = (∂ + ∆¯λ )g(∂ +λ ,µ)− (∂ +µ +∆λ )g(∂ ,µ). (3.27)
Setting µ = 0 in (3.27) gives
bλg(∂ ,λ ) = (∂ +∆λ )g(∂ ,0)− (∂ + ∆¯λ )g(∂ +λ ,0). (3.28)
By the nature of (3.27), we may assume that a solution is a homogeneous polynomial in ∂ and λ of
degree m. Hence we will assume from now on that g(∂ ,λ ) = ∑mi=0ai∂
m−iλ i, ai ∈ C. Substituting
this into (3.28) gives
m
∑
i=0
bai∂
m−iλ i+1 = (∂ +∆λ )a0∂m− (∂ + ∆¯λ )a0(∂ +λ )m. (3.29)
We see that ai = 0 for i = 0,1, · · · ,m if a0 = 0. Then g(∂ ,λ ) = 0, and it reduces to the Virasoro
case.
Now we assume that a0 6= 0. Comparing the coefficients of ∂mλ in (3.29) gives
∆− ∆¯ = m+b. (3.30)
Equating the coefficients of ∂m−iλ i+1 in both sides of (3.29), we have
bai =−a0
(
m
i+1
)
−a0∆¯
(
m
i
)
, 16 i6 m. (3.31)
Plugging g(∂ ,λ ) = ∑mi=0 ai∂
m−iλ i into (3.27) gives
−(bλ +µ)
m
∑
i=0
ai∂
m−i(λ +µ)i = (∂ + ∆¯λ )
m
∑
i=0
ai(∂ +λ )
m−iµ i− (∂ +µ +∆λ )
m
∑
i=0
ai∂
m−iµ i.(3.32)
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Comparing the coefficients of λmµ in (3.32) with m> 2 gives (−bm−1)am = ∆¯a1 and hence by
(3.31),
(−bm−1)∆¯ = ((m
2
)
+m∆¯
)
∆¯. (3.33)
Since ∆¯ 6= 0,
−bm−1= (m
2
)
+m∆¯. (3.34)
Similarly, collecting the coefficients of ∂λm−1µ in (3.32) with m > 3 and using (3.31) again, we
have
(−b(m−1)−1)(1+m∆¯) = (1+(m−1)∆¯)((m
2
)
+m∆¯
)
. (3.35)
Combining (3.34) with (3.35) gives ∆¯ = b. Plugging this into (3.34), we obtain
(
m
2
)
+2bm+1= 0. (3.36)
Assume that m > 4. In this case the coefficients of ∂m−2λ 2µ in (3.32) gives [using ∆¯ = b and
(3.31) again]
(−2b−1)
((
m
3
)
+
(
m
2
)
b
)
=
((
m−1
2
)
+(m−1)b
)((
m
2
)
+bm
)
. (3.37)
Combining (3.36) with (3.37), we have m = −2,−1,2 or 3, a contradiction. Therefore, m is at
most 3, i.e., m= 0,1,2,3.
For m= 0, we have ∆− ∆¯ = b and g(∂ ,λ ) = a0 is a solution to (3.27).
For m = 1, we have ∆− ∆¯ = 1+ b. And it follows from (3.31) that g(∂ ,λ ) = a0(∂ − 1b ∆¯λ ),
which is easily checked to be a solution to (3.27).
Now assume that m= 2. By (3.30) and (3.34), we have ∆¯ =−1−b and ∆ = 1. By (3.31), we
may assume that g(∂ ,λ ) = ∂ 2− (1
b
+ 2
b
∆¯)∂λ − 1
b
∆¯λ 2. Plugging this back into (3.27), we obtain
−(bλ +µ)(∂ 2− (1
b
+
2
b
∆¯)∂ (λ +µ)− 1
b
∆¯(λ +µ)2
)
= (∂ + ∆¯λ )
(
(∂ +λ )2− (1
b
+
2
b
∆¯)(∂ +λ )µ− 1
b
∆¯µ2
)
−(∂ +µ +∆λ )(∂ 2− (1
b
+
2
b
∆¯)∂ µ − 1
b
∆¯µ2
)
,
which holds provided that ∆¯ =−1−b and ∆ = 1.
Finally we consider the case m= 3. By (3.36) and (3.30), we have ∆¯ = b=−2
3
and ∆ = 5
3
. By
(3.31), we may assume that g(∂ ,λ ) = ∂ 3+ 3
2
∂ 2λ − 3
2
∂λ 2−λ 3. Plugging this back into (3.27), we
obtain that it is a solution.
The above discussions prove the following:
Lemma 3.6. Let g(∂ ,λ ) be a nonzero homogeneous polynomial of degree m satisfying (3.27).
Then ∆− ∆¯ = m+b and m6 3. Furthermore, we have
(1) For b=−2
3
, all the solutions (up to a scalar) to (3.27) are given by
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(i) m= 0, ∆− ∆¯ =−2
3
, and g(∂ ,λ ) = 1;
(ii) m= 1, ∆− ∆¯ = 1
3
, and g(∂ ,λ ) = ∂ + 3
2
∆¯λ ;
(iii) m= 2, ∆ = 1, ∆¯ =−1
3
, and g(∂ ,λ ) = ∂ 2+ 1
2
∂λ − 1
2
λ 2;
(iv) m= 3, ∆ = 5
3
, ∆¯ =−2
3
, and g(∂ ,λ ) = ∂ 3+ 3
2
∂ 2λ − 3
2
∂λ 2−λ 3,
(2) For b 6=−2
3
, all the solutions (up to a scalar) to (3.27) are given by
(i) m= 0, ∆− ∆¯ = b, and g(∂ ,λ ) = 1;
(ii) m= 1, ∆− ∆¯ = 1+b, and g(∂ ,λ ) = ∂ − 1
b
∆¯λ ;
(iii) m= 2, ∆ = 1, ∆¯ =−1−b and g(∂ ,λ ) = ∂ 2− (1
b
+ 2
b
∆¯)∂λ − 1
b
∆¯λ 2.
By Lemma 3.6 and Theorem 2.4, we obtain the following.
Theorem 3.7. Nontrivial extensions of W (b)-modules of the form (3.20) exist only if α = α¯ . For
each α ∈ C, these extensions are given, up to equivalence, by
Lλ v∆ = (∂ +α +∆λ )v∆ + f (∂ ,λ )v∆¯, Hλv∆ = g(∂ ,λ )v∆¯,
where g(∂ ,λ ) = 0 and f (∂ ,λ ) is from the nonzero polynomials of Theorem 2.4 with ∆, ∆¯ 6= 0, or
the values of ∆ and ∆¯ along with the pairs of polynomials g(∂ ,λ ) and f (∂ ,λ ), whose nonzero
scalar multiples give rise to nontrivial extensions, are listed as follows (by replacing ∂ by ∂ +α):
(1) When b=−1, we have ∆− ∆¯ =−1 or 0. And
(i) In the case ∆− ∆¯ =−1, f (∂ ,λ ) = 0 and g(∂ ,λ ) = a0, where a0 6= 0.
(ii) In the case ∆− ∆¯ = 0, f (∂ ,λ ) = c0+ c1λ , and g(∂ ,λ ) = ∂ + ∆¯λ , where c0,c1 ∈ C.
(2) When b= 1, we have ∆− ∆¯ = 1, 2 or ∆ = 1, ∆¯ =−2. And
(i) In the case ∆− ∆¯ = 1, f (∂ ,λ ) = 0 and g(∂ ,λ ) = a0, where a0 6= 0.
(ii) In the case ∆− ∆¯ = 2, f (∂ ,λ ) = c0λ 2(2∂ +λ ) and g(∂ ,λ ) = ∂ − ∆¯λ , where c0 ∈ C.
(iii) In the case ∆ = 1, ∆¯ = −2, f (∂ ,λ ) = c0∂λ 2(∂ +λ ) and g(∂ ,λ ) = ∂ 2+ 3∂λ + 2λ 2,
where c0 ∈ C.
(3) When b= 2, we have ∆− ∆¯ = 2, 3 or ∆ = 1, ∆¯ =−3. And
(i) In the case ∆− ∆¯ = 2, f (∂ ,λ ) = c0λ 2(2∂ +λ ) and g(∂ ,λ ) = a0, where c0 ∈C,a0 6= 0.
(ii) In the case ∆− ∆¯ = 3, f (∂ ,λ ) = c0∂λ 2(∂ +λ ) and g(∂ ,λ ) = ∂ − 12 ∆¯λ , where c0 ∈ C.
(iii) In the case ∆ = 1, ∆¯ = −3, f (∂ ,λ ) = c0λ 2(4∂ 3+6∂ 2λ −∂λ 2+3λ 3) and g(∂ ,λ ) =
∂ 2+ 5
2
∂λ + 3
2
λ 2, where c0 ∈ C.
(4) When b= 3, we have ∆− ∆¯ = 3, 4 or ∆ = 1, ∆¯ =−4. And
(i) In the case ∆− ∆¯ = 3, f (∂ ,λ ) = c0∂λ 2(∂ +λ ) and g(∂ ,λ ) = a0, where c0 ∈C,a0 6= 0.
(ii) In the case ∆− ∆¯ = 4, f (∂ ,λ ) = c0λ 2(4∂ 3+6∂ 2λ −∂λ 2+ ∆¯λ 3) and g(∂ ,λ ) = ∂ −
1
3
∆¯λ , where c0 ∈ C.
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(iii) In the case ∆= 1, ∆¯=−4, f (∂ ,λ )= c0(∂ 4λ 2−10∂ 2λ 4−17∂λ 5−8λ 6) and g(∂ ,λ )=
∂ 2+ 7
3
∂λ + 4
3
λ 2, where c0 ∈ C.
(5) When b= 4, we have ∆− ∆¯ = 4, 5 or ∆ = 1, ∆¯ =−5. And
(i) In the case ∆− ∆¯ = 4, f (∂ ,λ ) = c0λ 2(4∂ 3+ 6∂ 2λ − ∂λ 2+ ∆¯λ 3) and g(∂ ,λ ) = a0,
where c0 ∈ C,a0 6= 0.
(ii) In the case ∆− ∆¯ = 5, f (∂ ,λ ) = 0 and g(∂ ,λ ) = ∂ − 1
4
∆¯λ .
(ii’) In the case ∆= 1, ∆¯=−4, f (∂ ,λ )= c0(∂ 4λ 2−10∂ 2λ 4−17∂λ 5−8λ 6) and g(∂ ,λ )=
∂ +λ , where c0 ∈ C.
(iii) In the case ∆ = 1, ∆¯ =−5, f (∂ ,λ ) = 0 and g(∂ ,λ ) = ∂ 2+ 9
4
∂λ + 5
4
λ 2.
(6) When b= 5, we have ∆− ∆¯ = 5, 6 or ∆ = 1, ∆¯ =−6. And
(i) In the case ∆− ∆¯ = 5, f (∂ ,λ ) = 0 and g(∂ ,λ ) = a0, where a0 6= 0.
(i’) In the case ∆= 1, ∆¯=−4, f (∂ ,λ )= c0(∂ 4λ 2−10∂ 2λ 4−17∂λ 5−8λ 6) and g(∂ ,λ )=
a0, where c0 ∈ C, a0 6= 0.
(ii) In the case ∆− ∆¯ = 6, f (∂ ,λ ) = 0 and g(∂ ,λ ) = ∂ − 1
5
∆¯λ .
(ii’) In the case ∆ = 7
2
±
√
19
2
,∆− ∆¯ = 6, f (∂ ,λ ) = c0
(
∂ 4λ 3− (2∆¯+ 3)∂ 3λ 4− 3∆¯∂ 2λ 5−
(3∆¯+1)∂λ 6− (∆¯+ 9
28
)λ 7
)
and g(∂ ,λ ) = ∂ − 1
5
∆¯λ , where c0 ∈ C.
(iii) In the case ∆ = 1, ∆¯ =−6, f (∂ ,λ ) = 0 and g(∂ ,λ ) = ∂ 2+ 11
5
∂λ + 6
5
λ 2.
(7) When b= 6, we have ∆− ∆¯ = 6, 7 or ∆ = 1, ∆¯ =−7. And
(i) In the case ∆− ∆¯ = 6, f (∂ ,λ ) = 0 and g(∂ ,λ ) = a0, where a0 6= 0.
(i’) In the case∆= 7
2
±
√
19
2
, ∆¯=−5
2
±
√
19
2
, f (∂ ,λ )= c0
(
∂ 4λ 3−(2∆¯+3)∂ 3λ 4−3∆¯∂ 2λ 5−
(3∆¯+1)∂λ 6− (∆¯+ 9
28
)λ 7
)
and g(∂ ,λ ) = a0, where c0 ∈ C, a0 6= 0.
(ii) In the case ∆− ∆¯ = 7, f (∂ ,λ ) = 0 and g(∂ ,λ ) = ∂ − 1
6
∆¯λ .
(iii) In the case ∆ = 1, ∆¯ =−7, f (∂ ,λ ) = 0 and g(∂ ,λ ) = ∂ 2+ 13
6
∂λ + 7
6
λ 2.
(8) When b = −2
3
, we have f (∂ ,λ ) = 0 and the values ∆ and ∆¯ along with g(∂ ,λ ) are from
Lemma 3.6(1).
(9) When b 6= −1,1,2,3,4,5,6 or −2
3
, f (∂ ,λ ) = 0 and the values ∆ and ∆¯ along with g(∂ ,λ )
are from Lemma 3.6(2).
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