Abstract. We give an overview of the different concepts and methods that are commonly used when studying the asymptotic properties of isotonic estimators. After introducing the inverse process, we illustrate its use in establishing weak convergence of the estimators at a fixed point and also weak convergence of global distances, such as the L pdistance and supremum distance. Furthermore, we discuss the developments on smooth isotonic estimation.
INTRODUCTION
Estimating a mortality intensity is of particular interest in actuarial science and in medicine. While the mortality intensity is an increasing function early in life, it decreases with older people. In reliability studies, interest is on estimating the failure rate of systems. Typically, the failure rate first decreases during a debugging period and then increases after an ageing period. In other cases, we are interested in estimating the distribution function (which is monotone) of a life-time of a human being after a medicinal treatment, based on censored observations: we only observe if the patient is still alive at the (random) observation time. In doses-response experiments, which has applications, e.g., in biology or epidemiology, it is often observed that the response tends to increase (or decrease) as the dose increases. In such situations, we are faced with the problem of estimating a monotone function. The typical useful statistical models for the applications described above are regression, current status and right-censored models. In terms of interpretability and accuracy, if the underlying function is monotone, it is useful to construct an estimator that satisfies the monotonicity constraint. This can be achieved by estimating the function in an appropriate parametric model, but parametric models lack flexibility, since the functions are Cécile Durot Université Paris Nanterre 200, avenue de la République 92000 Nanterre France (e-mail: cecile.durot@gmail.com) Hendrik P. Lopuhaä Delft University of technology DIAM Mekelweg 4 2628 CD Delft The Netherlands (e-mail: h.p.lopuhaa@tudelft.nl) then restricted to a particular functional form. Hence, it is of interest to build monotone nonparametric estimators.
Early research on nonparametric inference under shape constraints dates back to the 1950's and first focused on estimation of functions under the constraint of monotonicity or unimodality, with the aim of defining nonparametric estimators satisfying the shape constraint. In the sequel, we will focus on non-increasing functions; the case of non-decreasing functions is most of the time similar (but involves greatest convex minorants instead of least concave majorants below), and the case of unimodal functions with known mode easily reduces to the monotone case. We will focus on estimators obtained as slopes of the least concave majorant (LCM) of an appropriate stochastic process. A number of statistical settings where such estimators arise naturally are given in Section 2.1. We will focus on settings where the underlying function is continuous and observations are independent. We will describe the asymptotic properties of the estimators in such a setting and give, as far as possible, a sketch of proof which could be far from being rigorous, with the hope to provide some intuition on the considered results. We will also give references for the complete proofs. We would like to point out that the rigorous proofs are typically involved since the estimators are non-linear and non-standard (with a non-Gaussian limit distribution).
MAIN CONCEPTS AND DEFINITIONS

Estimation under the monotonicity constraint
The popular example of estimation under the constraint of monotonicity is estimating a non-increasing density function on [0, ∞), which was considered in [37] . See also [51] . Based on a sample X 1 , . . . , X n of i.i.d. observations from the unknown density, the maximum likelihood estimator (MLE), that maximizes
over the set of all non-increasing densities f : [0, ∞) → [0, ∞), is the left-hand slope of the LCM of the empirical distribution function, where the LCM of a function h : [0, ∞) → R is the lowest concave function on [0, ∞) that lies above h. Hence, the MLE is a step function that can have steps only at the order statistics; it is now called the Grenander estimator. The MLE of a non-increasing failure rate based on an i.i.d. sample, is also connected to the LCM of a stochastic process, and can alternatively be described with min-max formulas, see [37, 78] .
The regression setting can be described in the Gaussian one-dimensional case as follows, see [14] . Assume that for all k = 1, . . . , m, with some m ∈ N, a sample of n k random variables with common mean µ 0 (t k ) is observed, where t k ∈ R is fixed and µ 0 : R → R is non-increasing. If all observations are independent Gaussian with common variance, then the MLE of µ 0 exists and can be characterized in terms of min-max formulas. Denoting byȳ k the average of observations with mean µ 0 (t k ), it coincides with the least squares estimator (LSE) that minimizes µ → over all non-increasing functions µ : R → R. More pleasant characterizations arise from the theory of isotonic regression [11, Theorem 1.1]: with t (1) < · · · < t (m) the ordered design points, the values of the LSE at t (1) , . . . , t (m) are the left-hand slopes of the LCM of the cumulative sumdiagram (CSD) consisting of the points (1) P 0 = (0, 0) and P k = G n (t (k) ), Λ n (t (k) ) , k = 1, . . . , m where {G n (t), t ∈ R} and {Λ n (t), t ∈ R} are random processes in the horizontal and vertical direction, respectively, defined by G n (t) = 1 {x≤t} dP n (x, y) and Λ n (t) = 1 {x≤t} y dP n (x, y)
with P n the empirical measure (hence G n is the empirical distribution function of the design points). Any monotone interpolation of these slopes gives a LSE. Analogous to the Grenander estimator, which is a left-continuous step function, the left-continuous step interpolation is usually considered. Note that λ n can also be seen as the left-hand slope of the LCM of the CSD t → (G n (t), Λ n (t)) constructed with piecewise-constant processes G n and Λ n that interpolate the points in (1) .
In the 1990's there was a sharp rise in interest in estimation under monotonicity constraints. The current status problem studied in [52] aims at estimating the distribution function F 0 of a random variable X ≥ 0 (a "life time") based on observations of i.i.d. copies of the pair (∆, T ), where T ≥ 0 is a continuous variable interpreted as the observation time independent of X and ∆ = 1 {X≤T } . The MLE of F 0 maximizes the log-likelihood over the set of all distribution functions F , which are non-decreasing by definition. Again, the MLE can be characterized thanks to min-max formulas; it can be obtained as slopes of the greatest convex minorant (GCM, the highest convex graph that lies below the points in the diagram) of the CSD in (1), where now, t (k) is the k-th order statistic of T 1 , . . . , T n ,
see [52, Proposition 1.2] . The second case of interval censoring, see [52] , is related to double censoring: we still aim to estimate the distribution function of X ≥ 0, but now one only observe i.i.d. copies of (U, T, 1 {X≤T } , 1 {X∈(T,U ]} ), where 0 ≤ U ≤ T are independent observation times independent of X. The characterization of the MLE is more tedious in that case and can be given in terms of the slope of the convex minorant of a self-induced cumulative sumdiagram.
The setting of interval censoring generalizes to so-called panel count data where several events are recorded across the time for each subject in the study. Then, the parameter of interest is the non-decreasing mean function of the corresponding counting process. Two nonparametric estimators are proposed in [94] : one of them is a pseudo-likelihood estimator that ignores the dependency of the events within a subject and is defined through slopes of the GCM of an appropriate CSD; the other one, which shows a better performance, takes the dependency into account and can be computed using an iterative convex minorant algorithm.
The problem of estimating the density or the failure rate of a random variable X ≥ 0 under monotonicity constraints, has been considered in the context of right-censored observations. This means that observations are i.i.d. copies of the pair (∆, min(X, T )), where T ≥ 0 is a censoring time independent of X and ∆ = 1 {X≤T } . In this setting, [57] provides a characterization of the MLE for the density of X as the LCM of a self-induced stochastic process. Similar to the Grenander estimator, defined as the slope of the LCM of the empirical estimator of the distribution function F 0 corresponding to a non-increasing density f 0 , it seems natural in the case of right-censoring to start with the Kaplan-Meier estimator for F 0 and define a Grenander-type estimator as the slope of the LCM of the Kaplan-Meier estimator. The MLE differs from the Grenander-type estimator, but no significant differences can be seen on simulations, see [57] . In the same setting, [56] study nonparametric estimators of the density f 0 and of the failure rate f 0 /(1 − F 0 ), both under the constraint that it is non-increasing on [0, ∞), as well as that it is non-decreasing. They consider both the MLE of the monotone function of interest and the Grenander-type estimator defined as the slope of the LCM (or GCM in the non-decreasing case) of either the Kaplan-Meier estimator of the distribution function, or the Nelson-Aalen estimator of the cumulative failure rate. The two approaches are shown to be asymptotically equivalent in [56] (at a fixed point, at n 1/3 scaling), which supports the empirical findings in [57] .
A great advantage of the above estimators is that, in addition to that they satisfy the required monotonicity constraint, they do not require the choice of a tuning parameter. In the sequel, we will focus on the MLE and Grenander-type estimators λ n of a monotone function λ 0 on I = [0, 1] or I = [0, ∞), of which the values are given by the slopes of the LCM (or GCM) of either a cumulative sumdiagram built from the observations, or a naive estimator for the primitive Λ 0 corresponding to λ 0 , respectively. For ease of exposition, we give a more formal definition for the non-increasing case on [0, 1], although monotone functions on [0, ∞), say, are also of considerable interest.
Definition 2.1. Let λ 0 : [0, 1] → R be the non-increasing function of interest and let Λ n be either a piecewise constant or a piecewise linear process on [0, 1] such that Λ n (0) = 0, that estimates the cumulative function Λ 0 (t) = t 0 λ 0 (x) dx based on n observations. The estimator λ n defined as the left-hand slope of the LCM of Λ n , with λ n (0) = lim t↓0 λ n (t), is called a Grenander-type estimator.
As λ 0 is the slope of the concave function Λ 0 , it is natural to define Grenandertype estimators as slopes of a concave estimator (the LCM of Λ n ) of Λ 0 , if such an estimator is available. If observations are available only at design points, one has to consider instead isotonic estimators as defined below. Definition 2.2. Let λ 0 : [0, 1] → R be the non-increasing function of interest and let G n be a step distribution function on [0, 1]. Let Λ n be a piecewise constant process on [0, 1] with the same jump points t (1) < · · · < t (m) as G n , such that Λ n (0) = 0. The estimator λ n defined as the left-hand slope of the LCM of t → (G n (t), Λ n (t)), with λ n (0) = lim t↓0 λ n (t), is called an isotonic estimator.
Remark 2.1. In the definition, G n is typically the empirical distribution function of design points and Λ n is an estimator of the cumulative function Λ 0 (t) = t 0 λ 0 (x) dG(x) based on n observations, where G is the limit of G n . The connection between Grenander-type and isotonic estimators is as follows. Let Γ n be the piecewise linear process on [0, 1] satisfying Γ n (0) = 0 and Γ n (x k ) = Λ n (t (k) ) for all k = 1, . . . , m, where x k = G n (t (k) ). Then, the isotonic estimator in Definition 2.2 is the left-continuous step function such that λ n (t (k) ) = γ n (x k ) for all k, where γ n is the Grenander-type estimator of γ 0 := λ 0 • G −1 defined as left-hand slope of the LCM of Γ n . Also, γ n = λ n • G −1 n . Here, G −1 n and G −1 are the quantile functions corresponding to G n and G.
The Grenander estimator for a monotone density is included in Grenander-type estimators with Λ n = F n the empirical distribution function. Grenander-type estimators are considered in [56] for a non-increasing density or failure rate under right censoring, with Λ n equal to the Kaplan-Meier or Nelson-Aalen estimator, respectively. The LSE in the regression setting, the MLE for interval censoring case 1, the pseudo-MLE in [94] , all boil down to isotonic estimators.
Recently, similar methods have been proposed in models that incorporate covariables: estimation of a monotone baseline hazard in the Cox model [76] , a distribution function in current status regression [81, 43] , a monotone ridge function in the single index model [6] . Despite similarities with isotonic estimators, they involve additional technicalities and will not be further considered in the present paper.
The inverse process
The inverse process, first introduced in [38] for the Grenander estimator, is a very useful tool in deriving their limit behavior. We first give the definition for Grenander-type estimators and then extend to isotonic estimators. The Grenander-type estimator λ n of Definition 2.1 is non-increasing and left continuous, so for each a ∈ R its pseudo-inverse U n (a) is the largest t ∈ [0, 1] that satisfies λ n (t) ≥ a, with the convention that the supremum of an empty set is zero. The resulting switching relation, is that
for all a ∈ R and t > 0. For any a ∈ R and t > 0, if one drops a line with slope a from above onto the process Λ n from Definition 2.1, then λ n (t) ≥ a if and only if the line first hits Λ n at a point u ≥ t, i.e., if and only if Λ n (z) − az is maximal at z = u, see Figure 1 . Hence,
where the argmax is the largest location where the maximum is achieved. In the sequel, we assume that the maximum is achieved for all a, which is the case for instance if Λ n is non-increasing and right-continuous, or if Λ n is piecewise linear. The inverse process U n is much more tractable than λ n . The advantage is that limit behavior of the process z → Λ n (z) − az is more or less standard and the argmax is a continuous mapping, which enables one to establish the limit behavior of U n (a). By means of (2) this will then yield the limit behavior of λ n (t).
•
line with slope a Λ n Λ n segment with slope λ n (t) Now, let λ n be an isotonic estimator as in Definition 2.2. Then,
for all a ≥ 0 and t > 0. Hence, in this case the pseudo inverse for λ n is given by
and as before, it satisfies the switching relation in (2) . Note that the pseudo inverse (3) is a special case of (4), with G n (z) = z. Note also that in the notation of Remark 2.1, we have
n where for all a ∈ R,
This illustrates the connection between inverses of isotonic estimators and inverses of Grenander-type estimators.
The Chernoff distribution and the argmax process of a Brownian motion with parabolic drift
This section is concerned with the so-called Chernoff distribution and the argmax process of Brownian motion with parabolic drift, as they both emerge from asymptotic theory (as the sample size goes to infinity) of isotonic estimators.
For a ∈ R, let V (a) be the location of the maximum of {W (t) − (t − a) 2 , t ∈ R}, where W is standard two-sided Brownian motion on R starting at zero. See ] that V (a) is uniquely defined with probability one. See also [40, 41] for an extensive study of V . Since, for any a ∈ R, the process {W (t + a) − W (a), t ∈ R} is distributed like W , and the argmax is invariant by addition of a constant, it follows that {ζ(a), a ∈ R} is a stationary process, where
The distribution of ζ(0) = V (0), known as the Chernoff distribution, first appeared in [20] . It has a density that is connected to a solution of the heat equation. It is expressed in [41] in terms of Airy functions, which proves useful to get accurate numerical approximations. See also [53] .
The density f C of V (0) has a symmetrical bell-shape curve with thin tails:
for constants λ, κ > 0 (see [41, Corollary 3.4] ). This yields (see [55, 
for the corresponding distribution function F C . Furthermore, according to [23, Theorem 4] ,
for all x > 0. Note that V (a) can also be seen as the location of the maximum of {W (z) − z 2 + 2az, z ∈ R}, which corresponds to dropping a line with slope −2a onto the process W (z) − z 2 , for z ∈ R. Hence, if we define D(t) as the slope at z = t of the LCM of {W (z) − z 2 , z ∈ R}, then by using a switching relation similar to the one in (2) , it follows that V (a) ≤ t if and only if D(t) ≤ −2a. See Figure 3 . Therefore, by stationarity of {V (a) − a, a ∈ R}, we find that 
It follows that V (a) has the same distribution as D(a)/2 + 2a. In particular 2V (0) has the same distribution as D(0), being the slope at z = 0 of the LCM of {W (z) − z 2 , z ∈ R}. This was first pointed out by Prakasa Rao [84] .
POINTWISE CONVERGENCE
A common feature of Grenander-type and isotonic estimators from Definitions 2.1 and 2.2 is that if λ 0 has a continuous strictly negative derivative in the neighborhood of some t 0 ∈ (0, 1), then
where V (0) has the Chernoff distribution (see Section 2.3) and C 0 is a constant that depends on λ 0 and on the other unknown parameters (the precise form of C 0 depends on the setting considered). We compute below the rate of convergence and give two different sketches of the arguments of (8): one based on the "direct approach" that Prakasa Rao [84, 85] first used in this context, and the other one based on the "inverse approach" suggested later on in [40] . The "direct approach" is based on first considering least concave majorants of the process Λ n in Definition 2.1 along a sequence of decreasing "truncated" intervals around t 0 and then, together with weak convergence of a suitably scaled version of Λ n , arguing that asymptotically the truncated intervals may replace R. The "inverse approach" first makes a detour via the inverse U n by means of the switch relation (2), establishes the limit behavior of U n via weak convergence of a suitably scaled version of Λ n and an argmax continuous mapping theorem, and transfers the limit behavior of U n to λ n again using (2) . Whereas the inverse approach became popular after its introduction in [40] , the pioneering direct approach seems more suitable for extensions of pointwise limit behavior to dependent data. On the other hand, the inverse approach seems necessary to deal with global measures of deviation, see Section 4 below. After having discussed (8), we briefly discuss below the behavior of λ n in a flat region, at a point of discontinuity, and at the boundary of the support of λ 0 .
Local rate of convergence
The underlying mechanism for the n 1/3 -rate is nicely explained in [63] for argmax type estimators and can be understood from the monotone (inverse) density case, as follows. Suppose one wants to estimate a non-increasing density f 0 at the point t 0 , such that a 0 = f 0 (t 0 ) > 0 and f 0 (t 0 ) < 0. Recall that, with F n the empirical distribution function of a sample of size n from f 0 , U n (a 0 ) maximizes H n (t) = F n (t) − a 0 t, which is close to H(t) = F 0 (t) − a 0 t, where F 0 (t) = t 0 f 0 (x) dx. Now, on the one hand, since t 0 maximizes H(t), we have
and on the other hand
Hence, H n (t) − H n (t 0 ) is the sum of a negative deterministic trend of the order (t − t 0 ) 2 and a centered random term of the order
, we must have that at t = U n (a), the trend is in absolute value of the same order as the random term, whence U n (a)−t 0 is of order n −1/3 . This gives the intuition for the rate of convergence of U n , and it turns out that the same rate applies for the direct estimator f n . More thorough arguments show that the rate is n 1/3 also in terms of centered absolute moments: under appropriate assumptions, for p ≥ 1, there exists K p > 0, such that for all n, t ∈ [n −1/3 , 1 − n −1/3 ], and a ∈ R,
where λ n is a Grenander-type or isotonic estimator, U n and g 0 are the pseudoinverses of λ n and λ 0 , respectively. The first result of that type is [25, Theorem 1] for the direct estimator and p ∈ [1, 2) in a general setting of Grenander-type estimators (the setting covers the MLE of a monotone density, the LSE of a monotone regression function on a uniform fixed design, and also the estimator introduced in [56] ). The first inequality in (9) is extended to the current status model in [47, see (11.32) and (11.33) ] for the direct MLE, whereas the second inequality follows from [47, Theorem 11.3] for the inverse process, for all p ≥ 1.
The results in (9) have been extended for p = 2 in [72] to isotonic estimators of a baseline hazard in the Cox model, and for all p ≥ 1, in [8, Theorems 4.1 and 4.5] to the settings of regression on a random design with subgaussian errors, and estimation of a density or monotone failure rate under right censoring. It follows from the Fubini theorem that for any integrable random variable Z, so inequalities as in (9) typically follow from suitable bounds on the tail prob-
for the inverse process. Bounds for λ n are then obtained by combining these bounds with (2) . For example, [25, Lemma 2] provides a polynomial bound of the order x −3 , whereas in other settings there exist constants K 1 , K 2 , such that
for all x > 0, see e.g. [ (10) typically relies on martingale theory and Doob's inequality. For a Grenander-type inverse U n , such an inequality can be obtained based on Remark 2.1 by first proving a similar inequality for the corresponding Grenander-type inverse γ −1 n such that U n = G −1 n • γ −1 n , and combining with a sharp control of the difference between G −1 n and G −1 , see [26, 8] .
Local asymptotic distribution : the direct approach
Below, we give the main steps of the proof of (8) taken from the pioneering paper [84] in the density case. We consider the Grenander estimator f n based on an i.i.d. sample of size n from a non-increasing density f 0 on [0, ∞): f n is the left-slope of the LCM of F n , the empirical distribution function. Let t 0 > 0 be some fixed point, such that f 0 has a continuous strictly negative derivative in the neighborhood of t 0 (and thus f 0 (t 0 ) > 0). The first step is to localize. By means of [84, Lemma 4.1], f n (t 0 ) is equal to the left-slope at t 0 , say f * n,c (t 0 ), of the LCM of the restriction of F n to the interval with center t 0 and width 2cn −1/3 , with arbitrarily large probability by the choice of c. The intuition is that because F n is close to the distribution function F 0 , which is strictly concave at t 0 , the LCM of F n at t 0 is not influenced by the values away from t 0 . The width 2cn −1/3 is chosen to match the rate of convergence.
Next, f * n,c (t 0 ) − f 0 (t 0 ) is the slope at δ = 0 of the LCM of the process
With arbitrary D, r n > 0, it follows that (Dr n ) −1 (f * n,c (t 0 ) − f 0 (t 0 )) is the slope at δ = 0 of the LCM of the process X n on [−d n , d n ], where d n = 2cn −1/3 /r n and
, which is the slope at δ = 0 of the LCM of X on R. The latter is precisely the distribution of 2V (0), see Section 2.3, yielding (8) 
The original reasoning in [84] uses that, if a sequence of concave functions x n on an interval [−q, q] uniformly converges to a function x, which is differentiable at zero (this is the interpretation that we give to the words "has a unique slope" in [84, Section 6] ), then the left-hand slope at zero of x n converges to x (0). Uniqueness of the limiting slope is not given in the paper, whereas the result does not hold without this condition. A counter-example is given by x n (t) = |t + 1/n|, for n ≥ 1 and x(t) = |t|. Hence, there is a small gap in the original proof.
In [85, 96] , (8) is proved with a different value of C 0 for the MLE of a monotone failure rate, and the LSE of a monotone regression function. The condition f 0 (t 0 ) > 0 in the density case is replaced in the regression case by the condition that the variance of the observations at the design point t 0 is strictly positive. Hence in both models, the condition relies on some variability of the observations. The results in [96] have been extended in [70] .
A direct approach similar to the one in [84] is used in [3] , who consider Grenander-type estimators obtained as the greatest convex minorants (and derivatives thereof) of partial sum and empirical processes for independent, weakly dependent and long range dependent data. For other extensions of the direct approach to dependent data, see [4, 21, 5] .
Local asymptotic distribution : the inverse approach
The earliest reference that uses the inverse approach seems to be [40] , where the convergence in (8) , was reproved using the inverse process, see Section 2.2. Thereafter, similar approaches were used in [52, 56, 94, 76] for establishing pointwise convergence of various Grenander-type estimators. We describe the approach again for the Grenander estimator f n for a non-increasing density f 0 on [0, ∞). It consists in first computing the limit distribution of the inverse process at an appropriate point, and then going back to f n thanks to (2) . To be more precise, for all C 0 > 0, x ∈ R and t 0 > 0 we have
where a 0 = f 0 (t 0 ) and δ n = xn −1/3 /C 0 . Now, for arbitrary A > 0, n 1/3 A −1 ( U n (a 0 + δ n ) − t 0 ) is the location of the maximum of
and because the location of the maximum is invariant by addition of constants or multiplication by a positive scalar, it is also the location of the maximum of {Z n (t), t ≥ −t 0 n 1/3 A −1 }, where
But it follows from the embedding in [64] that uniformly in t ∈ R,
where F 0 is the distribution function corresponding to f 0 and B n is a standard Brownian bridge constructed on the same probability space as F n . Combining this with a Taylor expansion, one obtains that with A 3/2 = 2a
Hence, n 1/3 A −1 ( U n (a 0 + δ n ) − t 0 ) converges in distribution to the location of the maximum of {Z(t), t ∈ R}, which is also the location of the maximum V (−x/2) of {W (t) − (t + x/2) 2 , t ∈ R}. From (11), we conclude that as n → ∞,
by stationarity of ζ(a) = V (a) − a taken from (6) . The result (8) follows because V (0) has a density, see e.g. [39] or the more accessible version in [41] . The convergence of the process Z n can be established in different ways. One way is invoke the embedding (12), but a similar convergence can be obtained even in models where no embedding is available. In fact, as long as we consider Grenander-type estimators, this approach extends to various settings where a similar embedding holds with B n (F 0 (t)) possibly replaced by another Gaussian process (which is typically either a Brownian Bridge as above or a Brownian motion with a given variance function). Another useful source to obtain convergence of the process Z n are the results in [63] , which apply to processes t → n 2/3 P n g 0 (·; tn −1/3 ), where P n is the empirical measure corresponding to the observations. This becomes particularly useful in statistical models where no embedding is available, such as estimation of the baseline distribution in the Cox model under monotonicity constraints, see [76] . Now, for isotonic estimators, with inverse of the form
n typically converges at the rate n −1/2 to a quantile function G −1 , and γ n is a Grenander-type estimator, one can compute the limit distribution of γ −1 n as above. Then use the delta method to derive the limit dis-
n , which is similar to that of U n = G −1 n • γ −1 n . The limit distribution of λ n in (6) follows from that of U n using the switch relation, as above.
Behavior on flat regions, near zero or at a discontinuity point
Above, we have shown that at a fixed point t 0 in the interior of the support of the function of interest f 0 , such that f 0 (t 0 ) = 0, Grenander-type or isotonic estimators typically converge at the rate n 1/3 to the Chernoff distribution. This no longer holds on flat regions, at discontinuity points, or at the boundary of the support.
If f 0 is the uniform density on [0, 1], then the Grenander estimator converges at the rate n 1/2 to the slope of the LCM of the Brownian bridge at t 0 , see [40, Remark 2.2] . More generally, at a fixed point t 0 where the underlying density is constant and nonzero in some open neighborhood of t 0 , it converges at the rate n 1/2 to the convolution of a closed-form density and a normal density, see [38, 15] . It is shown in [70] that when the derivative vanishes, the rate of convergence and the limiting distribution depend on the order of the first non-zero derivative.
At the boundary of the support of the function of interest, or at discontinuity points, isotonic estimators are typically inconsistent, see [95, 2, 7] . However, the current status model is an exception. Here, the function of interest and its isotonic estimator are distribution functions, so at the boundaries the latter converges to the true values 0 and 1. Several modifications of isotonic estimators have been considered with the aim of consistently estimating the function of interest at the boundaries, see [89] for a a penalized MLE of a monotone density, and [67] for a truncated estimator. Grenander-type estimators of a bounded monotone function λ 0 on [0, 1] are typically stochastically bounded at the boundaries 0 and 1, see [25, Lemma 1] , but the rate n 1/3 is achieved only on the increasing interval [n −1/3 , 1−n −1/3 ]; for t n ∈ (0, n −1/3 ], the rate of convergence at t n is typically (nt n ) −1/2 (and a similar behavior holds on [1−n −1/3 , 1)), if the derivative λ 0 is bounded away from infinity and zero, see [25, Theorem 1] . The precise limiting behavior of the Grenander estimator at a point t n = cn −α for some α ∈ (1/3, 1) (so that again, t n ∈ (0, n −1/3 ]) is given in [67] .
GLOBAL CONVERGENCE
We consider the limit behavior of global measures of deviation of Grenandertype and isotonic estimators from Definitions 2.1 and 2.2: the L p -loss (for some p ≥ 1) and the supremum loss. We discuss rates of convergence and limit distribution of the losses. We point out that in contrast to the methods for obtaining the pointwise limit distribution (see Section 3), all methods known in the literature to prove global convergence make use of the approach based on the inverse process and heavily depend on the availability of an embedding result for the process Λ n into a Gaussian process, such as in (12).
Rate of convergence of the L p -loss
The global rate of convergence can typically be obtained using entropy arguments if the estimator is the maximizer of an empirical criterion, which is the case for instance for the Grenander estimator f n of a non-increasing bounded density function f 0 on [0, 1]. The main tool for that is Theorem 2.7.5 in [92] , which proves that the class of all non-increasing functions f : [0, 1] → [0, 1] has ε-bracketing entropy for the L 2 (µ)-norm of maximal order 1/ε, where µ denotes the Lebesgue measure. Based on this entropy result, [92, Example 3.4.6] proves that the Hellinger distance h( f n , f 0 ) between f n and f 0 , i.e., the L 2 (µ)-distance on the square roots of the functions, is of the order O p (n −1/3 ). Since f 0 is bounded by assumption and f n (0) is stochastically bounded, see Section 3.4, we also obtain the rate of convergence in the L 2 -sense: by monotonicity,
The above entropy bound can be used in various settings, where the function of interest is not necessarily a density function. For instance, it was used in [6] to compute the n 1/3 -rate of convergence of the LSE in the monotone single index model. Alternatively, one can integrate the inequalities in (9) over t in the interval [n −1/3 , 1 − n −1/3 ], together with bounds of the order [n(t ∧ (1 − t))] −p/2 that hold outside this interval, see [25, Theorem 1] , to get
A similar result holds for the inverse U n .
Rate of convergence of the supremum loss
Grenander-type estimators λ n are typically inconsistent at the boundaries of their interval of support [0, 1], see Section 3.4. Therefore, the supremum of | λ n − λ 0 | over [0, 1] is typically dominated by the behavior at the boundaries and the range of the supremum has to be restricted to a subinterval in order to obtain pertinent results. In [60, Lemma 2.1], the rate of the supremum loss is established in a semi-parametric model for censored observations where the MLE is a Grenander-type estimator. In [29, Theorem 2.1], the rate of convergence for the supremum of | λ n − λ 0 | is shown to be of the order (n/ log n) −1/3 , on subintervals that can grow towards [0, 1], as long as one stays away sufficiently far from the boundaries. The result is proved for Grenander-type estimators in a general setup that includes Grenander's estimator of a monotone density, the LSE for a monotone regression function on a uniform fix design, as well as the estimator for a monotone failure rate under random censoring, where λ 0 is assumed to have a first derivative that is bounded both away from zero and from infinity. In the course of the proof of their Lemma 5.9, [52, page 120] obtained the same rate for the supremum loss of the MLE for the distribution function of interest in the current status model. In this particular model, the supremum can be taken over the whole interval of interest since the MLE for the distribution function is consistent at the boundaries, due to known values 0 and 1.
Below is a brief sketch of proof for the rate, extracted from [29] . It follows from the triangle inequality that for two consecutive jump points
where K = λ 0 ∞ , using that λ n (u) = λ n (τ i ) for all u ∈ (τ i−1 , τ i ]. Now, using monotonicity and dividing [λ 0 (1), λ 0 (0)] into a union of disjoint intervals of length of order n −1/3 , one can derive from (10) that (14) sup
The height of a jump of the piecewise constant process U n is precisely the width of a step of λ n , so for a continuous g 0 , (14) implies that max i |τ i−1 − τ i | = O p (n/ log n) −1/3 . Moreover, with γ i := λ n (τ i ), we have τ i = U n (γ i ) and γ i = λ 0 • g 0 (γ i ), provided that γ i belongs to the range of λ 0 , which can be proved to happen with high probability if τ i is far enough from the boundaries of [0, 1]. So (13) combined with the Taylor expansion yields that uniformly,
Taking the maximum over appropriate indexes i, and using again (14) , proves that for α n , β n of order n −1/3 (log n) −2/3 , the supremum of
Note that the switch relation is not used here to make the connection between λ n and the inverse U n . Instead, the connection between the jump points and steps of the two estimators is used.
Limit distribution of the L p -loss
One motivation for studying the limit distribution of the L p -loss comes from goodness-of-fit tests. Assume that we wish to test H 0 : λ = λ 0 for a given monotone λ 0 , against the nonparametric alternative that λ is monotone, but different from λ 0 . When the properly normalized L p -distance between a monotone estimate λ n and λ 0 can be shown to have a limiting distribution under H 0 , one can build a test of level α that rejects H 0 if this normalization exceeds the (1 − α)-quantile of the limiting distribution, see [33] . In this section we will describe that with proper standardization, the L p -loss converges in distribution under H 0 to a standard Gaussian law.
Assume that λ 0 has a first derivative that is bounded away from zero and from infinity on [0, 1]. We show below that the normalized L p -loss of isotonic estimators (15) J n := n
typically converges, after appropriate scaling, at n 1/6 -rate to a centered Gaussian distribution. The earliest reference [40] of this type of result concerns the L 1 -loss of the Grenander estimator of a monotone density on [0, 1]. A complete proof of the result announced in [40] is provided in [44] . Other papers in this direction are concerned with monotone regression [23] , and the L p -loss for monotone density [66] , and the L p -loss [25] in a general setup. This setup considers Grenander-type estimators as in Definition 2.1, and assumes that an embedding holds for Λ n in the sense that there exists either a Brownian motion or a Brownian bridge B n , such that Λ n can be approximated by a suitable Gaussian process:
where the possibly unknown L : [0, 1] → R is smooth increasing such that L(0) = 0. The setup covers several standard settings of isotonic estimation, such as monotone density, monotone regression on a fix uniform design, and monotone failure rate. The link between the Brownian motion and the Brownian bridge cases can be made using the representation
where W n is a standard Brownian motion, ξ n ≡ 0 if B n is a Brownian motion, and ξ n is a standard Gaussian variable independent of B n , if B n is a Brownian bridge. In this setup, it is proved that under appropriate assumptions,
as n → ∞, where J n is defined in (15) , m p = E|ζ(0)| p 1 0 |4λ 0 (t)L (t)| p/3 dt, and
with ζ defined in (6) . Note that in the monotone density model, L = λ 0 , so that in the case p = 1, the limiting variance is 8k 1 , which does not depend on λ 0 . We begin with heuristics in the simplest case where L is the identity function and λ n is a Grenander-type estimator. Let g 0 = λ −1 0 . The first step is to use the switch relation to go from λ n to the inverse U n :
For all a, n 1/3 ( U n (a)−g 0 (a)) is stochastically bounded, see Section 3.3, and equals
due to (3). The location of the maximum does not change by a vertical shift of the whole function. Likewise, we may also multiply the process by n 2/3 , so n 1/3 ( U n (a) − g 0 (a)) is the location of the maximum of
To control the range of u, we do a localization step and restrict ourselves to |u| ≤ log n. This is possible provided that g 0 (a) is far enough from the boundaries, because the location of the maximum of the process Z n (u), for |u| ≤ log n, can only be different from n 1/3 ( U n (a) − g 0 (a)) if the latter is greater than log n in absolute value. Due to the bounds on the tail probabilities for n 1/3 ( U n (a) − g 0 (a)), such as the one in (10), this only happens with very small probability.
If (16) holds with L the identity function, then by means of Taylor's expansion and representation (17) , using that a = Λ 0 (g 0 (a)) we get
for |u| ≤ log n, and therefore,
where for every t ∈ [0, 1], W t is the Brownian motion defined by
Hence,
where h = (4|λ 0 |) p/3 . Now, note that ζ n (t) depends only on the increments of W n on an interval with center t and width of order n −1/3 log n. The increments of the Brownian motion W n are independent, so for all t > s + n −1/3 (log n) β , with some β > 1, the processes {ζ n (u), u ≤ s} and {ζ n (u), u ≥ t} are independent. Hence,
using Fubini's theorem. Moreover, for every s ∈ [0, 1] and a ∈ R, let ζ s (a) be the location of the maximum of W s (u + a) − u 2 , u ∈ R . Then, the processes ζ s all have the same distribution as ζ in (6) and
Therefore, by change of variable, the above variance is approximately equal to
provided that h is smooth. When multiplied by n 1/3 , this converges to σ 2 p in (19), taking L equal to the identity. This explains the rate of convergence in (18) .
Convergence to a Gaussian distribution can then be proved using the method of big-blocks-small-blocks that we describe now. Partition [0, 1] into intervals of alternating "big" and "small" size, say B i and S i , so that thanks to (22) ,
The size of the small blocks should be chosen large enough such that the integrals over the big blocks B i become independent, but small enough in comparison with the size of the big blocks so that the summation over the small blocks S i is negligible. One possibility, see [25] , is to take big blocks of length n −1/3 (log n) 5 and small blocks of length n −1/3 (log n) 2 . When the contribution of the small blocks is negligible, then n 1/6 (J n − E[J n ]) is asymptotically equivalent to the contribution of the big blocks, which is a sum of independent centered variables. Under appropriate assumptions, this converges to a centered Gaussian law with variance σ 2 p , by the Lindeberg-Feller central limit theorem. Now, due to (23), ζ n (t) ≈ ζ t (0), which is distributed like ζ in (6) , so (at least heuristically) E|ζ n (t)| p ≈ E|ζ(0)| p and from (22) (18) . We point out some of the difficulties to make the above heuristics rigorous. If λ n is stochastically bounded, but not consistent at the boundaries, then the contribution of n p/3 n −1 0 | λ n (t) − λ 0 (t)| p dt is of order n p/3−1 , which is negligible with respect to n −1/6 if p < 5/2. The same comment holds for the right boundary. In such a case, one has to consider p ∈ [1, 5/2). Another difficulty is that we need a much more refined result than the approximation by (21) to ensure (22) : we need to connect the rate of convergence of processes to the rate of convergence of their location of maximum. This can be done thanks to [23, Proposition 1] .
We now consider the more difficult case of isotonic estimators. As a typical example, we consider the LSE of a decreasing regression function λ 0 on [0, 1] described in Section 2.1, where (18) holds with a different form for m p and σ 2 p , see [26, Theorem 3] . To deal with the inverse Grenander-type estimator γ −1 n from (5), which is connected to U n through U n = G −1 n • γ −1 n (see Section 2.2), we would like to approximate Γ n by a Gaussian process, similar to (16) . However, we are not aware of such an embedding for Γ n . Instead, we have
conditionally on the design points, where
is the conditional variance of an observation given the design point X, and G −1 n is the empirical quantile function of the design points. The function L n is close to the smooth function t → t 0 σ 2 • G −1 (u) du, where G −1 is the common quantile function of the design points, but even so, it is not smooth. Likewise, the
n (u) du of the Gaussian process in (24) is close to the smooth function t → t 0 λ 0 • G −1 (u) du but is not smooth either, so Taylor's expansions cannot be performed as before. Nevertheless, at the price of additional technicalities, the big-blocks-small-blocks method described above shows that the L p -loss of γ −1 n in (5) is asymptotically Gaussian. Going from this L p -loss to that of U n = G −1 n • γ −1 n then requires a sharp control of the difference G −1 n − G −1 . Recently, a CLT for the Hellinger-loss of a Grenander-type estimator λ n was established in [71] in the same general setup as in [25] using that the squared Hellinger distance between λ n and the function of interest λ 0 is approximately equal to a weighted L 2 -loss:
It was proven along the lines of the arguments given above, that
as n → ∞, where h denotes the Hellinger distance,
where L and k 2 are taken from (16) and (19) . Note that in statistical models where L = λ 0 , such as the monotone density model (see [25, Theorem 6] ), the limiting variance
does not depend on λ 0 . Hence, as conjectured in [93] , the limiting variance of the Hellinger loss for the Grenander estimator does not depend on the underlying density. This coincides with that of the limiting variance in the central limit theorem for the L 1 -error for the Grenander estimator.
Limit distribution of the supremum loss
While pointwise confidence intervals for a monotone function are available using the limiting distribution of the isotonic estimator at the fixed point, nonparametric confidence bands have remained a formidable challenge. Although the limiting distribution of the L p -loss may have applications in goodness-of-fit testing, it cannot be used straightforwardly to construct uniform confidence bands for a monotone function λ 0 . For this purpose, the limit distribution of the supremum loss seems more appropriate. It is the purpose of this section to describe how this limit distribution can be obtained in the same general framework as considered in [25] .
Again, assume that λ 0 has a first derivative that is bounded away from zero and from infinity on [0, 1]. By [29, Theorem 2.2], a suitably standardized supremum of | λ n −λ 0 | converges to a Gumbel law, where λ n is a Grenander-type estimator as in Definition 2.1 in a general setup where (16) holds with B n a Brownian motion or a Brownian bridge and L a strictly increasing function. The supremum is restricted to subintervals of [0, 1], so that the inconsistency at the boundaries does not dominate the supremum, see Section 4.2. For all sequences (α n ) n and (β n ) n satisfying α n , β n → 0, and 1 − v + β n , u + α n n −1/3 (log n) −2/3 , for some fixed 0 ≤ u < v ≤ 1, we have
for all x ∈ R, as n → ∞, under appropriate assumptions, where
with λ, κ taken from (7). The largest possible interval, with u = 0, v = 1, stays away from the boundaries at distance larger than n −1/3 (log n) −2/3 . We outline the proof in the simplest case, where B n in (16) is a Brownian motion and L(t) = t. Again, the approach consists of first obtaining an analogous result for the supremum between the inverses U n and g 0 := λ −1 0 : (27) S n := n
Here, the normalisation is such that variables in the supremum can be approximated by variables ζ n (g 0 (a)) as in (21) . Similar to Section 4.3, we partition [λ 0 (v− β n ), λ 0 (u + α n )] into blocks of alternating big and small size, where here the big blocks have length 2n −1/3 (log n) 2 , whereas the small blocks have length of order n −1/3 (log n). It can be shown that the contribution of the small blocks is negligible in the sense that the above supremum over [λ 0 (v − β n ), λ 0 (u + α n )] is asymptotically equivalent to the supremum over the union of the big blocks. Moreover, the suprema over the various big blocks are asymptotically independent. Now, consider a particular big block B i and denote its center by b. Similar to (21) , with V n (a) = n 1/3 ( U n (a) − g 0 (a)), for all a ∈ B i we have
where D n (a, u) ≈ |λ 0 (g 0 (a))|u 2 /2, and W a is the Brownian motion defined by (28) can be approximated by the same drift u → −|λ 0 (g 0 (b))|u 2 /2. The idea now, is to sandwich V n (a) between two similar quantities, for which we can show that they have the same limit behavior. To this end, we use a trick due to [67, Lemma 2.1] to show that
for all a ∈ B i , where V − n (a, b) and V + n (a, b) are defined similarly to the righthand side of (28), but with D n (a, u) replaced by (|λ 0 (g 0 (b))|/2 + 2 n )u 2 and (|λ 0 (g 0 (b))|/2 − 2 n )u 2 , respectively, where n = 1/ log n. The purpose of this is that when we will vary a over B i and fix b to be the midpoint of this interval, we will obtain variables V + n (a, b) each defined with the same drift
and a Brownian motion W a only depending on a. Similarly for V − n (a, b). Now, by definition of W a and since the argmax is invariant by addition of constants,
where only the Brownian motion W b is involved. Then, similar to (21) and (23), the process a → |λ 0 (g 0 (b))/2| 2/3 V + n (a, b) on B i can be approximated by ζ i + on an interval ∆ ni , with length (log n) 2 |λ 0 (g 0 (b))/2| −1/3 , where ζ i + is distributed as ζ in (6) . In [55, Theorem 1.1] an extremal limit theorem has been obtained for suprema of the process ζ over increasing intervals. From this result, one can derive that for all δ n → ∞, τ n → 0, and u n → ∞, such that u n /δ n → 0, log(τ n )/δ 3 n → 0, and δ n f C (u n )/τ n → 1, where f C denotes the density of ζ(0), one has
Since the processes a → V + n (a, b) over different blocks B i are asymptotically independent, this can be used to show that for all sequences (u n ) n , such that u n → ∞ in such a way that n 1/3 f C (u n ) → τ > 0,
as n → ∞. The same result holds with V − n instead of V + n , so thanks to (29) , it also holds with V n , i.e., for S n defined in (27) ,
Now, fix x ∈ R and choose τ , such that 2τ v u |λ 0 (t)/2| 2/3 dt = e −x . Then, using that n 1/3 f C (u n ) → τ , together with the expansion of f C (u) in (7), we choose u n = x/a n + b n + o(log n) −2/3 , with a n = 2 1/3 (log n) 2/3 and b n = 2 −1/3 (log n) 1/3 µ n , where µ n is defined in (26) . It then follows that for all x ∈ R,
By using the connection between the jump points and steps of λ n and U n , see Section 4.2, the scaled supremum distance between the inverses U n and g 0 can be related to a scaled supremum between the functions λ n and λ 0 themselves,
(see [29, Lemma 5.2] ). As a consequence, the result in (30) can be transfered to the one for the scaled supremum between λ n and λ 0 .
SMOOTH ISOTONIC ESTIMATION
The isotonic estimators of Definitions 2.1 and 2.2 are step functions that exhibit a non normal limit distribution at rate n 1/3 . On the other hand, if one is willing to assume more regularity on the monotone function of interest, smooth estimators are sometimes preferred to piecewise constant ones, because they can be used to achieve a faster rate of convergence to a Gaussian distributional law and to estimate derivatives. Typically, these estimators are constructed by combining an isotonization step with a smoothing step. Below we discuss estimators constructed by first obtaining a smooth estimate and then isotonize, and estimators for which the order of the two steps are interchanged. Alternative methods, such as shapeconstrained splines, see [90, 79] , will not be discussed in the paper.
Smoothing followed by isotonization
Smooth isotonic estimators of a monotone function λ 0 that are constructed by smoothing followed by an isotonization step have been considered in [19, 97, 36, 86] , for the regression setting, in [35, 91] for estimating a monotone density, and in [74] , for estimation of the baseline hazard in the Cox model. Comparisons between isotonized smooth estimators and smoothed isotonic estimators were made in [77] for the regression setting, and in [50] for the current status model. Isotonization of kernel smoothed piecewise constant estimators for both the regression setting and for estimating an increasing density, is considered by [3] in a general framework that includes independent, weakly dependent, and long range dependent observations.
One approach for first smoothing and then isotonize, are maximum smoothed likelihood estimators (MSLE), obtained by smoothing the loglikelihood and then maximizing the smoothed likelihood over all monotone functions, see [35, 50, 74] . For example, in the current status problem (see also Section 2.1), the loglikehood
is smoothed by replacing the empirical measure P n by P n (δ, t) = δ d G n,1 (t) + (1 − δ) d G n,0 (t), where G n,0 and G n,1 are kernel smoothed versions of
which yields the smoothed loglikelihood
Another approach are Grenander-type estimators constructed by taking slopes of the LCM (or GCM) of a smooth estimator Λ s n for the primitive Λ 0 corresponding to the non-increasing (or non-decreasing) function λ 0 of interest.
Both approaches lead to continuous isotonic estimators that typically can be characterized as slopes of the LCM (or GCM), either of a continuous random process Λ s n or of a CSD t → (X n (t), Y n (t)), constructed with continuous random processes X n and Y n . An example is given by the MSLE F MS n for the distribution function F 0 in the current status problem, with X n = G n,0 + G n,1 and Y n = G n,1 , see [50, Theorem 3.1] and also for the MSLE of a non-decreasing baseline hazard λ 0 in the Cox model, see Lemma 3.1 in [74] . These authors also investigated a Grenander-type estimator, defined as the slope of the GCM of
is a scaled kernel function with bandwidth b (depending on n) and Λ n is the Breslow estimator for the cumulative baseline hazard Λ 0 . This is similar to the estimator for a non-increasing density in [91] , defined as the slope of the GCM of a kernel smoothed empirical distribution function.
To establish the limit behavior of the isotonized smooth estimators that emerge from both approaches, the key idea is that these estimators are the solution of a continuous isotonic regression problem considered in [45] . For example, the Grenander-type estimator for a non-decreasing baseline hazard λ 0 in the Cox model minimizes
over all non-decreasing functions λ, where λ s n (t) = dΛ s n (t)/dt, see Lemma 1 in [45] . This suggests λ s n as a naive smooth estimator for λ 0 . In the current status problem, Theorem 1 in [45] shows that the MSLE for F 0 is also the minimizer of
over all distribution functions, where g n (t) = d G n,0 (t)/dt + d G n,1 (t)/dt and g n,1 (t) = d G n,1 (t)/dt (see also [45, Example 2] ). This suggests F naive n = g n,1 / g n as a naive smooth estimator. A similar situation occurs for the MSLE of an non-decreasing baseline hazard in the Cox model, see (15) in [74] .
Typically, the naive smooth estimators are not necessarily monotone, but they are much simpler to analyze and they can be shown to be asymptotically equivalent to the corresponding smooth isotonic estimator. Let us illustrate things for the MSLE F MS n in the current status problem. The first step is to show for intervals [m, M ] in the interior of the support of F 0 , that (under suitable conditions)
see [50, Corollary 3.4] and [74] for general isotonized smooth estimators. Hence, the pointwise limit behavior of F MS n at a point t 0 in the interior of the support is equivalent to that of the corresponding naive smooth estimator, whose limit behavior is often relatively standard.
Isotonization followed by smoothing: using Kiefer-Wolfowitz
Another approach to obtain smooth monotone estimators, is to take an isotonic estimator λ n for the problem at hand and then smooth it
see [80] , for a kernel smoothed LSE in the regression context, [50] for the smoothed MLE in the current status model, [46, 75] for estimating a monotone failure rate, [28] to bootstrap from a smooth decreasing density estimate, and [72] for the smoothed MLE and smoothed Grenander-type estimator in the Cox model. Asymptotic normality for the kernel smoothed LS regression estimator was first established by [80] , for the triangular kernel. In [91] it is shown that the isotonized kernel density estimator has the same limit normal distribution at the usual rate n m/(2m+1) as the ordinary kernel density estimator, when the density is m times continuously differentiable. Similar results were obtained by [50, 75] for the smoothed MLE and for a smoothed Grenander-type estimator, respectively.
In the notation of Definition 2.1, with Λ n the LCM of Λ n , smoothed Grenandertype estimators for a monotone function λ 0 , can be written as
To obtain the asymptotic behavior of (34) at a point t 0 , one can decompose
The first term on the right hand side determines the asymptotic bias, i.e., when b = cn 1/5 , for some c > 0, then
The last term in (35) is bounded from above in absolute value by
The supremum on the right hand side is of the order n −2/3 (log n) 2/3 , see KieferWolfowitz [61] for the density model, [83] for the regression model, and [30] for the more general setup in [25] . This implies that the second term in (35) determines the limiting distribution. We illustrate things for estimating a monotone failure rate λ 0 at a point t 0 in the interior of the support of λ 0 , as in [46] . Here, Λ n = − log(1 − F n ) is the empirical cumulative failure rate and the second term in (35) is equal to
where
, which can be shown to converge weakly to the process y → λ 0 (t 0 )f 0 (t 0 ) −1/2 W (y), where W is standard two-sided Brownian motion and f 0 and λ 0 are the underlying density and failure rate, respectively. It follows that n 2/5 ( λ s n (t 0 ) − λ 0 (t 0 )) converges to a Gaussian law of which expectation and variance are
A similar argument was used to determine the limit behavior of the smoothed Grenander-type estimator of a monotone failure rate under random censoring in [75] , who applied a Kiefer-Wolfowitz type of result from [30] .
Isotonization followed by smoothing: using L 2 -bounds
The previous approach heavily depends on a Kiefer-Wolfowitz type of result, which is not always available. Recently, [42] , see also [47, Chapter 11] , developed a different method for finding the limit distribution of smoothed isotonic estimators, which is mainly based on uniform L 2 -bounds for the distance between the non-smoothed isotonic estimator and the true function, in the case of i.i.d. observations. Starting from (33), we have
The first term on the right hand side determines the asymptotic bias, see (36) . To handle the second term on the right hand side, the first step is to approximate it as follows:
where P is the common distribution of the i.i.d. observations. The idea is to take for θ n,t a suitable function, whose piecewise constant version integrates to zero with respect to the empirical measure P n , i.e., θ n,t (x) dP n (x) = 0, where θ n,t is taken constant between successive points of jump of the isotonic estimator λ n in (33) . Hence, the right-hand term in (37) is equal to
The key step is to bound the second integral by means of bounds on the L 2 -distance between the isotonic estimator λ n and λ 0 . The last step is to replace θ n,t by a deterministic function η n,t and determine the limit behavior of
To find a suitable function θ n,t is not trivial. In [42] and [47, Chapter 11] some guidelines are given for the interval censoring problem, deconvolution, and estimation of a monotone failure rate, where the choice of the function θ n,t is related to solutions of integral equations that emerge from the theory of smooth functionals, see [42, Sometimes θ n,t can be deduced from the structure of the statistical model at hand. For example, [72] considers smooth isotonic estimators of a non-decreasing baseline hazard in the Cox model, where no Kiefer-Wolfowitz type of result is available. Let us illustrate things for the simple (special) case of no covariates, which coincides with estimation of a non-decreasing failure rate λ 0 under random censoring. In this model the cumulative failure rate Λ 0 satisfies (40) dΛ 0 (u) = δ 1 − H(u) dP(δ, u).
Here P denotes the distribution of the pair (∆, min(X, T )) in the notation of Section 2.1 and H is the distribution function of min(X, T ). This means,
Hence, a natural candidate for θ n,t can be constructed by combining δ and a n,t (u) := k b (t − u)/(1 − H(u)). In fact, the function
yields the desired approximation (37), by application of Fubini's theorem:
Similar constructions were used in [72] for the smoothed MLE and the smoothed Grenander estimator for a monotone baseline hazard in the Cox model. For the smoothed MLE for a monotone failure rate under random censoring, [47, Section 11.6] use a different a n,t , which is the solution of an integral equation.
To illustrate, how to bound the second integral in (38) in the same setting by means of the L 2 -distance between the isotonic estimator λ n and the true monotone function, let us continue with the example above about estimation of a non-decreasing failure rate λ 0 under random censoring. Let 0 < τ 1 < · · · < τ m denote the points of jump of λ n . For u ∈ (τ i , τ i+1 ], let
With a n,t (u) = a n,t (A n (u)), define θ n,t in the same manner as θ n,t in (41), with a n,t replaced by a n,t . If the kernel k is supported on [−1, 1], then (40) yields that the second integral in (38) , with x = (δ, u), is equal to (a n,t (u) − a n,t (u))(1 − H(u)) dΛ 0 (u) − (1 − H(v))(a n,t (v) − a n,t (v)) d Λ n (v) = t+b t−b
(1 − H(v))(a n,t (v) − a n,t (v))(λ 0 (v) − λ n (v)) dv.
By Cauchy-Schwarz, this is bounded from above in absolute value by (a n,t − a n,t )1
Now, if u ∈ (τ i , τ i+1 ] and A n (u) > τ i , then λ n (u) = λ n (A n (u)), which implies |u − A n (u)| ≤ 1 inf |λ 0 | |λ 0 (u) − λ 0 (A n (u))| ≤ 2 inf |λ 0 | |λ 0 (u) − λ n (u)|.
It can be seen that a similar inequality holds if A n (u) = τ i . It follows that (a n,t − a n,t )1 It follows from (9) with p = 2 that the expectation of the right hand side is of the order O(b −3 n −2/3 ), and that of (λ 0 − λ n )
is of the order O(bn −2/3 ). This means that the second term in (38) , where x = (δ, u), is of order n 2/5 O p (b −1 n −2/3 ), which tends to zero, if the bandwidth has the usual rate b ∼ n −1/5 .
Finally, we have to choose a suitable deterministic function η n,t such that (42) n 2/5 θ n,t (δ, u) − η n,t (δ, u) d(P n − P)(δ, u) = o P (1).
We define η n,t in the samme manner as θ n,t in (41), with Λ n replaced by Λ 0 . Establishing (42) involves the use of entropy results for classes of bounded functions. For the current status problem, the monotone function of interest is clearly bounded as being a distribution function, see [50, Lemma A.7] . This is not the case when estimating a monotone baseline hazard in the Cox model, or a monotone failure rate under random censoring. To prove (42) , one has to deal with
To have the left hand side bounded, requires a bound on E[sup u (λ 0 (u) − λ n (u)) 2 ], which is more demanding than (9) . When a strong embedding such as (16) is available, then one can obtain a bound of the order O((n/ log n) −2/3 ), which still suffices to compensate b −2 . This is the case for estimation of a monotone failure rate under random censoring, but no longer in the more general setup of estimating a monotone baseline hazard in the Cox model. However, [72, Lemma 5.6] manage to obtain a bound of the order O(n −4/9 ), which suffices for their purposes. We conclude, that for b = cn 1/5 , n 2/5 ( λ s n (t 0 ) − λ 0 (t 0 )) is asymptotically equivalent to the sum of the asymptotic bias in (36) and the term in (39) . Asymptotic normality of the term in (39) can then be established using standard arguments.
MISCELLANEA
This section includes some other topics where limit theory of isotonic estimators plays a role but that cannot be detailed here, due to space constraints.
Minimax risk bounds for the least squares estimator of a monotone regression function have been obtained in [98] . Recently, similar results have been obtained by [17] , for isotonic and other shape constrained regression problems, in [18] for matrix isotonic estimation, in [13] for aggregation of affine estimators, and in [54] for isotonic regression in general dimensions. These results also provide oracle inequalities and describe the adaptation properties as well as behavior of the least squares estimator in higher dimensions.
Although [25] allows for some form of dependence, in the present paper we have mainly considered setups of independent data. Results about the pointwise limiting distribution for isotonic estimators in the regression setting with short and long range dependent errors can be found in [21, 98] , whereas [5] considers the construction of confidence intervals in a similar setting. Estimation of a monotone spectral density is considered in [4] , for short memory linear processes and long memory Gaussian processes. Results on the pointwise limiting distribution of isotonic estimators can be found in [3] , who considers a general framework which includes weakly dependent and long range dependent data.
With a completely different asymptotic behavior, the discrete case as been considered in [59] : in that case, the rate of convergence is the square-root of the sample size, and the local limit distribution of the estimator is again nonnormal. It is obtained by concatenation of normal vectors (where the underlying pmf is strictly monotone) and isotonic regression of normal vectors (where the underlying pmf is flat). Another interesting extension is the limiting behavior of the Grenander estimator under misspecification [58] .
Following the pioneering paper [62] by Kiefer and Wolfowitz, the limit theory for the difference between a naive estimator for a concave cumulative function and its least concave majorant has been considered in [34, 83, 68, 69, 30, 73] . As seen above, this could be used to build smooth monotone estimators. Other Kiefer-Wolfowitz type of results can be found in [88] for densities that are in a subclass of bounded variation functions or a Hölder ball.
Another application is connected to the problem of testing monotonicity of a function of interest [1, 24, 27, 49, 12] . Other tests can be built based on the limiting global behavior of isotonic estimators, to test goodness of fit [32, 31] , or equality of several monotone functions [28] , whereas some other tests are more connected to the local limit behavior of isotonic estimators, such as likelihood ratio tests [9, 10, 82] . Another application of local limiting distribution of isotonic estimator is construction of confidence intervals for monotone functions [48] .
To conclude the section, we would like to point out that the standard bootstrap typically does not work for Grenander-type estimators, e.g., see [65, 87] . However, [65, 16, 22, 28] discuss various smoothed bootstrap methods that are consistent.
