We formulate Yang-Mills theory in terms of the large-N limit, viewed as a classical limit, of gauge-invariant dynamical variables, which are closely related to Wilson loops. We obtain a Poisson algebra of these dynamical variables corresponding to normal-ordered quantum (at a finite value ofh) operators. Comparing with a Poisson algebra one of us introduced in the past for Weyl-ordered quantum operators, we find that these two Poisson algebras are, roughly speaking, the same. More precisely speaking, there exists an invertible Poisson morphism between them.
I Introduction
Among the many different approaches to Yang-Mills theory, one of the most widely studied is the large-N limit [1] . The large-N limit can be formulated as a classical limit [2] , with a well-defined phase space and a Poisson bracket between dynamical variables which are functions of the phase space. The hallmark of Yang-Mills theory is the gauge invariance of physical observables, and it is natural for us to think that the dynamical variables should also be gauge-invariant functions. Next comes naturally this question: is there a sensible Poisson bracket between these gauge-invariant functions? If so, this will be a major step towards the classical formulation of Yang-Mills theory in the large-N limit.
One of us, together with Turgut, introduced in a previous article [3] such a Poisson bracket. Consider a Yang-Mills theory with matter fields z i , where different matter fields are distinguished by different values of the index i, in the adjoint representation. Such a theory can be obtained, for example, by dimensionally reducing a D-dimensional Yang-Mills theory to a 2-dimensional one. The two color indices carried by the adjoint matter field can be regarded as matrix entries. In this sense, the adjoint matter fields are Hermitian matrices. Consider the trace of a product of these matrices. Under a gauge transformation characterized by a unitary matrix g, the adjoint matter fields are changed in the following manner:
As a result, the trace remains unchanged, and thus is a gauge-invariant function, and a dynamical variable of the theory. We call this gauge-invariant function a loop variable, as this was originally motivated from the study of Wilson loops [4] . A convenient way to quantize such loop variables is via deformation quantization [5, 6] -the commutative product of these loop variables is deformed in such a way that when we multiply two loop variables, it is as if we are multiplying the two operators they represent. (We say that the loop variables are the symbols of these operators.) As there are different ways to order a product of operators, there are also different schemes of deformation quantization. In Ref. [3] , the operators are Weyl-ordered. Then the Poisson bracket of two loop variables can be defined as the large-N limit of the commutator of them. We will review the precise definition of this Poisson bracket at the beginning of Section III. In a sense, we have obtained a classical limit not by settingh to 0 but by letting N go to infinity. This Poisson bracket dictates the classical dynamics of a system in which the dynamical variables are expressed in terms of these loop variables.
However, as most finite-h quantum theory are formulated in terms of normal-ordered operators, it should be interesting to find another Poisson bracket which corresponds to normal-ordered operators, i.e., the loop variables should be multiplied in such a way that it is as if we are multiplying normal-ordered operators. This is the goal in Section II.
This Poisson algebra is closely related to the Lie algebras we presented in previous papers [7, 8, 9 ], though we derived those Lie algebras in a manner thoroughly independent of this Poisson algebra. We believe that the loop variables have a meaning in noncommutative geometry, and, in some sense, the Lie algebras are linear approximations of this Poisson algebra. We have not yet precisely identified the nature of this approximation, and this is a subject worthy of being pursued in the future. Nevertheless, at the end of Section II, we will indicate in a crude manner how the Poisson algebra can be truncated to obtain these Lie algebras.
The next interesting question which comes to mind is: what is the relationship between these two seemingly different Poisson algebras? It turns out that when there are only a finite number of distinct Hermitian matrices z i , i.e., when i can take on a finite number of distinct values only, these two Poisson brackets are, roughly speaking, the same. More precisely speaking, there exists an invertible Poisson morphism between the two Poisson algebras. We are going to show the existence of this Poisson morphism in Section III.
II Deformation quantization
We are going to derive a Poisson algebra pertinent to guage theory via deformation quantization in this section. Deformation quantization refers to the procedure of defining an algebra of smooth functions in such a way that when the functions are multiplied, it is as if we are multiplying suitably ordered operators these smooth functions represent. To be more specific, consider the set of all smooth functions on a one-dimensional complex Euclidean space. Let z be a coordinate of this one-dimensional space. Then we can associate a smooth function f (z,z) on it with a Weyl-ordered operator in the way described by Chari and Pressley [6] . The way to associate f (z,z) with a normal-ordered operator is similar. Indeed, the first step is to obtain the Fourier transformf (ξ, η) of f (z,z) first:
Here ξ and η are still complex variables andh is a quantization parameter. Then the associated normal-ordered operator Φ(f ) is defined as:
where a and a † are the annihilation and creation operators satisfying [a, a † ] = 1 respectively. We then define a non-commutative associative product * h such that
Eq.(4) is satisfied if this product is defined as follows:
Then this operation * h is a deformation of the algebra of functions on a one-dimensional complex Euclidean space.
In the physical systems we are interested, the dynamical variables are represented by loop variables. Mathematically these loop variables are traces of N ×N matrices. Thus we would like to generalize the above formulation of deformation quantization from ordinary complex variables to N ×N matrices. Furthermore, physically each matrix corresponds to a state with a particular set of quantum numbers other than color (e.g., momentum). There are, of course, more than one possible set of quantum numbers and so we would also generalize the quantization scheme from a one-dimensional space to a multi-dimensional space. For the sake of simplicity, this dimension is still finite though in the actual physical context it should be infinite.
Having said this, let us generalize the formulation of deformation quantization to a system of bosons. Consider a complex Euclidean space of dimension 2ΛN 2 , where Λ is an arbitrary positive integer. Let z i , where i = −Λ, −Λ + 1, . . . , -1, 1, 2, . . . , or Λ, be a Hermitian N × N matrix. An entry of 
Here I represents the sequence of non-zero integers i 1 , . . . , i m between −Λ and Λ inclusive.φ I (z,z) is gauge-invariant since it remains unchanged under the gauge transformation given by Eq.(1). Linear combinations of products of normal-ordered loop variables form a function space N . Eq.(5) can be generalized to:
with γ µν = 0 unless µ < 0 and ν > 0. In the limith → ∞, Eq.(7) produces the ordinary Poisson bracket.
Let us derive from Eq.(7) a Poisson bracket for a finite value ofh. This is done by expanding Eq.(7) as a power series ofh. Indeed, we obtaiñ
where i µ 1 , i µ 2 , . . . , i µr < 0 and j ν 1 , j ν 2 , . . . , j νr > 0. We can always bring the first set of indices to the order µ 1 < µ 2 < . . . < µ r by relabelling the indices. Then the set of indices ν 1 , ν 2 , . . . , ν r will be rearranged in one of all r! possible permutations. We note that ∂φ
unless k is equal to one of the elements of the loop (i 1 , . . . , i m ). If k = i µ for some µ = 1, . . . , m, then
More generally, when µ 1 < µ 2 < . . . < µ r ,
where
and so on for the other P 's. Hence, we can substitute Eq.(11) into Eq. (8) to get
for the r-th order term. Here σ is any possible permutation of ν 1 , . . . , ν r . In the large-N limit, the term with the largest number of traces will dominate. This occurs if the ν indices are in decreasing order up to a cyclic permutation, e.g., ν 2 > ν 3 > . . . > ν r > ν 1 , etc.. Then to the first two orders in the large-N limit,
whereφ
To ensure that the large-N limit is well defined, we need to normalize the functions φ I by some N-dependent factor. The normalization is such that the vacuum expectation value of φ I remains finite as N → ∞. Consider the vacuum state of the Hamiltonian g ij Trz izj , where i, j = 1, . . . , Λ. Then the vacuum expectation value of z
Thus the vacuum expectation value of the product of an odd number of z's will vanish whereas that of an even number of z's will be given by Wick's theorem. A short calculation reveals that the <φ I > for the φ I defined in Eq. (6) with m even is of order N m 2 +1 . This can further be shown to be independent of the particular form of the Hamiltonian. Consequently, we define the normalized functions:
Combining eqs. (14) and (15), we get:
Let us define the Poisson bracket by
We then finally obtain
We can visualize Eq.(19) by the diagrammatic representations in Fig. 1 . Eq.(19) characterizes the Poisson algebra of loop variables corresponding to normal-ordered operators, and we call this the normal-ordered Poisson algebra. In comparison with the Poisson algebra found in a previous paper [3] , where the loop variables correspond to Weyl-ordered operators, we notice that the antisymmetric tensors ω ij in the last equation of Ref. [3] are here replaced by γ ij , which are non-zero only if i < 0 and j > 0. In addition, terms of orderh 
they are non-zero here in general. Nevertheless, these two Poisson algebras have a deep relationship -there is an invertible Poisson morphism between the Poisson algebra of Weyl-ordered operators and that of normal-ordered operators, whose proof will be given in the next section.
In previous papers, we defined and discussed a number of Lie algebras like the cyclix algebra [7] , the centrix algebra [8] and the heterix algebra [9] . These Lie algebras arise from taking the planar large-N limit of gauge theory. We can actually think of them as various approximations of the Poisson algebra given by Eq.(19). For example, to get the centrix algebra from this Poisson algebra, we chooseh = 1 and γ ij = δ −i,j and restrict ourselves to loop variables of the form σ
, where #(I) and #(J) are the numbers of integers in I and J, respectively, and all the indices i 1 , i 2 , . . . , i #(I) , j 1 , j 2 , . . . , and j #(J) are positive integers between 1 and Λ inclusive. (J * is defined as the reverse sequence of J.) If we now compute the Poisson bracket between two loop variables of this form using Eq.(19), we should obtain
If we now retain only those terms in which µ 1 , µ 2 , . . . , µ r are consecutive integers in the reverse order, i.e., µ 2 = µ 1 − 1, µ 3 = µ 2 − 1, . . . , and µ r = µ r−1 − 1, and in which ν 1 , ν 2 , . . . , ν r are also consecutive integers in the reverse order, we will get precisely the Lie bracket of the centrix algebra. If we retain some more terms, we will obtain the heterix algebra. The cyclix algebra is obtained from the heterix algebra by identifying certain products of loop variables as a linear combination of single loop variables. We believe that the loop variables have a geometrical meaning in a noncommutative space, and thus there should be a geometrical meaning of these truncating approximations. We hope to understand the geometry better in the future.
III A Poisson morphism
We are going to show that there exists an invertible Poisson morphism between the Weyl-ordered Poisson algebra described in Ref. [3] and the normalordered Poisson algebra given by Eq.(19). Let us remind ourselves the definition of the Weyl-ordered Poisson algebra
. . , and η Λ . A Weyl-ordered loop variable is a trace of an arbitrary sequence of these matrices f I = Trη 
where n, j k and J have analogous definitions as m, i k , and I, is given by the following formula:
In this equation, for every value of r, we sum over all possible sets of integers µ 1 , µ 2 , . . . , µ r ∈ {1, 2, . . . , m} such that µ 1 < µ 2 < . . . < µ r , and all sets of integers ν 1 , ν 2 , . . ., ν r ∈ {1, 2, . . . , m} such that ν 1 , ν 2 , . . . , ν r form a decreasing sequence up to a cyclic permutation.ω ij is an anti-symmetric tensor. Eq.(21) defines the Weyl-ordered Poisson algebra for the space W.
Now we are going to define a linear transformation F : W → N . Nevertheless, we need a number of lemmas first in order to show that F is well defined. Introduce two matrices S and J as follows:
where I is the Λ × Λ unit matrix. The index of each row and column of S and J runs from 1 to Λ, then from -1 to −Λ. From Eq. (22), we see that
Let η ′i , where i ∈ {−Λ, −Λ + 1, . . . , −1, 1, 2, . . . , Λ}, be defined as
Moreover, let
and
We will need these formulae in the definition of F (f I ). Next we want to introduce the concepts of an allowable set of contracted indices, a forbidden set of contracted indices and leftover indices. Choose an ordered sequence I a of 2k integers, where k is a non-negative integer with 2k ≤ m, from i 1 , . . . , i m with distinct subscripts. Let us call the integers i a(−1) , i a(1) , i a(−2) , i a(2) , . . . , i a(−k) and i a(k) , respectively, where a(−1), a(1), a(−2), a(2), . . . , a(−k), a(k) ∈ {1, 2, . . . , m} and a(r) = a(s) if r = s for integers r and s such that 1 ≤| r |≤ k and 1 ≤| s |≤ k.
) will be called an allowable set of contracted indices (or in short I a is allowable) if any arbitrary integers r and s such that 1 ≤ r < s ≤ k,
Condition 1 either i a(±s) ∈ I(a(−r), a(r)) or i a(±s) ∈ I(a(r), a(−r)).
Otherwise, I a will be a forbidden set of contracted indices (or in short I a is forbidden). We illustrate in Fig. 2 examples of an allowable set of contracted indices, and one of a forbidden set of contracted indices.
We have the following lemmas characterizing an allowable set of contracted indices. 
be an allowable set of contracted indices, p an arbitrary integer between 1 and k −1 inclusive,
Figure 2: (a) An allowable set of contracted indices in a loop variable (Weylordered or normal-ordered). Each straight line joins i a(−r) and i a(r) together. Note that no two straight lines cross each other. (b) A forbidden set of contracted indices. Note that some straight lines cross one other.
r any integer between 1 and k inclusive, and
Proof. Assume that I a is allowable. From Lemma 1, we can assume without loss of generality that a(−p) < a(p). It is clear that the set of in- 
) satisfies Condition 1. Hence I b is also allowable. The proof that I b is forbidden if I a is forbidden is similar. Q.E.D.
Lemma 3 Consider an allowable set of contracted indices
Let σ : {1, 2, . . . , k} → {1, 2, . . . , k} be a permutation of the set of integers 1, 2, . . . , and k. Then
is also allowable. If I a is forbidden, then I σ(a) is also forbidden.
Proof. This can be easily deduced from Lemma 2. Q.E.D.
In short, we see from Lemma 3 that whether a set of contracted indices I a is allowable or not is independent of the order of the pairs of indices i a(s) , i a(−s) 's. Each of these pairs will be called a contraction pair.
Let us concentrate on an allowable set of contracted indices I a . For the i l 's such that l ∈ {1, 2, . . . , m} but that l = a(s) ∈ I a ∀ s = ±1, . . . , ±k (these i l 's are called the leftover indices), form subloops by defining an integer-valued auxiliary function L of some positive integers as below. Let
is defined for an integer υ, then we define L (i) (υ + 1) for some integers i by the following Algorithm 1 (c.f. Fig. 3 below) In the following,
Step 1 Set i = 1.
Step 2
Step 3 If L (i) (υ + 1) = a(s) ∀ s = ±1, . . . , ±k, then end this algorithm.
Step 4 Let
Step 6 Set L (i) (υ + 1) = a(−s i ) + m 1.
Step 7 Go back to Step 3.
Before proceeding on using the auxiliary function L to define a subloop, we need to show that the above algorithm is well defined by
Proof. Assume on the contrary that such an i does not exist. Then we have an infinite sequence L (1) (υ + 1), L (2) (υ + 1), . . . and so on. Since there are a finite number of a(s)'s for s = ±1, . . . , ±k only, there is an integer i 2 such that
is the first integer that repeats one of the previous numbers in the sequence. Now consider the case
However, L(υ) does not belong to I a and this equation is impossible. Consequently, there is an i such that
, where η ′i is defined in Eq.(25). Obviously any one of the leftover indices belongs to at least one of these subloops. Moreover, no two distinct subloops φ L 1 and φ L 2 of f I with respect to I a share even one common η ′i l for an arbitrary leftover index i l because of the following two lemmas. Proof. Assume on the contrary that there exist some integersr ands such thatr =s but L(r) = L(s)
Algorithm 2
Here is the procedure of this algorithm.
Step 1 Set i = 0.
Step 2 Let an integer y be such that it satisfies the equation L (x−i) (r) = y + m 1.
Step 3 Step
Step 5 Increment the value of i by 1.
Step 6 From Steps 6 and 4 of Algorithm 1, L (x−i) (r) = a(s i ).
Step 7 Go back to Step 2.
Hence L(r − 1) can be uniquely determined just from the value of L(r) by Algorithm 2. Moreover, L(s − 1) can be uniquely determined just from the value of L(s) by the same algorithm. Since L(r) = L(s), we must have
, contradicting the assumption that r is the smallest number such that L(r) = L(s) for a number s > r. Q.E.D.
Corollary 1 The degree of a subloop is a finite positive integer.
Proof. Since the degree of a loop is a finite number only, a subloop of it also has a finite degree by Lemma 5.
Lemma 6
For each distinct l ∈ {1, 2, . . . , m} such that i l is a leftover index, η ′i l is contained in at most one of the distinct subloops produced from all the leftover indices.
Fig . 3 shows a typical subloop. The following lemmas and corollary pertaining to subloops will be found useful later. is always obtained either by (1) 
Lemma 7 Let us consider a particular pair of indices a(−s
0 ) and a(s 0 ), where 1 ≤ |s 0 | ≤ k, and the sequenceL ext of the numbers L(1), L (1) (2), L (2) (2), . . . , L (ι 2 ) (2) = L(2), L (1) (3), L (2) (3), . . . , L (ι 3 ) (3) = L(3), . . . , L (1) (u), L (2) (u), . . . , L (ιu) (u) = L(u), L (1) (u + 1), L(2L (ι) (x) is defined for 2 ≤ x ≤ u+1 and ι ≤ ι x . Moreover, L (ι u+1 ) (u+1) = L(1) by the definition of u. Then either all numbers in L ext ∈ I(a(−s 0 ), a(s 0 )) ∪ {a(s 0 )} or all numbers in L ext ∈ I(a(s 0 ), a(−s 0 )) ∪ {a(−s 0 )}. Proof. Let L(1) ∈ I(a(s 0 ), a(−s 0 )) ∪ {a(−s 0 )}. Noteλ (s) = λ (p) + m 1 if λ (p) does not belong to I a , or by (2) λ (s) = a(−s (p) ) + m 1 for an integer s (p) such that λ (p) = a(s (p) ) if λ (p) ∈ I a . Assume that λ (p) ∈ I(a(s 0 ), a(−s 0 )) ∪ {a(−s 0 )}. In Case (1), λ (p) ∈ I(a(s 0 ), a(−s 0 )) and so λ (s) ∈ I(a(s 0 ), a(−s 0 )) or λ (s) = a(−s 0 ). Hence λ (s) ∈ I(a(s 0 ), a(−s 0 )) ∪ {a(−s 0 )}. In Case (2), if a(s (p) ) = a(−s 0 ), then a(s (p) ) ∈ I(a(s 0 ), a(−s 0 )) and so a(−s (p) ) ∈ I(a(s 0 ), a(−s 0 )) (because I a
is allowable and because of Lemma 3). This implies a(−s
Proof. Consider the numbers λ (p) and λ (s) defined in the proof of Lemma 7. 
, and let λ (s) = L (ι) (x) for some numbers ι and x. Consider the numbers
, a(−s c )) ∪ {a(−s c )}, and this is clearly impossible. Q.E.D.
Corollary 2 Consider a subloop
Proof. This follows directly from Lemmas 6 and 8. Q.E.D.
We are now ready to define
For instance,
Let us give another example. In F (Trη
The following lemma shows that F is invertible.
Lemma 9 Consider the mapping F : W → N defined in Eq.(32). Then F is invertible.
Proof. Let P (n) be the proposition that for every normal-ordered loop variable φ I in N of degree n, there is a unique element in W such that F maps this element to φ I . From Eq.(25), we see that
for j ∈ {1, . . . , M}. Hence
for each j. Hence P (1) is true. Assume that P (k) is true. Consider
. . , and j ′ k+1 = j k+1 or −j k+1 . Each of these in turn differs from F (Trη
) by normal-ordered loop variables of degrees less than k + 1. By the induction hypothesis, there is an element f ′ in W which is mapped by F to the sum of these normal-ordered loop variables of lower degree. Hence Trη
. Therefore, P (k + 1) is true and there is an element
this is impossbile from Eq.(31). Q.E.D.
Having defined a mapping F : W → N , we are going to prove that this is a Poisson morphism. Let
, which is a product of normal-ordered loop variables, and (2) every term in F ({f
first before proving these two statements. From Eq.(31) and the Leibniz property of a Poisson bracket,
is an allowable set of contracted indices in J for a postive integer l, u and v are the degrees of the subloops L and M, respectively, and α and β are the degrees of the subloops A and B. Furthermore, from Eqs. (25) and (19),
In this equation, if µ 1 < µ 2 , then
If, instead, µ 1 ≥ µ 2 , then
We have a similar definition for J B (ν 2 , ν 1 ). In addition,
if µ 1 < µ 2 and ν 1 > ν 2 , and so on for
Then Eq.(36) can be simplified by the following lemma:
Lemma 10 (Within the statements and proofs of Lemmas 10 and 11, i A(µ k ) and j B(ν k ) will be abbreviated as i k and j k , respectively.) The following identity holds true:
= 2 distinct sets of choices for ∆ with an odd number of ω's
where each (∆) ij can be chosen as either
In order to prove Lemma 10, we need to state and prove Lemma 11 simultaneously.
Lemma 11
The following identity holds true:
Proofs of Lemmas 10 and 11. Let us calculate the coefficient of the term
on the right hand sides of Eqs. (41) and (42) first. This is 1 2 r−1 the number of summands on the right hand sides of these two equations because each summand contributes to Formula 43 whatever set of choices of ∆'s we choose. Since the number of distinct choices is C
for Eq.(42), this coefficient is 1. Similarly, the numerical coefficient of the expression
is -1 on the R.H.S. of Eq.(41) and 1 on that of Eq.(42), the negative sign in Eq.(41) being due to the fact that we choose an odd number of the ∆'s to be ω's, whereas in Eq. (42) we choose an even number. Hence, every term on the left hand sides of Eq. (41) and Eq. (42) are contained in the right hand sides of the same equations with the same coefficient. We are going to show that there are no other terms on the R.H.S.'s besides the terms present on the left hand sides. Indeed, let C <ij> = C ij or C ji , and let P (r ′ , k, −) be the proposition that the coefficient of 41) is
Therefore, P (2, 1, −) is true. Similarly, the R.H.S. of eq.(42) is
Hence P (2, 1, +) is also true. Now assume that P (r ′′ , k, −) and P (r ′′ , k, +) are true for a positive integer r ′′ ≥ 2 and 1 ≤ k ≤ r ′′ −1. Consider P (r ′′ +1, k, −). There are 2 types of summands on the R.H.S. of Eq.(41) which contributes to t = C
Here an odd number of the ∆'s are ω's, and the rest are T 's. The other type (type 2 summands) is of the general form (∆)
Here an even number of the ∆'s are ω's. There are several different cases.
• Case 1: 2 ≤ k ≤ r ′′ − 1.
-Subcase a:
Since P (r ′′ , k, −) is true, the coefficient of t derived from type 1 summands, where the first r ′′ C <ij> 's come from (∆) ij 's and C i r ′′ +1 j r ′′ +1 comes from T i r ′′ +1 j r ′′ +1 , is 0. Since P (r ′′ , k, +) is also true, the coefficient of t derived from type 2 summands, where C i r ′′ +1 j r ′′ +1 comes from ω i r ′′ +1 j r ′′ +1 instead, is also 0. As a result, P (r ′′ + 1, k, −) is true in this subcase.
Since P (r ′′ , k −1, −) is true, the coefficient of t derived from type 1 summands is 0. Since P (r ′′ , k − 1, +) is also true, the coefficient of t from type 2 summands is also 0. Hence P (r ′′ + 1, k, −) is also true in this subcase.
• Case 2: k = 1.
This is exactly the same as Subcase 1a.
-Subcase b:
The coefficient of t derived from type 1 summands is
comes from the term
, and the coefficient of t derived from type 2 summands is − 
= 0, i.e., P (r ′′ +1, 1, −) is true in this case.
• Case 3:
The coefficient of t derived from type 1 summands is − 1 2 , whereas that derived from type 2 summands is 1 2 . Hence the total coefficient vanishes and P (r ′′ + 1, r ′′ , −) is true in this case.
This is the same as Subcase 1b.
Thus P (r ′′ + 1, k, −) is true for all cases for 1 ≤ k ≤ r ′′ . With the same induction hypothesis, P (r ′′ + 1, k, +) is also true by a similar analysis. By induction, P (r ′ , k, −) and P (r ′ , k, +) are always true for r ′ ≥ 2 and 1
With the help of Lemma 10, we can derive from Eqs. (35) and (36) that {F (f I ), F (f J )} N is a linear combination of all terms of the form
with an arbitrary allowable I a , an arbitrary allowable J b , an arbitrary positive integer r ′ , arbitrary sets of µ's and ν's such that µ 1 < µ 2 < · · · < µ r ′ and (ν 1 > ν 2 > · · · > ν r ′ ), and an arbitrary set C of choices of ∆'s with an odd number of ω's. On the other hand, from Eqs.(21) and (31), F ({f I , f J }) W ) is a linear combination of all terms of the form
with an arbitrary positive odd integer r, arbitrary sets of ρ's and σ's such that ρ 1 < ρ 2 < · · · < ρ r and (σ 1 > σ 2 > · · · > σ r ), and an arbitrary allowable set of contracted indices
Moreover, the indices of In Fig. 4 , the oval object on the left, which is delineated by a thick closed line with an arrow, is the Weyl-ordered loop variable f I . The oval object on the right is f J . If we map them to normal-ordered loop variables and then take the Poisson bracket, we will obtain Eq.(47); if we take the Poisson bracket first and map the resultant expression to the space of normal-ordered loop variables later, we will obtain Eq. (48) instead. There are a number of ω ij 's in both Eqs. (47) and (48). They will be labelled as ω iρ 10 jσ 10 , ω iρ 20 jσ 20 , . . . , and ω iρ r0 jσ r0 , where r is a positive odd integer. Moreover, it is always possible to arrange the indices in such a way that i ρ 10 < i ρ 20 < · · · < i ρ r0 and (j σ 10 > j σ 20 > · · · > j σ r0 ). We represent these ω's as solid lines joining the two oval objects in Fig. 4 .
There are also a number of T ij 's, where the index i comes from I and j comes from J, in both Eqs. (47) and (48). We will show in the following two lemmas that if they are generically labelled as T iρ x 1 x 2 jσ x 1 x 2 , where 1 ≤ x 1 ≤ r and x 2 is an integer between 1 and a certain positive integer s x 1 , in such a way that
These T 's are depicted as broken lines joining the two oval objects in Fig. 4 . There are other T ij in both Eqs. (47) and (48) such that both i and j come from I. We will also show in the following two lemmas that they can be generically labelled as T ia x 1 x 2 (−x 3 ) ia x 1 x 2 (x 3 ) , where x 3 is an integer between 1 and a certain positive integer k x 1 x 2 in such a way that
) for x 2 = s x 1 . These T 's are depicted as broken lines within the left oval object in Fig. 4 . There are still other T ij in both equations such that both i and j come from J. Likewise, we will show that they can be generically labelled
is an integer between 1 and a certain positive integer l x 1 x 2 in such a way that j bx 1 x 2 (±y 3 ) ∈ I(σ x 1 x 2 , σ x 1 x 2 +1 ) for x 2 < s x 1 or j bx 1 x 2 (±y 3 ) ∈ I(σ x 1 x 2 , σ x 1 +m1,0 ) for x 2 = s x 1 . These T 's are depicted as broken lines within the right oval object in Fig. 4 . We are now ready to introduce the following lemmas.
Lemma 12 i{F (f I ), F (f J )} N is equal to a linear combination of all terms of the form
· distinct subloops QR between I and J w.r.t. all contracted indices in I and J (1)). By Corollary 2,
). Let us rename the indices A(µ 1 ), A(µ 2 ), . . . , A(µ r ′ ) and B(ν 1 ) < B(ν 2 ), . . . , B(ν r ′ ) by the following
Algorithm 3
Step 1 Set x 1 = 0 and x 2 = 0.
Step 2 Set y = 1.
Step
, then increment the value of x 2 by 1. Put ρ x 1 x 2 = A(µ y ) and σ x 1 x 2 = B(ν y ).
Increment the value of x 1 by 1 and set the value of x 2 to 0. Put ρ x 1 0 = A(µ y ) and σ x 1 0 = B(ν y ).
Step 5 If y = r ′ , then increment the value of y by 1. Go back to Step 3.
Step 6 Put s r = x 2 + s 0 .
Step 7 Set x ′ 2 = 1.
Step 8 If x ′ 2 > s 0 , then end the algorithm.
Step 9 Put ρ r,
Step 10 Increment the value of x ′ 2 by 1.
Step 11 Go back to Step 8. It is now clear that Eqs.(50) and (51) are true (Statement (2)). Consider i a(−s) and i a(s) in Eq.(47), where 1 ≤| s |≤ k. If i a(−s) ∈ I(ρ x 1 x 2 , ρ x 1 ,x 2 +1 ) where x 2 < s x 1 but i a(s) ∈ I(ρ x 1 ,x 2 +1 , ρ x 1 x 2 ), then i ρx 1 x 2 ∈ I(a(s), a(−s)) and i ρ x 1 ,x 2 +1 ∈ I(a(−s), a(s)). Thus two subloops of f I are involved to produce the γ's by Lemma 7 and then the ∆'s in the Poisson bracket with f J . However, only one subloop of f I , namely A in Eq.(47), should be involved and this leads to a contradiction. Hence, if The subloops L and M are still defined by using Algorithm 1. From Eqs.(47) and (52), every QR lies within I(ρ x 1 x 2 , ρ x 1 x 2 +1 ) and J(σ x 1 x 2 +1 , σ x 1 x 2 ) for x 2 < s x 1 or within I(ρ x 1 sx 1 , ρ x 1 +r1,0 ) and J(σ x 1 sx 1 , σ x 1 +r1,0 ). Let Q(0) = ρ x 1 x 2 . If Q(υ) is defined for an integer υ, then we define Q (i) (υ + 1) for some integers i as follows:
Algorithm 4
Step 2 Q (i) (υ + 1) = Q(υ) + m 1.
Step 3 If Q (i) (υ + 1) = ρ x 1 x 2 ∃ x 1 and x 2 , then jump to Step 9.
Step 4 If
(where x 3 can be positie or negative), then end the algorithm.
Step 5 Let {x 1 , x 2 , x 3 } be a set of numbers such that a x 1 x 2 (x 3 ) = Q (i) (υ + 1).
Step 6 Increment the value of i by 1.
Step 7 Set Q (i) (υ + 1) = a x 1 x 2 (−x 3 ) + m 1.
Step 8 Go back to Step 3.
However, this is impossible and so L(υ) exists. Assume (ρ (1)). This implies the existence of a smallest integer ι such that
Since there are only a finite number of indices between L(1) and ρ x 1 x 2 +1 , there exists a numberυ such that L(υ) = ρ x 1 x 2 +1 . Hence i ρx 1 x 2 and i ρ x 1 x 2 +1 belong to the same subloop of I. Consequently, the set of all i ρx 1 x 2 's for 1 ≤ x 1 ≤ r and 0 ≤ x 2 ≤ s x 1 belongs to one subloop of I. Similarly, the set of all j σx 1 x 2 's belongs to one subloop of J. Q.E.D.
Before we prove Lemma 13, we remark that in the following, by I(ρ
we mean the sequence i ρx 1 x 2 +1 , i ρx 1 x 2 +2 , . . . , i ρ x 1 +r 1,0 , j σ x 1 +r 1,0 , . . . , j σx 1 x 2 . Proof. First of all, let us show that any expression of the form given in Eq.(48) can be rewritten as shown in Eq.(52) with the accompanying five statements being satisfied. Indeed, Statement (1) is obvious. Let us rename the indices ρ 1 , ρ 2 , . . . , ρ r , σ 1 , σ 2 , . . . , σ r in Eq.(48) as ρ 10 , ρ 20 , . . . , ρ r0 , σ 10 , σ 20 , . . . , σ r0 . Moreover, within the loop f I(ρ x 1 0 ,ρ x 1 +r 1,0 )J(σ x 1 +r 1,0 ,σ x 1 0 ) , for those contraction pairs with one index coming from I and the other one from J, call these indices i ρx 1 x 2 and j σx 1 x 2 in such a way that ρ x 1 0 < ρ x 1 1 < · · · < ρ x 1 sx 1 < ρ x 1 +1,0 if there are s x 1 such pairs for x 1 < r, or (ρ r0 < ρ r1 < · · · < ρ rsr < ρ 10 ) if x 1 = r. Thus Eq.(50) is true. Obviously (σ x 1 +r1,0 > σ x 1 1 > σ x 1 0 ). Assume that (σ x 1 +r1,0 > σ x 1 x 2 > σ x 1 x 2 −1 > · · · > σ x 1 0 ). If x 2 = s x 1 , consider σ x 1 ,x 2 +1 . Since i ρ x 1 x 2 +1 ∈ I(ρ x 1 0 , ρ x 1 +r1,0 )J(σ x 1 +r1,0 , σ x 1 0 )(ρ x 1 x 2 , σ x 1 x 2 ), we get j σ x 1 ,x 2 +1 ∈ I(ρ x 1 0 , ρ x 1 +r1,0 )J(σ x 1 +r1,0 , σ x 1 0 )(ρ x 1 x 2 , σ x 1 x 2 ) also. Hence (σ x 1 +r1,0 > σ x 1 ,x 2 +1 > σ x 1 x 2 > σ x 1 ,x 2 −1 > · · · > σ x 1 0 ). Thus σ x 1 +r1,0 > σ x 1 sx 1 > σ x 1 ,sx 1 −1 > · · · > σ x 1 0 . Therefore Statement (2) is true. Statements (3) and (4) are obvious. Now let us fix the values of x 1 and x 2 , and consider those contraction pairs with both indices coming form I, and one of them, say i c , belonging to I(ρ x 1 x 2 , ρ x 1 ,x 2 +1 ) for x 2 < s x 1 or I(ρ x 1 x 2 , ρ x 1 +r1,0 ) for x 2 = s x 1 . Let i c ′ be the other index of this contraction pair. Clearly i c ′ ∈ I(ρ x 1 0 , ρ x 1 +r1,0 ). If i ′ c does not belong to I(ρ x 1 x 2 , ρ x 1 ,x 2 +1 ) for x 2 < s x 1 or I(ρ x 1 x 2 , ρ x 1 +r1,0 ) for x 2 = s x 1 , then i c ∈ I(ρ x 1 0 , ρ x 1 +r1,0 )J(σ x 1 +r1,0 , σ x 1 0 )(ρ x 1 x 2 , σ x 1 x 2 ) but i c ′ ∈ J(σ x 1 +r1,0 , σ x 1 0 )I(ρ x 1 0 , ρ x 1 +r1,0 )(σ x 1 x 2 , ρ x 1 x 2 ), which is impossible. Thus any contraction pairs coming only from I can be written as i ax 1 x 2 (±x 3 ) because both of them must belong to a sequence I(ρ x 1 x 2 , ρ x 1 x 2 +1 ) with x 2 < s x 1 , or belong to a sequence I(ρ x 1 x 2 , ρ x 1 +m1,0 ) with x 2 = s x 1 .
We can now say that for a fixed value of x 1 , the set of all i ρx 1 x 2 , j σx 1 x 2 , i ax 1 x 2 (±x 3 ) and j bx 1 x 2 (±y 3 ) , where 1 ≤ x 2 ≤ s x 1 , 1 ≤ x 3 ≤ k x 1 x 2 and 1 ≤ y 3 ≤ l x 1 x 2 , together form an allowable set of contracted indices in the loop I(ρ x 1 0 , ρ x 1 +r1,0 )J(σ x 1 +r1,0 , σ x 1 0 ) with i ρx 1 x 2 and j σx 1 x 2 being contraction pairs, i ax 1 x 2 (x 3 ) and i ax 1 x 2 (−x 3 ) being contraction pairs, and j bx 1 x 2 (y 3 ) and j bx 1 x 2 (−y 3 ) being contraction pairs.
The remaining thing to do to prove that Statement (5) is satisfied is to show that the set of all i ax 1 x 2 (±x 3 ) 's for 1 ≤ x 1 ≤ r, 0 ≤ x 2 ≤ s x 1 and 1 ≤ x 3 ≤ k x 1 x 2 is allowable in I, and the set of all j bx 1 x 2 (±y 3 ) 's for 1 ≤ x 1 ≤ r, 0 ≤ x 2 ≤ s x 1 and 1 ≤ y 3 ≤ l x 1 x 2 is allowable in J. Indeed, since for each fixed x 1 , the set of all i ax 1 x 2 (±x 3 ) 's is allowable in I(ρ x 1 0 , ρ x 1 +r1,0 )J(σ x 1 +r1,0 , σ x 1 0 ), this set alone is allowable in I also. Now let us choose a fixed set of values for x 1 , x 2 and x 3 . Consider two integersx 1 andx 2 such that 1 ≤x 1 ≤ r and 1 ≤x 2 ≤ sx 1 . In addition, eitherx 1 = x 1 orx 2 = x 2 , or both. Then i ax 1 x 2 (±x 3 ) ∈ I(ax 1x2 (x 3 ), ax 1x2 (−x 3 )) for 1 ≤x 3 ≤ kx 1x2 if ax 1x2 (x 3 ) ≥ ax 1x2 (−x 3 ) and ρx 1 0 < ρx 1 +r1,0 , or if ax 1x2 (x 3 ) > ax 1x2 (−x 3 ) > ρx 1 0 > ρx 1 +r1,0 , or if ρx 1 0 > ρx 1 +r1,0 > ax 1x2 (x 3 ) > ax 1x2 (−x 3 ). Similarly, i ax 1 x 2 (±x 3 ) ∈ I(ax 1x2 (−x 3 ), ax 1x2 (x 3 )) if ax 1x2 (x 3 ) > ρx 1 0 > ρx 1 +r1,0 > ax 1x2 (−x 3 ). As a result, the set of all i ax 1 x 2 (±x 3 ) 's is allowable in I. A similar argument holds for all j bx 1 x 2 (±y 3 ) 's in J.
The subloops L and M are found by using Algorithm 1, and the subloops QR can again be determined by Algorithm 4 and 5.
Let us consider the converse, i.e., whether any expression of the form shown in Eq.(52) and satisfying the five accompanying statements is a term in Eq.(48). The only thing we need to do to substantiate this converse statement is to prove that if the set of all i ax 1 x 2 (±x 3 ) 's is allowable in I, the set of all j bx 1 x 2 (±y 3 ) 's is allowable in J, the set of all i ρx 1 x 2 's satisfies Eq.(50) and the set of all j σx 1 x 2 's satisfies Eq.(51), then for each fixed x 1 , the set of all i ax 1 x 2 (±x 3 ) 's and j bx 1 x 2 (±y 3 ) 's together with i ρx 1 x 2 and j σx 1 x 2 is allowable in
