This paper is concerned with the approximation of matrix functionals defined by a large, sparse or structured, symmetric definite matrix. These functionals are Stieltjes integrals with a measure supported on a compact real interval. Rational Gauss quadrature rules that are designed to exactly integrate Laurent polynomials with a fixed pole in the vicinity of the support of the measure may yield better approximations of these functionals than standard Gauss quadrature rules with the same number of nodes. Therefore it can be attractive to approximate matrix functionals by these rational Gauss rules. We describe the structure of the matrices associated with these quadrature rules, derive remainder terms, and discuss computational aspects. Also discussed are rational Gauss-Radau rules and the applicability of pairs of rational Gauss and Gauss-Radau rules to computing lower and upper bounds for certain matrix functionals.
Introduction
Let A ∈ R n×n be a large, sparse or structured, symmetric, definite matrix, let v ∈ R n be a unit vector, and assume that the nonlinear function f is defined and continuous on the closure of the spectrum of A. We are interested in computing approximations of matrix functionals of the form
where the superscript T denotes transposition. Functions f that arise in applications include the exponential, the logarithm, and the square root; see, e.g., [1, 3, 5, 7, 10, 15, 19] . We formulate our results for the case when A is positive definite. The situation when A is negative definite can be treated similarly; only minor modifications are required. Introduce the spectral factorization
where λ 1 ≤ λ 2 ≤ . . . ≤ λ n are eigenvalues, the columns of Q = [q 1 , q 2 , . . . , q n ] ∈ R n×n are orthonormal eigenvectors, and I denotes the identity matrix. Substituting this factorization into (1.1) yields
This shows that (1.1) is a Stieltjes integral, which we may express as
where μ is an increasing piecewise constant distribution function with jumps at the eigenvalues λ j and dμ denotes the associated measure. Because of the connection between (1.1) and (1.3), we sometimes will refer to the function f in (1.1) as the integrand. Throughout this paper, we assume the matrix A to be too large to allow the computation of its spectral factorization. Therefore, the representation (1.2) cannot be used for the evaluation of (1.1). The matrix A is assumed to have a structure that makes the evaluation of matrix-vector products with A and A −1 feasible without forming the latter matrix. For instance, we may be able to use the Cholesky factorization of A, a fast Toeplitz solver [2] , or a multilevel method to evaluate matrix-vector products with A −1 .
It is the purpose of this paper to discuss the structure of the matrices that arise when rational Gauss and Gauss-Radau quadrature rules are used to approximate functionals of the form (1.1). These rules are evaluated with the aid of a rational Lanczos process. Rational Gauss rules can be more attractive to use than standard Gauss rules for certain integrals; see below. We also describe how pairs of rational Gauss and Gauss-Radau rules or pairs of rational Gauss-Radau rules can be applied to determine upper and lower bounds for the functional (1.1) for certain integrands f . These bounds are analogous to bounds furnished by pairs of standard Gauss and Gauss-Radau rules or pairs of standard Gauss-Radau rules. Bounds based on standard Gauss and Gauss-Radau rules are described by Golub and Meurant [15, Chapter 7] ; bounds involving certain rational Gauss-type quadrature rules also can be found in [23] .
We briefly review work by Golub and Meurant [14] or [15, Chapter 7] on the use of (standard) Gauss rules for the approximation of functionals (1.1). Application of m steps of the (standard) Lanczos process to the matrix A with initial vector v yields the decomposition 1 , . . . , v m−1 ] ∈ R n×m has orthonormal columns with v 0 = v, T m ∈ R m×m is symmetric and tridiagonal with positive subdiagonal entries, and g m ∈ R n satisfies V T m g m = 0. Here and throughout this paper e j = [0, . . . , 0, 1, 0, . . . , 0] T denotes the jth axis vector of appropriate dimension. We are interested in the situation when m n and, in particular, assume m to be small enough so that the decomposition (1.4) with the stated properties exists. Golub and Meurant [14] or [15, Chapter 7] show that (1.5) G m (f ) := e T 1 f (T m )e 1 is an m-point Gauss quadrature rule for the Stieltjes integral (1.3), i.e., G m (p) = I(p) for all polynomials p of degree at most 2m − 1. The fact that G m is an mpoint quadrature rule can be seen by substituting the spectral factorization of T m License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use THE STRUCTURE OF MATRICES IN RATIONAL GAUSS QUADRATURE 2037 into (1.5). Thus, the number of steps of the Lanczos process equals the number of nodes of the quadrature rule. To establish that G m is a Gauss rule one first notices that the jth column of V m can be expressed as v j−1 = p j−1 (A)v, where p j−1 is an orthonormal polynomial of degree j − 1 associated with the inner product 1
We refer to [14, 15] for further details. Gauss quadrature rules with few nodes yield accurate approximations of (1.
3) when f can be approximated well by a polynomial of low degree on the interval [λ 1 , λ n ]. However, this is not the case in the situation when f is analytic on [λ 1 , λ n ] and has a singularity nearby. Example 1.1. Let the symmetric positive definite matrix A have extreme eigenvalues 0 < λ 1 < λ n with λ 1 /λ n small. Then the accurate approximation of f (t) := ln(t) on [λ 1 , λ n ] by a polynomial requires the polynomial to be of high degree. Therefore the accurate approximation of v T ln(A)v generally requires the use of a Gauss rule with many nodes. Consequently, many steps of the Lanczos process may be required to determine an approximation (1.5) of satisfactory accuracy. This is illustrated in Section 8.
Druskin and Knizhnerman [9] showed that rational functions with a bounded single fixed pole may be able to approximate certain functions f , that are analytic on the interval [λ 1 , λ n ] and have a singularity nearby in the complex plane, more accurately than polynomials with the same number of coefficients. For this reason an m-point rational Gauss rule, which is designed to exactly integrate rational functions with a specified bounded pole, may yield a more accurate approximation of (1.3) than a standard Gauss rule (1.5) with the same number of nodes for this type of integrand; see also [4, 10] for error bounds for polynomial and rational approximation. The application of rational Gauss rules is particularly attractive when the matrix A in the functional (1.1) has a structure that allows efficient evaluation of A −1 w for arbitrary vectors w, e.g., by factorization or by application of an iterative method.
Rational Gauss quadrature rules were first investigated by Gonchar and López Lagomasino [17] . These rules are Gauss quadrature rules for rational functions with prescribed poles. A more recent treatment is provided by Gautschi [12, Section 3.1.4]. We are interested in rational Gauss and Gauss-Radau rules for Laurent polynomials, which are rational functions whose only finite pole is at the origin, i.e., they are functions of the form p(x)/x j , where p is a polynomial of degree k + j. We show that the analog of the tridiagonal matrix T m associated with a (standard) m-point Gauss rule, for an m-point rational Gauss rule for Laurent polynomials is a pentadiagonal matrix H m ∈ R m×m with a banded inverse. These properties of H m are used to establish the existence of rational Gauss rules for Laurent polynomials with arbitrary ratios larger than or equal to two of the numerator and denominator degrees. We also derive remainder terms for the rational Gauss and Gauss-Radau quadrature rules considered. The remainder terms show that for certain integrands f , pairs of rational Gauss and Gauss-Radau rules or pairs of suitable Gauss-Radau rules furnish upper and lower bounds for the functionals (1.1). This paper is organized as follows. Section 2 reviews available results on recursion formulas for orthonormal bases for rational Krylov subspaces associated with Laurent polynomials with a single real pole. These spaces sometimes are referred to as extended Krylov subspaces; see, e.g., [9] . The pentadiagonal structure of the matrix H m is discussed. This matrix is the orthogonal projection of A onto a rational Krylov subspace. Let G m ∈ R m×m denote the orthogonal projection of A −1 onto this subspace. Section 3 shows that G m is banded, from which it follows that the inverse of H m has similar structure. Section 4 describes how the structure of H m and G m can be used to establish the existence of rational Gauss rules. The proofs are interesting because they use linear algebra techniques only. Remainder terms of a particular form are not required. It may be possible to apply the technique of proof to other classes of functions. However, since remainder terms are not used, the proof does not reveal the sign of the quadrature error. The sign is required to establish when rational Gauss and Gauss-Radau rules provide upper or lower bounds for the matrix functional (1.1). Therefore, we derive in Section 5 an expression for the quadrature error for rational Gauss rules. Comments on the computation of the nodes and weights of the rational Gauss rule determined by H m can be found in Section 6. The computation of and the quadrature error for rational Gauss-Radau rules are described in Section 7. These rules have one prescribed real node in the closed complement of the convex hull of the support of the measure dμ. We show how upper and lower bounds for certain functionals (1.1) can be determined with the aid of pairs of rational Gauss-Radau rules. A few computed examples are presented in Section 8 and concluding remarks can be found in Section 9.
Recursion relations for extended Krylov subspaces
This section reviews available results on recursion relations of orthonormal bases for rational Krylov subspaces of the form
Njåstad and Thron [24] showed that orthonormal bases for the sequence of nested rational Krylov subspaces
satisfy a short recursion relation, i.e., the number of terms of the recursion relation is bounded independently of m. Their derivation uses properties of orthogonal Laurent polynomials. A survey of this and related results is provided by Jones and Njåstad [22] . An extension of the recursion relation discussed by Njåstad and Thron [24] to the sequence of rational Krylov subspaces [20] . More generally, sequences of nested rational Krylov subspaces of the form
where i is a positive integer are considered in [21] . An extension in which the relation between the numerator and denominator degrees is more general than in (2.2) has recently been discussed by Díaz-Mendoza et al. [8] .
Generation of an orthonormal basis for the subspace K m,m (A, v) requires the evaluation of m − 1 matrix-vector products with the matrix A and the solution of m − 1 linear systems of equations with A. For many matrices A, the evaluation of matrix-vector products can be carried out faster on modern computers than the solution of systems of equations with A, also when A already is available in factored form. Therefore, typically an orthonormal basis for a subspace of the form (2.2) with i > 1 can be computed faster than a basis for a space (2.1) of the same dimension. Computed examples in Section 8 show the rate of convergence of the computed approximation of (1.1) to be fairly insensitive to the choice of i ≥ 1. It therefore can be attractive to use a value of i larger than unity.
Recursion formulas for orthonormal bases for the nested spaces (2.2) can be derived by using the connection of the basis vectors with orthogonal Laurent polynomials. Introduce the spaces of Laurent polynomials
equipped with the inner product (1.6). Here and below, we assume that the dimension of the spaces (2.3) considered is small enough so that (1.6) indeed is an inner product.
Let i be the integer in (2.2) and introduce the monic orthogonal Laurent polynomials
with φ 0 (x) := 1. Here α denotes the largest integer smaller than or equal to α ∈ R. Then {φ s } im s=−m+1 is a basis for L m−1,im . We refer to the largest negative power of φ s as the denominator degree and to the largest power of the numerator polynomial as the numerator degree. For instance, φ s with s ≥ 1 and non-vanishing trailing coefficient c s,− (s−1)/i has denominator degree (s − 1)/i and numerator degree s + (s − 1)/i . Let j and k be related according to k = ij + , where is an integer such that 0 ≤ < i. Then for k > 0, we have
Note that the vectors
with v 0 = v constitute an orthonormal basis for the Krylov subspace K m,im+1 (A, v). This basis can be expressed with the orthogonal Laurent polynomials (2.4); v j is a multiple of φ j (A)v. Hence, the determination of an orthonormal basis for K m,im+1 (A) is equivalent to the generation of an orthonormal basis of Laurent polynomials for the space L m−1,im . This connection is used in [21] to derive short recursion relations for the vectors (2.6).
Suppose that the orthonormal basis (2.6) for K m,im+1 (A, v) is available. Then the next set of m
. . i, we have the familiar three-term recursion formulas that arise in the standard Lanczos process,
see [21] for details. Define the matrix
In order to simplify the subscripting, we henceforth will use the assignment
The recursion coefficients in (2.7)-(2.10) determine a pentadiagonal matrix
Since A is symmetric and definite, so is H τ . Example 2.1. Consider the matrix H τ for i = 3 and m = 3. Then τ = 12. The matrix H 12 may have non-vanishing entries in the positions marked by " * ":
The Laurent polynomials φ 0 , φ 1 , . . . , φ i are orthogonal polynomials with respect to the inner product (1.6). Therefore the recursion formulas reduce to those of the Lanczos process (1.4) for the vectors v 0 , v 1 , . . . , v i . It follows that the leading (i + 1) × (i + 1) principal submatrix of H τ , with τ given by (2.11), is tridiagonal. Example 2.3. As usual, let τ be defined by (2.11) . We describe the entries of the trailing i × i principal submatrix of H τ +i . This example will be used in the following section. The formulas (2.8), (2.9), and (2.10) for j = 3, 4, . . . , i can be expressed as
whereĈ ∈ R i×i is given by
Thus,Ĉ is tridiagonal. It follows from
thatĈ is symmetric and definite. Thus,
We show in Section 3 that the inverse of H τ is banded. Moreover, the projection of A −1 onto K m,im+1 (A, v), given by
and banded. The latter property is used in our discussion of rational Gauss quadrature in Section 4. We refer to G τ as the inverse projection matrix.
The inverse projection matrix
We present formulas for the entries g j,k of the matrix G τ defined by (2.14) with τ given by (2.11) . Let V be the submatrix of G τ consisting of the intersection of rows h through j and columns k through l. For some integer 1 ≤ l ≤ m, set j = l(i + 1) − i and consider the submatrices
The representation (3.2) is valid for l ≥ 2; when l = 1 the matrix has initial column v 0 and only i + 2 columns. Henceforth, we will assume that l ≥ 2; results for the case l = 1 can be shown analogously.
Multiplying equations (2.8)-(2.10) by A −1 and replacing m by l yields the relation
where the matrix C ∈ R (i+1)×(i+1) has the structure
with an i × i leading principal submatrixC of the form (2.13). In particular,C is symmetric, tridiagonal, and definite. Its diagonal elements are given by
and its subdiagonal entries are
Then the columns ofG can be written as
Example 3.1. Let i = 3 and l = 3. Then j = 9 and the matrices V
Multiplying equations (2.8), (2.9), and (2.10) by A −1 yields, in order,
and from (2.7) we obtain
Equations (3.5) and (3.6) can be expressed in the following form, after elimination of the terms A −1 v 6 with the aid of (2.7),
The leading 3 × 3 principal submatrix of C is of the same form as the matrix (2.13) for i = 3 and m = 2. Thus, this leading principal submatrix is symmetric and definite. The matrix on the right-hand side of (3.7) corresponds to the matrixG in (3.3) . Entries that may be non-vanishing are marked by " * ".
Since the submatrixC is invertible, so is the matrix C in (3.4). Post-multiplying equation ( 
The matrix G [j−(i+1):j+(i+1),j:j+i] represents the non-vanishing entries of the columns j through j + i of G τ ; these columns are associated with the block of vectors (3.1). We consider j = l(i + 1) − i for 2 ≤ l ≤ m. The case l = 1 can be treated similarly. Column j of G τ consists of the coefficients that express A −1 v −l+1 as a linear combination of the 2i+3 columns of V
. These coefficients generally are non-zero. Thus, column j = l(i + 1) − i of G τ has at most 2i + 3 non-vanishing entries, with i + 1 of these entries occurring both above and below the diagonal entry.
We turn to column j + 1 of G τ , and obtain from (3.2) and (3.8) that
The orthogonality of the vectors v j and their relation to the Laurent polynomials φ k give
. It follows from (2.5) that φ i(l−1)+1 is orthogonal to L (l−1),i(l−1) . Since x −1 φ i(l−1)+1 ∈ L (l−1),i(l−1) , we have g j−(i+1),j+1 = 0. Similarly,
It follows from x −1 φ l(i−2)+1 ∈ L (l−1),i(l−1) that g j−i,j+1 = 0. We can show similarly that all the first i+1 entries g j−(i+1),j+1 , g j−i,j+1 , . . . , g j−1,j+1 of the second column of G τ vanish. The remaining columns follow the same pattern as the second one. Allowing l to range from 1 to m, with j = l(i + 1) − i, and using the symmetry shows the zero-structure of G τ . This establishes the following result. 
It follows from (3.8) that
We are in a position to discuss the relation between the matrices G τ and H τ . Equations (2.12) and (3.9) yield
Thus, H τ G τ is a rank-one modification of the identity. The rank-one matrix may have non-vanishing elements only in the last i + 1 entries of the last row. Since both the matrices H τ and G τ are invertible, so is the matrix
τ . Its inverse is given by
Equation (3.10) yields
Partitioning G τ in the same manner as (3.11) shows that
whereĜ is the (τ − 1) × (τ − 1) leading principal submatrix of G τ and
Since all but possibly the last i entries of c and d are known to vanish, the elements of the matrix dc T are zero except maybe those in its trailing i × i submatrix. This fact along with (3.12) shows that H −1 τ differs from G τ only in its trailing (i + 1) × (i + 1) submatrix. This gives us the following result. 
Application to rational Gauss quadrature
We are in a position to discuss rational Gauss quadrature rules for the approximation of integrals of the form (1.1). The case of i = 1 in (2.2) has been considered in [21] , where it is shown that
Substituting the spectral decomposition of H 2m into e T 1 f (H 2m )e 1 shows that this expression can be considered a quadrature rule with 2m nodes, with the eigenvalues of H 2m being the nodes. A classical approach to rational Gauss quadrature rules for f ∈ L 2m−2,2m+1 that does not explicitly utilize the recursion matrix H 2m is found in [22] , where they are referred to as "strong Gaussian quadrature rules". This section demonstrates that more general rational Gauss rules exist for f ∈ L 2m−2,2mi+1 . That is, we will establish that
where as usual τ is given by (2.11). The quadrature rule e T 1 f (H τ )e 1 has τ nodes, the eigenvalues of H τ . We note that it may not be necessary to compute the spectrum of H τ in order to evaluate the quadrature rule; knowing the Cholesky factorization of H τ or −H τ may suffice. Discussions of many techniques for evaluating matrix functions with matrices of small to moderate size can be found in [19] . Proof. We first consider (4.3). The relation (2.12) and the structure of H τ , illustrated in Example 2.1, yield
Combining these expressions and using that V T τ z τ = 0 shows (4.3). The relation (3.9) and the structure of G τ , illustrated in Example 3.2, give
from which (4.4) follows.
In order to show that (4.1) is a rational Gauss rule, it remains to relate the powers G j τ in (4.4) to the negative powers H −j τ . This is done in the following lemma.
Lemma 4.2.
Let the matrices H τ and G τ be defined by (2.12) and (3.9), respectively, and let the matrix A be definite. Then
Proof. It follows from (3.10) that H τ G τ e 1 = (I + e τ u T τ )e 1 = e 1 , where we have used that only the last i + 1 entries of u τ and the first i + 2 entries of the vector G τ e 1 may be non-zero. The latter follows from the structure of G τ .
where we have used that only the first i + 2 entries of the vector G τ e 1 may be non-zero. Proceeding similarly for increasing values of j yields H j τ G j τ e 1 = e 1 , j = 0, 1, . . . , m − 1.
This shows (4.5).
Theorem 4.3 (Rational Gauss quadrature)
. Equation (4.2) holds, i.e., the righthand side is a rational Gauss quadrature rule for the approximation of (1.1).
Proof. The result follows by combining (4.3)-(4.5).
We find the above proof of interest because it relies on linear algebra techniques only. Quadrature rules for other basis functions with associated matrices H τ and G τ that satisfy the properties (4.3)-(4.5) also may be considered Gauss rules. However, the proof does not provide an expression for the quadrature error. Such an expression is helpful for establishing for which integrands f the quadrature rule provides an upper or lower bound for the matrix functional (1.1). The following section derives a formula for the quadrature error for rational Gauss rules of the type considered in this paper. 
The error in rational Gauss rules
This section presents an algebraic derivation of rational Gauss quadrature rules with the aim to determine an expression for the quadrature error. The following theorem is an analog of a well-known result for orthogonal polynomials. The conditions of the theorem are satisfied by the monic orthogonal Laurent polynomials defined by (2.4).
Theorem 5.1. Let ψ ∈ L j,k be of exact denominator degree j and of exact numerator degree j + k. Suppose further that ψ is orthogonal to either L j,k−1 or L j−1,k with respect to the inner product (1.6). Then the following holds:
i. ψ has j + k zeros. ii. The zeros are real, distinct, and lie in the convex hull of the support of dμ.
Proof. The conditions of exactness imply that
x j , where P is a polynomial of exact degree k + j. First assume that ψ is orthogonal to L j,k−1 . Then P is orthogonal to polynomials of degree less than k + j with respect to the measure dμ(x)/x j , and the proof of ii now follows from the standard proof of the analogous result for orthogonal polynomials with respect to a non-negative measure; see, for example, [12, p. 7] . Similarly, when ψ is orthogonal to L j−1,k , it follows that P is orthogonal to polynomials of degree less than k + j with respect to the measure dμ(x)/x j−1 . Again, property ii follows from the analogous result for orthogonal polynomials with respect to a non-negative measure.
Let the function ψ satisfy the conditions of Theorem 5.1 with ψ ⊥ L j,k−1 . Denote the j + k distinct zeros of ψ by
and introduce the Laurent-Lagrange polynomials
, ν = 1, 2, . . . , j + k.
They satisfy
interpolates f at the zeros of ψ. Suppose that f ∈ L 2j,2k−1 . Then the k + j zeros of ψ(x) are shared by f (x) − L(x). Hence, there is a Laurent polynomial r ∈ L j,k−1 such that f (x) − L(x) = ψ(x)r(x). Integrating this relation with respect to the measure dμ (cf. (1.3) ) yields
This is a quadrature rule with weights (5.2) w ν = l ν (x)dμ(x), whose positivity can be established by substituting the squared Laurent-Lagrange polynomial l 2 ν for f in (5.1) to obtain
If on the other hand ψ ⊥ L j−1,k , then we choose f ∈ L 2j−1,2k and r ∈ L j−1,k . These observations yield the following results. Proof. Consider case i. The fact that ψ ⊥ L j−1,k implies that the quadrature rule is exact for f ∈ L 2j−1,2k follows from the discussion preceding the theorem. Conversely, suppose that the rule is exact for f ∈ L 2j−1,2k . Then from the definition of the inner product (1.6), we obtain
Thus, ψ ⊥ L j−1,k . This establishes property i. Property ii can be shown in a similar manner.
The following result is a consequence of the above theorem.
Corollary 5.3. Let τ be defined by (2.11) and consider the sequence of orthogonal Laurent polynomials
The rational Gauss rule G τ (f ), whose nodes are the zeros of φ −m in the sequence (5.3) , is exact for all f ∈ L 2m−1,2im . Moreover, consider the modified sequence
and let the nodes of the rational Gauss rule G τ (f ) be the zeros of φ im+1 . Then this rule is exact for all f ∈ L 2m−2,2im+1 . This quadrature rule is the same as 
ν (x). Analogously to standard Hermite polynomial interpolation, we havê
Theorem 5.4 (Laurent-Hermite interpolation error). LetL be the Laurent-Hermite polynomial (5.5) determined by the interpolation nodes x 1 < x 2 < . . . < x κ , the κ = j + k zeros of ψ ∈ L j,k with leading coefficient d. Assume that f is 2κ times continuously differentiable in the open interval between the nodes x 1 and x κ . Then for some scalar c = c(x) dependent on x in this interval, we have
Proof. If x = x ν for some ν = 1, 2, . . . , κ, then (5.6) holds for an arbitrary constant c. Assume that x = x ν for all ν. We then observe that
where P (x) is polynomial of degree κ, whose zeros are those of ψ(x). Next note that x 2jL (x) is a polynomial of degree 2κ − 1 and consider
The function g is 2κ times continuously differentiable and g(x ν ) = g (x ν ) = 0 for ν = 1, 2, . . . , κ. Further, for any fixed x = x ν for all ν, we have g(x) = 0. Hence, g has 2κ + 1 zeros, counting multiplicities. By Rolle's theorem, there exists a scalar c = c(x) depending on x in the open interval between the nodes x 1 and x κ , for which
Noting that P 2 (t) is a polynomial of degree 2κ with leading coefficient d 2 , rearranging terms, and dividing by x 2j yields (5.6).
The following result is an application of Theorem 5.4. 
for some scalar c in the convex hull of the support of the measure dμ, where ψ is defined in Theorem 5.2.
Proof. Since the quadrature rule G κ satisfies condition ii of Theorem 5.2, it is exact for functions in L 2j,2k−1 . The Laurent-Hermite interpolation polynomialL lives in L 2j,2k−1 . Therefore, I(L) = G κ (L), and we obtain
where the last equality follows from Theorem 5.4; integration is carried out with respect to the variable x. The corollary now follows from an application of the mean-value theorem of integration.
We will now apply the above results to determine an expression for the error for the quadrature rule (4.2). Introduce the orthonormal Laurent polynomials
and the vector
with τ defined by (2.11). The vector form of the matrix formula (2.12) is given by
Observe that the zeros of the Laurent polynomial
are the eigenvalues {θ i } τ i=1 of H τ . Further,φ −m andφ im+1 have exact denominator degree m and exact numerator degrees τ and τ + 1, respectively. Since ψ τ only has τ zeros, the constant term of the numerator of the right-hand side of (5.9) must vanish. It follows that ψ τ (x) is a multiple of
Hence, ψ τ ∈ L m−1,im+1 . Since the quadrature rule G τ (f ) defined by (4.2) is exact for f ∈ L 2m−2,2im+1 , we obtain from Theorem 5.2 that ψ τ ⊥ L m−1,im . Thus, condition ii of Theorem 5.1 is satisfied with j = m − 1 and k = im + 1, and it follows that the expression for the quadrature error (I − G κ )(f ) of Corollary 5.5 holds with κ = τ and j = m − 1 for functions f that satisfy the conditions of the corollary.
Corollary 5.6 . Let the open interval (a, b) contain the spectrum of A and let the function f be 2τ times continuously differentiable in this interval. Assume that
Then
The inequality follows from Corollary 5.5 with κ = τ and j = m − 1.
Computation of nodes and weights of rational Gauss rules
The eigenvalues and squared first component of associated normalized eigenvectors of the matrix H τ in (4.2) with τ given by (2.11) yield the nodes and weights, respectively, of the τ -point rational Gauss quadrature rule determined by H τ . The nodes and weights can be computed in several ways. For instance, we may first bring H τ to tridiagonal form by orthogonal similarity transformation using a suitably chosen sequence of Givens rotations and then apply the Golub-Welsch algorithm [16] . Alternatively, we may use a divide-and-conquer technique to split H τ into, say m, smaller matrices H ( ) τ , = 1, 2, . . . , m, with symmetric rank-one modifications and determine the eigenvalues, and first and last components of the normalized eigenvectors of each one of the smaller matrices H ( ) τ ; see [6, 18] for discussions on divide-and-conquer methods for symmetric tridiagonal matrices. A comparison of these schemes will be presented elsewhere.
An alternative approach to determine the rational Gauss rule in (4.2), described, e.g., by Gautschi [12, Theorem 3.25] , is to first compute the symmetric tridiagonal matrix T τ ∈ R τ ×τ associated with the measure dμ in (1.3) and defined by (1.2) . This matrix can be determined by carrying out τ steps of the Lanczos process applied to A with initial vector v; cf. (1.4) . The matrix T τ then is modified to yield a new symmetric tridiagonal matrixT τ associated with the measure
The entries of the matrixT τ are recursion coefficients for orthonormal polynomials associated with the measure (6.1). Efficient algorithms for computingT τ from T τ are available; see Gautschi [12, Section 2.4 ] for a discussion and references. This method for determining rational Gauss rules works well when m is small, say, m ≤ 2. However, for large values of m, numerical instability may significantly reduce the accuracy of the computed approximation ofT τ . Further details and computed illustrations for small m are presented in [23] .
Gauss-Radau rules
The standard (m + 1)-point Gauss-Radau rule for the integral (1.3) is a quadrature rule that is exact for all polynomials of degree at most 2m and has a fixed node in the closure of the complement of the convex hull of the support of the measure dμ; see, e.g., Gautschi [12] . This section discusses the computation of rational Gauss-Radau rules and error bounds that can be determined with these rules. In the remainder of this paper, we refer to rational Gauss-Radau quadrature rules briefly as rational Radau rules.
Standard m-point Gauss-Radau rules for the approximation of matrix functionals (1.1) can be determined by modifying the tridiagonal matrix T m in the decomposition (1.4), which can be evaluated by carrying out m steps of the (standard) Lanczos process; see, e.g., [11, 12, 13] or [15, Section 6.2] for details. We show that rational Radau rules can be determined in an analogous fashion. Express the decomposition (5.8) in the form
where the vector Φ τ (x) ∈ R τ is defined by (5.7), the matrix H τ ∈ R τ ×τ of recursion coefficients is pentadiagonal, τ is given by (2.11) , and ψ τ is a linear combination of the functionsφ −m andφ im+1 ; see (5.9) . The remainder function ψ τ cannot be expressed as a linear combination of the orthonormal Laurent polynomials generated by the recursion formulas (2.7)-(2.10); that is, no linear combination both belongs to L m−1,im+1 and is orthogonal to L m−1,im . However, for i = 1 it follows from the structure of H τ and the formula (7.1) that a normalizationψ τ of the Laurent polynomial ψ τ can be computed with the four-term recursion formula
where δ τ := ψ τ . For i > 1,ψ τ can be determined with the three-term recursion formula
The following example illustrates the structural differences in H τ for these two cases. Observe the three generally non-zero entries in the last row of H τ for i = 1. A four-term recursion formula is required to computeψ τ in this case.
For all i ≥ 1, we can compute a Laurent polynomial ψ τ +1 ∈ L m−1,im+2 that is orthogonal to L m−1,im+1 with the three-term recursion formula
This produces the modified recursion matrix
In order to determine a Radau rule with a node a ≤ λ 1 , we choose the last diagonal entry ofĤ τ +1 so that the matrix
has an eigenvalue at a. This is equivalent to requiring that a is a zero of the modified Laurent polynomialψ
We refer to the requirementψ(a) = 0 as the Radau condition. It yields
We remark that since the eigenvalues of H τ are the zeros ofψ τ and they live in the open interval (λ 1 , λ n ), the requirement a ≤ λ 1 secures that the denominator in (7.3) is non-vanishing. Similarly, we may fix a node larger than or equal to λ n . This is discussed below. It is not necessary to compute δ τφim (a)/ψ τ (a) in order to determineα. Instead, we proceed similarly as described in [11, 12, 13, 15] for the construction of standard Gauss-Radau rules. Consider the partitioning
The Radau condition yields the linear system of equations
which after multiplication by −δ τ /ψ τ (a) can be written as thatψ ∈ L m−1,im+2 andψ ⊥ L m−1,im . Comparing these properties to those of ψ τ +1 , we see that by satisfying the Radau condition, we loose one numerator degree of orthogonality. We also have
where ω ⊥ L m−1,im with respect to an inner product defined by the positive measure (x − a)dμ(x). The Laurent polynomial ω satisfies the conditions of Theorem 5.1 and, thus, has τ distinct zeros, x a 1 , x a 2 , . . . , x a τ . We may apply Laurent-Lagrange interpolation at these nodes of the function f ∈ L 2m−2,2im+2 to determine the interpolating Laurent-Lagrange polynomial L a R ∈ L m−1,im+1 and a remainder term similarly as in Section 5. In this manner, we obtain
)e 1 , which also can be written as
will be exact for all f ∈ L 2m−2,2im+2 . If we compare this result with the quadrature rule (4.2) associated with H τ , we see that the rational Radau rule has added one numerator degree of accuracy. 
−5 · 10 −4 −3 · 10 −7 −4 · 10 −6 12 −1 · 10 −5 −1 · 10 −10 −2 · 10 −9 16 −3 · 10 −7 −2 · 10 −14 −2 · 10 −12 12 6 · 10 −6 5 · 10 −11 3 · 10 −9 16 1 · 10 −7 3 · 10 −14 2 · 10 −12 equations with this kind of matrix; see, e.g., [2, 25] . The smallest eigenvalue of A is λ 1 = 0.3863 and the largest one is λ 1000 = 12.1259. We chose the Radau parameters a = 0.3 and b = 12.5. Table 8 .5. Errors in Radau rules with a fixed node at a = 0.05. The matrix A is a discretization of the differential operator L, and f (x) = exp(x)/x.
τ e T 1 f (T a )e 1 e T 1 f (Ĥ a i=1 )e 1 e T 1 f (Ĥ a i=3 )e 1 8 3· 10 0 −8 · 10 −5 −1 · 10 −5 12 2 · 10 0 −1 · 10 −6 −3 · 10 −8 16 2 · 10 0 −4 · 10 −9 −4 · 10 −11 Examples 8.3-8.4. The matrix A in this example is obtained by discretizing the self-adjoint differential operator L(u) = 1 10 u xx − 100u yy in the unit square. Each derivative is approximated by the standard three-point stencil with 40 equally Table 8 .6. Errors in Radau rules with a fixed node at b = 45. The matrix A is a discretization of the differential operator L, and f (x) = exp(x)/x.
−3 · 10 0 9 · 10 −5 1 · 10 −5 12 −1 · 10 0 9 · 10 −7 3 · 10 −8 16 −4 · 10 −1 3 · 10 −9 3 · 10 −11 12 2 · 10 −1 1 · 10 −6 −3 · 10 −8 16 1 · 10 −1 1 · 10 −9 −4 · 10 −11 The matrix A is a discretization of the differential operator L, and f (x) = x −1/2 .
−3 · 10 −1 −1 · 10 −4 1 · 10 −5 12 −1 · 10 −1 −4 · 10 −7 3 · 10 −8 16 −4 · 10 −2 −4 · 10 −10 3 · 10 −11 spaced interior nodes in each space dimension. Homogeneous boundary conditions are used. This yields a 1600×1600 symmetric positive definite matrix A. The initial vector v for the standard and rational Lanczos processes is chosen to be the unit vector with all entries 1/ √ 1600. Tables 8.5 and 8.6 display the differences between the Radau approximations and the functional for the standard Lanczos method and rational Lanczos methods for the functions f (x) = exp(x)/x. Analogous results for the function f (x) = 1/ √ x are shown by the Tables 8.7 and 8.8. The smallest eigenvalue of A is λ 1 = 0.0646 and the largest eigenvalue is λ 1600 = 43.9354. We chose the Radau parameters a = 0.05 and b = 45. Example 8.5. Let A be the symmetric positive definite tridiagonal Toeplitz matrix [−1, 2, −1] of order 1000 and f (x) = ln(x). The extreme eigenvalues of A are λ 1 = 0.00001 and λ 1000 = 3.99999. We chose the Radau parameters a = 9·10 −6 and b = 4.5. The spectrum of A is close to zero and convergence of the approximation methods is slow for the cases i = 1, 2, 3, though superior to the convergence achieved with the Lanczos method. 
Conclusion
Standard Gauss and Gauss-Radau rules are associated with symmetric tridiagonal matrices. This paper explores the structure of the analogous matrices for rational Gauss and Gauss-Radau rules. Properties of these quadrature rules are investigated. Applications to the computation of inexpensive upper and lower bounds for certain matrix functionals are described and illustrated.
