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In this note we prove that whenever % is an infinite class of finite labeled struc- 
tures provided with one binary relation such that % is closed under isomorphisms 
and (induced) substructures and +C is rich enough (in a quantitative sense) then 
almost all structures in V are rigid, i.e., have no nontrivial automorphism. Applying 
this result to well-known results for labeled graphs we derive, for example, that 
almost every unlabeled K,, , -free graph is already I-colorable, and we obtain Cl 
laws for the classes of unlabeled K ,+,-free graphs. It is worth while to note that a 
special case of our result states that almost all partial orders are rigid. As a con- 
sequence of this and the Kleitman-Rothschild theorem (Trans. Amer. Math. Sot. 
205 (197.5). 205-220) we get an asymptotic formula for the number of unlabeled 
partial orders. (\ 1987 Academx Press. Inc 
1. INTRODUCTION AND THE MAIN LEMMA 
Usually, it is much easier to enumerate a class V of labeled structures 
than the corresponding class W’ of unlabeled structures, i.e., the 
isomorphism types in $7. So quite often in order to derive (at least) an 
asymptotic formula for the number of elements in 59, the enumeration 
problem is solved in V and then it is proved that “almost all” structures in 
%? are rigid, which means they have no nontrivial automorphisms. A typical 
example for proceeding along these lines is counting the class of all graphs. 
Obviously, the number G(n) of all labeled graphs on n vertices is 
2G) = 2n*i2 ~~ n/2. Now using the fact that almost all graphs are rigid, this is 
to say that the quotient of G(n) and the number of graphs in G(n) which 
allow only the trivial automorphism tends to 1 as n goes to infinity, one 
gets an asymptotic formula for the number G”(n) of unlabeled graphs on n 
vertices, viz. G”(n) - G(n)/n!. This formula was already known to Polya 
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(compare [8 J). For related rcsuith see also Obcrschelp i 141. Wrtgh; ] 15 ]. 
and Fagin [6]. 
In this paper we show, loosely speaking, that whenever % is a class of 
labeled structures with one binary relation. then almost all structures in *(; 
are rigid, provided that % is “rich” enough. This result covers classes %. like 
the class of all graphs, the class of all directed graphs or the class of all 
tournaments, for which this behavior is well known. But it covers also 
classes, for example. the /-colorable graphs for I> 2 or the partial orders for 
which this was not yet known. Using the rigidity of these classes WC obtain 
some new results in the asymptotic enumeration of the corresponding 
unlabeled classes and we derive also some other consequences. 
Throughout this paper all structures are structures provided with exactly 
one binary relation. Let ‘6 bc an infinite class of finite labeled structures 
which is closed under (induced) substructures and isomorphisms. Every 
element in 5% is assumed to be defined on II = iO...., 17 -- 1 j for some II. Let 
%” be the class of unlabeled structures corresponding to %, i.e., %” is the set 
of all isomorphism-types of structures in %. We denote by C’(n) the number 
of structures in 4k defined on II and by C’“(n) the number of structures in (6" 
on n elements. Obviously, C’( n)/n! < C”(n ). 
All logarithms throughout this paper are logarithms to the base 2. Using 
these notations and conventions we can formulate the main result of this 
paper: 
MAIN LEMMA. Let V he un infinite class of’,finite Iuheled structures 
(provided with exact/-v one binur,v relation) which i.7 closed under suhstruc- 
tures and isotnorphisms. Let % ” be the class qf’all i.sornorphism tJ)pex qf!f’.c.truc- 
tures in ‘6. Moreover, assume thut ‘6 sutiTffi:e,r the qowth condition 
for all n where c > 0, d is urbitrury and i(n) = o(n), t(n) = o(n). Then there is 
constant s such that fbr all n, 
C(n) C“( n ) Li - 
n! c ) 
I+&. 
Remark. 1 .l. The essential term in the growth condition of ‘6 is the L’ > 0. 
If the drz would replaced by some (finally) concave up function w(n), where 
o(n) = o(n2), i.e., en2 + o(n) + c(n) < log C(n) < cn2 + w(n) + ((a), then the 
same arguments as given for the Main Lemma would apply. The sublinear 
growing functions i(n), c(n) are only convenient for technical reasons. 
Moreover, considering structures with a fixed number of different binary 
relations would also not change the result of the Main Lemma. The lack of 
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applications prevents us from including these slight generalizations in the 
lemma. 
1.2. Observe that the Main Lemma is somewhat stronger than the fact 
that the automorphism group of almost every structure in 59 is trivial. 
1.3. Of course, the Main Lemma applies immediately, for example, to 
l:he classes of all graphs and all digraphs and we get 
G(n) GU(n) 6--- 
I?! 
for all n, 
for the class of all graphs and 
D’(n) <--- Wd 1 +$ 
n! ( > 
for all n, 
for the class of all digraphs (where a digraph is an irreflexive binary 
relation). Tighter bounds for these special cases can be found, e.g., in 
Oberschelp [14]. Although a more detailed consideration of the proof of 
the Main Lemma would yield better bounds than stated in the lemma, e.g., 
for the class of all graphs 
we have to pay here for generality. 
In Section 2 we apply the Main Lemma to obtain some new results for 
unlabeled graphs, and partial orders. Section 3 then is devoted to the proof 
of the Main Lemma. 
2. APPLICATIONS OF THE MAIN LEMMA 
2.1. The first two applications rely heavily on results obtained in 
Kolaitis, Promel, and Rothschild [ 111 (cf. also [lo]). 
Extending a former result of Erdos, Kleitman, and Rothschild [3], it is 
shown in [ll] that almost all labeled K,, ,-free graphs are already l- 
colorable. More precisely: a graph is K,, ,- free if it does not contain a com- 
plete graph K,, , with 1+ 1 vertices as a subgraph. Now let L,(n) denote 
the number of labeled l-colorable graphs on n vertices, say on 
n = {O,..., n - 1}, and let S,(n) denote the number of labeled K,, ,-free 
graphs on {O,..., n - 1). Then for every polynomial p(n) there exists a con- 
stant c such that for all n we have S,(n) < L,(n)( 1 + c/p(n)). Observe that 
L,(n) < S,(n) is trivially true. Using the Main Lemma we we able IO she\+ 
that also almost all unlabeled Ki , , -free graphs are I-colorable 
Prooj: From Lemma 1. I of El I] it is clear that the Main Lemma is 
applicable to the class $ of K, + ,-free graphs. Thus, we get 
S:(n) <----- 
S,(n) , I 3 ’ 
n! c ) 4(n 1~ 
for some constant .F, 
d Un)(l + c/q(n)) 
n! ! ! 
l+L’ 
4(n) 
L,(n) using the trivial inequality - 
n! 
6 L;‘(n 1, 
G L?(n) 1 + 
i 
(’ + .P + (‘s 
1 q(n) ’ 
Choosing cl = c + s + c’s proves Corollary 2.1. 1 
2.2. Let .X be an infinite class of finite labeled undirected graphs 
and let cp be a property of graphs expressible by a sentence of first-order 
logic. Moreover, let X(n) denote those graphs in X on n vertices, i.e., on 
{O,..., I? - 1 > and let ,~,,(cp) be the fraction of graphs in X(n) satisfying 50. 
Then the (labeled) asymptotic probability I of 9 on X is given by 
Acp)=lim,+, p,(q), provided that this limit exist. 
Let Xx” be a class of representatives from isomorphism classes in x‘, i.e., 
X” is the class of unlabeled graphs corresponding to X. Then the 
(unlabeled) asymptotic probability v(p) of cp on 3’“” is defined in the same 
way as P(Q). Of particular interest are classes X (resp. XU) of graphs 
which have the property that for any first order property 40 the asymptotic 
probabilities ~(9) (resp. v(p)) exist and are either 0 or 1. In this case X 
(resp. 3”“) is said to have a O-1 law. Fagin [S ] showed, for example, that 
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as well the class Y of all labeled graphs as the class 9” of all unlabeled 
graphs have a O-l law. 
Let 13 2 and let sl; denote the class of all labeled K,, ,-free graphs. In 
[ 1 l] it is proved that the class Y; has a O-1 law. Using this result in con- 
nection with the Main Lemma we obtain immediately: 
COROLLARY 2.2, Let lb 2. Then the class 9; of unlabeled K,, I-free 
graphs has a %l law. 
Observe that Yy is a class of graphs which is closed under induced sub- 
graphs and which has the amalgamation property. A complete 
classification of all classes of graphs having these properties is given in 
Lachlan and Woodrow [ 121. For a detailed discussion of these classes, see 
also [ll]. For those classes which are “slowly growing” and which are 
closed under disjoint unions and components O-1 laws follow from the 
work of Compton [2]. As mentioned before, Fagin [5] proved a O-1 law 
for the class 9’ of all unlabeled graphs. Beyond these classes, there are 
essentially two possibilities for classes of unlabeled graphs closed under 
induced subgraphs and having the amalgamation property, namely the 
classes 9’: of unlabeled K,, , -free graphs, which are covered by Corollary 
2.2, and the classes 6; of unlabeled equivalence graphs with at most 1 com- 
ponents. Thereby an equivalence graph is a disjoint union of complete 
graphs, i.e., the reflexive closure of an equivalence graph is an equivalence 
relation. One easily obtains 
PROPOSITION 2.2.a. Let I > 1. Then the class 8”p of unlabeled equitlalence 
graphs with at most 1 components has a O-1 law. 
Prooj: Consider the set of first-order axioms rep,> (Pz, %I” 
{X ,:m>lj, where 
(1) cp, says that E is an irreflexive and symmetric binary relation 
such that if xEy, yEz, and x # z then XEZ; 
(2) ‘pz says that there is no independent set of size I+ 1; 
(3) ‘pj asserts that there exists an independent set of size 1, and 
(4) for each m b 1, x,,, says that for every vertex there are at least m 
different vertices connected to it. 
Compare [ 1 l] for these axioms. We show that each of the these axioms 
has probability 1 inside the class &‘;. Then using a standard back-and-forth 
argument, it is easy to see that this system of axioms is &-categorical. 
Hence, applying the Los-Vaught test yields the desired result. (For ter- 
minology and notations from logic see, e.g., [ 11.) 
Obviously. II( cp, ) = v( vz ) == I on 6 ;‘. The number LIP 01’ unlabeied 
equivalence graphs on II verticcb with exactly X components. IX.. the num- 
ber of partitions of n into exactly k summands. is given by 
provided that k = o(n”‘) [4]. From this we get immediately that on 6‘;’ 
and hence, v((p3)= 1. 
Finally, we observe that the number of equivalence graphs in 8; on II 
vertices which do not satisfy x,?, is bounded from above by 
!,I I 
c p, ,(n-m+kh 
/, ~- I
and thus v( 1~~) = 0 on &;. This completes the proof of 
Proposition 2.2.a. 1 
Proposition 2.2.a was the last piece missing to get 
THEOREM 2.2.b. Let W* he un,~ kf‘inite class ~ffinite undirected unlabeled 
graphs having the amalgamation property) and closed under subgraphs. Then 
97’ has a Ol law. 
2.3. Kleitman and Rothschild [9] established an asymptotic for- 
mula for the number of (labeled) partial orders on a finite set. Let F’(n) 
denote the number of (labeled) partial orders on n = {O,.... n - 1 1. Then 
they showed that 
which in particular implies that 
Using this and the Main Lemma we obtain 
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COROLLARY 2.3. Let P”(n) denote the number of unlabeled partial orders 
on an n-element set. Then there exists a constant s such that for all n 
P(n) 
P”(n) QT 
.( > 
1++. 
As an immediate consequence of Corollary 2.3 we derive 
COROLLARY 2.3.a. Almost all partial orders are rigid, i.e., have no non- 
trivial automorphism. 
This answers a question of Miihring [13]. Another consequence of 
Corollary 2.3 is, of course, 
COROLLARY 2.3.b. The number P”(n) of unlabeled partial orders on an n- 
element set (or, equivalently, the number of TO-topologies on an n-element 
set) is given b?l 
2.4. Let P G n x n be a (partial) order on n = {O ,..., n - 1). The P- 
recognition problem is to decide whether an (unknown) order Q on n is 
isomorphic to P. An algorithm d to solve this recognition problem is a 
ternary tree with interior nodes labeled with 2-subsets {i,j}, i<je n, and 
outgoing edges labeled with (i,j), with (j, i) or with i /I j, which means i,j 
are not comparable. The leaves are labeled by “yes” or “no.” If a leaf is 
labeled “yes,” then all orders satisfying the labels along the path leading to 
that leaf must be isomorphic to P. On the other hand, if the leaf is labeled 
“no,” then there is no order which is isomorphic to P and at the same time 
consistent with the labels leading to the leaf. The complexity C,, of the 
algorithm d is the depth of this tree. The recognition complexity C(P) of P 
is defined by 
C(P) = min { C,, : .d is a P-recognition algorithm }. 
The recognition complexity of a chain on n, for example, is known to be 
O(n log n). Let Aut(P) denote the group of automorphism of P and let 
0, ,..., 0, be the orbits of Aut(P) acting on n. Then P is called orbit sym- 
metric if Aut(P) = Y(O,) x . . . x Y( 0,), where 9’( Oi) is the symmetric 
group on 0;. Faigle and Turan [7] proved that 
lim inf (min{ C(P): P is orbit symmetric and IP( = n}) > (log 3) -’ n log n 
n-a? 
(2.4) 
00 11AUS It;R(;EN PROMI~I 
where IPI denotes the size of the ground set of I’ Moteover. rhcy cot~jec- 
ture that this lower bound is basically true in general. i.c. that 
min{C‘(P): IPI =PZ ) = l2( n log tt j. where f‘( M ) = SLt y( n ) ) means that $(n ) =: 
Win 1). 
Now observe that rigid orders are. in particular. orbit symmetrtc. Hence, 
combining Corollary 2.3.a with (2.4) gives that the Faigle Turan conjecture 
is almost always true, i.e., 
COROLLARY 2.4. Let I’ < (log 3) ’ he u cwwfant. Then the rrco+yition 
complexity of’almost all partial or&rs P is ut ierr.rt c’ I PI log /Pi. 
3. PRoor: OF THE MAIN LEMMA 
Let V(n) E 9? denote the set of binary relations in V on n = IO,..., n - 1 1, 
i.e., j%?(n)] = C(n). Let n be a permutation of {O,..., n - 1 ). Then we denote 
by F(n)< C(n) the number of structures in %‘(n) for which rc is an 
automorphism. Observe that rr induces a permutation on S(n) (recall that 
g(n) is closed under isomorphisms), and F(rc) gives the number of fixpoints 
of this permutation. Thus, by Burnside’s theorem we get that 
Now choose m = {O,..., m - 1) sufficiendy large, depending on the growth 
rate of %. We show that for all n 3 m 
In order to do so, we split the left-hand side of this inequality into three 
parts and consider these parts separately. Let n 3 m and denote by id the 
identity on {O,..., n - 1 ). Then consider 
CF(n)=F(id)+ c F(n)+ c F(n). 
71 K z ld nhasatmost 
nhasmorethan ( I -~ c;3 )nlixpoints 
II I ‘3)nfixpoinls 
First observe that F(id)= C(n). Next, fix some permutation rc #id with 
more than (1 -c/3) n fixpoints. We split n = {O,..., n - 11 into two parts, 
U(Z) and f(x), where u(n) in is the set of vertices on which n: is not con- 
stant and f(rc) sn is the set of vertices on which n is constant. Let 
u = Iv(n)1 and,f= If(n We establish an upper bound for F(n). 
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All structures in V(n) which are fixed under rr can be constructed as 
follows: Pick out of every nontrivial cycle of x one element. This gives a set 
d zu(n). Now let B= u(rt)\A. Impose on f(n)uA a structure of %‘. For 
this we have C(f+ IAI) possibilities. Moreover, impose on B a structure of 
k?. For this we have C( (Bj ) possibilities. 
Now connect A to B. A rough overestimate for doing so is 41AI ‘IBI. 
Observe that the connections from B tof(7c) are now determined. Thus, in 
total we have 
since (A 1 6 1 BI and nz B n was chosen sufficiently large. So we get 
c 4x1 *#Ml 
~hasmorethan 
(1 - c/3 )n firpomts 
(c/3)n 
+ 12 
ilogn + (.(I, i/2)2 + <I(,, ~‘2)+~~(r2~41+rl(i;2)+~~‘2+i(~~~~2)+5(r’2) 
1=3 
(Observe that for n sufficiently large, the summand i= 3 is the largest sum- 
mand in the sum from 3 to (c/3)n. Hence, (3.1) can be bounded from above 
by 
2’“2+d”+iy2 Zlogn -- 2m + 2(c + 1) ~ [(II) + i;(n I ) + <(I, 
+2 5logn-3rn+(c+ l)(9/2) .- i(n,+5(n~~3/2)+5(3/2) 1 
< C(n)(2-“” ~- ‘), 
by the growth condition for 56’ and since m < n was chosen sufficiently large. 
Finally, we have to consider C F(z), where the sum is taken over all per- 
mutation which have at most (1 -c/3) n fixpoints. Now, lix a permutation 
rr with at most (1 ~- (‘13) II fixpoints. As before, let ~(71) c II denote the sub- 
set of n on which n is not constant. Pick ‘4. BL r(n) such that ifj :I. (~,,6) Ii 
and for every element .Y in B there is exactly one element ,I’ ln .4 such !ha? I- 
and 1% are in the same cycle of n. Obviously, !A/ 6 IBJ == it 6) II. Observe 
that n‘j, (A u R) contains in general not only fixpoints of n. 
Now we perform the same construction as before. Impost on ,I H a 
structure of %. For this we have C(n - ISI) possibilities. Next impose a 
structure of %’ on B, having (‘( / Ai ) possibilities for this. Finally, connect A 
and B in an arbitrary way. For this we have at most 2”” “8 choices. Notice 
that again, by choice of A and R, the connections from B to II (A IL/ H) arc 
now determined. Hence. we have at most 
possibilities to impose a structure of % on tz = to,..., n - I ). Observe that 
(c - 5)/18 < - l/5. Thus, since m 6 II was chosen sufficiently large, (3.2) can 
be bounded from above by 
2”” i iI,, (l.6)cLn2 
provided that m d n was chosen sufficiently large, 
< (Jn)2 1c’7)u? by the growth rate of %‘. 
Combining these three cases we get 
2 F(7c) < C(n) + C(n)(2 (‘I1 ‘) + C(n)(2 (c27’nL) 
d C(n)( 1 + l/Y”) 
for all n 3 m. Now choose a constant .Y large enough to take care of the first 
m cases. This completes the proof of the Main Lemma. f 
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