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Empirical Studies on Exchange Rate Pass-Through, 
Access to Foreign Currency and Firm Performance 
by  
MUHAMMED Muhammed Siraj 
Doctor of Philosophy 
This dissertation consists of two parts and each part contains two empirical studies that 
rely on macroeconomics, monetary policy, and international trade. The first part 
addresses the issue of exchange rate pass-through to domestic price developments with 
a focus on the Sub-Saharan Africa (SSA) countries, while the second part explores 
constraints of manufacturing firms in Ethiopia and examines the impact of access to 
foreign currency on firm performance. 
In the first chapter, I presented an overview of the study. In the second chapter, I 
examined to which extent the exchange rate fluctuations transmitted into domestic 
inflation (ERPT) using a large set of sample countries from three different economies 
(i.e. Industrial (16), Emerging (16) and Sub-Saharan Africa (16)) over 1990-2018. 
Using the augmented bi-variate and Structural Vector Autoregression (SVAR) 
methods, the study finds that the degree of ERPT to consumer price is incomplete, 
varies across sample countries and it declines over time. Specifically, the SSA sample 
countries have been found with a high degree and variation of ERPT compared to other 
groups of sample countries. 
In the third chapter, I investigated whether the macroeconomic factors contribute to 
cross-country differences in ERPT using the weighted least square method (WLS). 
And, the result shows that a greater extent of ERPT strongly connected with a higher 
inflation environment, more exchange rate volatility, less transparent central banks, 
and less foreign currency reserve while little evidence is detected from trade openness 
and central bank independence, particularly for the SSA sample countries. 
In the fourth chapter, I explored the major production constraints of manufacturing 
firms in Ethiopia. To this end, I collected a primary data of 100 importing and 
exporting firms from five regions in Ethiopia. The finding revealed that the shortage 
of foreign currency is a key production barrier of manufacturing firms in Ethiopia by 
creating a shortage of essential foreign inputs to their production operation. 
 
Additionally, the shortage of power and water supply, and lack of working capital are 
also the major constraints of firm productivity. 
In the final chapter, I further examined the effect of access to foreign currency on firm 
production performance using a 21-years comprehensive census-based firm-level data 
obtained from the official Ethiopian Central Statistical Agency (ECSA). To this end, I 
constructed a proxy measure of ‘access to foreign currency’ by the ratio of parallel to 
official exchange rates to confront firms' production performance. The study finds a 
negative and statistically significant effect of ‘lack of access to foreign currency’ on 
firms’ production performance, especially for importing firms that do not export. The 
result suggests that a shortage of foreign currency shrinks firms' ability to 
strengthening and expanding their production capacity, which has made them less 
competitive in both local and international markets. As a result, the contribution of 
manufacturing firms to the country’s economy in terms of employment creation, 
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Introduction and Overview of the Study 
This dissertation consists of two parts and each part contains two empirical studies. 
The first part addresses the issue of exchange rate pass-through to domestic price 
developments with a focus on Sub- Saharan Africa (SSA) countries. For this purpose, 
the study employs secondary macro level data obtained from International Monetary 
Fund (IMF), World Bank (WB), Bank for International Settlements (BIS) and National 
banks of some sample countries.  
Likewise, the second part provides an original evidence on the impact of access to 
foreign currency on the production performance of manufacturing firms in Ethiopia. It 
also confers the production constraints of the manufacturing firms. To do so, a large 
and comprehensive firm level data is obtained from Ethiopian Central Statistical 
Agency (ECSA), and macro level data are also collected from National Bank of 
Ethiopia (NBE), Ethiopian Economic Association (EEA) and IMF. Besides, I have 
collected a primary data from 100 importing and exporting firms in five Ethiopian 
administrative regions1.  
The dearth of foreign currency is the cause of several economic problems in many 
developing countries. By limiting the access of domestically unavailable inputs, it 
affects manufacturing production, technological transfers, exports, finally, foreign 
currency earnings. Besides, it favors large exchange rate movements, which have a 
substantial role in determining the domestic inflation in most developing countries.   
In a nutshell, both parts of this study address interrelated issues of macroeconomics, 
monetary policy and international trade, and they are presented by four consecutive 
 
The five Ethiopian administrative regions considered are Addis Ababa, Oromia, Amhara, South Nations 
and Nationalities People (SNNP), and Tigray regions. The data collection expenses were covered by 
Lignan University research grants.   
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chapters. Before I proceed to presenting those chapters, the background and the 
rationale of each part of the study are discussed below.  
1.1. Part-I: Exchange Rate Pass -Through to Consumer Prices: What 
Matters to the Sub-Saharan Africa Countries? 
I) Definition of Exchange Rate Pass-Through 
Originally, the definition of exchange rate pass-through (henceforth, ERPT) is “the 
percentage change 2  in local currency import prices resulting from a one percent 
change in the exchange rate between the exporting and importing prices”(Goldberg & 
Knetter, 1997). As the first impact of exchange rate change passes to import prices, 
this traditional definition is known as stage-one ERPT. Later, the definition has been 
extended to address both ‘the impact of a change in import price on producer/consumer 
prices’, which is known as stage 2-ERPT, and ‘the effect of a percentage change of 
exchange rate on consumer price/ producer prices’, which is called overall ERPT.   
Regarding the degree of pass-through, if import/consumer/producer prices respond 
100% or above to the change of exchange rate, then ERPT is said to be complete or 
full, otherwise, it is called incomplete or partial. In other words, when ERPT is full or 
complete, it means that the change of exchange rate fully transmitted into 
consumer/producer/ import prices. 
The exchange rate transmission to domestic inflation has two principal transmission 
channels: the direct and indirect channels. Directly, the exchange rate movement can 
passess to domestic inflation via prices of energy, imported inputs and other traded 
commodity prices. Whereas, the exchange rate movement can also indirectly passes to 
domestic inflation through expectations of input prices, wage formations and profit 
 
2 The term exchange rate changes and exogeneous exchange rate shocks are not always the same, 
meaning, the pass-through obtained from exchange rate changes and exchange rate shocks by feedback 
effect method could be different. More details about the distinction between exchange rate changes and 
exchange rate shocks can be found in the survey of Aron, et al. (2014) 
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markups (Burstein & Gopinath, 2014; Ito & Sato, 2008; McCarthy, 2007). The details 
of the two exchange rate transmission channels are illustrated by the diagram below 




    
   











Source: adopted from Laflèche (1997)  
Figure 1.1: The Pass-through from an exchange rate depreciation to the final 
consumer prices. 
Respective to evaluating the speed and magnitude of ERPT, distinguishing the time 
dimension between the short-run (usually for one or two years) and long-run of ERPT 
is quite necessary. Indeed, the short run measure of ERPT is much more relevant for 
monetary policy decision as it can provide latest information. This study estimates the 
point elasticity of ERPT to consumer price, i.e. ERPT at a quarter.   
Exchange Rate Depreciation  
Direct  Indirect  
Imports of finished goods 
became more expensive 
Imports of inputs goods 
became more expensive 
Domestic demand for 
substitute goods rises  
Demand for 
exports rises   
Production cost rises 
Demand for 
labor increases 
Consumer prices Rises 
Wages rise 
substitute goods and 
exports became expensive 
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II) The Significance of Measuring Exchange Rate Pass-Through 
In this globalized world where the external economic shock passes through various 
channels including the exchange rate channels; examining the monetary transmission 
to the real domestic economic variables is crucial for several policy issues. For 
instances, to choose an optimal monetary policy and exchange rate regimes, to adjust 
the external trade imbalances, and others (Aron, et al., 2014; Cheikh & Rault, 2016; 
López-Villavicencio & Mignon, 2017). 
The successful implementation of monetary policy presupposes that the central banks 
should understand the inflation dynamics and they should also predict the future path 
of inflation which necessitate the policy makers to investigate the ERPT every time.  
More importantly, the knowledge of ERPT is most relevant for countries that have 
adopted inflation targeting monetary policy framework as its timing and magnitude 
enable to properly forecast inflation dynamics and thereby take appropriate policy 
measures (Campa & Goldberg, 2005; Cheikh & Rault, 2016). 
Measuring the ERPT is also helpful to make trade balance adjustments. For instance, 
when there is a high degree of ERPT, there is a chance for imported goods to become 
expensive which indicate a high aggregate demand for domestically produced goods 
both in local and foreign markets. This scenario, in turn, affects the volume of imports 
and exports and thereby results trade imbalances which require adjustments. On the 
other hand, when the extent of ERPT is low, the trade balance is insensitive to the 
exchange rate fluctuation, implying that there is a lesser need for external adjustments. 
Moreover, ERPT is pertinent to the choice of optimal exchange rate regimes. For 
example, if ERPT is high, adopting a flexible exchange rate regime is better. This 
because the flexible exchange rate regime naturally adjusts the exchange rate to 
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monetary shocks at least by offsetting the immediate effect of the monetary shocks 
that passes to domestic prices. Such adjustment is less likely under the fixed exchange 
rate regime (Cheikh & Rault, 2016; López-Villavicencio & Mignon, 2017).      
To sum up, measuring EPRT is relevant for the implementation of successful monetary 
policy as it enables to predict the future inflation path correctly, to correct external 
trade imbalances, and to choose the optimal monetary policy regime.   
III) Why Focusing on the Sub-Saharan Africa Countries?   
There are five main reasons considered for conducting a study on ERPT to consumer 
price in case of the SSA countries.  
First, the SSA countries have been in relatively persistent high level of inflation which 
partly associated with a large and more frequent exchange rate fluctuations. Second, 
the SSA countries have peculiarly weak economic fundamentals partly associated with 
exchange rate movements like chronic current account deficits. Third, globalization 
induced adverse economic shocks such as global financial and economic crises and the 
rise of world fuel and food prices exposed the SSA countries for a greater imported 
inflationary pressure through exchange rate fluctuations. Fourth, most of the SSA 
countries are still implement the old-fashioned monetary policies which are deemed 
less effective in taking counterbalance policy measures. The last reason is that the issue 
of ERPT to consumer price is less investigated taking a panel of the SSA countries 
with a sufficient dataset. 
Despite the study focus on the SSA countries, for comparison, it also examines the 
ERPT to consumer prices for industrial and emerging economies using equal 
proportion of sample countries. Such approach is unique as it enables to uncover the 
pertinent factors that explain variations in the degree of ERPT to consumer prices 
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across countries having different economic structures. As a result, this study provides 
vital insights to the literature.  
Taking in to account the above-mentioned facts, this study tends to estimate the degree 
of ERPT for the SSA, emerging and industrial countries and investigate the pertinent 
macroeconomic factors that explains variations in the degree of ERPT across sample 
countries. To do so, the study employed single and system equations methods to 
extract the degree of ERPT to consumer prices using a quarterly data over 1990 – 2018. 
IV) Aim and Research Questions  
The first part of the study aims to examine the degree of ERPT to consumer prices and 
identifying the macroeconomic factors that affect degree of ERPT using the SSA, 
Industrial and Emerging sample countries. Specifically, this study has the following 
research questions which are addressed in chapter 2 and chapter 3;  
Chapter 2: Research questions  
• Does the exchange rate fluctuation transmit into domestic inflation more for the 
SSA countries than the industrial and emerging countries? 
• Does country’s inflationary environment matter for the degree of ERPT for all 
sample groups?  
• Does monetary policy regime play a role in the reduction of ERPT to consumer 
prices for the sample countries? 
Chapter 3: Research question 
• Do the macroeconomic factors: openness to the international market, inflation 
environment (average rate and variation of inflation), exchange rate volatility, 
domestic institutional quality and foreign currency reserve explain the variations 




V) Significance of the Study   
This part of the study endeavours to shed light on the ERPT to consumer price and its 
determinants considering countries that have different macroeconomic conditions: the 
SSA, Emerging and Industrial economies. Therefore, the contribution of this study 
would be twofold:  
• First, this study has a contribution to devise and implement proper monetary 
policies as it documents the structural factors that influence the size of ERPT to 
consumer prices. Particularly, it has a paramount importance for monetary 
policymakers of the SSA countries.  
• Second, the study also has an immense contribution to the literature since it 
provides up-to-date estimates of the extent of ERPT for 48 various sample 
countries with different economic structure and realities using alternative 
methods (i.e. single and system equation methods) for a longer time period.  
VI) Summary of Findings  
It is worthwhile to recall that the first part of the study aims at examining the degree 
of ERPT to consumer prices and identifying its macroeconomic determinants. 
Accordingly, the main findings of this part of the study are reported as below. 
Findings with respect to the degree of ERPT to consumer prices: 
Using an augmented bivariate model, the study finds a wide range of incomplete 
degree of ERPT to consumer prices across sample countries. Specifically, the SSA 
sample countries recorded a higher degree and variation of ERPT compared to the 
emerging and industrial sample countries, respectively. This finding suggests that 
countries that have an unstable macroeconomic condition (e.g. higher inflation 
environment) are associated with a higher degree of ERPT, which is consistent with 
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the Taylor’s (2000) theory and past empirical studies (Cheikh & Rault, 2016; Gagnon 
& Ihrig, 2004; López-Villavicencio & Mignon, 2017).  
By the sub-sample analysis, the study found that the degree of ERPT to consumer 
prices declined overtime for most sample countries. Interestingly, all types of 
monetary policy regimes adopted by sample countries are found to be relevant in 
fighting inflation and thereby reducing the extent of ERPT. Though previous studies 
(e.g. Coulibaly & Kempf, 2010; López-Villavicencio & Mignon, 2017; Obstfeld, 2002) 
claim that the inflation targeting (IT) regime is more effective than other monetary 
policy regimes, this study, however, do not find a substantial difference in 
effectiveness among the regime types by reducing the degree of ERPT. 
To check the sensitivity and robustness of the findings, the study has employed the 
SVAR model as an alternative. Alike the augmented bivariate model, the impulse 
response and variance decomposition from the SVAR model, confirms that the average 
elasticity of ERPT, and the attribution of the exchange rate shocks to domestic inflation 
is higher for the SSA sample countries than emerging and industrial countries.  
Findings related to the structural factors affecting the degree of ERPT: 
Using the Weighted Least Square (WLS) method, by taking the ERPT coefficients 
obtained from augmented bi-variate model as dependent variable, the study identified 
the macroeconomic variables that drive the degree of ERPT to consumer prices.   
For the entire sample, inflationary environment, volatility of the exchange rate and 
central bank transparency appear as significant factors that influence the degree of 
ERPT to consumer prices. Interestingly, the inflation environment and the central bank 
transparency had a paramount effect in influencing the degree of ERPT. However, 
trade openness, central bank independence and foreign currency reserve are less 
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important to the size of ERPT. The results are in line with past empirical studies 
(Cheikh & Rault, 2016; Gagnon & Ihrig, 2004; López-Villavicencio & Mignon, 2017; 
Taylor, 2000). 
For the SSA sample countries, except trade openness and central bank independence, 
all other macroeconomic variables considered are significant in explaining the degree 
of ERPT. Among others, this result can be attributed to the persistent and unstable 
inflation environment, less domestic intuitional quality, shortage of foreign currency 
reserve and high exchange rate volatility in the region. 
As a comparison, the variability of inflation, central bank transparency, and foreign 
currency reserve are more significant factors for SSA sample group in determining the 
size of ERPT compared to the emerging and industrial sample groups. This result is 
anticipated as the SSA sample countries have peculiar macroeconomic conditions that 
are indicated in the above paragraph. 
1.2. Part-II: Access to Foreign Currency and Firm Performance: In the Case 
of Ethiopia 
I) Definition of Terms  
For this part of the study, I have presented the operational definitions for access to 
foreign currency, parallel foreign exchange market and firm production performance 
accounting for the economic conditions of Ethiopia. 
Access to foreign currency: a manufacturing firm said to have access to foreign 
currency if it obtains the required amount of foreign currency to finance its foreign 
inputs without unnecessary time delays.  
Two proxies are used to measure firm’s access to foreign currency. The first proxy is 
the time delay between the date of foreign currency request by the firm to the date of 
10 
 
securing it from banks in Ethiopia. This measure is employed when I analyze the 
production constraints of manufacturing firms. The second proxy is the ratio of parallel 
to official3 exchange rates when I examine the impact of access to foreign currency 
on production performance of the manufacturing firms.  
Parallel foreign exchange market: Lindauer (1989) defined parallel foreign 
exchange market as the structure generated by an excess demand for foreign exchange 
in response to government controls over foreign currency allocation. I used this 
definition because it is suitable and applicable to the Ethiopian economy.  
Firm Production Performance: though there are various 4  firm performance 
measurements, this study follows an output-based approach i.e. production 
performance captured by the ratio of firm’s actual production to production at full 
capacity. This measure is appropriate for this study as access to foreign currency 
directly affect firms access to foreign inputs which in turn affects their production 
operation.  
Indeed, the measure of firms’ production performance used in this study may have 
some limitations. For instance, the measure may not correctly capture the sole effect 
of access to foreign currency on firms’ production performance if firm’s production 
capacity substantially changed and if firm’s actual production affected by other factors 
such as labor, power and water supply and working capital. Nevertheless, variability 
in production capacity is less prevalent in Ethiopian manufacturing firms as they are 
less frequently engaged in expansion with less degree of expansion when they made. 
This may be because the Ethiopian industrial sector is infant and stagnant. Besides, to 
 
3 Official foreign exchange market refers to the legal foreign exchange market in the economy.   
4 Accounting-based measurement, market-based measurement and other forms (See the survey by Al-
Matari, et al. (2014)). 
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ascertain the effect of access to foreign currency on firm production performance, I 
have included other factors as a control variable in the model.      
II) Why Investigating the impact of Access to Foreign Currency on Firm 
Production Performance? 
It is often argued in the literatures that developing economies need to become less 
dependent on agriculture to improve their economy and decrease poverty. To this end, 
improving the industrial sector has a significant role to achieve the economic transition 
and eradicating poverty as it enhances countries economic performances: employment, 
export, output, foreign currency earning, and advancing technology.    
To speed up the economic transition process in developing economies, the 
establishment and operation of the small, medium and large-scale manufacturing firms 
shall be regarded as an engine to spark the structural change. Regardless of the 
aspirations of developing countries to attain the structural change, the growth and 
productivity of manufacturing sector is yet at infant stage. This circumstance highly 
prevails in the SSA countries including Ethiopia.  
The manufacturing sector of the SSA countries including Ethiopia are characterized 
by an extremely small and non-diversified manufacturing sector, concentrated in a few 
low skill labour-intensive sector, low exporting capacity mainly exporting low value-
added products, high dependence on imported inputs, and poor inter-sectoral linkages, 
and hence they are less competent at local and international market. In a nutshell, the 
manufacturing sectors so far play a marginal role to the GDP of many SSA countries 




Worthwhile to note that, previous studies mostly in case of developed nations have 
identified factors that hinder firm productivity, for instance, credit constraints (Manova, 
et al., 2015; Muûls, 2015); tariff (Brandt & Morrow, 2017; Yu, 2015); infrastructural 
facility such as access to electricity, days to clear customs and access to finance (Dollar, 
et al., 2005); informality, government bureaucracy, trade policies, and human capital 
(Bloom, et al., 2010; Tybout, 2000); leadership and managerial practices (Bloom, et 
al., 2010; Yang & Zhao, 2014), foreign currency borrowings (Bougheas, et al., 2018). 
The shortage of foreign currency is a poorly understood barriers of the growth and 
productivity of manufacturing firms for many developing nations by creating a 
shortage of domestically unavailable necessary inputs for their production operation. 
Nevertheless, this dimension has never been covered by previous studies.   
This study is, therefore, aims at assessing the production constraints of the 
manufacturing sector and ascertaining the impact of access to foreign currency on firm 
production performance in developing country setting – Ethiopia. Adding such new 
insight is a valuable to the literature and vital for developing countries policymakers 
to devise policy instruments that augment the performance of manufacturing firms. 
III) Why Ethiopia?  
Ethiopia is one of the SSA countries with about a hundred and ten million people 
located in the northeast of Africa bordering Eritrea, Somalia, Kenya, South Sudan, and 
Sudan. According to world bank (2019) report, the real GDP per capita of Ethiopia 
was $790 in 2018, lower than the regional average ($1,150). Nevertheless, real GDP 
growth has been high since 2006, averaging 10% per annum. Much of this growth was 
driven by high public investment in infrastructure, increased commercialization of 
agriculture, and nonfarm private sector activity (World Bank, 2019).  
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Nevertheless, the contribution of the manufacturing sector to GDP is very low (5.1%), 
even far less than the SSA countries average (9.5%) (ECSA, 2018). And, the share of 
exporting firms in Ethiopia is minimal (Oqubay, 2015).  
Notwithstanding the above facts, Ethiopian government has been trying to implement 
various forms of industrial policies (e.g. PASDEP, GTPI and GTPII)5 to achieve 
industrialization. Alike any developing countries, the low productivity of Ethiopian 
manufacturing firms are associated with several factors such as severe shortage of 
foreign currency, credit constraints, lack of infrastructural facilities like power, water, 
road, etc.  
The dearth of foreign currency is one of the major causes of the extremely low 
manufacturing firm’s performance in developing countries. This is especially valid for 
a country such as Ethiopia, a net importer with low foreign currency reserve and with 
a lesser exporting capacity. In this regard, IMF (2017) issued a report that pinpoint the 
Ethiopian foreign currency reserve has been heavily depleted since 2012 and remained 
at its low level. By July 2016, the gross reserves were $3.2 billion which only covers 
about 2 months of imports. Such low reserve forced the government to conduct foreign 
currency rationing based on priority projects by enacting foreign currency related 
directives. Even for priority projects, there has been delays of more than a year to 
access foreign currency. As a result, some manufacturing firms were forced to 
temporarily halt their production operation.  
Furthermore, the shortage of foreign currency coupled with the government’s foreign 
currency rationing policy are partially responsible for the emergence and expansion of 
the parallel foreign exchange market that has an exchange rate considerably far above 
 
5 PASDEP is the Plan for Accelerated and Sustained Development to End Poverty, the five-year 
Ethiopian government plan for the period 2005/06-2009/10 while GTPI and GTPII refer to the Growth 
and Transformation Plan I and II for the period (2010/11-2014/15) and (2015/16 - 2019/20), respectively. 
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the official rate. Perhaps, the growth of this market further worsens the foreign 
currency problem by diverting the flow of foreign currency particularly the remittances 
from the formal exchange market channels to the informal in the economy.  
Overall, the above-mentioned macroeconomic conditions trigger to conduct a study on 
identifying the major production constraints of manufacturing firms and investigating 
the impacts of access to foreign currency on firm performance. Accordingly, this study 
has explored the major production constraints of manufacturing firms and investigated 
whether the access to foreign currency really affects firm production performance 
taking Ethiopia as a case study.  
IV) The Aim and Research Questions  
This part of the study aims to explore factors that constrain firm production 
performance and to examine the impact of access to foreign currency on firm 
production performance in the case of Ethiopia. Accordingly, the study addresses the 
following research questions under chapter 4 and chapter 5: 
Chapter 4: What are the main barriers of the production performance of the 
manufacturing firms in Ethiopia?  
The above question is addressed based on an original survey data from 100 importing 
and exporting manufacturing firms residing in five administrative regions of Ethiopia. 
Chapter 5: Does the access to foreign currency affect the Ethiopian firm’s production 
performance? 
To answer the question, the study employs a large and a comprehensive annual survey 
data of medium and large-scale manufacturing firms obtained from the Ethiopian 
Central Statistical Agency (ECSA).  
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V)  Significance the Study   
This part of the study focuses on finding the salient aspects in which a shortage of 
foreign currency affects the growth and productivity of the manufacturing firms. 
Besides, it also examines the effect of access to foreign currency on manufacturing 
firm performance. Therefore, this study brought new empirical evidences which shed 
light on the area of the study. Apart from that, the study would also provide several 
implications for policymakers, firms and other stakeholders.  More specifically, the 
study has the following contributions: 
• It contributes “the access to foreign currency” to the literature as a key barrier to 
firm performance and open a new perspective for future researcher in this area.  
• It provides decisive implications for policymakers to devise them while making 
various policies that facilitate the industrialization process in the SSA countries 
particularly for Ethiopia. 
• It also provides important evidences that can help firm managers and directors 
while making various business decisions.  
VI) Research Findings  
Bearing in mind the aim and research questions, taking 100 firms primary data, this 
study found that the shortage of foreign currency, the shortage of power and water 
supply, and lack of working capital are the major barriers of manufacturing firms’ 
performance in Ethiopia as these constraints disrupt their production operation. 
Strikingly, the shortage of foreign currency is the most critical factor that hinders the 
production performance of Ethiopian manufacturing firms.  
Using a 21-year comprehensive census-based firm level data obtained from the official 
Ethiopian Central Statistical Agency (ECSA)), this study found that a lack of access 
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to foreign currency has a negative and statistically significant effect on the 
manufacturing firm production performance, particularly for importing manufacturing 
firms that do not engaged in exporting activities. The results suggest that a shortage of 
foreign currency strongly challenges the ability of firms to strengthen and expand their 
production capacity. This eventually made them less competitive both in local and 
international market and made the economic contribution of Ethiopian manufacturing 
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PART – I 
 
TWO EMPIRICAL ESSAYS ON EXCHANGE RATE PASS-THROUGH  



























Exchange Rate Pass-Through to Consumer Price: 
 A comparative Empirical Study1 
 
2.1. Introduction  
 
The knowledge of how and to which extent the exchange rate movements linked with 
domestic inflation, hereafter ERPT, is critical for several policy issues.  Particularly, it 
is very essential for the SSA countries where the exchange rate fluctuations are large 
and more frequent, which causes higher domestic inflation. The knowledge of EPRT 
is pertinent to ease the prediction of the domestic inflation and real exchange rate 
volatility. It also facilitates for the choose of an optimal monetary policy and enables 
to adjust country’s trade imbalances. For the SSA countries, the knowledge of ERPT 
is more relevant and worth to study because of the following reasons among others.  
First, the SSA countries have been relatively reaped by persistent high level of inflation 
though the rate of inflation varied across member countries due to their institutional 
arrangements and structural realities. Despite a gradual reduction of inflation rates of 
the SSA countries, they still have above global average inflation rate (see figure 2.1 
below). This partially attributed to the exhibited higher exchange rate fluctuations in 
the region.  
Second, unlike other regions, the SSA countries import nearly two-third2 of their 
merchandize from outside their region, which necessitate them foreign currency. The 
larger proportion of import from outside coupled with severe shortage of foreign 
currency trigger a large and continuous domestic currency depreciation that 
contributes to a higher degree of ERPT (Gopinath, et al., 2010). Besides, countries 
with a larger proportion of import from outside are also exposed to higher degree of 
ERPT as their inflation is more sensitive for a little change in exchange rate (Benigno 
& Faia, 2016; Ca'Zorzi, et al., 2007; Choudhri & Hakura, 2006). 
Theoretically, a weakening of domestic currency favor export competitiveness in the 
 
1 Some parts of the text are taken from Muhammed, M.S. (2012): “Exchange Rate Transmission in the 
case of Ethiopia”, Charles University, master thesis. Some part has also been used to Muhammed, M.S. 
(2016): “Monetary Policy and Exchange Rate Transmission” for the requirements of combined Skill 2, 
CERGE-EI, Prague, Czech Republic 
2 According to WTO (2017) report, the proportions of imports of the SSA countries: 31.29% from 
Europe and central Asia and 27.66% from East Asia and Pacific 
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international market, however, most of the SSA countries do not gain this advantage 
as they are net importers with low export capability. Rather, the currency depreciation 
usually exposes them to chronic trade deficits and higher inflation. 
Moreover, globalization expose the SSA countries to more external shocks like 
financial and economic crises, the rise of world fuel and food prices, and other 
economic problems that challenge the conduct of monetary policy and cause unstable 
macroeconomic condition particularly prices instability. In fact, the impacts of such 
shocks considerably vary across the SSA countries respective to their institutional 
arrangements and structural realities.  
 
Source: World Economic Outlook database (April 2019), IMF. 
Figure 2.1: Decline in headline inflation for sets of countries. 
 
The third reason is related to a global shift in monetary policy framework towards 
Inflation Targeting (IT). Relatively, the shift in monetary policy framework was 
effective both in industrial and in some emerging countries, which ultimately 
contributes to their macroeconomic stability. Particularly, it is true for countries with 
a historically higher level of inflation, such as Brazil, Chile, Turkey, Indonesia, 
Romania, and others. Whereas, the monetary policy framework of most SSA countries 
remains to be the old-fashioned monetary policy -monetary targeting and exchange 
rate anchoring except the case of South Africa, Ghana, Mauritius and recently Uganda 
(IMF, 2019). Such dogmatic monetary policy regimes of the SSA countries may have 
a contribution to their relatively higher inflation unlike those countries that implement 
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Another reason is that, although the benefit of the knowledge of ERPT to consumer 
price in the SSA countries are high, the issue is less investigated in the region with a 
sufficient panel dataset as few studies have been done on a single bigger economy like 
the South Africa. Besides, there are also few studies conducted on ERPT using a panel 
of the SSA countries e.g. Akofio-Sowah (2009) and Razafimahefa (2012). However, 
the former limit itself on comparing the degree of ERPT to prices among currency 
groups while the later confined on identifying factors that determine the degree of 
ERPT using correlation.  
Considering extensive studies on ERPT in case of industrial economies (e.g., Campa 
& Goldberg, 2005; Cheikh & Rault, 2016; Pinelopi Koujianou Goldberg & Hellerstein, 
2008; Gopinath, et al., 2010; Taylor, 2000) and emerging nations (e.g., Aron, et al., 
2014; Caselli & Roitman, 2019; López-Villavicencio & Mignon, 2017)), this study 
focus on the SSA countries. However, for comparison I also investigate the ERPT to 
consumer prices for industrial and emerging economies using equal proportion of 
sample countries.  
The comparison is reasonable as the emerging countries particularly have made 
various policy reforms like the adoption of inflation targeting, flexible exchange rate 
regimes and elimination of capital controls for the study period. Interestingly, the 
reforms made by many emerging countries brought a better macroeconomic condition 
particularly price stability, which reduces the degree of ERPT(Aron, et al., 2014; 
Cheikh & Louhichi, 2016).  Such comparison is unique as it enables to uncover the 
pertinent factors that explain variations in the degree of ERPT to consumer prices 
across countries having different economic structures. Therefore, this study is highly 
relevant for the SSA countries as it reveals several policy implications. 
Though ERPT to prices is a most studied area, there are several debating issues in the 
literature. The issues are the partiality of the degree of ERPT to prices and the reduction 
of the degree of ERPT for the last two decades.   
To partiality of ERPT, most studies reported that the degree of ERPT to both aggregate 
and disaggregate price is incomplete or partial3. To explain such partiality of ERPT, 
 
3 See the research survey by Menon (1995),Pinelopi K Goldberg & Knetter (1997) & Aron, et al. (2014). 
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previous studies have used the macroeconomic and microeconomic approaches. The 
macroeconomic approach suggests that the incompleteness of ERPT is mainly related 
to the nominal price rigidity (e.g., Choudhri & Hakura, 2006; Devereux, et al., 2004; 
Gali & Monacelli, 2005; Pinelopi Koujianou Goldberg & Hellerstein, 2008; Gopinath, 
et al., 2010; Monacelli, 2005). While the microeconomic approach insist that the 
incompleteness of ERPT is due to different forms of market segmentation such as 
market structure and firm behaviors (e.g., Amiti, et al., 2014; Auer & Schoenle, 2016; 
Betts & Devereux, 2000). This study, however, inclined to the macroeconomic 
approach as it examines the ERPT to overall price using macroeconomic data.  
The other important issue is the decline in the degree of ERPT both in the case of the 
industrialized and some emerging countries for the last two and half decades 
(e.g.,Aron, et al., 2014; Campa & Goldberg, 2005; Choudhri & Hakura, 2006; López-
Villavicencio & Mignon, 2017). Despite the discovery of a declining degree of ERPT, 
there is still a debate with respect to the causes. Some studies claim that adoption of 
inflation targeting monetary policy has reduced the degree of ERPT particularly for 
industrialized and emerging countries (e.g., Aleem & Lahiani, 2014; Coulibaly & 
Kempf, 2010; López-Villavicencio & Mignon, 2017). Other studies insist that the 
reduction in the degree of ERPT is much related with countries inflation environment 
(e.g., Campa & Goldberg, 2005; Choudhri & Hakura, 2006; López-Villavicencio & 
Mignon, 2017; Taylor, 2000; Zhao, et al., 2019). 
Until today, the issue of ERPT to consumer price is inconclusive as previous studies 
reported mixed results. This is mainly inherent to the methodology they used and the 
time periods they covered, the change in policies and other factors (Aron, et al., 2014; 
Burstein & Gopinath, 2014; Ito & Sato, 2008; McCarthy, 2007). Given the mixed 
empirical findings, this study with a sample of forty-eight countries endeavours to shed 
light on the main issues of ERPT to consumer price by revisiting the issues.  
This chapter addresses the following three research questions: to what extent does a 
change of exchange rate transmits into domestic inflation for all sample countries: 
industrial, emerging and the SSA countries? Does the inflation environment matter for 
the degree of ERPT to consumer prices? Does monetary policy regime play a role in 
the reduction of ERPT to consumer prices for the sample countries? 
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The above research questions are addressed systematically by applying two common 
methodological approaches: augmented bi-variate linear model by accounting country 
heterogeneity, and Structural Vector Autoregression model (SVAR) for each group 
average pass-through estimation.  
Therefore, this chapter contributes to the literature as it examines the degree of ERPT 
to consumer price using three different economy groups: in industrialized, emerging 
and the SSA countries over a longer period. It also provides empirical evidence on the 
roles of monetary policies and country’s inflation environment in reducing the degree 
of ERPT. Moreover, this study provides policy implications of the degree of ERPT to 
domestic inflation for the SSA countries. 
The study is presented in the following manner. The next section is devoted to briefly 
review the theoretical and empirical literature on the exchange rate pass-through. The 
second section focus on the methodology and data set of the study. The third section 
provides the preliminary analysis. At fourth, the empirical results obtained from both 




2.2. Review of Related Literature 
This section summarizes the relevant theoretical and empirical literature related to 
ERPT. Both theoretical and empirical literature are presented one after the other. 
2.2.1. Theoretical Literature  
2.2.1.1. The Origin of Exchange Rate Pass-Through (ERPT) 
The ERPT is originally defined by Goldberg & Knetter (1997) as the percentage 
change in local currency import prices resulting from a one percent change in the 
exchange rate between the exporting and importing prices. It is now referred as a first 
stage of ERPT. The definition is later extended to address both the impact of import 
prices on consumer/ producer prices and the effect of the exchange rate change on 
consumer prices/ producer prices, which is known as stage-two ERPT and overall 
ERPT, respectively. As per these definitions of ERPT is complete or full, if 
import/consumer/producer prices respond 100% or above to the exchange rate 
changes, otherwise, it is called incomplete or partial.  
Theoretically, the exchange rate movements can pass to domestic inflation both 
directly through energy and other trading commodity or indirectly through import 
prices, wage formations and profit markups. The speed of ERPT depends on the types 
of imported goods like imported consumption goods, intermediate goods or domestic 
goods priced in foreign currency. The imported consumption goods and domestic 
goods priced in foreign currency, which directly affected by the exchange rate 
movements, have a higher speed and degree ERPT relative to intermediate imported 
consumption goods (Burstein & Gopinath, 2014; Ito & Sato, 2008; McCarthy, 2007).  
The issues of ERPT have long been a topic of interest for researchers particularly after 
the fall of the Bretton Woods system in 1973, where the system of pegged exchange 
rates was collapsed. Since then, the exchange rate becomes more and more flexible, 
which aroused the interest of researchers on ERPT for numerous policy issues. For 
instance, the knowledge of pass-through was used to investigate the impact of 
domestic currency depreciation on the country’s trade balance, to test the validity of 
the purchasing power parity theory and the law of one price. Ascertaining the impact 
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of currency depreciation on import, export, or producer prices was another reason that 
drove the growing interest of researchers on the ERPT.  
According to Menon (1995) and Goldberg and Knetter (1997), who surveyed a large 
body of earlier studies on ERPT, most studies of ERPT were done at a microeconomic 
level related to industrial organization and market segmentation, dominantly in the 
case of industrial countries especially for USA, Japan, Canada, and Germany. After 
2000, the studies on ERPT emphasize on macroeconomic issues specifically after the 
salient theory by Obstfeld (2002): ‘The new open macroeconomic theoretical model’ 
and Taylor’s (2000) a ‘staggered pricing model’. Recently, most studies on ERPT focus 
on investigating the impact of exchange rate volatility on domestic price, on trade 
imbalances, and its role for the choice of optimal monetary policy and other similar 
issues. There is also shift in the focus of the researcher from industrial nations to the 
emerging and developing countries. Regardless of the focus, all studies contribute for 
the decision making of various policies as they document the knowledge of ERPT.  
2.2.1.2. Stylized Facts: Relationship between Exchange Rate and Price 
Statistically, the relationship between price and exchange rate can be described using 





Where e is a logarithm form of the nominal exchange rate (in units of the currency of 
the importer per one unit of currency of the exporter) whereas p denotes the logarithm 
form of price denominated in the domestic currency. 𝜌 represents the extent of 
association between exchange rate and prices. Nevertheless, it lacks economic 
meaning because of endogeneity problems since the relationship is only statistical 
(Campa & Goldberg, 2005). Consequently, researchers figure out exchange rate pass-
through as an alternative option to study the link between exchange rate and prices. 
Particularly, they focus on examining the impact of exchange rate change on import or 
export prices as the impact of exchange rate change first reflected on import and export 
prices, i.e. first stage of ERPT.  
The underlining theory of the exchange rate pass-through to import price was the Law 
of One Price (LOP). According to the LOP, the price of identical goods must be sold 
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at same price in different countries in terms of common currency under the assumption 
of costless arbitrage. To grasp the concept of LOP theory, consider the following 
simple analogy. 
Suppose there are two economy, home (H) and foreign (F), that trade good i. Then,  
P𝑖
𝐻 = 𝐸P𝑖
𝐹                                                                                 (1) 
 Where P𝑖
𝐻 is the price of the good i in terms of home currency,  P𝑖
𝐹 is the price of the 
good i in terms of foreign currency, and E refers the exchange rate of home’s currency 
per unit of foreign’s currency (so that a rise in the exchange rate is a depreciation). 
Expressing equation (1) in logarithmic form  
𝑝𝑖
ℎ = 𝑒 + 𝑝𝑖
𝑓
                                                                             (2) 
Therefore, in order to test the validity of Law of One Price for good i for a given 
period, it can be written in the form of econometric model 
𝑝𝑡
ℎ = α + θ𝑒𝑡 + 𝜑𝑝𝑡
𝑓




, 𝑎𝑛𝑑 𝑒𝑡 are logarithmic form of home price, foreign price and exchange 
rate. Whereas, θ is the coefficient of exchange rate that measures the extent of 
exchange rate pass through,  α – is constant term and   is error term that capture other 
factors influencing good i price in terms of home currency. So that the LOP to be valid, 
the estimated value of all parameters should satisfy the condition α = 0, θ = 1 and  
𝜑 =1. In particularly the predicted value of θ should be equal to one (i.e. θ = 1), this 
is also called complete or full pass through. However, if the forecast value of θ is 
significantly less than one (𝑖. 𝑒. θ < 1 ), then the LOP does not hold true, this is also 
known as incomplete or partial pass through. In practice, the underlying assumption 
of the LOP, no arbitrage cost, is very stringent and unreliable. As a result, the validity 
of LOP hardly holds.   
Taking the above underlying theory as a basis, a large body of empirical studies 
measured the degree of ERPT to prices (e.g., Campa & Goldberg, 2005; Gagnon & 
Ihrig, 2004; López-Villavicencio & Mignon, 2017) though they include some other 
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variables such as exporter’s countries cost, competing price, real GDP, and others, as 
control variables. This can be put together in equation (4).  
𝑝𝑡
ℎ = α + θ𝑒𝑡 + 𝛿𝑋 + 𝜑𝑝𝑡
𝑓
+ 𝜇𝑍 +                                                           (4) 
Where X measures exporter’s country's cost and Z represents a set of other control 
variables such as competing price, income, and others. As expressed above the 
predicted value of θ  measures the degree of ERPT to prices. The studies conducted 
based on the above model found that the degree of ERPT is partial i.e. θ < 1. One of 
their explanation for the unequal-proportionate of prices changes to exchange rate 
movements is the degree of ERPT largely depend on the price of the good set by 
importing countries. 
A partial adjustment of prices in response to exchange rate changes can reflect the 
departure from the LOP in the internationally traded goods (see e.g., Bailliu & 
Bouakez, 2004)). Both theoretical and empirical literature tried to link the 
incompleteness of pass-through with micro and macroeconomic factors. Price 
rigidities, market structure, and firm’s behavior and others are among the 
microeconomic factors that are considered as a cause for the incompleteness pass 
through. The pricing to market literature, which is originally proposed by Krugman 
(1987) and Dornbusch (1987), places the market structure and firm behaviors at the 
center to explain the incompleteness of exchange rate pass-through to prices across the 
production chain. For instance, price discrimination, which firm’s ability to have 
different pricing strategies across different segments for international traded goods 
attributes to the incompleteness of pass-through. 
Krugman (1987) state that if there is a high degree of market competition, firms fear 
to pass the change of exchange rate to prices to maintain their market share. He also 
argued that in most developed and emerging markets the strategic behavior of firms 
can drive the price to be insensitive to exchange rate movements, i.e. the degree of 
pass-through would become near to zero. In line with Krugman, Dornbusch (1987) in 
his seminal paper identifies four potential factors that contribute to the reduction of 
ERPT. These are the degree of market integration or segmentation, the degree of 
product differentiation, the functional form of the demand function, and the market 




Goldberg and Knetter (1997), Menon (1995) and recently Aron et al., (2014) by 
analyzing comprehensive research surveys on ERPT in both aggregate and 
disaggregate prices, done in case of the industrial, emerging and developing countries, 
they identify the causes of the incompleteness of ERPT. According to their analysis, 
both the macroeconomic and microeconomic factors were found to be responsible for 
the incompleteness and decline of ERPT since the 1990s. 
 Taylor (2000) proposes a hypothesis that the degree of pass-through is positively 
associated with the inflation environment. According to his proposition, for an 
economy that has a credible monetary policy which effectively lowers the level of 
inflation, the degree of ERPT to domestic price tend to decline. The validity of Taylor’s 
prepositions has also been tested empirically and most studies end up with supporting 
his hypothesis (e.g. Camp & Goldberg, 2005; Choudhri & Hakura, 2006; Cheikh & 
Louhichi, 2016; López-Villavicencio & Mignon, 2017, to mention a few).  
In general, there are several macro and microeconomic factors that attribute to the 
declining of the degree of ERPT in most economies such as the composition of 
imported goods in the consumer price indices, the size of export and import market, 
market structure and firm behaviors, openness to international market, monetary 
policy behavior, domestic institutional quality, economic and political environment 
and so on. 
2.2.2. Empirical Literature  
For the simplicity of comparing the degree of ERPT reported in the literature across 
groups of sample countries, I reviewed and present the findings of empirical studies in 
three subsections: ERPT on Industrial, Emerging and the SSA countries. To augment 
the presentation of empirical evidences, I provide table (2.1) which exhibit findings of 
selected studies on ERPT for a panel of economies. Acknowledging the plethora 
studies on ERPT, I tried to select the most recently published and frequently cited 
articles from top reviewed journals. 
2.2.2.1. Review of Empirical Studies on Industrial Countries   
It is vital to recall that most studies on ERPT to prices have been focused on advanced 
economies, mostly in case of the United States, Japan, Canada, Germany, the United 
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Kingdom, and others. Majority of these studies also concentrate on ERPT to import 
and export prices, and quite a very few of them estimate EPRT to consumer prices (see 
e.g. Menon (1995) and Goldberg & Kentter (1997)).  
The existing empirical studies on the degree of ERPT conducted on industrialized 
countries reported the following three facts: (i) the ERPT to prices is incomplete i.e. 
lies between zero and one (see e.g. Campa & Goldberg (2005); Goldberg & Knetter 
(1997); Jiménez-Rodríguez & Morales-Zumaquero (2016)), (ii) the magnitude and 
speed of ERPT is smaller for developed countries than emerging and developing 
countries (see e.g. Bussière, et al. (2014); Aron et al. (2014)) and (iii) there has been a 
substantial reduction of degree of ERPT since the 1990s (see e.g. Campa & Goldberg 
(2005); Jiménez-Rodríguez & Morales-Zumaquero (2016)). 
To explain the above three stylized facts, both the macroeconomic and microeconomic 
approaches were followed by many previous studies. For instance, Choudhri and 
Hakura (2006) investigated the role of the inflation environment in explaining the 
degree of ERPT to consumer prices for 71 sample countries from 1979 to 2000 using 
a low and high inflation period analysis. Their finding demonstrates that the extent of 
ERPT to consumer price is low in a low inflation environment while it is high in a high 
inflation environment for the set of countries.  
Cheikh and Louhichi (2016) also revisited the role of inflation environment in 
determining the degree of ERPT to import prices for a set of 63 countries using panel 
threshold model over the period 1992-2012, they offered a finding of the positive 
association between the degree of pass-through and inflation environment. Irrespective 
of the time line for past empirical studies conducted for the case of industrial (e.g. 
Campa & Goldberg (2004); Gagnon & Ihrig (2004), McCarthy (2007), Jiménez-
Rodríguez & Morales-Zumaquero (2016)),  emerging and developing countries (e.g. 
López-Villavicencio & Mignon (2017); Frankel et al., (2012); Ghosh (2013)) they all 
found that the degree of ERPT to prices has a positive and strong association with the 
inflation environment of countries.  
As far as the elasticity of ERPT to prices for industrial countries is concerned, Jiménez-
Rodríguez & Morales-Zumaquero (2016) estimated the ERPT to import, producer and 
consumer prices for G-7 countries using both single equation and VAR models for a 
31 
 
period of 1970-2014. They found a short run degree of ERPT to consumer prices for 
Canada (−0.013), France (0.006), Germany (0.0124), Italy (0.018), Japan (-0.018), UK 
(0.01) from VAR models. They also found almost similar results from single-equation 
models (see Table (2.1)). According to them, consumer prices in those countries are 
becoming less sensitive to exchange rate changes due to their low inflation 
environment, and the degree of ERPT to import prices is higher followed by producer 
and consumer prices.  
Overall, the ERPT to consumer prices for almost all advanced nations are incomplete, 
reduced over time and varies across studies. Both the macro and microeconomic 
factors contribute to the low degree of ERPT to consumer prices for those countries.    
2.2.2.2. Review of Empirical Studies on Emerging Countries   
There is a recent growing interest in ERPT to consumer prices focusing on emerging 
and developing countries (see e.g. Aron et al. (2014)). In contrary to advanced 
countries, the reported degree of ERPT to import and consumer prices for emerging 
and developing countries are significantly ranging from complete (e.g. Coricelli et al. 
(2006) found 1.03 degree of ERPT to import prices for Slovakia; Ca'Zorzi, et al. (2007) 
found 1.39 degree of ERPT to import prices for Mexico) to incomplete degree of 
ERPT.  
As far as the emerging and developing countries case studies are considered, most of 
them reported incomplete degree of ERPT to consumer prices. For instance, using a 
bivariate model, López-Villavicencio and Mignon (2017) investigated the extent of 
ERPT to import and consumer prices for 15 emerging countries for 1994-2015. Their 
findings show that the degree of ERPT to consumer prices is incomplete and relatively 
higher for countries with a greater inflation environment. To illustrate, they found a 
wider range of degree of ERPT from 0.102 for Romania to 0.001 for South Africa (see 
Table (2.1)). They also affirm that monetary policy behaviours, domestic institutional 
qualities, and inflation environments account for the magnitude of ERPT.  
Kohlscheen (2010) also reported slightly higher degrees of ERPT to consumer price 
for Indonesia (0.60), Czech (0.51), Brazil (0.32), South Africa (0.25), South Korea 
(0.20), Thailand (0.16), Mexico (0.13) and Philippines (0.09) after a year. He also 
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suggested that countries that have greater exchange rate volatility and that trade more 
homogeneous products are more exposed to a higher degree of ERPT. Similarly, Ito 
and Sato (2008) for East Asian countries using the VAR model for the period of 1995- 
2006, reported the degree of ERPT to domestic prices a 0.40 for Indonesia, 0.14 for 
Thailand, 0.07 for South Korea and 0.06 for the Philippines after a year. To the authors, 
the degree of ERPT declines along with the distribution chain, the highest degree of 
the ERPT in import prices, then producer prices, and lowest in consumer prices. 
Similar ERPT result also reported by Prasertnukul, et al. (2010) and Ghosh (2013) (see 
table (2.1)). 
To sum up, the ERPT to consumer prices for most emerging countries is incomplete, 
it declines over time and the reported degree of ERPT varied across studies even for a 
single country. Alike industrialized countries, the degree of ERPT to import price also 
found to be higher relative to consumer prices for emerging countries. The inflation 
environment, persistent fluctuation of the exchange rate, adoption of inflation 
targeting, monetary policy behaviors, the high composition of imported goods in the 
consumption basket, market structure and firms’ behaviors, and other macroeconomic 
conditions are among the reasons for the incomplete and declining of the degree of 
ERPT to consumer prices. 
2.2.2.3. Review of Empirical Studies on the SSA Countries   
Although the issues of ERPT is extremely important for countries with high inflation 
environment like the SSA countries, there are only few empirical studies conducted on 
a panel of the SSA countries. In fact, there is a little growth in the interest of researchers 
to study the issues of ERPT in case of developing countries. 
The studies on EPRT to prices in the case of the SSA countries are very scant. 
Surprisingly, there are only two empirical studies on ERPT to prices for a panel of the 
SSA countries: Akofio-Sowah (2009) and Razafimahefa (2012). The former, 
examined the link between currency union and degree of ERPT to consumer price by 
taking a sample of 15 SSA countries and 12 Latin America countries using the fixed 
effect model over the period 1980-2005. The author finds that a lower degree of ERPT 
for countries that have more credible currency unions relative to the other groups. 
Particularly, she suggested that implementing strictly fixed or free-floating exchange 
33 
 
rate regimes does not add any credibility in fighting inflation and does not help to the 
reduction of ERPT for the SSA countries, rather in between the two regimes. 
Razafimahefa (2012) also examined the determinants of ERPT for 34 SSA countries 
using VAR models for the period of 1980 - 2005. He found an incomplete and huge 
reduction of ERPT to consumer prices in most SSA countries particularly after the mid 
- 1990s due to macroeconomic and political reforms made in the region. He also 
reported a lower degree of ERPT in countries with flexible exchange rate regimes and 
high income than in countries with fixed exchange rate regimes and low incomes (see 
table (2.1)). 
For individual country case studies, Frimpong & Adam (2010) investigated the ERPT 
to consumer prices for Ghana using a VAR approach with monthly data covering the 
period of 1990-2009. They found 0.026 degrees of ERPT to consumer prices for a 
month and 0.08 after a year. Unlike them, Sanusi (2010) found a pass-through of 0.79 
for the Gahanna economy, using the same estimation method for the period of 1983Q3-
2006Q3. This implies that the reported ERPT varies across studies and time. However, 
both studies suggested a declining and incomplete ERPT for Ghana especially after 
2000 due to monetary policy reforms. Other empirical studies also find different 
degree of ERPT for different economies, to mention a few, Jombo, et al. (2014) found 
0.03 for Malawi and Bada, et al. (2016) found 0.06 for Nigeria. 
The empirical studies on ERPT for a panel of the SSA countries have been limited and 
largely dominated by country-level case studies. Even those country-level case studies 
mostly focused on large markets like South Africa, Ghana and Nigeria. Therefore, this 
chapter fills the gap by providing empirical evidence for a panel of the SSA countries 
in comparison with emerging and industrial countries using both single equation and 




Table 2.1. Summary of some previous empirical findings, by group of industrial, emerging and the SSA countries 
Advanced Countries 
Study  Sample and Data  Method Findings  Remarks 
Jiménez-Rodríguez & Morales-
Zumaquero (2016): Short-run 
and long-run ERPT to prices 






Canada (-0.02), France (0.00), Germany (0.015), 
Italy (0.03), Japan (-0.01), UK (0.02) ERPT to 
consumer prices in the first quarter.  
They find a weak coefficient of ERPT to 
consumer prices for all countries except 
Germany and Italy.  
Choudhri and Hukara (2005): 
Short run and long run ERPT to 
import and consumer prices.  






Canada (0.01), France (0.006), Germany (0.012), 
Italy (0.018), Japan (-0.017), UK (0.0097) in the 
short run from single equation models. 
They find a low (a high) degree of ERPT in 
a generally low (high) inflation environment  
Gagnon & Ihrig (2004): ERPT 
to consumer price 
20 Industrial countries 
Data: quarterly (1971-2003) 
 
VAR models Australia (0.14), Belgium (0.20), Canada (0.37), 
France (0.23), Germany (0.11), Italy (0.37), Japan 
(0.21), Netherlands (0.16), New Zealand (0.42), 
Norway (0.28), Spain (0.18), Sweden (0.02), UK 
(0.15) and US (0.27) for the long run.  
They confirm the potential role of monetary 
policy behavior and inflation environment 
in the reduction of ERPT observed in many 
industrial countries since the 1980s.  
Emerging Countries 
Beirne & Bijsterbosch (2011): 
ERPT to consumer prices 
For 9 CEE EU members 
Data: monthly (1995- 2008)  
 VAR and 
VECM 
Czech (0.25), Hungary (0.09), Poland (0.27) & 
Romania (0.14) for 6 months  
They find a relatively higher ERPT for 
countries that have adopted some form of 
fixed exchange rate regime compared to 
floating exchange rate regime.  
López-Villavicencio & Mignon 
(2017): ERPT to import and 
consumer prices  
For 15 emerging countries 
Data: quarterly (1994–2015) 
Augmented 
Bi-variate and  
Brazil (0.011), Colombia (0.003), Czech (0.033), 
Hungary (0.017), Indonesia (0.043), Korea (0.024), 
Mexico (0.013), Philippines (0.015), Poland (0.013) 
& Romania (0.102), S. Africa (0.001), Thailand 
(0.014), Turkey (0.071) in the short-run.   
They find the importance of monetary 
policy behavior, domestic institutional 
quality, and the inflation environment to the 
size of ERPT. 
Prasertnukul et al. (2010). For 4 Asian countries 
Data: quarterly (1990-2007) 
Single models Indonesia (0.03), South Korea (0.008), the 
Philippines (0.01), and Thailand (0.089). 
They find a quite low degree of ERPT under 
the floating exchange rate regime. 
Ghosh (2013): ERPT to import 
and consumer prices  
For 9 Latin America 
Countries  
Data: Quarterly (1970-2010) 
 Brazil (0.47), Colombia (0.025), and Mexico (0.01), 
ERPT to consumer prices in the long run. 
The author suggests that monetary policy 
stability, inflation rate and trade openness 
affect degree ERPT positively.  
CaZorzi et al. (2007): ERPT to 
import and consumer prices  
For 12 emerging  




China (0.08), Hong Kong (0.07), Korea (0.19), 
Czech (0.61), Hungary (0.48), Poland (0.31), 
Turkey (0.09), Japan (0.02), US (0.02) and Mexico 
(0.76) ERPT to consumer prices in the short run. 
They find higher degree of ERPT to import 





The SSA Countries 
Study  Sample and Data  Method Findings  Remarks 
Razafimahefa (2012): ERPT to 
consumer prices 
 
For 34 SSA countries 
Data: Quarterly (1985Q1– 
2008Q2) 
 
VAR [Brundi (0.238), D.R. Congo (0.397), Gambia 
(0.101), Ghana (0.194), Zambia (0.09)]4,[Cameroon 
(0.276), C.A.R. (0.096), Cote d’Ivore (0.165), Equ. 
Guinea (0.218), Ethiopia (0.388), Gabon (0.243) 
and Togo (0.298)]5   
The ERPT results are also averaged and 
analyzed by fixed/flexible regime groups. 
He finds lower average ERPT for flexible 
regimes groups than fixed exchange rate 
regime groups.  
 
Choudhri and Hakura (2006): 
ERPT to consumer price 
71 developed and developing 
countries 
Data: Quarterly (1979-2000) 
Single 
equations 
Burundi (0.12), Cameroon (0.22), Ethiopia (-0.01), 
Ghana (0.14), Zambia (0.15) an immediate impact 
from single equations.  
They provide an empirical evidence that 
support the so-called Taylor’s hypothesis:  
the association between the inflation 
environment and the degree of ERPT is 
positive using low, medium and high 
inflation sample countries.  
Akofio-Sowah (2009) 
 






They do find a low degree of ERPT in more 
credible monetary Union.  
Exchange rate regime groups 
identified by dummies: 4 currency unions 
(Africa); 3 dollarization groups (LA). 
 
.   
 
 
4 Sample countries that have been considered as flexible exchange rate regimes. 
5 Sample countries that have been considered as fixed exchange rate regimes 
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2.3. Preliminary Analysis 
The purpose of this preliminary analysis is to provide an overview of sample countries 
macroeconomic characteristics such as inflationary environment and exchange rate 
volatility. Apart from that, I have presented the association between inflation 
environment and exchange rate movements of sample countries. 
The inflation environment of sample countries is measured in terms of the mean rate 
and volatility of inflation using the quarter average and standard deviation of consumer 
prices, respectively. Irrespective of the sample groups, the largest mean rate and 
volatility of inflation are found in D.R. Congo followed by Brazil and Russia, while 
Japan, Sweden, and France exhibit the lowest average rate of inflation. Table (2.2) 
exhibit the average rate and volatility of inflation for all sample countries in the period 
of 1990-2018.  
For the SSA sample group, D.R. Congo contains the highest in both mean rate 
(92.80%) and volatility (38.08%) of inflation followed by Zambia and Malawi with 
mean rate 23.28% and 19.03%, respectively. The lowest mean rate of inflation is found 
in Gabon (2.47%) and volatility of inflation in the Gambia (2.17%). Particularly, the 
CAMEC and WAEMU member countries have lower average level and stability of 
inflation relative to their group members.  








Mean SD Mean SD Mean SD 
Burundi  10.65 5.58 Brazil 40.53 13.73 Australia 2.43 0.82 
Cameroon 3.40 2.73 China 4.01 1.88 Belgium 1.93 0.69 
CAR 6.47 4.87 Colombia 9.21 1.15 Canada 1.80 0.69 
Congo, D .R. 92.80 38.08 Czech 4.59 1.70 Denmark 1.81 0.43 
Côte d'Ivoire 3.69 2.48 Hungary 8.67 1.72 France 1.46 0.44 
Equatorial G. 5.48 3.01 India 7.00 1.66 Germany 1.71 0.52 
Ethiopia 8.87 6.28 Indonesia 8.93 4.03 Hong Kong 2.75 1.19 
Gabon 2.59 3.43 Korea 3.27 0.90 Italy 2.34 0.54 
Gambia 5.47 2.17 Mexico 8.52 2.23 Japan 0.27 0.65 
Ghana 17.33 4.55 Philippines 4.98 1.51 Netherland  1.98 0.48 
Lesotho 4.55 5.47 Poland 8.73 1.87 New Zealand 1.97 0.78 
Malawi 19.03 5.94 Romania 28.34 8.36 Norway 2.07 0.74 
Nigeria 16.57 4.75 Russia 34.85 13.68 Spain 2.62 0.75 
Togo 3.98 3.67 South Africa 6.21 1.67 Sweden 1.42 0.87 
Uganda 6.72 3.69 Thailand  2.90 1.32 UK 2.19 0.50 
Zambia 23.28 5.40 Turkey 28.12 4.21 US 2.28 0.69 




For the emerging sample countries, Brazil had the highest both in mean rate (40.53%) 
and volatility (13,73%) of inflation while Thailand exhibited the lowest rate of 
inflation (2.90%) in the group. Russia (34.85%), Romania (28.34%), and Turkey 
(28.12%) have also experienced a large average rate of inflation. 
For the industrialized sample countries, Hong Kong (2.75%) and Japan (0.27%) had 
the highest and the lowest mean rate of inflation, respectively. Results indicate that 
there is no substantial difference in the mean rate and volatility of inflation across the 
industrialized sample countries, and hence more stabilized macroeconomic conditions. 
Group wise, the SSA sample group had the highest mean rate (15.22) and variability 
of inflation (12.64) and variability of exchange rate6 (18.61) followed by the emerging 
and industrialized sample groups, respectively (see figure 2.2 below). The results 
imply that there were unstable macroeconomic conditions in most SSA sample 
countries than industrialized and emerging sample countries. Due to these high 
variations of inflation environment and exchange rate volatility in the SSA sample 
countries, this study expects a high degree of ERPT while less degree of ERPT would 
be expected with respect to industrial and emerging sample countries. 
 
Source: International Financial Statistics (2018) 
Figure 2.2: Average rate and volatility of inflation and variability of exchange rate by 
groups of sample countries for the period of 1990-2018. 
 
6 Note that the exchange rate variability is measured by the standard deviation of nominal effective 
exchange rate at first difference and an increase of variability of exchange rate corresponds to a 
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In order to examine whether the ERPT has exhibited significant change over time, I 
used the sub-sample data analysis by taking the year 2004 as a threshold period.  The 
threshold period, 2004, is chosen as most of the sample countries had relatively higher 
inflation before it (see Table 2.3). And, many of the sample countries made monetary 
policy changes after 2004 particularly the emerging sample countries have adopted 
inflation targeting regimes. This scenario enables me to investigate the role of inflation 
and monetary policy in influencing the degree of ERPT.  
Table 2.3: Average rate and volatility of inflation for the full and sub-sample data. 
Sample groups Full Sample 1990:1-2018:4 Period 1990:1-2003:4 Period 2004:1-2018:4 
?̅?𝒊 ?̅?𝒊𝒏𝒇,𝒊 ?̅?𝒆𝒙𝒓,𝒊 ?̅?𝒊 ?̅?𝒊𝒏𝒇,𝒊 ?̅?𝒆𝒙𝒓,𝒊 ?̅?𝒊 ?̅?𝒊𝒏𝒇,𝒊 ?̅?𝒆𝒙𝒓,𝒊 
The SSA  15.22 12.64 18.61 23.00 20.60 28.84 7.43 4.68 8.38 
Emerging  14.16 11.06 15.28 22.89 19.99 22.50 4.44 2.14 8.05 
Advanced  2.05 1.26 5.30 2.36 1.45 5.52 1.73 1.07 5.07 
Average 10.48 8.32 13.06 16.42 14.02 18.95 4.54 2.63 7.17 
 
As it can be observed from the above table (2.3), on average, there has been high mean 
rate and variability of inflation in all sample groups for the period of 1990-2003 than 
2004-2018. Again, results as per the sub-sample analysis ascertain that the SSA sample 
countries had the highest mean rate of inflation, variability of inflation and exchange 
rate variability for all sample periods than other sample groups. The industrial sample 
group had the lowest record in all three measures both in full and sub-sample periods.  
Now I turn to inspect the association between domestic inflation and movements of 
nominal effective exchange rate using a simple Pearson correlation method over the 
whole sample period (1990-2018). The result presented in the Table (2.4) below 
displays that 40 out of 48 sample countries exhibited positive correlations between the 
depreciation of the domestic currency and inflation. Hence, most of the SSA and 
emerging sample countries have positive correlations as anticipated. Specifically, 
strong association is found for Congo, D.R., Zambia, Cameroon, Togo and Gabon, 
while the lowest correlation coefficient goes to Lesotho and Burundi. Uniquely, 
weaker negative and positive correlation coefficients are exhibited in industrialized 
sample countries.  
Indeed, the correlation coefficients are only statistical, which fails to imply the 
economic interpretation that relate to ERPT to consumer prices. So, this study employs 
a suitable econometric model to derive an appropriate economic interpretation. 
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Table 2.4: Associations between domestic inflation and nominal effective exchange 
rate for a period of 1990-2018.  
The SSA countries Emerging Countries Industrial Countries 
Countries 
Correlation 
(∆𝑐𝑝𝑖, ∆𝑒) Countries 
Correlation 
(∆𝑐𝑝𝑖, ∆𝑒) Countries  
Correlation 
(∆𝑐𝑝𝑖, ∆𝑒) 
Burundi  0.21 Brazil 0.99 Australia 0.02 
Cameroon 0.83 China 0.61 Belgium 0.02 
CAR 0.29 Colombia 0.17 Canada -0.26 
Congo, D .R. 0.96 Czech 0.43 Denmark 0.27 
Côte d'Ivoire 0.65 Hungary 0.61 France -0.12 
Equatorial G. 0.55 India 0.40 Germany -0.09 
Ethiopia 0.46 Indonesia 0.67 Hong Kong -0.17 
Gabon 0.72 Korea 0.55 Italy 0.33 
Gambia 0.52 Mexico 0.52 Japan -0.06 
Ghana 0.49 Philippines 0.18 Netherland  -0.02 
Lesotho -0.02 Poland 0.54 New Zealand -0.02 
Malawi 0.58 Romania 0.91 Norway 0.02 
Nigeria 0.06 Russia 0.29 Spain 0.24 
Togo 0.77 South Africa 0.26 Sweden 0.12 
Uganda 0.41 Thailand 0.29 UK 0.11 
Zambia 0.87 Turkey 0.07 US 0.39 
Average 0.52 Average 0.47 Average  0.05 
 
2.4. Data Set and Methodology 
 
This section provides the empirical model and data set of the study. Before discussing 
the model setup, I first describe the data set information used for the empirical analysis. 
2.4.1. Data Set and Stylized Facts 
2.4.1.1. Characteristics of Sample countries  
This study comprises a sample of 48 countries that are from three different economic 
development levels and geographical regions: industrialized, emerging and the SSA 
countries with equal proportion. The choice of sample countries is based on the 
availability of data, the effective exchange rate, in particular for the SSA countries.  
Despite the paucity of data for the SSA countries, a careful selection has been made to 
obtain a representative sample. Intentionally, the sample countries are drawn from 
various monetary policy frameworks and exchange rate regimes such as inflation 
targeting (e.g. South Africa and Ghana), hybrid monetary policy (Uganda and 
Zambia)7, monetary targeting (Burundi, D.R. Congo, Gambia, Ethiopia, Malawi, 
 
7 Uganda and Kenya adopted a hybrid monetary policy in year 2009 and 2011, respectively. Recently, 
Uganda implemented inflation targeting monetary policy framework. 
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Nigeria)8 and exchange rate anchoring (CEMAC members: Cameroon, Central Africa 
Republic, Equatorial Guinea and Gabon, and WAEMU members: Cote d’Ivoire and 
Togo)9 and Lesotho. With a similar fashion, I have selected both industrialized and 
emerging sample countries. Indeed, most of the industrialized and emerging countries 
have shifted from monetary targeting to Inflation Targeting (IT) monetary policy 
framework since the 1990s (for details see Table (2.5) below).  
It is noteworthy to mention that the sample countries that have implemented the same 
monetary policy framework may have different exchange rate arrangements: pegged, 
free floating, managed floating, stabilized and crewel-like type of exchange rate 
arrangements. This could attribute to the difference in the degree of ERPT.  
Table 2.5: Sample countries monetary policy type and adoption period 
Country MP Country MP Country MP 
Type Start Date Type Start Date Type Start Date 
Burundi  MT - Brazil IT June, 1999 Australia IT June, 1993 
Cameroon ET 1999 China MP  Belgium* others  
CAR ET 1999 Colombia IT Sept. 1999 Canada IT Feb., 1991 
Congo, D .R. MT  Czech IT Dec., 1997 Denmark# ET  
Côte d'Ivoire ET Aug., 1994 Hungary IT June, 2001 France* others  
Equatorial G. ET 1999 India IT Feb., 2015 Germany* others  
Ethiopia MT  Indonesia IT July, 2005 Hong Kong ET  
Gabon ET 1999 Korea IT April, 1998 Italy* others  
Gambia MT  Mexico IT Jan., 1999 Japan IT Jan, 2013 
Ghana IT May, 2007 Philippines IT Jan., 2002 Netherland* others  
Lesotho ET 2000 Poland IT Sept,1998 New Zealand IT Dec., 1989 
Malawi MT  Romania IT Aug., 2005 Norway IT Mar, 2001 
Nigeria MT  Russia IT Jan., 2014 Spain* others  
Togo ET Aug., 1994 South Africa IT Feb., 2000 Sweden IT Jan., 1993 
Uganda IT June, 2011 Thailand IT May, 2000 UK IT Oct., 1992 
Zambia IT 2017 Turkey IT Jan., 2006 US IT Jan., 2012 
*Represents countries that have no explicitly stated nominal anchor, but rather 
monitor various indicators in conducting monetary policy. 
# represents countries that participates in the European Exchange Rate 
Mechanism (ERM II). 
 
 
A large set of sample countries from various monetary policies allows me to 
investigate the role of various monetary policies in explaining the degree of ERPT and 
their attribution to the observed decline in the degree of EPRT.  
 
8 Although there are some exchange rate regimes change from rigid to flexible or in the other way, most 
MT targeting countries are still adopted it since the early 1980s (IMF, March 2018). 
9 The CEMAC was founded in 1994 and started operation since 1999.Whereas, the WAEMU was 
established in 1st August 1994. Both anchored their currency against the Euro currency. 
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2.4.1.2. Data Type and Sources 
The empirical analysis of this study uses macroeconomic data such as consumer price 
index (P), nominal effective exchange rate (E)10, gross domestic product (Y), and 
crude oil price (P*) at a quarterly frequency over a period of 1990-201811. 
Additionally, the study employs other economic indicators for control variables 
including each country monetary policy regimes.  
As the focus of this study is to examine the overall ERPT, the consumer price index 
(P) data is used for the empirical analysis. Though the import price seems more 
accurate as it provides the first stage of ERPT, due to the unavailability of import price 
data, particularly for the SSA countries, this study is restricted to the overall ERPT. 
Indeed, for the sake of a comparison of the ERPT in and across groups of sample 
countries, the consumer price is appropriate and sufficient. 
For the exchange rate, the study uses the nominal effective exchange rate (E) rather 
than bilateral exchange rate data as it avoids the choice of a numeraire (Bénassy-Quéré, 
et al., 2011) and uses a large set of currencies to consider the growing trade integration 
which increases the importance of emerging countries in the world. 
To capture the impact of domestic demand on domestic inflation, the study uses GDP 
at a constant price as a proxy measure. Indeed, most studies employed the output gap 
and the growth of real GDP as a proxy measure of domestic demand, but both output 
gap and real GDP growth record negative value when there are supply shocks like 
drought, Hurricane and Tsunami, which frequently affect particularly the SSA and 
some Asian emerging sample countries (see e.g.Aron, et al. (2014)).   
To capture the effect of competing prices on domestic inflation, I have used the crude 
oil price as there is limited data of real effective exchange rate for most of the SSA 
countries to construct foreign prices from the law of one price theory (LOP). Indeed, 
crude oil price being an international price has been used as proxy measure of 
competing price by previous studies (e.g. Forbes, et al. (2018)).  
 
10 Nominal effective exchange rate (E) is defined as domestic currency per unit of foreign currency (E) 
11 Except for Czechia (1993-2018), Hungary (1992-2018), Belgium (1993-2018) and D.R. Congo 
(1993-2018) all sample data are over a period of (1990-2018) at a quarterly frequency.  
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With respect to the source of the data, Consumer price index, GDP at constant price, 
effective nominal exchange rate, crude oil price and monetary policy regimes are 
collected from International Financial Statistics (IFS), International Monetary Fund 
(IMF), OECD, World Bank (WB), BIS, and from National Banks of some selected  
countries (see Table A2 in Appendix A).       
All the time series data of this study are seasonally adjusted and transformed into 
logarithm form. The data also transformed to stationarity from non-stationarity using 
year to year quarterly difference in order to satisfy the statistical time series properties 
for valid and reliable outcomes12. A detailed description of all data transformations is 
provided in Appendix A, Table A1. 
2.4.2.  Model Specifications 
Studies of this kind have used various empirical models and specifications to measure 
the degree of ERPT to prices for different economies and found results that are 
considerably different across studies and over time. Most of the empirical studies 
relied upon a single equation or a system equation method to investigate the degree of 
ERPT to prices in case of either a single or a panel of economies by imposing country 
homogeneity.  
Except the fixed effect models, all the system equation method ignores countries' 
heterogeneity that arises from monetary policy changes, country’s level of 
development and trade policy, inflation history, nonlinearity, etc. (Aron et al., 2014; 
López-Villavicencio & Mignon, 2017). Additionally, the system equation has 
drawbacks in capturing nonlinearities and structural breaks, which is a new focus on 
ERPT by the recent empirical literature (Brun‐Aguerre, et al., 2017; Delatte & López-
Villavicencio, 2012; López-Villavicencio & Mignon, 2017). A single equation 
method, however, allows to capture a short run ERPT at any horizons and the 
asymmetries and structural breaks easily using dummy variables or/ and interaction 
terms with exchange rate variables.  
Taking the above methodological issues, this study applies both a single equation 
 




method (augmented bi-variate model) as the baseline method and system equation 
method (Structural Vector Autoregression model) as an alternative for the empirical 
analysis. 
2.4.2.1. Single Equation Models (Baseline Model)  
This study employs the traditional bi-variate linear model with some extension like 
adding inflation environment and monetary policy type. Particularly, the baseline 
equations used to estimate ERPT to price is specified in the spirit of Pinelopi K 
Goldberg & Knetter (1997) with some extension, which is empirically applied by 
López-Villavicencio and Mignon (2017)13: 
∆𝒑𝒕 = 𝜶 + ∑ 𝜸𝒋∆𝒑𝒕−𝒋
𝒏
𝒋=𝟏
+ 𝝓∆𝒚𝒕 + 𝝀∆𝒑𝒕
∗ + 𝜽∆𝒆𝒕 + 𝝎𝒁𝒕 + 𝜺𝒕                   (𝟏) 
Where  𝑝𝑡 is logarithmic form of consumer price, 𝑦𝑡, 𝑝𝑡
∗ , 𝑒𝑡 and 𝑍𝑡 are logarithmic 
form of GDP at constant price, competing price (crude oil price), nominal effective 
exchange rate and other control economic variables, which is specified in the model, 
respectively. ∆ represents first difference of the economic variables. 𝜸𝒋, 𝝓, 𝝀, 
𝜽, 𝒂𝒏𝒅 𝝎 are the elasticity coefficients that capture the impact of past domestic 
inflation, GDP, competing price, exchange rate, and the other economic variable on 
the current domestic price at a quarter level, respectively. 𝛼 is a constant term that 
measures the average inflation when there are no economic shocks in the economy. 𝑡 
is an error term that captures influence of other factors to domestic inflations, and it is 
assumed to have zero mean, constant variances, and serially uncorrelated. The sub 
script t represents the time periods in quarterly frequencies.  
To investigate the impact of the inflation environment on the degree of ERPT, the 
study augments the baseline model by including an interaction term between the 
nominal effective exchange rate and the inflation environment (the mean rate and 
volatility of inflation) in a similar fashion with López-Villavicencio and Mignon 
(2017). Given the high inflation variability in the sample countries over the sample 
 
13 The baseline model is usually specified in first differences due to the underlying data series are 
generally found to be integrated order one and nonintegrated (see, e.g., Campa and Goldberg, 2005; 




period (1990:1-2018:4), it allows me to test whether the inflation environment matters 
to the degree of ERPT at a country to country estimate. 
To do so, I first construct the average inflation and the standard deviation of inflation 
using eight – period backward moving average method. By the average rate of inflation 
(denoted as 𝜋𝑀𝐴,𝑡)) with corresponding standard deviations of inflation (denoted as 
𝜎𝑀𝐴,𝑡) can respectively capture the effect of level of inflation and stability of inflation 
(persistence) on the degree of ERPT to consumer prices.  
To avoid the endogeneity problem of the lagged dependent variables and the inflation 
measures, I only specified lags of the inflation variables in the interacted way with 
nominal effective exchange rate. Accordingly, the specification of the model can be 
written as; 
∆𝒑𝒕 = 𝜶 + ∑ 𝜸𝒋∆𝒑𝒕−𝒋
𝒏
𝒋=𝟏
+ 𝝓∆𝒚𝒕 + 𝝀∆𝒑𝒕
∗ + 𝜽∆𝒆𝒕 + 𝝋
𝑰𝑵𝑭(∆𝒆𝒕 ∗ 𝜋𝑀𝐴,𝑡−1) + 𝜺𝒕     (𝟐) 
and  
∆𝒑𝒕 = 𝜶 + ∑ 𝜸𝒋∆𝒑𝒕−𝒋
𝒏
𝒋=𝟏
+ 𝝓∆𝒚𝒕 + 𝝀∆𝒑𝒕
∗ + 𝜽∆𝒆𝒕 + 𝝋
𝑺𝑫(∆𝒆𝒕 ∗ 𝜎𝑀𝐴,𝑡−1 ) + 𝜺𝒕     (𝟑) 
Where the variables 𝜋𝑀𝐴,𝑡−1 and 𝜎𝑀𝐴,𝑡−1 represents lagged average inflation and 
lagged standard deviation of inflation, respectively. A positive and significant 
coefficient of the interaction term can be interpreted as: 𝝋𝑰𝑵𝑭 – higher inflation matters 
to ERPT and 𝝋𝑺𝑫– instability is more important to ERPT. The total elasticity of ERPT 




= θ + φINFπ̅MA,t−1, &  𝑇otal  ERPT =
∂∆pt
∂∆et
= θ + φSDσ̅MA,t−1 
The variable ?̅?𝑀𝐴,𝑡−1 and 𝜎𝑀𝐴,𝑡−1 represents the mean rate and volatility of the 
inflation which are computed using all the sample period (1990:1- 2018:4).  
With a similar fashion, I investigate the role of monetary policy regimes on the degree 
of ERPT to consumer prices using an interactive term between the dummy variable of 
one for monetary policy regime (IT or MT) and the depreciation of exchange rate. The 
monetary policy dummy variable takes value of one starting in the period in which the 
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country adopted the new monetary policy framework and afterwards, and zero 
otherwise. By this, the interactive coefficient captures the link between monetary 
policy type and degree of ERPT. This strategy has also been used by in many studies 
(see e.g. Aron et al. (2014); López-Villavicencio and Mignon (2017)). The 
specification of the model is given:  
∆𝒑𝒕 = 𝜶 + ∑ 𝜸𝒋∆𝒑𝒕−𝒋
𝒏
𝒋=𝟏
+ 𝝓∆𝒚𝒕 + 𝝀∆𝒑𝒕
∗ + 𝜽∆𝒆𝒕 + 𝝁
𝑰𝑻(∆𝒆𝒕 ∗ 𝑴𝑷𝑰𝑻) + 𝝑𝑴𝑷𝑰𝑻 + 𝜺𝒕      (𝟒) 
∆𝒑𝒕 = 𝜶 + ∑ 𝜸𝒋∆𝒑𝒕−𝒋
𝒏
𝒋=𝟏
+ 𝝓∆𝒚𝒕 + 𝝀∆𝒑𝒕
∗ + 𝜽∆𝒆𝒕 + 𝝁
𝑬𝑻(∆𝒆𝒕 ∗ 𝑴𝑷𝑬𝑻) + 𝝑𝑴𝑷𝑬𝑻 + 𝜺𝒕     (𝟓) 
 
Where 𝑴𝑷𝑰𝑻 and 𝑴𝑷𝑬𝑻 are dummy variables of inflation targeting and exchange rate 
targeting monetary policy frameworks. 𝝁𝑰𝑻 and 𝝁𝑬𝑻 are the coefficients of interactive 
terms between exchange rate movements and monetary policy dummy variables. Both 
𝝁𝑰𝑻and 𝝁𝑬𝑻 captures any changes in the degree of ERPT which occurs due to a policy 
reforms to inflation targeting and to exchange rate targeting, respectively. A negative 
and significant interactive coefficient explains the importance of the monetary policy 
type in reducing the degree of ERPT for the given country. Therefore, the total ERPT 








= 𝜽 + 𝝁𝑬𝑻, under exchange rate targeting regimes 
In general, a non-significant coefficient of the interaction term implies that country’s 
monetary policy changes either towards inflation targeting or exchange rate targeting 
is not statistically different from the previous monetary policy regime in determining 
the degree of ERPT to consumer prices.   
2.4.2.2. Structural Vector Auto Regression (SVAR)  
Regarding to the system equation method, the study employs the most common and 
widely applied method - Structural Vector Auto Regression (SVAR) as an alternative 
method. The model was first introduced by Sims (1980) and is considered a benchmark 
in assessing pass- through. It captures the evolution and the interdependencies between 
multiple time series. This approach also provides impulse response functions, 
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important to identify the point and accumulated pass-through; and forecast error 
variance decompositions, which is important to the analyses and explains the effect of 
each macroeconomic variable on domestic inflation. 
Indeed, the SVAR model has two common limitations such as identification problem 
and reverse causality / endogeneity problem. However, to solve these two problems, I 
have used McCarthy (1999) procedures. First, I assessed whether there is endogeneity 
problem or not using the granger causality test. Second, I applied recursive Cholesky’s 
decomposition to solve the identification problem. This model also serves as a 
robustness check to our baseline bivariate model. The proposed model can be written14: 
𝑫(𝑳)𝒀𝒕 = 𝒂 + 𝝋(𝒍)𝑿𝒕 + 𝜺 𝒕            𝑬(𝜺𝒕, 𝜺𝒕
′) = 𝜮                                   (𝟔)  
Where 𝑌 𝑡 represents the endogenous (domestic macroeconomic variables such as 
output, nominal effective exchange rate and consumer price index) and 𝑋𝑡 exogenous 
variables (foreign inflation or world oil price), respectively. D (L) and φ(L) are matrix 
and vector polynomials in the lag operator expressed in written form as  D (L) = (I + 
𝐷1𝐿 + 𝐷2𝐿
2 … . +𝐷𝑝𝐿
𝑝 + 𝐷𝑠𝐿
𝑠) and φ (L) = (𝜑0 + 𝜑1𝐿 + ⋯ 𝜑𝑞𝐿
𝑞). The symbol 𝑎 is a 
vector of constants and 𝑡  is a vector of residuals which its product Σ given as 
covariance matrix. Moreover, the small letter l and d represents the log and first 
difference of the variables, respectively. Furthermore, the time period t corresponds to 
one quarter for the corresponding sample countries. 
Therefore, in the proposed model all data series are entered as log difference to account 
for the non-stationary of the level data. I further focused on estimating and analyzing 
the reduced form of the model (6) with four lags of endogenous variables and 
exogenous variables effect for each sample countries. I do not allow the endogenous 
variables to affect the exogenous variables, but these exogenous variables have one 
shock effect to the endogenous variables (i.e. as block erogeneity)15. 
The inflation developments are most likely, made by adaptive expectations with agents 
 
14 I follow the same method as: Ito et al. (2005), Choudhri and Hakura (2006), and McCarthy (2007), 
among others. 
15 The lag length in estimating the VAR model depends on different selection criteria such as AIC, SIC, 




for most of the period expecting the control on inflationary pressure to be maintained 
due to the strong record of fiscal and monetary discipline. Thus, I assumed that the 
conditional expectations are equally likely to the linear projection of the lags of the 
endogenous variables in the VAR model. Consequently, the model can be written as 
follows: 




,        E(εt, εt
′ , ) = Σ                   (7) 
Given D (L)17 is an invertible and can be expressed as C(L)=𝐷(𝐿)−1 and 𝐶0=I, then 
we can transform equation (7) as  
𝐲𝐭 = 𝐂(𝐋)𝛆𝐭 = ∑ 𝐂𝐤𝛆𝐭−𝐤
∞
𝐤=𝟎
                                                                                      (8)  
As may be seen from the non- diagonal covariance matrix Σ = 𝛿𝑖𝑗  , 𝑖, 𝑗 = 1,2, … 𝑛 , the 
residuals 𝑖,𝑡 are correlated to each other. Thus, in accordance with the above reduced 
form of the model one can also express the following structural VAR model.  
B(L)yt = ut                  ,     E(ut ut
′  ) = I                                                                  (9) 
The vector 𝑢𝑡  contains mutually uncorrelated shocks; hence, the variance covariance 
matrix of these shocks can be normalized to identity (I) without loss of generality. With 
a similar step as the reduced form, B(L) is invertible and can be written as follows,  
yt = H(L)ut = ∑ Htut−k
∞
k
                              E(utut
′) = I                                      (10) 
Where, 𝐻(𝐿) = 𝐵−1(𝐿) 𝑎𝑛𝑑 𝑢𝑡  denotes structural shocks which are not directly 
observable; however, it needs to be identified. As a result, I use the following two steps 
to make identification. First, the reduced form of the first model is estimated by OLS 
and doing the same for other equations one after another. The second step is expressing 
the structural residuals (𝑢𝑡 ) in terms of the reduced residuals ( 𝑡) using equation 8 and 
10 and can be written as follows; 
 H0ut=εt ↔  ut = H0
−1εt = B0εt                                                                                (11) 
 
16 For simplicity the notation from equation (7) to (9) the deterministic terms (i.e. the constant (𝑎) and 
exogenous variables (𝑋𝑡)) are suppressed. 
17 D(L) is a 4x4 matrix polynomial in the lag operator L 
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Where 𝐻0  is the coefficient matrix of  𝑢𝑡, which is the contemporaneous coefficient 
matrix of the structural form and it is also called the impact matrix. The general form 











]      , where  H0 = [
1 θ1 θ2 θ3
α 1 θ4 θ5
β τ 1 θ6
δ γ ϑ 1
]                  (12) 
Clearly, equation (12) shows an identification problem since there are less estimated 
parameters in the reduced VAR model than the structural form. Because of this reason, 
I need to impose some restriction in the system. In order to identify the whole structural 
system of the model, the knowledge of 𝐻0 matrix is required. In this study, there are 
four (n=4) variables that require 𝑛2=42=16 independent restrictions on parameters of 




 =10 restrictions. Additionally, 
𝑛(𝑛−1)
2
 = 6 restriction is needed on 
matrix 𝐻0. However, for this study I only used the short run restrictions which are 
directly imposed on matrix 𝐻0 that determines the contemporaneous reactions of the 
variables to structural innovations.  
To sum up, the structural shocks are covered from the VAR residuals using the 
straightest forward approach which is called Cholesky recursive scheme (Pesaran & 
Smith, 1998). Interesting to note that in the short run restriction, one can also impose 
on 𝐵0  matrix which is inverse of  𝐻0.  In recursive identification scheme the 𝐻0 is a 
lower triangle. Besides, the recursive VAR approach measures the general effects of 
exchange rate shocks which is unlike the non-recursive approach that measures the 
effect of strictly identified exchange rate shocks.  
In accordance with McCarthy (2007), and Forbes, et al. (2018), I have chosen the 
following variables orders for the baseline model, i.e. Oil price ➔ GDP ➔ nominal 
effective exchange rate ➔ consumer Price. The main motivation of ordering the 
exchange rate before consumer prices reflects the idea that prices are set along the 
distribution chain, hence, it allows for exchange rate shocks to impact on prices 
immediately via pass-through effects. Moreover, the oil price is ordered first, followed 
by GDP. The underlying assumption is in the spirit of Peersman & Smets (2001): Real 
activity reacts only with a lag to monetary innovations (i.e. innovations in the exchange 
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rate), while the exchange rate, as an asset price, responds immediately to real and 
monetary innovations.  







1 0 0 0
∝ 1 0 0
β τ 1 0






]                                                                   (13) 
The equal expression of the above Cholesky order decomposition is  
εdp∗,t = udp∗,t                                                                                                            (14) 
εdy,t = αudy,t + udp∗,t                                                                                               (15) 
εde,t = βu𝑑𝑝∗,t + τudy,t + ude,t                                                                               (16) 
εdp,t = δudp∗,t + γudy,t + ϑude,t + udp,t                                                              (17) 
Generally, according to the Cholesky ordering, the second equation is 
contemporaneously affected by some part of the first equation shocks and by its own 
shocks, but not the other way around. Similarly, the third equation is 
contemporaneously affected by some part shocks of first and second equation, in 
addition to its own shocks, and so on.  
Finally, it is worthwhile mentioning that while the above ordering is likely to be 
economically appealing for this study; different ordering can produce different results. 
As a result, I perform the sensitivity analysis by including exogenous variables as 
endogenous variables.  
2.4.2.1. Data Transformation and Diagnostic Tests  
The estimated VAR results are highly dependent on the specification of the underlying 
model. So, I examine the robustness of the estimated ERPT with modification of the 
baseline model. For this purpose, I first conduct a robustness test to check the 
sensitivity of recursive impulse response of VARs based on the order chosen. Second, 
I estimate the VAR model with and without considering the non-stationarity condition 
of the time series data to test the sensitive of the result. Despite the sensitivity, I 
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employed the stationary endogenous and exogenous variables by successively 
differencing the non-stationary variables. This approach is a norm in different 
empirical ERPT studies (e.g. McCarthy, 2007; Choudhri, et al., 2005).  
The study uses ADF test to test the existence of unit root in the data. Based on the ADF 
test, for all sample countries, the data for all variables are detected non-stationary. So, 
I transformed the data from non-stationarity to stationary by taking first difference (see 
Table A1 in Appendix A). Then after, I select the optimal lag length using the 
traditional lag selection criteria (i.e. AIC, SIC, HQ, LR, FPE)18 as the VAR estimation 
results can vary with different lag estimations. Four lags are found suitable for both 
full sample data and sub sample data estimation. I also perform the Wald test to make 
sure whether the lags that have significant information content are excluded or not. 
The result confirms that four lags are jointly significant for full sample VAR system 
estimation. I then confirm that there is no long run association among the endogenous 
variables (i.e. output gap, crude oil price, exchange rate and consumer price index) 
using the Johansen cointegration test as it helps to select VAR or VECM model is 
appropriate for the data. Finally, I estimate the VARs model with a constant term.
 
18 where AIC: Akaike information criterion, SC: Schwarz information criterion, HQ: Hannan-Quinn 




2.5. Results and Discussion   
This section presents the estimated coefficients of ERPT to consumer prices obtained 
from both the augmented bi-variate model and the SVAR model for all sample 
countries with full sample and sub-sample period analysis.  
As per full sample period analysis, I first examine the degree of ERPT to consumer 
prices for all sample countries using the baseline bi-variate model. Then, I proceed to 
investigate the role of inflation environment and monetary policy types on the degree 
of ERPT using interaction terms. Similarly, using the sub-sample period, I investigate 
whether the degree of ERPT has changed over time and I assess the role of the inflation 
environment and monetary policies on the reduction of the degree of ERPT.  
Lastly, I analyse the dynamic elasticity of ERPT and contribution of the exchange rate 
movements to the domestic price developments for all sample groups using the 
impulse response and variance decomposition from the SVAR model. 
2.5.2. Full Sample ERPT to Consumer Price Analysis 
2.5.2.1. Results of ERPT from Baseline Model 
The empirical results of ERPT to consumer prices obtained from the baseline bi-variate 
model (equation (1)) for full sample data (1990-2018) are presented in table (2.6). For 
the SSA sample countries, the elasticities of ERPT to consumer prices ranges between 
0.514 for D.R. Congo and 0.055 for Burundi.  Besides, except Burundi, Lesotho, and 
Nigeria all other SSA sample countries have significant ERPT coefficients. 
Particularly, D.R. Congo, Togo, Cameroon, Gabon, Ethiopia, and Zambia have 
recorded a degree of ERPT above their group average with a magnitude of 0.514, 
0.286, 0.262, 0.219, 0.188 and 0.175, respectively. 
Strikingly, some SSA countries such as Malawi, Ghana, and Nigeria exhibited lower 
degree of ERPT though they have relatively high average rates and volatility of 
inflation. This result seems against the conventional knowledge i.e. Taylor (2000) 
theory. Indeed, similar degree of ERPT to consumer prices reported by previous 
empirical studies, for instance, Jombo, et al. (2014) found 0.03 for Malawi, Frimpong 
& Adam (2010) found 0.026 for Ghana,  and Bada, et al. (2016) found 0.06 for Nigeria. 
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Table 2.6: Estimated value of exchange rate pass through to consumer prices for all sample countries, 1990Q1-2018Q4  
 
Notes: This table reports the estimated value of ERPT to consumer prices using the benchmark model (equation (1)). For full estimated 
results, see Table B1-B3 in Appendix B. Corresponding t-statistics are given in parentheses. ***, **, and * indicate the significance of the 














HK Italy Japan Netherlands NW Norway Spain Sweden UK US 
𝜃𝑖  0.002 0.002 0.032** 0.026* -0.010 0.019 0.004 0.023** 0.022* 0.017 -0.001 -0.010 0.050** 0.030** 0.008 0.002 
 (0.21) (0.12) (3.20) (2.51) (1.02) (1.62) (0.16) (4.42) (2.52) (1.42) (0.16) (0.63) (3.70) (2.67) (1.66) (0.19) 
                 
 Brazil China Colombia Czechia Hungary India Indonesia S.Korea Mexico Philippines Poland Romania Russia S. Africa Thailand Turkey 
                 
𝜃𝑖  0.285** 0.061** 0.019* 0.087** 0.069** 0.075* 0.116** 0.065** 0.102** 0.018 0.070** 0.163** 0.036 0.051** 0.056** 0.166** 
 (5.58) (5.49) (2.37) (3.58) (3.82) (2.01) (9.00) (8.25) (8.09) (1.34) (4.87) (4.72) (0.85) (5.70) (4.23) (4.92) 
                 








Ethiopia Gabon Gambia Ghana Lesotho Malawi Nigeria Togo Uganda Zambia 
𝜃𝑖  0.055 0.262** 0.113** 0.514** 0.132** 0.139** 0.188** 0.219** 0.057** 0.057** 0.097 0.107** 0.065 0.286** 0.041* 0.175** 
 (1.46) (17.91) (3.76) (5.07) (8.69) (4.99) (3.77) (11.50) (4.04) (2.84) (1.83) (6.67) (1.24) (12.89) (2.15) (7.67) 
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For emerging sample countries, the degrees of ERPT to consumer prices are bounded 
between 0.289 for Brazil and 0.051 for South Africa. As most the emerging sample 
countries experienced higher inflation before the late 2000s particularly Brazil, Turkey 
and Romania, except the Philippines and Russia all other emerging sample countries 
exhibited positive and significant ERPT coefficients. This result is consistent with 
other past empirical findings (e.g., Beirne & Bijsterbosch, 2011; Ito & Sato, 2008; 
López-Villavicencio & Mignon, 2017).  
Coming to the industrial sample countries, unlike to the emerging and the SSA sample 
groups, they have exhibited mixed results as the degree of ERPT to consumer prices 
ranges from 0.050 for Spain to -0.01 for France and Norway. As expected, most of the 
industrial countries recorded a lower degree of ERPT to consumer prices.   
In a group comparison, the results revealed that the SSA sample group contain a higher 
average and variability of degree ERPT followed by emerging and industrial sample 
groups, respectively. As it displayed in figure (2.3), on average, a 10 percent increase 
in the depreciation of exchange rate increases the domestic prices of the SSA, 
emerging and industrial sample countries by 1.6, 0.90 and 0.13 percent, respectively. 
This suggest that, on average, the attribution of exchange rate fluctuation to domestic 
inflation is higher for the SSA sample countries than industrial and emerging sample 
countries. The difference in the degree of ERPT among sample groups may partly 
associated with their macroeconomic stability and institutional arrangements. 
 
Figure 2.3: Average and variation of ERPT coefficients by three major groups of 
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Though the focus of this analysis is the degree of ERPT to consumer price, I also 
provide the effect of other variables specified in the model on domestic inflation. The 
past inflation and competing prices (measured by Crude oil price) have a considerable 
positive impact on current domestic inflation for most of the sample countries. 
Whereas, the domestic demand (measured by GDP at constant price) has both negative 
and positive effect on countries inflation (for details see Table B1-B3 in Appendix B). 
Such puzzling mixed result is because of the nature of the GDP data, particularly for 
the SSA countries, which is vulnerable to drought and famine. Past studies also 
reported the same result for emerging and developing countries(e.g., Aron, et al., 2014; 
Bussière, et al., 2014; López-Villavicencio & Mignon, 2017).  
Overall, the study finds an incomplete ERPT to consumer prices for all sample 
countries though heterogeneous across sample countries. In comparison, the SSA 
sample group record a higher degree of ERPT followed by emerging and industrial 
sample countries. This result may be associated with unstable macroeconomic 
conditions including higher inflation environment for the SSA countries. The results 
are in line with other past empirical studies (e.g., Campa & Goldberg, 2005; Cheikh & 
Rault, 2016; Jiménez-Rodríguez & Morales-Zumaquero, 2016).  
2.5.2.2. Inflationary Environment and the Elasticity of ERPT  
To investigate whether the inflation environment positively associates with the degree 
of ERPT to consumer price, as postulated by Taylor (2000), I constructed an 
interactive term between the exchange rate and the eight periods backward moving 
average19 rate and the standard deviation of inflation, separately as presented in 
equation (2) and (3), respectively. The results are presented below in the table (2.7).  
The results show that the interactive coefficients between the mean rate of inflation 
and exchange rate are found positive for thirty-one out of forty-eight sample countries.  
In line with Taylor’s theory, the result indicates that the mean rate of inflation has 
influence on the size of ERPT, for most of the sample countries. Indeed, statistically 
significant interactive coefficients are detected only for thirteen out of those thirty-one 
 
19 As a robustness check, I made an estimation using a sixteen-period moving average rate and standard 
deviation of inflation. Yet, the estimation results are the same, which confirms the robustness of the 




countries. Similarly, positive interactive coefficients between exchange rate and 
volatility of inflation are exhibited for thirty-five sample countries where sixteen of 
them are statistically significant. Again, the results affirm that the Taylor’s (2000) 
theory and consistent with other previous empirical studies (Cheikh & Rault, 2016; 
Choudhri & Hakura, 2006; López-Villavicencio & Mignon, 2017).  
With respect to the SSA sample countries, positive interactive coefficients of mean rate 
and variability of inflation with exchange rate are found for 11 and 13 sample 
countries. Particularly, D.R. Congo, Zambia, Malawi, Ghana and Nigeria with a high 
mean rate and volatility of inflation found to have positive and significant interaction 
coefficients for both measures. Interestingly, those sample countries that have a low 
mean rate and volatility of inflation like Gabon, Cameroon, Togo, and Cote D’Ivore 
are found with a positive but insignificant interactive coefficient in both measures. The 
results again affirm that the degree of ERPT to consumer price depends on the inflation 
environment for the SSA sample countries. 
Alike the SSA sample countries, results of most of the emerging sample countries are 
found to have positive and significant interactive coefficients between mean rate and 
variability of inflation with ERPT to consumer price.  This result holds true particularly 
for Brazil, Indonesia, Russia, Mexico, South Korea, South Africa, and Turkey. Similar 
finding also reported by López-Villavicencio & Mignon (2017). As most of the 
industrialized sample countries have experienced a low inflationary environment for 
the last three decades, mixed interactive coefficients in both measures are detected for 
most of the industrial sample countries. This suggest that the observed decline in the 
degree of ERPT in most industrialized countries is associated with their low and stable 
inflationary environments.  
Overall, the finding of the study ascertains that the degree of ERPT depends on the 
inflationary environments of the sample countries in line with Taylor’s (2000) theory. 
The results are also consistent with past empirical studies (e.g. Choudhri & Hakura, 
2006; López-Villavicencio & Mignon, 2017; Cheikh & Louhichi, 2016).  
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Table 2.7: The elasticity of ERPT associated with inflation environment (average rate and standard deviation of inflation), 1990Q1-2018Q4, except 
for Belgium, Czech, and D.R. Congo that start from 1993Q1.  
Notes: This table reports the association between ERPT and inflation environment in interactive fashion using the bi-variate model (equation (2) and 
(3)). 𝜆𝑖 and  𝜙𝑖 are the interaction coefficients between exchange rate and 8 periods backward moving average inflation and standard deviation of 
inflation, respectively. The total ERPT associated with inflation rate and standard deviation is given: 
𝝏∆𝒑𝒕
𝝏∆𝒆𝒕
= 𝜃𝑖 + 𝛌𝐢 ∗ ?̅?𝐢 and  
𝝏∆𝒑𝒕
𝝏∆𝒆𝒕
= 𝜃𝑖+𝜙𝑖 ∗ ?̅?𝑖, 
respectively. Corresponding t-statistics are given between parentheses. ***, **, and * indicate the significance of the coefficient at 1%, 5%, and 10% 
levels, respectively. 
 Australia Belgium Canada Denmark France Germany HK Italy Japan Netherland NW Norway Spain Sweden UK US 
𝜃𝑖  0.028 0.013 0.034 0.091* 0.010 0.036 0.004 0.018 0.038** 0.001 -0.012 -0.082 0.052 -0.017 0.020 -0.030 
 (0.98) (0.31) (1.09) (2.56) (0.48) (1.69) (0.14) (1.03) (3.84) (0.03) (0.64) (1.18) (1.61) (1.03) (1.66) (1.10) 
𝜆𝑖 -0.009 -0.006 -0.001 -0.035 -0.016 -0.012 -0.000 0.003 -0.021** 0.007 0.006 0.034 0.000 0.022** -0.005 0.013 
 (0.87) (0.27) (0.05) (1.95) (1.15) (0.96) (0.07) (0.56) (3.40) (0.38) (0.70) (1.09) (0.05) (3.48) (1.15) (1.26) 
(𝜃𝑖+𝜆𝑖 ∗ ?̅?𝑖) 0.006 0.001 0.032 0.028 -0.013 0.015 0.004 0.025 0.032 0.015 0.000 -0.012 0.052 0.014 0.009 0.000 
𝜃𝑖  0.001 0.022 0.037 0.033 -0.003 0.018 -0.008 0.021 0.010 0.002 -0.021 0.066 0.050 -0.015 0.017 -0.045** 
 (0.06) (0.95) (1.88) (1.57) (0.12) (0.71) (0.17) (1.39) (0.62) (0.08) (1.21) (2.27)* (1.34) (0.93) (1.83) (3.24) 
𝜙𝑖 0.004 -0.033 -0.004 -0.021 -0.021 0.002 0.012 0.004 0.016 0.031 0.026 -0.08** 0.005 0.039** -0.015 0.070** 
 (0.22) (1.07) (0.23) (0.47) (0.49) (0.05) (0.28) (0.17) (0.85) (0.57) (1.38) (3.08) (0.10) (3.44) (1.20) (4.95) 
(𝜃𝑖+𝜙𝑖 ∗ 𝜎𝑖) 0.006 -0.012 0.033 0.016 -0.020 0.020 0.040 0.027 0.028 0.030 0.010 -0.010 0.059 0.060 0.010 0.033 
 Brazil China Colombia Czechia Hungary India Indonesia S.Korea Mexico Philippines Poland Romania Russia S.Africa Thailand Turkey 
𝜃𝑖  0.257** 0.050* 0.033* -0.030 0.034 0.123 0.065** -0.035 -0.019 -0.032 0.024 0.275** -0.052 0.004 0.009 0.059 
 (4.88) (2.28) (2.28) (0.78) (0.88) (1.12) (3.57) (1.79) (0.84) (0.94) (1.92) (4.95) (0.94) (0.12) (0.27) (1.13) 
𝜆𝑖 0.001 0.001 -0.001 0.028** 0.002 -0.001 0.006** 0.025** 0.013** 0.009 0.003** -0.000 0.003* 0.007 0.010 0.004** 
 (1.03) (0.61) (1.28) (3.71) (0.66) (0.04) (3.87) (5.36) (6.18) (1.62) (3.00) (0.20) (2.06) (1.46) (1.49) (2.71) 
(𝜃𝑖+𝜆𝑖 ∗ ?̅?𝑖) 0.298 0.054 0.024 0.098 0.051 0.116 0.119 0.047 0.092 0.013 0.050 0.275 0.053 0.047 0.038 0.171 
𝜃𝑖  0.25** 0.037 0.016 0.049 0.061 0.123* 0.079** 0.001 0.055** 0.026 0.037** 0.30** -0.102 0.011 0.018 0.053 
 (4.72) (1.41) (1.04) (1.15) (1.76) (2.11) (4.87) (0.10) (3.86) (1.10) (3.05) (5.87) (1.06) (0.59) (0.65) (1.02) 
𝜙𝑖 0.003 0.006 0.001 0.026 -0.002 -0.003 0.005** 0.055** 0.013** -0.004 0.003 -0.002 0.006 0.022** 0.025 0.020** 
 (1.96) (1.03) (0.09) (1.09) (0.15) (0.10) (3.65) (5.71) (5.52) (0.36) (0.78) (1.09) (1.92) (2.63) (1.46) (2.91) 













Ethiopia Gabon Gambia Ghana Lesotho Malawi Nigeria Togo Uganda Zambia 
𝜃𝑖  -0.029 0.254** 0.127** 0.319** 0.145** 0.181** 0.153 0.217** 0.010 -0.089 0.225** 0.009 0.027 0.249** -0.003 0.078** 
 (0.39) (13.81) (3.57) (3.01) (4.81) (3.72) (0.71) (9.44) (0.30) (1.54) (2.91) (0.29) (1.38) (7.40) (0.05) (2.70) 
𝜆𝑖 0.008 0.003 -0.006 0.002** -0.000 -0.005 0.005* 0.001 0.007 0.010** -0.013* 0.006** -0.000 0.006 0.002 0.005** 
 (1.27) (1.05) (0.93) (4.02) (0.03) (1.07) (2.98) (0.42) (1.50) (2.64) (2.30) (3.63) (0.19) (1.58) (0.34) (3.50) 
(𝜃𝑖+𝜆𝑖 ∗ ?̅?𝑖) 0.056 0.264 0.088 0.505 0.147 0.154 0.202 0.220 0.048 0.084 0.166 0.123 0.027 0.297 0.010 0.194 
𝜃𝑖  0.183* 0.181** 0.122* 0.46** 0.132** -0.081 0.069 0.030 -0.007 0.019 0.036 0.005 0.005* 0.19** 0.153* 0.08** 
 (2.12) (6.75) (2.17) (4.60) (4.61) (1.37) (0.72) (0.61) (0.26) (0.64) (0.40) (0.19) (2.42) (4.28) (2.22) (2.70) 
𝜙𝑖 -0.019 0.008** -0.001 0.001** 0.002 0.025** 0.009 0.017** 0.023* 0.009 0.007 0.013** 0.008 0.009* -0.022* 0.006** 
 (1.67) (3.66) (0.24) (2.71) (0.52) (4.09) (1.01) (4.17) (2.61) (1.70) (0.82) (5.39) (1.68) (2.58) (2.11) (3.25) 
(𝜃𝑖+𝜙𝑖 ∗ 𝜎𝑖) 0.030 0.229 0.112 0.602 0.142 0.077 0.166 0.153 0.079 0.105 0.118 0.167 0.112 0.253 0.032 0.234 
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2.5.2.3. Monetary Policies and the Degree of ERPT  
 
One of the recent central issues in debates related to the ERPT by the macroeconomic 
researcher is whether the monetary policy and exchange rate regime has played a 
substantial role in the reduction of the size of ERPT. To this end, I have investigated 
whether this holds true for the sample countries using an interaction term between the 
dummy variable of monetary type and exchange rate in the baseline model. The result 
obtained from equation (4) and (5) are presented below in the table (2.8).  
As per the interaction coefficient of the nominal effective exchange rate with a dummy 
variable of one for inflation targeting (𝜇𝐼𝑇) countries that have changed their monetary 
policy to inflation targeting regime, except for Colombia and Uganda, all other 
countries exhibit a negative interaction coefficients though is statistically insignificant 
for half of the countries. Interestingly, the total effect of ERPT is found relatively low 
compared to the degree of ERPT obtained from the baseline model [equation (1)] for 
all countries except Uganda, which have adopted IT recently.  
Conceptually, inflation targeting is reducing the degree of ERPT by providing a target 
level of inflation, which made agents to have less anticipation towards exchange rate 
shocks and thereby agents become less reactive to pass the change in exchange rate to 
prices. The result suggest that adopting the inflation targeting regime contribute to the 
reduction of the degree of ERPT, which is in line with other past studies (e.g., 
Coulibaly & Kempf, 2010; López-Villavicencio & Mignon, 2017). 
Based on the interaction coefficients of dummy variable of one for exchange rate 
targeting with nominal effective exchange rate (𝝁𝑬𝑻), a negative interaction 
coefficient is detected for all sample countries that have changed their monetary policy 
regime to exchange rate targeting. Besides, except for Togo and the Central Africa 
Republic (C.A.R), the interaction coefficients are found statistically significant. 
Moreover, its total effect of ERPT is found low relative to the benchmark results 
presented in Table (2.6). 
Theoretically, if country follow fixed exchange rate regime, the attribution of 
exchange rate movement to price is lower as agents have less anticipation of the 
exchange rate movements and less responsive to prices adjustment for the change in 
exchange rate. Alike the inflation targeting regime, adopting an exchange rate 
targeting regime plays a substantial role in decreasing the degree of ERPT.  
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Table 2.8: Monetary policy regime and ERPT to consumer price, 1990:1-2018:4 
Inflation Targeting [equation (4)] Exchange Rate Targeting [equation (5)] 
Countries  𝜃𝑖 𝝁
𝑰𝑻 TE ERPT Countries 𝜃𝑖 𝝁
𝑬𝑻 TE ERPT 
Brazil  0.686 -0.637 0.049 Cameroon 0.290 -0.245 0.045 
 (11.87) (9.20)   (22.12) (6.41)  
Colombia 0.008 0.019 0.027 C. A. R. 0.136 -0.138 -0.002 
 (0.67) (1.21)   (4.29) (1.27)  
Czech  0.225 -0.167 0.058 Côte d'Ivoire  0.152 -0.061 0.091 
 (3.25) (2.44)   (9.22) (2.33)  
Hungary  0.107 -0.081 0.026 Equ. Guinea 0.189 -0.157 0.032 
 (3.28) (1.74)   (6.16) (3.60)  
India 0.074 -0.053 0.021 Gabon 0.260 -0.209 0.051 
 (1.92) (0.54)   (15.17) (6.98)  
Indonesia  0.125 -0.103 0.022 Lesotho 0.420 -0.337 0.083 
 (9.05) (2.83)   (2.63) (2.09)  
Korea 0.083 -0.037 0.046 Togo 0.294 -0.042 0.252 
 (7.49) (3.05)   (9.79) (0.96)  
Mexico 0.138 -0.123 0.015     
 (10.48) (5.97)      
Philippines  0.021 -0.033 -0.012     
 (1.24) (1.39)      
Poland 0.256 -0.222 0.034     
 (8.84) (7.03)      
Romania 0.160 -0.088 0.072     
 (4.60) (0.53)      
South Africa 0.067 -0.018 0.049     
 (2.73) (0.73)      
Thailand  0.054 -0.013 0.041     
 (3.80) (0.52)      
Turkey 0.234 -0.167 0.067     
 (5.62) (2.62)      
Ghana 0.076 -0.061 0.015     
 (3.25) (1.53)      
Uganda 0.031 0.110 0.141     
 (1.51) (1.56)      
        
Note that the t-statistics values are given in parentheses. Bold, Italic bold and Italic 
indicate significance at 1%, 5% and 10 %, respectively. 𝜇𝐼𝑇 and 𝜇𝐸𝑇 represent the 
interaction coefficients of dummy variable of Inflation Targeting and Exchange Rate 
Targeting with exchange rate movements, respectively.  
As a matter of fact, recent studies based on emerging countries pronounce that inflation 
targeting has a substantial role in the reduction of ERPT (e.g., Coulibaly & Kempf, 
2010; López-Villavicencio & Mignon, 2017; Mishkin & Schmidt-Hebbel, 2007). 
However, this study does not subscribe to the idea that inflation targeting exceptionally 
has a superior impact in limiting the elasticity of ERPT as other monetary policy 
regimes also contribute to the reduction of the size of ERPT. This may be because 
countries adopt monetary policy that suit to their macroeconomic nature to fight 
inflation and thereby lower the degree of ERPT to consumer prices. 
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2.5.3. Sub-Sample Analysis: ERPT to Consumer Price 
In this section, I examine whether the degree of ERPT has changed overtime and 
assessed the role of inflation environment and monetary policy changes on the degree 
of ERPT to consumer price. Recall that the threshold period is 2004 for the two sample 
periods.  The first sample period (1990-2003) represents a high inflationary period 
while the second period (2004-2018) represent a low inflation periods for sample 
countries. And, the second sample period also represent change in monetary policy 
regime by many sample countries.  The estimated result obtained from equation (1) 
for the two sub-sample periods is provided in Table (2.9). 
The results show that all sample countries exhibit an incomplete ERPT to consumer 
price in both periods. However, the magnitude of the degree of ERPT is relatively 
higher for the first sample period than the second period as there has been a reduction 
in inflationary environment in many sample countries. Particularly, the degree of 
ERPT are found higher in the first sample period for many of SSA and emerging 
countries as they were experienced higher inflation environment. This result affirms 
that degree of ERPT has reduced for many of sample countries recently including the 
SSA and emerging sample groups as they experience a relatively stable inflationary 
environment.  
To examine the role of monetary policy on the decline of the degree of ERPT, I have 
grouped sample countries by their monetary policy regime and evaluate the 
performance of each regime using group average ERPT coefficients. This evaluation, 
however, acknowledge that there is difference in the change in degree of ERPT from 
country to country as they differ in their commitment related to implementation.  
Most of the SSA sample countries typically follow the monetary targeting and 
exchange rate targeting monetary policies. The CAF countries have adopted the 
exchange rate targeting regimes since the early 2000s. Taking the countries which do 
not change their monetary policy regime as control group, the result show that there is 
no significant difference in the reduction of degree of ERPT for countries that have 
made monetary policy changes. Indeed, there is a slight difference in the average 
degree of ERPT for countries that adopt various types of monetary policy regimes. For 
specific results see Table (2.9) below. 
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Table 2.9: ERPT estimate obtained from equation (1) using the sub-sample periods. 
 
 1990Q1-2003Q4 2004Q1-2018Q4 
𝜽𝒊 t-value 𝜽𝒊 t-value 
The SSA Countries Average  0.209  0.054  
Monetary Targeting Countries Average 0.234  0.062  
Burundi  0.012 -0.22 0.057 -0.66 
        Congo, D .R.  0.917*** 4.80 0.050 -0.7 
Ethiopia  0.078** 2.84 0.165** -2.27 
Gambia  0.101*** 3.88 0.001 0.001 
Malawi  0.147*** 5.19 0.073*** 3.47 
Nigeria  0.128*** -6.97 0.009 -0.46 
Zambia  0.257*** 6.65 0.077*** 3.74 
Exchange Rate Anchoring Countries Average # 0.218  0.041  
     Cameroon  0.284*** 18.42 0.076** 2.10 
                   Central Africa Rep.  0.191*** 5.71 0.012 -0.09 
         Côte d'Ivoire  0.151*** 8.21 0.046 -0.99 
                  Equatorial Guinea  0.178*** 4.21 0.047 -0.8 
                       Gabon  0.263*** 13.21 0.060** 2.46 
  Lesotho  0.145** -2.39 0.045** 2.50 
                       Togo  0.314*** 11.61 0.004 -0.09 
Inflation Targeting Countries Average # 0.089  0.069  
   Ghana  0.139*** -3.17 0.022 -1.49 
     Uganda  0.039 -1.32 0.115*** 3.38 
Emerging Countries Average  0.123  0.045  
Inflation Targeting countries Average # 0.127  0.045  
                        Brazil  0.474*** 5.015 0.016 -1.72 
     Colombia  0.013 -0.87 0.029** 2.44 
       Czech Rep.  0.162*** 3.50 0.014 -0.49 
   Hungary  0.137*** 3.55 0.050* -1.96 
     Indonesia  0.114*** 7.65 -0.006 -0.24 
                        Korea  0.105*** 8.45 0.029*** 3.33 
                        Mexico  0.126*** 7.78 0.006 -0.43 
       Philippines  0.033 -1.49 0.015 -0.89 
                       Poland  0.097*** 3.06 0.050*** 3.71 
    Romania  0.195*** 3.22 0.046 -1.33 
          South Africa  0.077*** 3.95 0.040*** 3.81 
   Thailand  0.055*** 3.60 0.092*** 3.14 
                       Turkey  0.227*** 3.17 0.066*** 3.33 
Industrial Countries Average  0.023  0.032  
Inflation Targeting countries Average  0.013  0.014  
                      Australia  0.009 -0.48 0.005 -0.52 
                      Canada  0.047* -1.94 0.027* 2.05 
                      Japan  0.017 -1.23 0.020 -1.48 
                      New Zealand  0.010 -0.67 0.007 -0.54 
                      Norway  -0.017 -0.74 0.025 -0.77 
                      Sweden  0.050* 2.94 -0.007 -0.59 
                      UK  0.005 -0.84 0.009 -1.55 
                      US  -0.014 -1.49 0.029 -1.19 
Others [combinations of monetary policies] # 0.03  0.04  
                    Belgium  0.043** 2.52 0.017 -0.71 
                     France  0.000 -0.01 0.026* -1.89 
                     Germany  0.055** 2.58 0.020 -1.42 
                     Italy  0.020*** 4.24 0.047** 2.93 
                     Netherland  0.031* -1.86 0.027 -1.23 
                     Spain  0.031* -1.95 0.129*** 4.40 
Exchange Rate Anchoring Countries Average  0.04  0.06  
                    Denmark  0.034*** 3.57 0.051** 2.36 
                    Hong Kong  0.046* -1.86 0.073 -1.59 
Note: # represents countries that have adopted the stated monetary policy only in the 
second sub-sample period. ***, **and * indicate significance at 1%, 5% and 10 %, 
respectively. China, India and Russia are excluded for this analysis as they either do 
not change their monetary policy, or they have changed it recently.   
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For emerging sample countries, I evaluate the role of monetary policy considering pre-
IT and under-IT average degrees of ERPT for all countries as they have shifted their 
monetary policy regime to IT since the early 2000s. As per the result, there is a 
significant change in average ERPT to consumer prices under IT period. This implies 
that implementing IT has played a substantial role in the reduction of ERPT to 
consumer prices for the sample countries.   
For industrial countries, irrespective of the type of monetary policy regime they use, 
almost all sample countries have a lower degree of ERPT before and after the threshold 
period 2004. This is likely associated with their stable macroeconomic condition 
particularly low and stable inflation environment they have achieved since the early 
1990s.  
Overall, the result typically suggests that, regardless of the change in the type of 
monetary policy regime, there has been a reduction in the degree of ERPT even for the 
SSA sample countries that do not change their monetary policy regime to IT. This 
result affirms that all type of monetary policy regime plays a prominent role in the 
reduction of ERPT for different economies as they are normally implemented help to 
fight inflation.  
2.5.4. The SVAR Analysis and Result Robustness 
 
In order to check the robustness of the estimation result obtained from the baseline 
model, I checked the results using following two alternatives.   
First, I took an average of all sample country's consumer price index as a proxy 
measure of competing prices and included in the baseline model (equation (1)). 
Likewise, I also checked the result by including and excluding variables like the crude 
oil prices, GDP, and others in the specification of the baseline model. Though several 
specification tests are made and discovering a slightly lower and higher coefficients, 
the checking results neither change the sign nor the significance of the ERPT 
coefficients. This indicates other alternative model specifications do not produce 
results that are significantly different from the baseline model. 
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Secondly, I applied the SVAR model as an alternative method to check the robustness 
of the result. Like the first robustness check, the result obtained from SVAR model is 
not significantly different from the baseline model used. 
Now, I shift to measuring the elasticity of ERPT and attribution of exchange rate 
movements to domestic inflation for sample groups using the impulse response 
function and the variance decomposition from SVAR, respectively. The dynamic 
elasticity of ERPT obtained from the SVAR model is provided in Table D1 in 
Appendix D. 
Irrespective of the full and the sub-sample analysis, the results reveal that the elasticity 
of ERPT to consumer price is found to be statistically significant for the SSA sample 
group. Likewise, a moderate elasticity of ERPT is also for emerging sample group. 
However, a negative but insignificant ERPT coefficient is detected for industrial 
group. Interestingly, the magnitude of the ERPT coefficient is higher for the SSA 
sample group compared with the other two sample groups. This SVAR result is similar 
to the result obtained from the baseline model and consistent with empirical studies 
(e.g. Aron et al., 2014; Camp & Goldberg, 2005; Choudhri & Hakura 2015; López-
Villavicencio & Mignon, 2017). 
Table (2.10), on the other hand, displays the dynamic of the elasticity of ERPT to 
consumer prices, and the variance decomposition of the three sample groups for the 
full and sub-sample periods. In the table (2.10), N represents the period horizon in 
quarters after the exchange rate shocks.  
The result from the full sample data show that a 10% depreciation of exchange rate 
would result an immediate increase in the domestic price of the SSA, emerging and 
the industrial sample groups by 1.3%, 1%, and 0.01%, respectively. The impact of the 
exchange rate shocks to the consumer prices increases along the time horizon for both 
the SSA and emerging sample groups. However, the full shock of exchange rate was 
not realized even after 12 quarters (3 years). In other words, the responsiveness of the 
domestic price to the exchange rate shock is slow for all groups in general and for 




Table 2.10: The dynamic elasticity of ERPT and Variance decomposition for the three 
groups of sample countries, in both full and sub-sample periods. 
Sample 
Groups  
N Dynamic of ERPT20 Variance Decomposition 
 1990-2018 1990-2003 2004 -2018 1990 -2018 1990 -2003 2004-2018 
The SSA         
 1 0.13 0.22 0.08 7.47 9.92 7.40 
 4  0.21 0.31 0.10 11.29 19.97 9.85 
 8 0.39 0.59 0.13 13.88 25.09 10.31 
 12 0.69 0.77 0.21 19.41 35.62 12.52 
Emerging         
 1 0.10 0.14 0.05 7.01 9.71 4.56 
 4  0.15 0.23 0.10 9.45 12.37 5.082 
 8 0.18 0.41 0.24 10.20 17.12 6.397 
 12 0.36 0.52 0.31 14.73 18.92 12.09 
Industrial         
 1 0.001 -0.01 0.01 0.04 0.14 0.018 
 4  0.17 0.02 -0.14 3.40 4.37 2.76 
 8 -0.06 -0.11 -0.08 4.70 5.08 3.26 
 12 0.01 -0.08 -0.17 7.98 8.12 5.43 
Note that Variance decomposition represents the attribution of exchange rate 
fluctuation to the domestic inflation over the time horizon N. 
Moreover, the results of the sub-sample period indicate that all three groups have a 
higher elasticity of ERPT in the first period than in the second period. Particularly, the 
SSA sample group has higher dynamic elasticity of ERPT (0.22) followed by the 
emerging sample group (0.14) for the first sample period while a lower dynamic 
elasticity of ERPT (-0.01) detected for the industrial sample group in the same period. 
This suggest that countries under more restrictive anti-inflationary policy measures 
have less exchange rate attribution to the domestic price.  
A lower degree of ERPT in the second sample period is observed in all three sample 
groups. For this result, a lot of macro and microeconomic factors may be responsible 
such as inflation environment, monetary policy behaviors, the share of imported goods 
in the total consumer price index, openness to the international market, currency 
invoicing, market structure and firm’s behaviors among others. However, this study 
suggests that the difference is highly associated with the lower inflationary 
environment experienced by most of the sample countries in the second sample period.  
 
20 The dynamic of elasticity of ERPT is computed based on: 
%∆ 𝐩𝐭 
%∆ 𝒆𝟎  
, Where the numerator %∆ CPIt, is 
the percentage change of consumer price level between the time periods of 0, i.e. the initial exchange 
rate shock hits and time t; and the denominator %∆ 𝑛𝑒𝑒𝑟0 is the percentage fluctuation of the nominal 
exchange rate shock at initial period 0.  
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From the variance decomposition analysis, the attribution of exchange rate shocks to 
domestic inflation is higher for the SSA sample group compared to the other groups. 
Specifically, in the first sample period, the exchange rate contribution to domestic 
inflation ranges from 9.92% in the first quarter to 35% after 3 years. The contribution 
of the exchange rate shock to domestic inflation is moderate for the emerging group 
while it is fairly low for the industrial group. This result is in line with previous 
empirical studies (Camp & Goldberg, 2005; Choudhri & Hakura 2015; Aleem & 
Lahiani, 2014).  
Overall, results from the impulse response function and variance decomposition, the 
SSA countries have relatively higher average elasticity of ERPT followed by emerging 
and industrial groups. Relatively, the attribution of exchange rate to domestic inflation 
is lower for all sample groups in the second sample period than in the first period as 
all sample groups experienced relatively lower inflationary environment.  
To further investigate whether the structural factors such as inflation environment, 
exchange rate volatility, trade openness to the international market, foreign currency 
reserve to GDP ratio, and domestic institutional qualities determine the degree of 
ERPT, I did some additional investigation, which is presented in the next chapter.
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2.6. Conclusion  
This chapter estimates the elasticity of ERPT to consumer prices for forty-eight 
countries drawn from industrial, emerging and SSA sample countries with equal 
proportion. The full and sub-sample data analyses have been made to derive penitent 
economic implications. Both augmented bi-variate and the Structural Vector 
Autoregression (SVAR) approach were used to measure the degree of ERPT taking 
data for a period of 1990:1-2018:4. The following conclusions are, therefore, drawn 
from the study analyses.   
One of a key result of this study is that the degree of ERPT is incomplete for all sample 
countries regardless of the nature of sub-groups and sample periods. However, it is 
vital to notice that there has been a variation in the degree of ERPT to consumer price 
across sample countries.  
Comparatively, the SSA sample countries have a higher degree of ERPT followed by 
emerging sample countries. This higher degree of ERPT to consumer price for the SSA 
sample countries is highly associated with their higher inflationary environment they 
had before 2004. This can be compared to the lower degree of ERPT found for the 
industrial sample countries which have stable macroeconomic condition particularly 
lower inflationary environment they achieved since the early 1990s. Therefore, the 
result of the study agrees with the early proposition made by Taylor (2000), who 
postulated that a higher degree of ERPT is associated with a higher inflationary 
environment of a country.    
From the sub-sample data analysis, this study finds that the degree of ERPT to 
consumer price has decreased overtime for most sample countries. The observed 
decline of the degree of ERPT is partially linked with the reduction of inflation in most 
sample countries particularly in the second sample period. Again, this result confirms 
that an inflationary environment affects the degree of ERPT.  
Moreover, this study also found that the different monetary policy regimes, such as 
inflation targeting, monetary targeting and exchange rate targeting contribute to the 
observed reduction in the degree of ERPT to consumer price. Unlike the previous 
studies, this study does not find a substantial difference among the monetary policy 
regimes in terms of reducing the degree of ERPT to consumer price.  
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Furthermore, from the impulse response analysis and variance decomposition, the 
study confirms that the SSA sample group has a higher dynamic elasticity of EPRT in 
both full and sub sample periods than the other groups.   
Overall, the study finds that the degree of ERPT is incomplete, declining over time 
and varies across sample countries. Particularly, the degree of ERPT to consumer price 
is higher for the SSA sample countries while it is quite low for the industrial sample 
countries. Strikingly, a particular type of monetary policy has no exceptional role in 
reducing the degree of ERPT to consumer prices though inflation targeting has 




Appendix A: Data characteristics  
Table A1: Unit Root Test for all variables using Augmented Dickey Fuller (ADF) Test, 
1990-2018  
Country level 1st diff. level 1st diff. level 1st diff. 
p ∆p e ∆𝑒 y ∆𝑦 
 t-value t-value t-value t-value t-value t-value 
Burundi  -1.962 -2.618 -0.640 -3.038 1.069 -3.658 
Cameroon -1.860 -3.102 -2.624 -4.553 0.980 -5.210 
CAR 1.627 -3.216 -2.378 -4.297 -1.526 -2.740 
Congo, D .R. -1.618 -4.525 -1.485 -2.291 1.795 -3.393 
Côte d'Ivoire -1.777 -2.566 -1.945 -4.620 1.564 -3.676 
Equatorial G. -1.745 -2.929 -1.231 -4.214 -1.459 -4.936 
Ethiopia 1.117 -2.737 -1.060 -4.141 1.170 -2.471 
Gabon -0.405 -2.846 -2.411 -4.266 0.205 -2.644 
Gambia 0.153 -2.956 0.075 -2.483 0.454 -2.935 
Ghana -1.913 -3.882 -1.937 -2.791 1.100 -3.883 
Lesotho -0.748 -2.874 -1.515 -3.217 -1.811 -2.509 
Malawi -1.853 -2.046 -1.259 -3.303 0.393 -3.381 
Nigeria -1.835 -2.601 -1.557 -3.902 -0.001 -2.380 
Togo -2.283 -3.125 -2.385 -4.26 2.230 -4.559 
Uganda -1.837 -3.412 -2.205 -3.082 -1.582 -2.252 
Zambia -1.20 -2.929 -1.247 -2.566 1.930 -2.527 
Brazil -1.06 -3.731 -1.570 -2.178 -0.873 -4.799 
China -1.223 -2.292 -1.254 -3.596 -1.362 -2.040 
Colombia -1.77 -2.782 -1.800 -3.333 0.108 -2.761 
Czech -1.45 -2.784 -1.160 -5.930 -0.310 -2.451 
Hungary -1.011 -2.529 -1.543 -3.370 0.836 -2.589 
India -2.130 -3.105 -1.138 -3.873 -0.029 -3.147 
Indonesia -2.515 -2.518 -1.532 -3.385 -0.503 -2.918 
Korea -1.295 -3.245 -2.441 -3.864 -3.854 -3.212 
Mexico -1.874 -2.032 -1.599 -3.417 -1.248 -3.463 
Philippines -1.944 -4.012 -1.413 -3.617 -0.812 -3.412 
Poland -1.35 -9.567 -1.552 -2.914 0.039 -4.523 
Romania -13.84 -1.401 -1.848 -4.024 1.639 -2.971 
Russia -1.167 -3.219 -1.797 -3.142 -1.551 -2.491 
South Africa -1.582 -3.655 -1.015 -3.557 0.169 -2.299 
Thailand  -1.110 -4.678 -2.013 -3.673 -1.774 -3.600 
Turkey -1.35 -11.093 -1.951 -4.377 -0.547 -4.270 
Australia -0.820 -3.435 -1.893 -3.936 -0.693 -4.403 
Belgium -1.257 -3.365 -2.020 -3.491 -1.408 -3.192 
Canada -1.514 -4.998 -1.294 -3.550 -0.531 -3.484 
Denmark -2.545 -2.377 -1.275 -3.719 -1.417 -3.739 
France -1.905 -3.041 -1.133 -3.463 -1.499 -2.415 
Germany -1.984 -2.259 -2.116 -3.588 -0.547 -3.457 
Hong Kong -1.52 -4.126 -1.312 -3.582 -1.475 -3.028 
Italy -1.61 -2.367 -2.410 -3.219 -2.338 -2.690 
Japan -3.721 -3.597 -3.138 -3.039 -1.972 -4.069 
Netherland  -1.976 -2.543 -1.897 -3.385 -1.576 -2.403 
New Zealand -1.133 -3.541 -1.554 -3.411 -0.196 -4.162 
Norway -0.519 -4.668 -1.453 -3.993 -2.307 -5.300 
Spain -1.065 -2.438 -1.661 -3.234 -2.083 -3.962 
Sweden -1.710 -5.237 -1.460 -3.513 0.472 -2.919 
UK -1.608 -5.092 -1.012 -3.178 -1.473 -2.915 
US -1.650 -3.958 -1.854 -3.438 -1.716 -2.916 
 
Table A2: Source of data  
Data  Source  
CPI IMF, IFS, OECD 
NEER IMF, BIS, (Ethiopian Economic Association for Ethiopia) 
REER IMF, BIS, (Ethiopian Economic Association for Ethiopia) 
GDP at Constant Price IMF (Oxford forecast)  




Appendix B: Estimation Result from Baseline model 
 











Ethiopia Gabon Gambia Ghana Lesotho Malawi Nigeria Togo Uganda Zambia 
L1.∆p 0.868 0.594 1.244 0.631 0.925 0.613 1.348 0.773 0.951 1.418 1.053 1.166 1.442 0.582 1.222 1.229 
 (9.52)** (10.86)** (12.72)** (3.65)** (10.80)** (7.61)** (13.69)** (10.74)** (10.14)** (14.31)** (10.73)** (12.58)** (14.41)** (8.89)** (12.39)** (14.05)** 
L2 .∆p 0.033 0.081 -0.341 -0.260 -0.137 0.281 -0.654 -0.088 -0.138 -0.542 -0.109 -0.492 -0.534 -0.031 -0.447 -0.585 
 (0.26) (1.17) (2.17)* (1.67) (1.11) (2.85)** (3.94)** (0.89) (1.05) (3.14)** (0.76) (3.35)** (3.02)** (0.37) (2.86)** (4.14)** 
L3.∆p 0.052 -0.103 -0.026 0.012 -0.070 0.167 0.235 -0.147 -0.212 -0.040 -0.044 0.298 0.044 0.171 -0.154 0.269 
 (0.42) (1.49) (0.17) (0.08) (0.57) (1.69) (1.45) (1.51) (1.63) (0.24) (0.30) (2.08)* (0.25) (2.10)* (1.00) (1.91) 
L4.∆p -0.241 -0.007 -0.004 -0.020 0.014 -0.356 -0.120 0.066 0.171 0.033 -0.116 -0.140 -0.037 -0.123 0.122 -0.099 
 (2.68)** (0.14) (0.04) (0.24) (0.18) (4.28)** (1.28) (1.09) (1.94) (0.36) (1.14) (1.72) (0.37) (2.10)* (1.30) (1.23) 
∆𝑒 0.055 0.262 0.113 0.514 0.132 0.139 0.188** 0.219 0.057 0.057 0.097 0.107 0.065 0.286 0.041 0.175 
 (1.46) (17.91)** (3.76)** (5.07)** (8.69)** (4.99)** (3.77) (11.50)** (4.04)** (2.84)** (1.83) (6.67)** (1.24) (12.89)** (2.15)* (7.67)** 
∆𝑦 -0.261 -0.088 0.005 -2.800 -0.073 0.012 0.015 0.115 -0.011 -0.161 -0.109 -0.094 -0.165 -0.004 0.052 0.182 
 (2.93)** (2.22)* (0.15) (3.80)** (1.84) (0.84) (0.22) (2.22)* (0.21) (1.30) (0.50) (1.60) (1.71) (0.09) (0.45) (1.34) 
∆𝑤𝑜p 0.047 0.001 0.009 0.059 0.005 0.012 0.039 0.010 -0.002 0.010 0.010 -0.018 0.007 0.013 0.004 0.016 
 (3.59)** (0.21) (0.82) (0.62) (0.94) (1.55) (3.06)** (1.60) (0.37) (1.17) (0.46) (1.81) (0.61) (1.96) (0.56) (1.26) 
_cons 2.714 1.498 0.709 15.833 1.176 1.268 1.213 0.550 1.001 2.119 0.788 1.689 2.209 1.363 1.172 0.121 
 (3.79)** (7.28)** (1.71) (3.15)** (4.87)** (3.43)** (1.74) (2.53)* (2.80)** (1.99)* (0.91) (2.54)* (2.55)* (5.16)** (1.28) (0.12) 
R2 0.81 0.95 0.90 0.95 0.91 0.84 0.86 0.93 0.81 0.94 0.80 0.94 0.94 0.91 0.78 0.98 
N 108 108 108 104 108 108 108 108 108 108 108 108 108 108 108 108 
 
Note that the corresponding parentheses are t-statistics values. ***, **, and * indicate the significance of the coefficient at 1%, 5%, and 












Table B2: Elasticity of ERPT for the emerging sample countries, bi-variate model, over the period of 1990Q1-2018Q4 











L1.∆p 1.518** 1.074 1.214** 1.062** 1.293** 0.970** 1.001** 0.742** 1.222** 1.273** 1.200 1.372 1.390 1.235 1.162 0.945 
 (10.89) (11.78)*
* 










L2 .∆p -1.112 0.013 -0.309 -0.111 -0.484 -0.193 -0.210 -0.006 -0.589 -0.534 -0.568 -0.654 -0.346 -0.413 -0.345 -0.028 
 (5.13)** (0.10) (2.05)* (0.75) (2.98)** (1.35) (1.75) (0.06) (4.37)** (3.47)** (4.16)** (4.34)** (2.06)* (2.76)** (2.18)* (0.22) 
L3.∆p 0.237 -0.240 0.012 -0.026 0.075 -0.004 -0.102 0.061 0.229 0.020 0.452 0.073 -0.155 -0.037 -0.040 0.107 
 (1.23) (1.75) (0.08) (0.17) (0.47) (0.03) (0.90) (0.57) (1.70) (0.13) (3.49)** (0.49) (0.92) (0.25) (0.26) (0.82) 
L4.∆p 0.057 0.010 0.060 -0.036 0.036 0.012 0.024 -0.118 0.040 0.034 -0.179 0.027 -0.014 0.072 0.094 -0.045 
 (0.73) (0.12) (0.64) (0.39) (0.41) (0.13) (0.36) (1.56) (0.57) (0.41) (2.43)* (0.34) (0.14) (0.87) (1.06) (0.52) 
∆𝑒 0.285 0.061 0.019 0.087 0.069 0.075 0.116 0.065 0.102 0.018 0.070 0.163 0.036 0.051 0.056 0.166 
 (5.58)** (5.49)** (2.37)* (3.58)** (3.82)** (2.01)* (9.00)** (8.25)** (8.09)** (1.34) (4.87)** (4.72)** (0.85) (5.70)** (4.23)** (4.92)** 
∆𝑦 0.321 0.195 0.130 0.038 -0.018 0.027 -0.119 0.090 -0.150 -0.139 0.111 0.179 -0.868 -0.058 0.049 -0.133 
 (0.92) (4.45)** (3.59)** (0.86) (0.44) (1.16) (1.28) (3.67)** (2.64)** (2.27)* (2.00)* (1.14) (4.25)** (0.91) (1.79) (1.67) 
∆𝑤𝑜p 0.007 -0.006 0.001 0.012 0.008 -0.009 0.012 0.010 0.015 0.009 0.012 0.004 0.074 0.010 0.009 0.016 
 (0.24) (2.02)* (0.29) (3.21)** (2.27)* (1.53) (2.00)* (4.28)** (3.57)** (2.91)** (3.43)** (0.20) (2.02)* (2.67)** (2.96)** (1.32) 
_cons 0.072 -1.238 -0.451 0.274 0.243 1.039 2.145 0.442 0.335 1.544 -0.278 0.278 4.299 0.659 0.132 0.689 
 (0.07) (3.17)** (2.40)* (1.38) (1.21) (2.28)* (2.62)* (2.84)** (1.55) (3.10)** (1.16) (0.30) (3.33)** (1.78) (0.68) (0.97) 
R2 0.99 0.98 0.99 0.90 0.98 0.78 0.97 0.88 0.98 0.88 0.99 0.98 0.97 0.91 0.88 0.98 
N 108 108 108 100 108 108 108 108 108 108 108 108 108 108 108 0.945 
 
Note that the corresponding parentheses are t-statistics values. ***, **, and * indicate the significance of the coefficient at 1%, 5%, and 



















Canada Denmark France German
y 
HK Italy Japan Netherl
ands 
NW Norway Spain Sweden UK US 
L1.∆p 0.842 0.848 0.669 0.951 0.760 0.798 1.016 1.152 0.811 0.895 0.891 0.666 0.862 0.884 1.044 0.615 
 (8.33)** (9.49)** (7.96)** (10.16)** (8.36)** (8.58)** (10.65)** (12.29)** (8.89)** (9.55)** (9.30)** (6.91)** (9.18)** (9.73)** (10.90)** (7.39)** 
L2 .∆p 0.037 -0.040 -0.103 -0.209 0.000 0.060 -0.048 -0.209 0.136 0.029 -0.125 0.014 -0.047 -0.101 -0.185 -0.107 
 (0.29) (0.32) (0.96) (1.56) (0.00) (0.49) (0.34) (1.39) (1.10) (0.23) (0.95) (0.12) (0.36) (0.80) (1.28) (1.02) 
L3.∆p -0.120 0.042 0.059 0.127 0.073 0.096 0.121 -0.091 0.146 0.149 0.032 0.048 -0.076 -0.004 0.021 0.065 
 (0.95) (0.34) (0.56) (0.96) (0.61) (0.79) (0.86) (0.61) (1.18) (1.17) (0.25) (0.41) (0.60) (0.03) (0.15) (0.63) 
L4.∆p -0.065 -0.251 -0.142 -0.039 -0.093 -0.065 -0.125 0.058 -0.218* -0.211 -0.109 -0.252 0.096 -0.075 -0.050 0.058 
 (0.71) (2.95)** (1.98) (0.45) (1.14) (0.75) (1.42) (0.70) (2.47) (2.31)* (1.23) (2.68)** (1.17) (0.90) (0.59) (0.83) 
∆𝑒 0.002 0.002 0.032** 0.026* -0.010 0.019 0.004 0.023** 0.022* 0.017 -0.001 -0.010 0.050** 0.030** 0.008 0.002 
 (0.21) (0.12) (3.20) (2.51) (1.02) (1.62) (0.16) (4.42) (2.52) (1.42) (0.16) (0.63) (3.70) (2.67) (1.66) (0.19) 
∆𝑦 -0.078 -0.027 -0.023 0.015 -0.002 0.011 0.108 0.028 0.016 0.015 -0.066 -0.047 0.050 -0.000 0.003 0.069* 
 (1.31) (0.76) (0.75) (0.88) (0.10) (0.46) (3.54)** (1.94) (1.82) (0.69) (1.91) (1.37) (2.25)* (0.01) (0.80) (2.35) 
∆𝑤𝑜p 0.008 0.009 0.015 0.006 0.008 0.006 0.004 0.005 0.005 0.004 0.009 0.003 0.012 0.010 0.004 0.016 
 (3.43)** (5.50)** (6.72)** (5.14)** (7.01)** (4.36)** (0.96) (5.18)** (2.15)* (2.90)** (4.44)** (1.23) (6.22)** (4.62)** (4.38)** (6.69)** 
_cons 0.954 0.787 0.908 0.253 0.335 0.127 -0.351 0.125 0.012 0.220 0.778 1.197 0.197 0.311 0.307 0.581 
 (3.42)** (5.13)** (5.89)** (2.55)* (3.91)** (1.44) (2.50)* (2.35)* (0.22) (1.92) (4.13)** (4.94)** (1.78) (2.23)* (4.18)** (4.05)** 
R2 0.78 0.83 0.71 0.87 0.87 0.88 0.95 0.97 0.76 0.83 0.80 0.53 0.91 0.79 0.89 0.84 
N 108 108 108 108 108 108 108 108 108 108 108 108 108 108 108 108 
 
Note that the corresponding parentheses are t-statistics values. ***, **, and * indicate the significance of the coefficient at 1%, 5%, and 






















Ethiopia Gabon Gambia Ghana Lesotho Malaw
i 
Nigeria Togo Uganda Zambia 
L1.∆p 0.877 0.580 1.255 0.268 0.885 0.633 1.354 0.773 0.944 1.311 1.054 1.077 1.332 0.568 1.197 1.068 
 (9.51)** (10.46)** (12.58)** (1.45) (10.39)** (7.82)** (13.94)** (9.64)** (9.51)** (12.16)** (10.82)** (11.78)*
* 
(13.23)** (8.55)** (11.72)** (13.23)** 
L2 .∆p 0.003 0.076 -0.326 -0.171 -0.106 0.285 -0.637 -0.173 -0.216 -0.605 -0.033 -0.475 -0.435 -0.046 -0.463 -0.463 
 (0.03) (1.10) (2.03)* (1.17) (0.87) (2.94)** (3.87)** (1.61) (1.64) (3.51)** (0.23) (3.36)** (2.53)* (0.55) (2.92)** (3.76)** 
L3.∆p 0.063 -0.104 -0.054 0.047 -0.054 0.156 0.290 -0.051 -0.144 0.022 0.007 0.342 0.027 0.156 -0.106 0.263 
 (0.50) (1.50) (0.33) (0.34) (0.45) (1.58) (1.75) (0.50) (1.09) (0.13) (0.05) (2.45)* (0.16) (1.87) (0.69) (2.16)* 
L4.∆p -0.286 0.011 -0.007 -0.084 0.003 -0.381 -0.212 0.030 0.148 -0.052 -0.115 -0.152 -0.024 -0.077 0.048 -0.135 
 (3.03)** (0.23) (0.08) (1.03) (0.03) (4.32)** (1.96) (0.48) (1.65) (0.52) (1.15) (1.92) (0.25) (1.19) (0.50) (2.01)* 
∆𝑒 -0.029 0.254 0.127 0.319 0.145 0.181 0.153 0.217 0.010 -0.089 0.225 0.009 0.027 0.249 -0.003 0.078 
 (0.39) (13.81)** (3.57)** (3.01)** (4.81)** (3.72)** (0.71) (9.44)** (0.30) (1.54) (2.91)** (0.29) (1.38) (7.40)** (0.05) (2.70)** 
∆𝑒 ∗ 𝑖𝑛𝑓 0.008 0.003 -0.006 0.002 -0.000 -0.005 0.005* 0.001 0.007 0.010 -0.013 0.006 -0.000 0.006 0.002 0.005 
 (1.27) (1.05) (0.93) (4.02)** (0.03) (1.07) (1.98) (0.42) (1.50) (2.64)** (2.30)* (3.63)** (0.19) (1.58) (0.34) (3.50)** 
∆𝑦 -0.222 -0.073 0.003 -5.438 -0.057 0.012 0.045 0.107 -0.016 -0.219 -0.099 -0.085 -0.222 -0.005 0.104 0.255 
 (2.41)* (1.76) (0.08) (5.74)** (1.46) (0.89) (0.52) (2.08)* (0.30) (1.76) (0.46) (1.37) (2.35)* (0.12) (0.91) (1.99)* 
∆𝑤𝑜p 0.047 0.001 0.008 0.167 0.006 0.014 0.040 0.010 -0.004 0.004 0.012 -0.019 0.008 0.013 0.003 0.003 
 (3.58)** (0.19) (0.68) (1.81) (1.22) (1.74) (3.16)** (1.64) (0.67) (0.41) (0.61) (2.04)* (0.75) (1.81) (0.38) (0.33) 
_cons 3.242 1.412 0.743 36.651 1.062 1.387 1.159 0.671 1.255 5.228 -0.719 2.436 2.597 1.297 1.304 1.418 
 (4.15)** (6.51)** (1.71) (5.26)** (4.43)** (3.70)** (1.56) (2.94)** (3.15)** (3.29)** (0.67) (3.42)*
* 
(3.07)** (4.77)** (1.42) (1.30) 
R2 0.82 0.95 0.90 0.96 0.92 0.84 0.88 0.92 0.81 0.94 0.81 0.95 0.95 0.91 0.76 0.98 
N 105 105 105 104 105 105 105 105 105 105 105 105 105 105 105 105 
 
Note that the corresponding parentheses are t-statistics values. ***, **, and * indicate the significance of the coefficient at 1%, 5%, and 











Table B5: Elasticity of ERPT and average rate of inflation for Emerging sample countries, benchmark model (1990Q1-2018Q4) 






































L2 .∆p -1.110 0.031 -0.298 -0.015 -0.516 -0.189 -0.202 0.041 -0.802 -0.456 -0.331 -0.633 -0.398 -0.387 -0.358 -0.028 
 (4.69)** (0.22) (1.90) (0.11) (3.10)** (1.33) (1.78) (0.41) (6.60)** (2.74)** (2.27)* (4.02)** (2.32)* (2.59)* (2.23)* (0.22) 
L3.∆p 0.277 -0.233 0.001 0.021 0.154 -0.003 0.067 0.078 0.459 -0.129 0.141 0.114 -0.028 -0.004 -0.014 0.141 
 (1.34) (1.67) (0.01) (0.15) (0.93) (0.02) (0.57) (0.81) (3.75)** (0.85) (1.07) (0.74) (0.17) (0.03) (0.09) (1.13) 
L4.∆p 0.037 0.002 0.067 -0.057 0.005 0.024 -0.041 -0.153 0.031 0.091 -0.025 -0.027 -0.130 0.023 0.083 -0.036 
 (0.42) (0.02) (0.68) (0.65) (0.05) (0.24) (0.64) (2.25)* (0.51) (1.14) (0.37) (0.33) (1.23) (0.26) (0.93) (0.45) 
∆𝑒 0.257 0.050 0.033 -0.030 0.034 0.123 0.065 -0.035 -0.019 -0.032 0.024 0.275 -0.052 0.004 0.009 0.059 
 (4.88)** (2.28)* (2.28)* (0.78) (0.88) (1.12) (3.57)** (1.79) (0.84) (0.94) (1.92) (4.95)*
* 
(0.94) (0.12) (0.27) (1.13) 
∆𝑒 ∗ 𝑖𝑛𝑓 0.001 0.001 -0.001 0.028 0.002 -0.001 0.006 0.025 0.013 0.009 0.003 -0.000 0.003 0.007 0.010 0.004 
 (1.03) (0.61) (1.28) (3.71)** (0.66) (0.04) (3.87)** (5.36)** (6.18)** (1.62) (3.00)** (0.20) (2.06)* (1.46) (1.49) (2.71)** 
∆𝑦 0.306 0.226 0.121 0.053 -0.041 0.070 -0.015 0.134 -0.164 -0.107 0.132 0.077 -0.669 -0.040 0.046 -0.065 
 (0.82) (4.74)** (3.24)** (1.29) (0.94) (2.40)* (0.16) (5.77)** (3.34)** (1.80) (3.17)** (0.50) (2.97)** (0.61) (1.61) (0.80) 
∆𝑤𝑜p 0.003 -0.005 0.002 0.011 0.008 -0.016 0.013 0.009 0.011 0.008 0.009 0.007 0.038 0.009 0.010 0.011 
 (0.09) (1.74) (0.64) (2.90)** (2.11)* (2.40)* (2.18)* (4.19)** (3.13)** (2.97)** (3.25)** (0.39) (1.07) (2.30)* (3.23)** (0.94) 
_cons 0.520 -1.473 -0.405 0.099 0.304 0.860 1.574 0.229 1.163 1.309 -0.282 0.448 4.433 0.878 0.125 0.358 
 (0.42) (3.53)** (2.04)* (0.51) (1.26) (1.78) (2.00)* (1.51) (5.07)** (2.63)* (1.63) (0.45) (3.14)** (2.28)* (0.63) (0.52) 
R2 0.99 0.98 0.99 0.91 0.98 0.77 0.97 0.90 0.98 0.89 0.99 0.98 0.98 0.89 0.88 0.98 
N 105 105 105 100 105 105 105 105 105 105 105 105 105 105 105 105 
Note that the corresponding parentheses are t-statistics values. ***, **, and * indicate the significance of the coefficient at 1%, 5%, and 











Table B6: Elasticity of ERPT and average rate of inflation for Industrial sample countries, benchmark model (1990Q1-2018Q4) 
 Australia Belgium Canada Denmark France German
y 




Spain Sweden UK US 
L1.∆p 0.832** 0.844** 0.677** 0.917** 0.748** 0.693** 1.023** 1.148** 0.796** 0.905** 0.886** 0.657** 0.818** 0.898 1.050 0.615 
 (7.95) (9.33) (7.79) (9.67) (8.20) (7.19) (10.51) (12.07) (8.99) (9.56) (9.03) (6.73) (8.67) (9.69)** (10.87)** (7.31)** 
L2 .∆p 0.033 -0.040 -0.086 -0.177 -0.000 0.051 -0.061 -0.201 0.174 0.015 -0.132 0.039 -0.020 -0.146 -0.217 -0.093 
 (0.25) (0.31) (0.77) (1.32) (0.00) (0.45) (0.42) (1.32) (1.45) (0.11) (0.98) (0.32) (0.15) (1.12) (1.48) (0.87) 
L3.∆p -0.108 0.041 0.059 0.138 0.084 0.130 0.126 -0.108 0.177 0.149 0.021 0.039 -0.072 0.000 0.044 0.063 
 (0.81) (0.33) (0.54) (1.04) (0.71) (1.12) (0.88) (0.72) (1.49) (1.16) (0.16) (0.33) (0.58) (0.00) (0.31) (0.60) 
L4.∆p -0.058 -0.270 -0.108 -0.061 -0.113 -0.045 -0.125 0.059 -0.282 -0.194 -0.091 -0.250 0.072 -0.021 -0.033 0.055 
 (0.60) (3.10)** (1.39) (0.69) (1.37) (0.52) (1.37) (0.70) (3.20)** (2.02)* (0.97) (2.53)* (0.90) (0.27) (0.37) (0.75) 
∆𝑒 0.028 0.013 0.034 0.091* 0.010 0.036 0.004 0.018 0.038** 0.001 -0.012 -0.082 0.052 -0.017 0.020 -0.030 
 (0.98) (0.31) (1.09) (2.56) (0.48) (1.69) (0.14) (1.03) (3.84) (0.03) (0.64) (1.18) (1.61) (1.03) (1.66) (1.10) 
∆𝑒 ∗ 𝑖𝑛𝑓 -0.009 -0.006 -0.001 -0.035 -0.016 -0.012 -0.000 0.003 -0.021** 0.007 0.006 0.034 0.000 0.022** -0.005 0.013 
 (0.87) (0.27) (0.05) (1.95) (1.15) (0.96) (0.07) (0.56) (3.40) (0.38) (0.70) (1.09) (0.05) (3.48) (1.15) (1.26) 
∆𝑦 -0.100 -0.040 -0.021 0.015 -0.006 0.016 0.107** 0.028 0.021* 0.013 -0.065 -0.050 0.046* 0.051 0.004 0.063 
 (1.54) (1.11) (0.63) (0.87) (0.27) (0.69) (3.27) (1.83) (2.36) (0.61) (1.81) (1.41) (2.10) (1.65) (1.01) (2.08)* 
∆𝑤𝑜p 0.009** 0.010** 0.015** 0.006** 0.008** 0.006** 0.004 0.005** 0.005* 0.004** 0.009** 0.004 0.012** 0.008** 0.004** 0.016** 
 (3.56)  (5.63) (6.31) (5.53) (7.06) (4.74) (0.98) (5.15) (2.37) (2.89) (4.44) (1.33) (6.77) (4.12) (4.42) (6.76) 
_cons 1.010** 0.839 0.804** 0.273** 0.359** 0.185* -0.350 0.147 -0.033 0.204 0.794** 1.17** 0.271* 0.143 0.275** 0.567** 
 (3.49) (5.05)** (4.70) (2.74) (3.95) (2.02) (2.40)* (2.59)* (0.60) (1.71) (4.13) (4.45) (2.44) (1.03) (2.78) (3.68) 
R2 0.78 0.83 0.72 0.88 0.86 0.84 0.95 0.96 0.77 0.83 0.80 0.55 0.91 0.83 0.86 0.84 
N 105 105 105 105 105 105 105 105 105 105 105 105 105 105 105 105 
Note that the corresponding parentheses are t-statistics values. ***, **, and * indicate the significance of the coefficient at 1%, 5%, and 
10% levels, respectively. 
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Appendix C: Sub-Sample Analysis 
 
Figure (C1): Average elasticity of ERPT by sample groups  
 
A. First sub-sample period (1990:1-2003:4) B. Second sub-sample period (2004:1-2018:4) 
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Appendix D: SVAR Analysis 
 
Figure (D1): Eigen values are inside the unit circle (parameter stability measure).   
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Table D1: ERPT Estimation results obtained from SVAR method, for full and sub-sample data 
Country  SVAR estimation results (Full Sample: 1990:1-2018:4 ) 
The SSA εdp,t = 𝟏. 𝟑𝟒 ∗ u𝑑𝑝∗,t − 0.095 ∗ udy,t + 𝟎. 𝟏𝟑 ∗ ude,t + 𝟏. 𝟐𝟒𝟗 ∗ udp,t 
             (0.312)               (0.083)              (0.0005)                 (0.0850) 
Emerging εdp,t = 𝟎. 𝟔𝟕𝟐 ∗ 𝐮𝒅𝒑∗,𝐭 − 𝟎. 𝟏𝟓𝟖 ∗ udy,t + 𝟎. 𝟎𝟐𝟑𝟕 ∗ ude,t + 𝟎. 𝟒𝟕𝟔 ∗ udp,t 
              (0.155)                 (0.055)                  (0.007)                (0.032) 
Advanced εdp,t =  0.542 ∗ 𝐮𝒅𝒑∗,𝐭 − 0.061 ∗ udy,t − 0.0047 ∗ ude,t + 𝟎. 𝟐𝟑𝟔 ∗ udp,t 
               (0.064)                 (0.049)              (0.026)                (0.016) 
 
Country  SVAR estimation results (1990:1-2003:4) 
The SSA εdp,t = 𝟏. 𝟑𝟒 ∗ u𝑑𝑝∗,t − 0.095 ∗ udy,t + 𝟎. 𝟏𝟔𝟑 ∗ ude,t + 𝟏. 𝟐𝟒𝟗 ∗ udp,t 
             (0.312)               (0.083)              (0.0005)                 (0.0850) 
Emerging εdp,t = 𝟎. 𝟔𝟕𝟐 ∗ 𝐮𝒅𝒑∗,𝐭 − 𝟎. 𝟏𝟓𝟖 ∗ udy,t + 𝟎. 𝟎𝟐𝟑𝟕 ∗ ude,t + 𝟎. 𝟒𝟕𝟔 ∗ udp,t 
              (0.155)                 (0.055)                  (0.007)                (0.032) 
Advanced εdp,t =  0.542 ∗ 𝐮𝒅𝒑∗,𝐭 − 𝟎. 𝟎𝟔𝟏 ∗ udy,t − 0.0047 ∗ ude,t + 𝟎. 𝟐𝟑𝟔 ∗ udp,t 
               (0.064)                 (0.049)              (0.026)                (0.016) 
 
Country  SVAR estimation results (2004:1-2018:4) 
The SSA εdp,t = 𝟏. 𝟎𝟓𝟐 ∗ u𝑑𝑝∗,t − 0.091 ∗ udy,t + 𝟎. 𝟎𝟖 ∗ ude,t + 𝟎. 𝟔𝟐𝟖 ∗ udp,t 
             (0.292)               (0.061)              (0.065)                 (0.062) 
Emerging εdp,t = 𝟎. 𝟔𝟖𝟓 ∗ 𝐮𝒅𝒑∗,𝐭 − 0.028 ∗ udy,t + 0.002 ∗ ude,t + 𝟎. 𝟐𝟓𝟕 ∗ udp,t 
              (0.139)                 0.090)                  (0.029)                (0.025) 
Advanced εdp,t =  𝟎. 𝟖𝟑𝟏 ∗ 𝐮𝒅𝒑∗,𝐭 − 0.031 ∗ udy,t − 0.016 ∗ ude,t + 𝟎. 𝟏𝟕𝟐 ∗ udp,t 




Akofio-Sowah, N. A. (2009). Is there a link between exchange rate pass-through and 
the monetary regime: Evidence from Sub-Saharan Africa and Latin America. 
International Advances in Economic Research, 15(3), 296-309.  
Aleem, A., & Lahiani, A. (2014). Monetary policy credibility and exchange rate pass-
through: Some evidence from emerging countries. Economic Modelling, 43, 
21-29.  
Amiti, M., Itskhoki, O., & Konings, J. (2014). Importers, exporters, and exchange rate 
disconnect. American Economic Review, 104(7), 1942-1978.  
Aron, J., Macdonald, R., & Muellbauer, J. (2014). Exchange rate pass-through in 
developing and emerging markets: A survey of conceptual, methodological and 
policy issues, and selected empirical findings. Journal of Development Studies, 
50(1), 101-143.  
Auer, R. A., & Schoenle, R. S. (2016). Market structure and exchange rate pass-
through. Journal of International Economics, 98, 60-77.  
Bada, A. S., Olufemi, A. I., Tata, I. A., Peters, I., Bawa, S., Onwubiko, A. J., & 
Onyowo, U. C. (2016). Exchange rate pass-through to inflation in Nigeria. CBN 
Journal of Applied Statistics, 7(1), 49-70.  
Bailliu, J., & Bouakez, H. (2004). Exchange rate pass-through in industrialized 
countries. Bank of Canada review, 2004(Spring), 19-28.  
Beirne, J., & Bijsterbosch, M. (2011). Exchange rate pass-through in central and 
eastern European EU Member States. Journal of Policy Modeling, 33(2), 241-
254.  
Bénassy-Quéré, A., Lahrèche-Révil, A., & Mignon, V. (2011). World-consistent 
equilibrium exchange rates. Journal of the Japanese and International 
Economies, 25(2), 12-32.  
Benigno, P., & Faia, E. (2016). Globalization, pass-through and inflation dynamics. 
International Journal of Central Banking, 12(4), 263-306.  
Betts, C., & Devereux, M. B. (2000). Exchange rate dynamics in a model of pricing-
to-market. Journal of International Economics, 50(1), 215-244.  
Brun‐Aguerre, R., Fuertes, A. M., & Greenwood‐Nimmo, M. (2017). Heads I win; tails 
you lose: asymmetry in exchange rate pass‐through into import prices. Journal 
of the Royal Statistical Society: Series A (Statistics in Society), 180(2), 587-
612.  
Burstein, A., & Gopinath, G. (2014). International prices and exchange rates Handbook 
of international economics (Vol. 4, pp. 391-451): Elsevier. 
Bussière, M., Delle Chiaie, S., & Peltonen, T. A. (2014). Exchange rate pass-through 
in the global economy: the role of emerging market economies. IMF Economic 
Review, 62(1), 146-178.  
Ca'Zorzi, M., Hahn, E., & Sánchez, M. (2007). Exchange rate pass-through in 
emerging markets. ECB Working Papers Series 739.  
Campa, J. M., & Goldberg, L. S. (2005). Exchange rate pass-through into import 
prices. Review of economics and statistics, 87(4), 679-690.  
Caselli, F. G., & Roitman, A. (2019). Nonlinear exchange‐rate pass‐through in 
emerging markets. International Finance, 22(3), 279-306.  
Cheikh, N. B., & Louhichi, W. (2016). Revisiting the role of inflation environment in 
exchange rate pass-through: A panel threshold approach. Economic Modelling, 
52, 233-238.  
Cheikh, N. B., & Rault, C. (2016). Recent estimates of exchange rate pass-through to 
import prices in the euro area. Review of World Economics, 152(1), 69-105.  
77 
 
Choudhri, E. U., & Hakura, D. S. (2006). Exchange rate pass-through to domestic 
prices: does the inflationary environment matter? Journal of International 
Money and Finance, 25(4), 614-639.  
Coulibaly, D., & Kempf, H. (2010). Does inflation targeting decrease exchange rate 
pass-through in emerging countries? https://halshs.archives-ouvertes.fr/halshs-
00497446.  
Delatte, A.-L., & López-Villavicencio, A. (2012). Asymmetric exchange rate pass-
through: Evidence from major countries. Journal of Macroeconomics, 34(3), 
833-844.  
Devereux, M. B., Engel, C., & Storgaard, P. E. (2004). Endogenous exchange rate pass-
through when nominal prices are set in advance. Journal of International 
Economics, 63(2), 263-291.  
Dornbusch, R. (1987). Exchange rates and prices. The American Economic Review, 
93-106.  
Forbes, K., Hjortsoe, I., & Nenova, T. (2018). The shocks matter: improving our 
estimates of exchange rate pass-through. Journal of International Economics, 
114, 255-275.  
Frimpong, S., & Adam, A. M. (2010). Exchange rate pass-through in Ghana. 
International Business Research, 3(2), 186.  
Gagnon, J. E., & Ihrig, J. (2004). Monetary policy and exchange rate pass‐through. 
International Journal of Finance & Economics, 9(4), 315-338.  
Gali, J., & Monacelli, T. (2005). Monetary policy and exchange rate volatility in a 
small open economy. The Review of Economic Studies, 72(3), 707-734.  
Ghosh, A. (2013). Exchange rate pass through, macro fundamentals and regime choice 
in Latin America. Journal of Macroeconomics, 35, 163-171.  
Goldberg, P. K., & Hellerstein, R. (2008). A structural approach to explaining 
incomplete exchange-rate pass-through and pricing-to-market. American 
Economic Review, 98(2), 423-429.  
Goldberg, P. K., & Knetter, M. M. (1997). Goods prices and exchange rates: what have 
we learned? Journal of Economic Literature, XXXV (3), 1243-1272.  
Gopinath, G., Itskhoki, O., & Rigobon, R. (2010). Currency choice and exchange rate 
pass-through. American Economic Review, 100(1), 304-336.  
International Monetary Fund (IMF). (2018). World economic outlook Washington, 
DC. 
Ito, T., & Sato, K. (2008). Exchange rate changes and inflation in post‐crisis Asian 
Economies: Vector Autoregression Analysis of the exchange rate pass‐through. 
Journal of Money, Credit and Banking, 40(7), 1407-1438.  
Jiménez-Rodríguez, R., & Morales-Zumaquero, A. (2016). A new look at exchange 
rate pass-through in the G-7 countries. Journal of Policy Modeling, 38(5), 985-
1000.  
Jombo, W., Simwaka, K., & Chiumia, A. (2014). Exchange Rate Pass-Through in 
Malawi: Evidence from Augmented Phillips Curve and Vector Autoregressive 
Approaches. Standard Global Journal of Business Management, 1(2), 34-40.  
Kohlscheen, E. (2010). Emerging floaters: pass-throughs and (some) new commodity 
currencies. Journal of International Money and Finance, 29(8), 1580-1595.  
Krugman, P. (1987). Pricing to market when the exchange rate changes, in Real-
Financial Linkages Among Open Economies. Arndt and J.D. Richardson, eds., 
Cambridge, ma. Mit.press ed.  
López-Villavicencio, A., & Mignon, V. (2017). Exchange rate pass-through in 
emerging countries: Do the inflation environment, monetary policy regime and 
78 
 
central bank behavior matter? Journal of International Money and Finance, 79, 
20-38.  
McCarthy, J. (2007). Pass-through of exchange rates and import prices to domestic 
inflation in some industrialized economies. Eastern Economic Journal, 33(4), 
511-537.  
Menon, J. (1995). Exchange rate pass‐through. Journal of Economic Surveys, 9(2), 
197-231.  
Mishkin, F. S., & Schmidt-Hebbel, K. (2007). Does inflation targeting make a 
difference? : National Bureau of Economic Research. 
Monacelli, T. (2005). Monetary policy in a low pass-through environment. Journal of 
Money, Credit and Banking, 1047-1066.  
Obstfeld, M. (2002). Inflation-targeting, exchange-rate pass-through, and volatility. 
American Economic Review, 92(2), 102-107.  
Peersman, G., & Smets, F. (2001). The monetary transmission mechanism in the euro 
area: more evidence from var analysis (mtn conference paper).  
Pesaran, M. H., & Smith, R. P. (1998). Structural analysis of cointegrating VARs. 
Journal of Economic Surveys, 12(5), 471-505.  
Prasertnukul, W., Kim, D., & Kakinaka, M. (2010). Exchange rates, price levels, and 
inflation targeting: Evidence from Asian countries. Japan and the World 
Economy, 22(3), 173-182.  
Razafimahefa, I. F. (2012). Exchange rate pass-through in sub-Saharan African 
economies and its determinants. Washington, DC: IMF Working Paper 
WP/12/141.  
Sanusi, A. R. (2010). Exchange rate pass-through to consumer prices in Ghana: 
Evidence from structural vector auto-regression. West African Journal of 
Monetary and Economic Integration, 10(1).  
Sims, C. A. (1980). Macroeconomics and reality. Econometrica: journal of the 
Econometric Society, 1-48.  
Taylor, J. B. (2000). Low inflation, pass-through, and the pricing power of firms. 
European economic review, 44(7), 1389-1408.  
Zhao, S. Y., Zhu, H. H., Wang, X. Q., A, J. D., Lu, X. L., Tian, Q. S., . . . Guo, Y. M. 
(2019). [Present situation and progress of comprehensive treatments for hepatic 
alveolar echinococcosis]. [Review]. Zhongguo Xue Xi Chong Bing Fang Zhi 






Exchange Rate Pass-Through (ERPT) to Consumer Price:  
What matters for the SSA Countries?1 
3.1. Introduction  
In the previous two chapters, the rationale of the study and the first set of empirical 
findings were presented. One of the key findings was that, on average, the SSA sample 
countries have a high degree of ERPT to consumer prices followed by emerging and 
industrial sample groups. Strikingly, the SSA countries do not only have a high degree 
of ERPT but also the highest variation compared to industrial and emerging countries, 
which is a puzzling because of the resemblance of the macroeconomic characteristics 
of the SSA sample countries.  
The puzzling result triggers further investigations to sort out the main macroeconomic 
factors that drive the observed higher degree of ERPT to consumer price mainly for 
the SSA sample countries. Indeed, I already examined the impact of the inflation 
environment and monetary policy behaviors in determining the degree of ERPT for a 
country by introducing an interactive term in the baseline model. However, the 
attribution of these and other structural factors in explaining the cross-country 
variation in the degree of ERPT to consumer price is yet unaddressed by taking the 
elasticity of ERPT coefficients as dependent variable. So, this chapter investigates how 
the degree of ERPT is affected by countries structural characteristics such as 
inflationary environment, volatility of exchange rate, trade openness, domestic 
institutional qualities and foreign currency reserve.  
 
1Some parts of the text are taken from Muhammed, M.S. (2012): “Exchange Rate Transmission in the 
case of Ethiopia”, Charles University, master thesis. Some part has also been used to Muhammed, M.S. 
(2016): “Monetary Policy and Exchange Rate Transmission” for the requirements of combined Skill 2, 
CERGE-EI, Prague, Czech Republic 
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Indeed, this issue has been extensively studied in the case of the industrial and 
emerging countries, and various microeconomic and macroeconomic factors have 
been identified which affect the degree of ERPT. For instance, inflation environment 
(e.g., Cheikh & Louhichi, 2016; Gagnon & Ihrig, 2004; Jiménez-Rodríguez & 
Morales-Zumaquero, 2016; López-Villavicencio & Mignon, 2017); trade openness to 
the international market (e.g., Daniels & VanHoose, 2006; Daniels & VanHoose, 2013; 
Kohlscheen, 2010; Ozkan & Erden, 2015), currency choice and nominal rigidity (e.g., 
de Bandt & Razafindrabe, 2014; Gopinath, et al., 2010); monetary policy behavior and 
central bank characteristics (e.g., Aron, Farrell, et al., 2014; Aron, Macdonald, et al., 
2014; López-Villavicencio & Mignon, 2017).  
Unlike for the industrial and emerging countries, the factors that are responsible for 
the degree of ERPT in case of the SSA countries appears to be less investigated. 
Interestingly, exploring the macroeconomic factors that explain the degree of ERPT 
for the SSA countries has a great contribution to the literature as they exhibited a wider 
variation in their degree of ERPT while they are commonly identified with similar 
economic characteristics. This study, unlike to most of the previous studies, used the 
overall pass-through to explore the sensitivity of ERPT to macroeconomic structure 
which is more appropriate instead of the first stage pass-through. 
Moreover, the study also used a large set of countries with different macroeconomic 
structure: the industrial, emerging and the SSA sample countries that enables to 
identify the potential factors in influencing the degree of ERPT. Given a decline in of 
ERPT, identifying the macroeconomic factors using sample countries from various 
economic structures has substantial policy implications. Therefore, this study 
endeavours to shed light on the macroeconomic factors that are responsible for the 
degree of ERPT mainly for the SSA countries.  
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For identifying the potential macroeconomic factors, a common methodological 
approach, weighted least square (WLS), is applied. The study employs all coefficients 
of ERPT obtained from augmented bi-variate model in the sub-sample periods as 
dependent variable. The average value of exogenous macroeconomic variables in each 
sub-sample period from each country are taken for the empirical analysis. Using this 
cross-sectional data, I investigate the attribution of each macroeconomic variable in 
explaining differences in ERPT across sample countries by estimating each variable at 
a time and in a combination.  
This chapter is organized as follows. The next section summarizes the review of 
literature on factors that explain the degree of ERPT. The second section provides a 
short description of the method of estimation, data set information and preliminary 
assessment. The third section presents the estimation results and discussion. Finally, 




3.2. Review of Related Literature  
This section shortly summarizes the determinants of the degree of ERPT to consumer 
prices particularly with reference to the SSA sample countries.  
In the previous chapter, the study reported that the degree of ERPT differs considerably 
across countries and time. The differences in the degree of ERPT are supposedly linked 
with countries structural realities and institutional arrangements. So that, by reviewing 
the literature it is pertinent to identify the set of structural factors that influence the 
magnitude of ERPT to consumer prices. After deeply reviewing the literature, the 
following set of macroeconomics are identified as a potential factor in explaining 
cross-country ERPT differences.  
3.2.1.  Inflationary Environment  
One of the macroeconomic factors that explain the structural difference across 
countries and thereby the degree of ERPT to consumer price is country’s inflation 
environment, which is often measured by the average rate and variability of inflation.  
Taylor (2000), in his seminal paper, hypothesized that there is a positive association 
between size of pass-through and country’s inflationary environment using a model of 
firm behaviour and market structure. According to him, firm’s perception towards the 
change of exchange rate depends on the inflation environment of an economy. In other 
words, in a high inflation regime, firms perceive the exchange rate change as a 
permanent, as a result, they often adjust their price, which in turn rises the size of 
ERPT. As a result, the author linked a high (low) inflation environment with a high 
(low) degree of ERPT.  
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It is quite relevant to note that the Tylor’s preposition has a strong empirical support. 
For instance, recently Cheikh and Louhichi (2016) tested Taylor’s hypothesis for 63 
countries using panel threshold model over the period 1990:1-2012:4. They find low 
degree of ERPT in a single-digit inflation regimes and high degree of ERPT in two-
digit inflation regimes, i.e. positive link between the degree of ERPT and the inflation 
environment.  
López-Villavicencio and Mignon (2017) also found an evidence that go with the 
Taylor’s theory by taking 15 emerging countries for a period of 1994:1-2015:4. The 
validity of Taylor’s hypotheses is also tested in the case of Asian and Eastern European 
countries (Beirne & Bijsterbosch, 2011; Ca'Zorzi, et al., 2007; Ito & Sato, 2008) and 
for G-7 countries (Jiménez-Rodríguez & Morales-Zumaquero, 2016). 
As the SSA countries exhibited relatively higher average rate and volatility of inflation 
compared to the industrial and emerging sample countries, the inflationary 
environment is expected to play an important role in explaining the degree of ERPT in 
the region.  
3.2.2. Exchange Rate Volatility 
The exchange rate volatility is another macroeconomic factor that influence the degree 
of ERPT. According to Krugman (1987), and Taylor (2000) the impact of exchange 
rate variability on degree of ERPT is likely dependent upon the environment where 
such exchange rate volatilities are common and respective to their transitory or 
permanent. For instance, if firms consider the variability of exchange rate as temporary, 
they do not often adjust their price in response to the change in exchange rate, lowering 
the degree of ERPT. While, if firms perceive the exchange rate fluctuation as 
permanent, then they frequently adjust their price that increases the degree of ERPT. 
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The empirical studies, however, reported mixed results of the effect of exchange rate 
volatility on the magnitude of ERPT. For instance, a positive effect were reported by 
Campa & Goldberg (2005) for 23 OECD countries; Choudhri & Hakura (2006) for 71 
developed and developing countries, and recently Forbes, et al. (2018) for 26 advanced 
and emerging economies. While other authors reported a negative effect for some 
industrial sample countries (e.g., Corsetti, et al., 2008; Jiménez-Rodríguez & Morales-
Zumaquero, 2016; Krugman, 1987). For the latter case, the underlying idea is that in 
the stable macroeconomic condition, agents perceive the exchange rate movement as 
transitory, and consequently, they are less reactionary to adjust their price even under 
more exchange rate fluctuation. 
One of the common features of the SSA countries is that there is a large and continuous 
domestic currency depreciation as they have severe shortage of foreign currency 
coupled with a large share of import merchandise from outside their region. Such a 
higher volatility of exchange rate affect agent’s perception negatively. Hence, agents 
would perceive any exchange rate movements as a permanent, consequently, they 
often adjust their local price. Based on this, I expect positive link between exchange 
rate volatility and the degree of ERPT. 
3.2.3. Foreign Currency Reserve  
The foreign currency reserve is one of the macroeconomic variables that has an 
important role in explaining the degree of ERPT across sample countries. Theoretically, 
countries with enough foreign currency reserve can absorb shocks that negatively 
affect the exchange rate through buying or selling the currency depending on the 
direction in which the central bank should act. This would also affect agent’s 
perception towards the exchange rate movements to classify as temporary if the foreign 
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currency reserve abundant in the economy. The effect of the foreign currency reserve 
on ERPT is even much higher for countries that import a larger share of merchandize 
outside their region as it enforces to use foreign currency for their transaction (see e.g. 
Gopinath et al. (2010)). 
The SSA countries have a severe shortage of foreign currency reserve except for some 
oil producing countries and most of their trading partner are outside their regions, 
which necessities them to use the foreign currencies for their transaction invoices. In 
this scenario, firms often perceive that any change in exchange rate as a permanent 
shock, and they immediately pass the exchange rate cost to their prices, which in turn 
increase the size of ERPT. Based on this premise, I expect a negative association 
between the foreign currency reserve and the size of ERPT. 
3.2.4. Trade Openness to International Market 
The other macroeconomic factors that contribute to variations in ERPT across 
countries is the country’s openness to the international market. The most common 
measure of trade openness is the sum of import and export to GDP ratio, implying, the 
larger the ratio the more the country is open to the international market and vice versa.  
Theoretically, there is a direct and indirect connection between trade openness and the 
degree of ERPT. The direct association is positive: the more a country is open, the 
more the fluctuation of exchange rate pass to domestic price via import prices 
(Benigno & Faia, 2016; Ca'Zorzi, et al., 2007; Choudhri & Hakura, 2006). While the 
indirect association is negative as a larger share of foreign goods in domestic market 




Most of the previous empirical studies based on industrial and emerging sample 
countries have reported insignificant positive and negative association between trade 
openness and degree of ERPT. For instance, insignificant negative association 
(Benigno & Faia, 2016; Ca'Zorzi, et al., 2007; Choudhri & Hakura, 2006; Gagnon & 
Ihrig, 2004) for industrialized and emerging countries while a significant negative 
association also reported by Kohlscheen (2010) and Gust, et al. (2010) for some free-
floating countries. McCarthy (2007), however, found a positive link between trade 
openness and ERPT to import price for some industrial countries.  
Unlike the industrial and emerging economies, most of the SSA countries have less 
competitive market structure. Such market structure enables the few firms to control 
the larger share of the market with a high ‘pricing power’ and can frequently adjust 
their price in response to change in exchange rate. This study, therefore, expects a 
positive link between trade openness and degree of ERPT to consumer prices for the 
SSA countries.   
3.2.5. Domestic Institutional Qualities  
Another macroeconomic factor considered in this study as a factor that affect the 
degree of ERPT is the domestic institutional qualities in conduct of monetary policy. 
And, it is measured in terms of central bank independency (CBI) and transparency 
(CBT). According to Acemoglu, et al. (2008), the policy reforms in central bank 
independence towards reducing the domestic inflation only works in countries that 
have medium and intermediate constraints. As to the authors, the influence of CBI on 
inflation is little in economies where there are weak and strong constraints.  
The basic idea is that countries that are characterized by good political environment or 
stability also have good domestic institutions, well-anchored monetary policies, more 
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credible central banks, which can stable macroeconomic conditions like low level of 
inflations, and thereby low degree of ERPT. The reverse result holds true for countries 
that have bad political environment. Similarly, countries with a more transparent 
central bank, the inflation would become more predictable, easy for agents to 
anticipate and lower inflation.  
In the case of most SSA countries the political environment is relatively bad compared 
to the industrial and emerging countries (World Bank, 2018). Despite some reforms to 
improve the quality of institutions, the SSA countries have low institutional qualities 
like less credible central banks, which is an essential element to stabilize the 
macroeconomic conditions of the economy.    
A large body of literatures analysed the impact of domestic institution qualities in 
affecting the size of ERPT for some industrial and emerging countries (see e.g., Dincer 
& Eichengreen, 2013; López-Villavicencio & Mignon, 2017). López-Villavicencio 
and Mignon (2017) investigated the impact of central bank independency and 
transparency to the degree of ERPT to consumer prices using 15 emerging countries 
for a period of (1994:1-2015:4). Their findings loosely imply that central bank 
transparency has some role in determining the size of pass-through, however, they do 
not find statistical link between central bank independence and degree of ERPT.   
To sum up, to explain the cross-country differences in ERPT to consumer prices, the 
following macroeconomic factors are used for the empirical analysis: 1) Inflation 
environment (2) exchange rate volatility (3) foreign currency reserve; (4) trade 




3.3. Method and Data Set Information 
This section of the study provides the model setup and data set information for the 
investigation of the macroeconomic factors that determine the degree of ERPT to 
consumer prices. And, the presentation of the data set information is followed by the 
model specification.  
3.3.1. Data Set and Stylized Facts 
3.3.1.1. Characteristics of Sample countries  
The study has 48 sample countries from industrialized, emerging and the SSA 
countries with equal proportion. Sample countries have adopted various types of 
monetary policy frameworks. It is possible to consult the data set presented in the 
previous chapter for detail characteristics the sample countries.  
3.3.1.2. Data Description 
All sample countries ERPT coefficients obtained from the augmented bi-variate model, 
in the sub-sample period are used as a dependent variable for the empirical analysis. 
A total of 96 ERPT coefficients were found between 0 and 1, implying that there is 
only incomplete ERPT to consumer prices (see Table A1 in appendix A). Besides, the 
mean and variation of elasticity of ERPT varies within and across sample groups.  
Moreover, fifty-seven out of ninety-six pass-through coefficients have been found 
statistically significant. 
Regarding to the exogeneous variables, this study employs the inflation environment, 
exchange rate variability, trade openness to the international market (Opx), country’s 
foreign currency reserve (Fx), and domestic institutional qualities (in terms of central 
bank transparency and independency). Noting that all the macroeconomic factors are 
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measured by their average values respective to the sub-sample periods (see Table A2 
in appendix A).  
Sample countries inflation environment is measured by the mean rate and variability 
of inflation. Unlike other empirical studies (e.g.Campa & Goldberg, 2005; Choudhri 
& Hakura, 2006; Gagnon & Ihrig, 2004), this study measures the variability of 
inflation by the coefficient of variation of inflation instead of variance or standard 
deviation of inflation.  
There are two reasons for the choice of the coefficient of variation as a measure of 
variability of inflation. First, it provides a best statistical depiction of the magnitude of 
the inflation dispersion relative to the mean rate of inflation which facilitate for a better 
comparison one to the other. Second, it reduces the collinearity between the mean rate 
of inflation with its variability2. Hence, it is important to estimate the mean rate of 
inflation together with the inflation variability.  
The exchange rate volatility, another macroeconomic factor, is measured by the 
standard deviation of nominal effective exchange rate in year to year difference at 
quarterly frequencies.  
Country’s trade openness to international market is measured by the sum of import 
and export to GDP ratio. The higher the ratio, the greater the country’s openness to the 
international market.   
Domestic institutional qualities in conduct of monetary policy is measured in terms of 
the Central Bank Transparency (CBT) and Central Bank Independence (CBI) 
developed by Dincer & Eichengreen (2013) with the following five components (i) 
 
2 The correlation coefficient between the mean rate of inflation and the standard deviation of inflation 
is about 0.95 while it is about -0.027 with the coefficient of variation (see Table A5 in Appendix A). 
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political, (ii) economic, (iii) procedural, (iv) policy, and (v) operational transparency. 
Both CBT and CBI data are provided in the annual form for a set of countries covering 
a period of (1998-2014) and (1998-2010), respectively. The CBT index is bounded 
between a minimum of 0 to a maximum of 15 whereas the CBI index is within a range 
of 0 and 1. In both institutional quality measures, the more a country’s indices of CBI 
and or CBT close to the max, the more the domestic institutional qualities of the 
country. 
Since country’s CBT and CBI measure are quite stable over time, taking the average 
the CBT and CBI indices is enough to examine its impact on the degree of ERPT. 
Therefore, I use the average of both indices, which is measured in the interval in line 
to the sub-sample periods (see Table A2 in appendix A).  
The sources of macroeconomic data are International Financial Statistics (IFS), 
International Monetary Fund (IMF), OECD, World Bank, and Sample countries 
National Banks (summarized in Table A4 in appendix A).  
3.3.2. Model Specification 
Different empirical studies applied various form of model specification to examine the 
impact of macroeconomic factors on the degree of ERPT to consumer price. This study 
applies a simple linear regression model in the spirit of Ball et al. (1988) with some 
extension, which is empirically applied by Campa and Goldberg (2005), Choudhri and 
Hakura (2006), Gagnon and Ihrig (2004) and Forbes et al. (2018). Hence, the model 
for this study is specified as below:   
𝛉𝐢,𝐣 = 𝛂 + 𝛃𝛑𝐢,𝐣 + 𝛄𝐜𝐯𝐈𝐧𝐟,𝐢,𝐣 + 𝛗𝛔𝐄𝐑,𝐢,𝐣 + 𝛝𝐎𝐩𝐱𝐢,𝐣 + 𝛚𝐙𝐢,𝐣 + 𝛍𝐃𝐒𝐒𝐀 + 𝛆𝐭 ,      𝐣 = 𝟏, 𝟐       (𝒊) 
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Where 𝜃𝑖,𝑗 is coefficient of ERPT of each sample country i, which is obtained from 
bi-variate estimation model3 in j sub-sample periods (j=1 represents the 1st sub-sample 
period (1990:1-2003:4) whereas J=2 represents the 2nd sub-sample period (2004:1-
2018:4). Respectively, 𝜋𝑖,𝑗 , 𝒄𝒗𝑰𝒏𝒇,𝒊,𝒋  and 𝝈𝑬𝑹,𝒊,𝒋  represents the average rate of 
inflation, variability of inflation and the volatility of the exchange rate for country i, in 
j periods. On the other hand,  𝑍𝑖,𝑗 represents other macroeconomic variables such as 
the Central Bank Independence (CBI), Central Bank Transparency (CBT), and 
country’s foreign currency reserve (Fx). 𝐷𝑆𝑆𝐴 is a dummy variable equal to one for 
the SSA sample countries. 𝛼 is a constant term, and 𝜀𝑡 is an error term that captures 
the effect of the unspecified factors that potentially affect the degree of ERPT to 
consumer prices.  
Since the dependent variable is a parameter obtained from a country to country 
estimation, each observation has different variance, i.e. problem of heteroscedasticity. 
The existence of heteroscedasticity problem is a violation of the essential ordinary 
least square assumptions of homoscedasticity that would make OLS inefficient and 
biased.  
The remedy used by this study for the heteroscedasticity problem is to estimate 
equation (i) by weighting each observation of the specified variables in the model 
using the inverse of the standard error of ERPT coefficients, as suggested by 
Saxonhouse (1976)4. Specifically, the study follows a strategy used by Campa and 
Goldberg (2005) as they estimate the regression with weighted least squares (WLS).  
 
3 The estimation is made at country by country cases, which accounts country heterogeneity. The 
specification and estimation strategy can be found in the previous chapter.   
4  See Saxonhouse, G. R. (1976). Estimated parameters as dependent variables. The American 
Economic Review, 66(1), 178-183. 
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The weighting mechanism would give less weights to more noisy estimates of ERPT 
and high weights to less noisy estimates of ERPT. By this, imprecise estimated ERPT 
would be reduced and can gain efficiency and unbiased estimates. The weighted least 
square (WLS) model is written: 
(𝛉𝐢,𝐣 = 𝛂 + 𝛃𝛑𝐢,𝐣 + 𝛄𝐜𝐯𝐈𝐧𝐟,𝐢,𝐣 + 𝛝𝐎𝐩𝐱𝐢,𝐣 + 𝛚𝐙𝐢,𝐣 + 𝛍𝐃𝐒𝐒𝐀 + 𝛆𝐭 ) ∗
𝟏
𝐬. 𝐞(𝛉𝐢,𝐣)
           (𝐢𝐢) 
Where 𝑠. 𝑒(𝜽𝒊,𝒋) represents the standard error of each coefficients of ERPT to 
consumer prices obtained over the two sub-sample periods (i.e. j=1, 2).  
The empirical analysis of this study is, therefore, carried out by using WLS analysis. 
Indeed, I also employ the OLS model as an alternative method to check the sensitivity 
and robustness of the results. By applying the WLS model, the impact of each 
macroeconomic variable on the coefficients of ERPT is investigated separately as well 
as in combination estimate.  
3.3.3. Preliminary Analysis  
Recall that the mean rate and variability of inflation varies across countries and over 
the sample periods. For the entire sample, D.R. Congo has the highest mean rate and 
variability of inflation with 196.3% and 156.5, respectively. While Japan has the 
lowest mean rate of inflation (0.49%) and Denmark has the lowest variability of 
inflation (0.45). For the individual country mean rate and variability of inflation see 
Table A1 in Appendix A. 
In comparison, the SSA and emerging countries recorded the highest mean rate and 
variability of inflation in the first sample period while the industrial countries exhibited 
relatively lower mean rate and variability of inflation in both sample periods. Indeed, 
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a sharp decline of the mean rate and variability of inflation has been observed for most 
of the emerging and the SSA sample countries (see below figure 3.1).  
Source: Own computation (data source: IMF data (2019)) 
Figure 3.1: Inflation environments and exchange rate variabilities in the three sample 
groups in both sub-sample periods.  
Regarding the volatility of the exchange rate, D.R. Congo had the highest volatility 
(155.8) followed by Colombia (117.8) and South Africa (42.5). Whereas the EU 
member countries such as Spain, Denmark, France, Germany, and others had a low 
exchange rate volatility. As it displayed in figure 3.1. above, on average, both the SSA 
and emerging sample countries record a high exchange rate volatility in the first period 
while a huge reduction in the second sample period. 
With respect to the trade openness, it ranges from the highest (378%) for Hong Kong 
to the lowest (18.5%) for Japan. Generally, the industrial sample countries have an 
average of 80% trade openness followed by emerging (64%) and the SSA (63%) 
sample countries (see Table A2 in Appendix A). 
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countries, from the highest (6.03) for the USA to the lowest (0.019) for Equatorial 
Guinea. In general, foreign currency reserve to GDP ratio is higher for industrialized 
countries with an average ratio of 0.72 followed by emerging (0.5) and the SSA (0.45) 
sample group (see Table A2 in Appendix A). 
Regarding the central bank independence and transparency, the mean index of CBI 
ranges from the highest (0.89) for Turkey to the lowest (0.13) for Thailand, whereas 
the mean score of CBT is bounded between the highest (14.5) for Sweden to the lowest 
(1) for Ethiopia. Overall, industrial countries have a higher score both in CBI and CBT 
measures followed by the emerging and the SSA sample countries. 
Now, I inspect the association between the elasticity of ERPT and macroeconomic 
factors using both Pearson and Spearman correlation methods taking all sample groups 
and for each sample group separately (see Table 3.1). For your reference, I provided 
the scatter plot of some of the macroeconomic variables in relation with the degree of 
ERPT in Figure D2 in Appendix D.  
Based on results obtained from the Pearson correlation, for the entire sample, the 
inflation environment and the volatility of exchange rate have a strong positive 
association with the elasticity of ERPT while the domestic institutional qualities, trade 
openness and foreign currency reserve have a weaker negative association. 
Interestingly, the result of the entire sample also holds true for the SSA and emerging 
sample groups in terms of both in the magnitude and direction of correlation. However, 
exceptional association are detected for the industrialized sample countries. For 
instance, negative relation between volatility of exchange rate and degree of ERPT, 
and positive association of trade openness and CBI with the degree of ERPT.  
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Table 3.1: Correlation coefficients between the elasticity of ERPT and the 
macroeconomic variables 
Variables ALL SSA Emerging Industrial 
Pearson Spearman Pearson Spearman Pearson Spearman Pearson Spearman 
cor(𝜃𝑖 , 𝜋𝑖) 0.82 0.47 0.86* 0.11 0.73* 0.52* 0.04 0.02 
cor(𝜃𝑖 , 𝑐𝑣) 0.24* 0.37* 0.21* 0.45* 0.36* 0.17 0.06 0.22 
cor(𝜃𝑖 , 𝜎𝐸𝑅,𝑖) 0.85* 0.48* 0.89* 0.61* 0.80* 0.41* -0.38* -0.43* 
cor(𝜃𝑖 , 𝑂𝑝𝑥𝑖) -0.09 0.03 -0.12 0.06 -0.26 -0.16 0.35* 0.37* 
cor(𝜃𝑖 , 𝐶𝐵𝐼𝑖) -0.12 -0.08 -0.16 -0.34* -0.30* -0.25 0.46* 0.46* 
cor(𝜃𝑖 , 𝐶𝐵𝑇𝑖) -0.39* -0.56* -0.37* -0.64* -0.14 -0.24 -0.17 -0.24 
cor(𝜃𝑖 , 𝑓𝑥𝑖) -0.16 -0.17 -0.30 -0.54* -0.33* -0.41* -0.04 0.01 
N 96 96 32 32 32 32 32 32 
Note that the number of observations for the foreign currency reserve to GDP ratio 
variable is 28 for the SSA and 92 for all sample countries. And, the * represents the 
significant correlation coefficient at 10% level. For the correlation analysis, I rely on 
Pearson correlation coefficients alone.   
In short, it is vital to note that all sample countries vary by their structural realities and 
institutional arrangements which are likely to be the reason for the difference in the 
degree of ERPT cross sample countries. The variation in the correlation coefficients 
also signify that the macroeconomic factors are likely to have different effect on the 
size of ERPT for sample countries. Therefore, this study investigates the impact of 




3.4. Results and Discussion 
This section presents the impact of macroeconomic factors on the degree of ERPT to 
consumer price. For this purpose, I first explore the effect of each macroeconomic 
factor on the degree of ERPT by estimating each macroeconomic variable at a time. 
Then, I made a combination estimate to identify the dominant macroeconomic variable 
that affect the elasticity of ERPT. The analyses are made at the entire and the SSA 
sample level.  
The robustness of the result is checked by the OLS estimation method. Indeed, I do 
not find a considerable difference in results from the WLS and OLS estimation (see 
Table B1-B5 in Appendix B for OLS estimation results). Based on the WLS method, 
the attribution of each macroeconomic factor to the variation in ERPT is discussed for 
the entire and the SSA sample countries in the following section.  
3.4.1. Determinants of the Degree of ERPT: Entire Sample Analysis 
This section investigates the macroeconomic factors that influence the degree of ERPT 
to consumer price using the entire sample countries. The WLS estimation results in a 
separate and in a combination are provided in Table (3.2) below.  
As per the separate estimation, it is evident that the mean rate and variability of 
inflation have a significant attribution to the cross-country variation of ERPT to 
consumer prices. Specifically, a 10 % increase in the mean rate of inflation increase 
the degree of ERPT by about 0.04 points. Similarly, the degree of ERPT to consumer 
price increase by 0.39 points for a 10% increase in the variability of inflation. Thus, 
the inflationary environment plays a key role in explaining the difference in the degree 
of ERPT to consumer prices across sample countries.   
97 
 
Table 3.2: Dependent variable: all coefficients of ERPT, WLS, over the two sub-
sample periods. 
Variables  [1] [2] [3] [4] [5] [6] [7] [8] [9] 
?̅?𝑖 0.004       0.004 0.004 
(6.87)       (6.76) (7.29) 
𝑐𝑣𝐼𝑛𝑓  0.039      0.036 0.033 
 (4.14)      (5.07) (4.86) 
𝜎𝐸𝑅   0.005     0.000 -0.000 
  (8.78)     (0.01) (0.17) 
Openness    0.000    0.000 0.000 
   (0.21)    (1.20) (1.38) 
CBI     -0.013   0.022 0.011 
    (0.33)   (0.81) (0.40) 
CBT      -0.011  -0.006 -0.005 
     (6.08)  (3.65) (3.12) 
Fx_Res       -0.011  -0.005 
      (1.57)  (1.05) 
cons 0.029 0.024 0.003 0.050 0.060 0.141 0.056 0.029 0.029 
(4.23) (2.41) (0.40) (3.45) (2.62) (8.94) (6.98) (1.27) (1.35) 
𝑅2 0.33 0.15 0.45 0.00 0.00 0.28 0.03 0.58 0.61 
N 96 96 96 96 96 96 92 96 92 
The statistics value is given in parenthesis and Bold, Italic Bold, and Italic coefficients, 
indicate significance at 1%, 5%, and 10% levels, respectively. 
In a combination estimate, disregarding the likely multicollinearity among the 
macroeconomic variables5, both the mean rate and variability of inflation undoubtedly 
dominates the other macroeconomic variables (except the central bank transparency) 
in explaining the elasticity of ERPT. Hence, a significant portion of the elasticity of 
ERPT to consumer price is explained by the inflationary environment. 
The results from a separate as well a combination estimate, suggest that a high (low) 
inflation environment is associated with a high (low) degree of ERPT, agree with a 
Taylor (2000) theory. This result is also consistent with the findings of past empirical 
studies (e.g. Ca'Zorzi, et al., 2007; Cheikh & Rault, 2016; Gagnon & Ihrig, 2004; 
López-Villavicencio & Mignon, 2017). However, a slightly different result has been 
reported by Choudhri & Hakura (2006) in a combination estimate as they do not find 
a substantial role of the inflation variability in explaining the degree of ERPT. The 
 
5 Especially between the mean level of inflation and the exchange rate variability where the correlation 
coefficient is about 0.92 (see Table A4 in Appendix A for other macroeconomic variables as well). 
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difference in results may be because of strong collinearity between the average rate 
and standard deviation of inflation in their data, as they used the standard deviation 
instead of coefficient of variation to capture the inflation variability.  
The exchange rate variability, in a separate estimate, has a positive and significant 
influence on the degree of ERPT to consumer prices (see Column 3 of Table (3.3)). 
As per the result, a 10% rise (fall) of exchange rate volatility leads to a 0.05-point 
increase (decrease) in the elasticity of ERPT. This result can be associated with the 
perception of economic agents where they perceive the exchange rate shocks as a 
permanent, and they often adjust their prices in response to the exchange rate change, 
and eventually result a higher degree of ERPT. However, I do not find a significant 
effect of exchange rate volatility in a combination estimate may be due to collinearity. 
Interestingly, Campa and Goldberg (2005), and Choudhri and Hakura (2006), have 
reported similar results in case of 23 OECD and 71 developed and developing sample 
countries, respectively. In fact, other past empirical studies also reported a negative 
effect of the exchange rate volatility on the degree of ERPT for industrial sample 
countries (e.g., Corsetti, et al., 2008; Jiménez-Rodríguez & Morales-Zumaquero, 
2016). This could be because of the stabilized macroeconomic condition in the 
industrial countries where agents perceive the exchange rate shock as transitory, and 
consequently, lower degree of ERPT.  
The domestic institutional qualities i.e. CBT has a negative effect on the degree of 
ERPT while CBI has no statistically significant effect. The negative effect of CBT 
suggests that when the central bank transparency increase by 1-unit score, the elasticity 
of ERPT declines by about 0.011 points. Interestingly, the effect of CBT is consistently 
negative and statistically significant in a combination estimate as well. Conceptually, 
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this result indicates that the more the central bank is transparent, the better the 
credibility of the bank, the more anticipation by agents, the lower the inflation and, 
hence the lower the degree of ERPT. Similar result is also reported by López-
Villavicencio and Mignon (2017), using fixed effect model, for 15 emerging countries. 
The other two macroeconomic factors, trade openness and foreign currency reserve to 
GDP ratio, have no statistically significant influence on the degree of ERPT both in 
separate and combined estimates. As to trade openness, the result may not be 
surprising as it has direct and indirect channels in relation to the degree of ERPT, 
which indicates a kind of counterbalancing effect (Auer, 2015; Gust, et al., 2010; 
Taylor, 2000).  
In a nutshell, the inflationary environment, the exchange rate volatility and the central 
bank transparency are the important macroeconomic factors which affect the degree 
of ERPT to consumer prices for the entire sample both in separate and combination 
estimates. However, the central bank independence, trade openness, and the foreign 
currency reserve are found less important in determining the degree of ERPT to 
consumer price.  
3.4.2. Determinants of the Degree of ERPT: For the SSA sample Countries 
Noting that the focus of this study is the SSA sample countries, this section presents 
the attribution of each macroeconomic factors to the variation in the degree of ERPT 
to consumer prices. The result obtained from WLS estimation in a separate as well as 
in a combination estimate is provided below in Table (3.3).  
The inflation environment, the mean rate and variability of inflation, has a positive and 
statistically significant effect on the degree of ERPT to consumer price both in a 
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separate and combination estimate. The result can be interpreted as when the mean 
rate of inflation increases by 10%, the degree of ERPT to consumer price increases by 
0.03 points. Similarly, the degree of ERPT to consumer price increases by 0.5 point 
for a 10% rise of inflation variability. The results imply that the inflationary 
environment of the SSA countries has a prominent role in terms of explaining the 
degree of ERPT to consumer prices.  
Table 3.3: Dependent variable: The SSA sample countries ERPT Coefficients 
The statistics value is given in parenthesis and Bold, Italic Bold, and Italic coefficients, 
indicate significance at 1%, 5%, and 10% levels, respectively. 
A graphical approach is applied to further investigate the association between the 
elasticity of ERPT and each macroeconomic variable for the individual SSA sample 
countries. The graphs are drawn with countries elasticity of ERPT on the y-axis against 
each macroeconomic factor. In the graphs, the black triangle and the red diamond 
represent the values at the first and the second sample periods, respectively. Indeed, 




For the SSA Sample countries  
[1] [2] [3] [4] [5] [6] [7] [8] [9] 
?̅?𝑖 0.003       0.003 0.004 
 (3.02)       (1.82) (2.02) 
cv𝑖𝑛𝑓  0.054      0.049 0.050 
  (3.43)      (3.69) (3.61) 
𝜎𝐸𝑅   0.005     0.001 0.001 
   (4.32)     (0.60) (0.31) 
Openness     0.000    0.000 0.000 
    (0.49)    (0.24) (0.17) 
CBI     -0.154   0.234 0.096 
     (0.73)   (1.54) (0.38) 
CBT      -0.039  -0.026 -0.012 
      (3.20)  (2.46) (0.96) 
Fx_Res       -0.067  -0.023 
       (2.26)  (0.90) 
_cons 0.080 0.056 0.032 0.139 0.196 0.252 0.144 -0.034 0.004 
 (3.83) (2.31) (1.28) (2.64) (1.75) (5.48) (5.88) (0.44) (0.04) 
R2 0.23 0.28 0.38 0.01 0.02 0.25 0.16 0.72 0.76 




Figure 3.2: Association between elasticity of ERPT and mean rate of inflation for the 
SSA sample countries, over 1990Q1-2018Q4 (note that the first-period observation of 
D.R. Congo is excluded) 
The above figure (3.2) displays a mixed result for the association of the mean rate of 
inflation and the degree of EPRT across the SSA sample countries. Roughly, the 
results can be categorized into two sets. For the first set, a positive association is 
detected for Zambia, Malawi, Ghana, Nigeria, Gambia, Uganda, and Ethiopia, which 
supports the Taylor’s proposition. For the second set, a negative association is found 
for Togo, Cameroon, Gabon, Ghana, Central Africa Republic, and Nigeria. However, 
on average, a flatter upward slopes of the mean rate of inflation and the degree of 
ERPT imply a positive association between them. 
I also inspected a positive association between the inflation variability and the degree 
of ERPT for most of the SSA sample countries (see figure (3.3)). Exceptional negative 
association is detected for Ethiopia. Overall, the steeper upward slope line ascertains 













































0 10 20 30 40 50




Figure 3.3: Association between elasticity of ERPT and mean rate of inflation for the 
SSA sample countries, over the two sub-sample period. 
In group comparison, I also found that the inflation environment, particularly, 
variability of inflation is more important in determining the degree of ERPT for the 
SSA than the emerging and industrial sample groups (see Appendix C, Table C5). This 
result is not striking as the SSA countries are more vulnerable to a large and frequent 
fluctuation of inflation (high inflation instability) due to political unrest and droughts 
in the region especially during the period 1990-2004.  
Regarding the attribution of the exchange rate volatility, in a separate estimate, I found 
that volatility of exchange rate has a positive and statistically significant effect on the 
degree of ERPT for the SSA sample countries (see Table 3.4). As per the result, a 10% 
increase in exchange rate volatility in the economy leads to a 0.05% increase of the 
size of EPRT for the SSA countries.  
In a combination estimate, however, the effect of volatility of exchange rate is found 
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environment and CBT). This could be due to multicollinearity problem particularly 
with the inflation environment. Indeed, other past empirical studies also reported 
insignificant coefficient for exchange rate variability in a combination estimate(e.g., 
Campa & Goldberg, 2005; Choudhri & Hakura, 2006; Kohlscheen, 2010). 
For the individual SSA sample countries, a wide cross-country variation is discovered 
with respect to the association between the variability of the exchange rate and the 
elasticity of ERPT (see figure (3.4)). Interestingly, the CEMAC and WAEMU member 
countries that have similar volatility of exchange rate are found with a significant 
variation in their degree of ERPT. The difference may partially be driven by several 
other factors such as inflation environment, the proportion of imported goods in their 
consumer price indices, level of political stability and others (see e.g., Campa & 
Goldberg, 2005; Menon, 1995; Taylor, 2000). 
 
Figure 3.4: Association between exchange rate variability and elasticity of ERPT for 
the SSA sample countries, over the two sub-sample periods. 
Groupwise, the sensitivity of the elasticity of ERPT to the exchange rate volatility is 












































0 10 20 30 40 50
Volatility of Exchange Rate (Std. Deviation)
104 
 
(see Table C1 in Appendix C). This result seems fair as the SSA sample countries have 
a relatively a large and continuous domestic currency depreciation partially due to 
shortage of foreign currency. Under this circumstance, agents perceive any movements 
of the exchange rate as a permanent shock, and they frequently adjust their price, 
consequently, a higher elasticity of ERPT. To this end, Corsetti, et al (2008) and 
Jiménez-Rodríguez and Morales-Zumaquero (2016) reported that the volatility of 
exchange rate has less importance in explaining the degree of ERPT for industrial and 
some emerging countries as they have relative stable macroeconomic conditions.   
Turning to the trade openness, I do not find a statistically significant effect of the trade 
openness on the degree of ERPT to consumer price for the SSA countries both in a 
separate and in a combination estimate. Notably, it has no significant effect on the 
degree of ERPT for all sample groups. This might be associated with the 
counterbalance effect of the trade openness arising from its direct and indirect channels 
in affecting the degree of ERPT. The result agrees with past empirical studies done in 
different economies (see e.g. McCarthy (2007); Kohlscheen (2010); Ca'Zorzi et al. 
(2007), Choudhri and Hakura (2006), and Gagnon and Ihring (2004)).  
As to foreign currency reserve to GDP ratio, in a separate estimate, the foreign 
currency reserve has a negative and significant effect on the elasticity of ERPT for the 
SSA sample countries. A coefficient of -0.067, can be interpreted as when a foreign 
currency reserve to GDP ratio increase by 10% the degree of ERPT to consumer price 
decline by 0.67 points. Conceptually, countries with enough foreign currency reserve 
can absorb exchange rate shocks by buying or selling the foreign currency depending 
on the direction interested in, which reduce the degree of ERPT as it affects agent’s 
perception. In a combination estimate, however, the foreign currency reserve found to 
be insignificant in affecting the size of ERPT. 
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Figure (3.5) portrays the association between the foreign currency reserve and the 
elasticity of ERPT for the individual SSA sample countries. On average, most of the 
SSA sample countries have a relatively low foreign currency reserves to GDP ratio 
with the highest in Nigeria and the lowest in Cameroon. The downward slope of the 
foreign currency reserve to the degree of ERPT indicates that, on average, there is an 
inverse association between the foreign currency reserve and the degree of ERPT. 
 
Figure 3.5: Association between the elasticity of ERPT and foreign currency for the 
SSA sample countries, over the two sub-sample periods. 
In group comparison, the foreign currency reserve has a negative significant effect in 
determining the degree of ERPT for the SSA sample group than the other sample 
groups (see Table C3 in Appendix C). This result is not striking as the SSA countries 
have severe shortage of foreign currency reserve along with a larger merchandize 
import outside their region6, which requires foreign currency. Under this circumstance, 
the economic agents normally perceive a small change in the exchange rate as a 
 
6 The SSA countries are net importer and their larger share of merchandize is imported from outside 
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permanent shock and triggering them to make an immediate price adjustment and 
hence a higher degree of ERPT. 
The last macroeconomic factor considered in affecting the degree of ERPT is the 
domestic institutional qualities in conduct of monetary policy: the central bank's 
independency (CBI) and transparency (CBT). Conceptually, countries that have good 
domestic institutional qualities are supposed to have a credible monetary policy that 
enable them to achieve a low inflation environment, thereby limiting the degree of 
ERPT. In other words, the more the central bank is transparent, the more information 
agents have, the less the agents have undesirable perception towards monetary shock, 
the less the agents to promptly adjust their price, and hence the lower the degree of 
ERPT. 
As per the separate estimate, the CBT has a negative and significant influence in 
explaining the degree of ERPT. This indicates that a unit score improvement in the 
CBT results 0.039 points decline in the degree of ERPT for the SSA sample group. 
The combination estimates also affirm the dominant role of CBT. This result is 
unsurprising, as most of the SSA sample countries have been making various political 
and economic reforms particularly for the second sample period. The institutional 
quality by CBI is found with a negative sign though insignificant in affecting the 
degree of ERPT in both estimates. A similar result is also reported by López-
Villavicencio and Mignon (2017) for 15 emerging countries using fixed effect model. 
To inspect the association between domestic institutional qualities and elasticity of 
ERPT for the individual SSA sample countries, I plot a graph of the elasticity of ERPT 
against the central bank independency and transparency (see Figure (3.6)). 
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Figure (3.6) Association between the elasticity of ERPT and institutional qualities for 
the SSA sample countries, over the two sub-sample periods. 
As it can be observed from the above figure, Ghana and Nigeria have a better score of 
CBT, which contributes to their lower degree of ERPT. Indeed, countries with the same 
level of CBT have different elasticity of ERPT which implies that the degree of ERPT 
is influenced by their various micro and macroeconomic structural realities. As per 
panel A and B, for the SSA sample countries, the elasticity of ERPT reacts more to 
central bank transparency relative to the central bank independence as its slope is 
steeper.  
By a group comparison, the elasticity of ERPT is more sensitive to the score of the 
domestic institutional quality, particularly to CBT, for the SSA sample group than the 
other sample groups (see Table C3 in Appendix C). The policy reforms made by most 
of the SSA sample countries uplift the institutional quality and somehow limits the 
unnecessary government interferences, which ultimately reduce the inflation 
environment thereby lowering their degree of ERPT.  
Overall, inflation environemnt, volatility of exchange rate, central bank transparency 
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and foreign currency reserve are important in determining the degree of ERPT to 
consumer prices for the SSA sample countries, in a separate estimate. The inflation 
environemnt and central bank transparency have a dominant role in explaining the 
elasticity of ERPT in a combination estimate. The other macroeconomic factors: trade 
openness and central bank independence have less role in influencing the size of ERPT 
for the SSA sample countries in both estimations.  
In a group comparison, inflation environment particularly variability of inflation, 
central bank transparency and foreign currency reserve have substantial role in explain 
the elasticity of ERPT for the SSA sample countries than the emerging and industrial 
sample groups. This is because the SSA countries have a relatively unstable 
macroeconomic conditions like higher inflationary environment, severe shortage of 
foreign currency and low level of domestic institutional qualities.    
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3.5. Conclusion  
This chapter explored the macroeconomic determinants of the degree of ERPT to 
consumer prices using forty-eight sample countries from Industrial (16), Emerging (16) 
and the SSA (16). However, the study thoroughly investigated the case of the SSA 
countries. These three groups of sample countries have a considerable difference by 
their structural realities and institutional arrangements. Therefore, this study 
investigated the role of macroeconomic factors including inflation environment, 
exchange rate fluctuation, trade openness, foreign currency reserve, domestic 
institution qualities in terms of explaining the elasticity of ERPT to consumer prices. 
Taking the point ERPT coefficients, which is obtained from augmented bi-variate 
model in the sub-sample data, as a dependent variable, this study identified the 
macroeconomic variables that drive the degree of ERPT using the Weighted Least 
Square (WLS) method. By applying the above key research procedures and the results 
obtained, the following conclusions are drawn.   
For the entire sample, the study finds a greater degree of ERPT to consumer price 
significantly connected with a higher mean rate and variability of inflation, with more 
volatility of the exchange rate and with a lesser score of central bank transparency. 
Particularly, the inflation environment and the central bank transparency plays a 
substantial role in influencing the degree of ERPT than other macroeconomic variables. 
While the study finds that trade openness, central bank independence and foreign 
currency reserve have a negligible influence in explaining the degree of ERPT to 
consumer prices. The result is consistent with the Taylor theory and past empirical 




For the SSA sample group alone, except trade openness and central bank independence, 
all other considered macroeconomic variables have significant role in explaining the 
variation in the degree of ERPT to consumer price across the sample countries. 
Specifically, the inflation environment, the central bank transparency and the foreign 
currency reserve are the most important macroeconomic factors that influence the 
degree of ERPT to consumer price for SSA sample countries.  
Finally, the variability of inflation, central bank transparency, and foreign currency 
reserve play significant role in explaining the degree of ERPT to consumer price for 
the SSA sample group than the emerging and industrial sample groups. This result is 
unsurprising because the SSA sample countries are characterized by a higher inflation 
environment, a severe shortage of foreign currency, a less credible central bank 






Appendix A: Data Summary Statistics 
Table A1: ERPT coefficients, mean rate and variability of inflation, over (1990-2003) and (2004-2018) 
Countries 
1990Q1-2003Q4 2004Q1-2018Q4 












Australia 0.009 -0.48 2.45 1.59 0.65 0.005 -0.52 2.41 0.87 0.36 
Belgium 0.043 2.52 2.00 0.72 0.36 0.017 -0.71 1.94 1.29 0.66 
Canada 0.047 -1.94 2.09 1.34 0.64 0.027 2.05 1.73 0.75 0.43 
Denmark 0.034 3.57 2.15 0.45 0.21 0.051 2.36 1.53 0.94 0.62 
France 0.0002 -0.01 1.74 0.70 0.41 0.026 -1.89 1.27 0.87 0.68 
Germany 0.055 2.58 2.18 1.43 0.66 0.02 -1.42 1.43 0.74 0.52 
Hong Kong 0.046 -1.86 3.44 5.59 1.62 0.073 -1.59 2.78 1.55 0.56 
Italy 0.02 4.24 3.44 1.43 0.42 0.047 2.93 1.49 1.08 0.72 
Japan 0.017 -1.23 0.49 1.25 2.57 0.02 -1.48 0.30 1.09 3.65 
Netherland 0.031 -1.86 2.57 0.70 0.27 0.027 -1.23 1.53 0.75 0.49 
New Zealand 0.01 -0.67 1.88 1.12 0.59 0.007 -0.54 2.04 1.26 0.62 
Norway -0.017 -0.74 2.29 0.82 0.36 0.025 -0.77 2.08 0.95 0.46 
Spain 0.031 -1.95 3.67 1.32 0.36 0.129 4.40 1.77 1.60 0.91 
Sweden 0.05 2.94 2.25 2.40 1.06 -0.007 -0.59 1.16 1.22 1.05 
UK 0.005 -0.84 2.55 1.65 0.64 0.009 -1.55 2.21 0.91 0.41 
US -0.014 -1.49 2.63 0.78 0.29 0.029 -1.19 2.03 1.32 0.65 
Brazil 0.474 5.015 87.71 119.3 1.36 0.016 -1.72 5.53 1.73 0.31 
China 0.061 3.62 5.44 7.27 1.34 0.039 -1.59 2.56 1.89 0.74 
Colombia 0.013 -0.87 15.64 6.71 0.43 0.029 2.44 4.18 1.63 0.39 
Czech 0.162 3.50 8.33 6.26 0.75 0.014 -0.49 2.02 1.56 0.77 
Hungary 0.137 3.55 15.55 7.72 0.50 0.05 -1.96 3.29 2.36 0.72 
India 0.055 -0.70 7.53 3.68 0.49 0.185 2.95 6.95 2.79 0.40 
Indonesia 0.114 7.65 11.80 12.1 1.02 -0.006 -0.24 6.13 3.18 0.52 
Korea 0.105 8.45 4.59 2.15 0.47 0.029 3.33 2.24 1.14 0.51 
Mexico 0.126 7.78 14.16 9.02 0.64 0.006 -0.43 4.06 0.97 0.24 
Philippines 0.033 -1.49 6.94 3.92 0.57 -0.015 -0.89 3.84 2.03 0.53 
Poland 0.097 3.06 19.07 16.24 0.85 0.05 3.71 1.94 1.67 0.86 
Romania 0.195 3.22 58.80 38.95 0.66 0.046 -1.33 4.02 3.13 0.78 
Russia 0.032 -0.48 63.44 66.56 1.05 0.074 3.30 8.25 3.49 0.42 
South Africa 0.077 3.95 8.14 3.38 0.42 0.04 3.81 5.29 1.87 0.35 
Thailand 0.055 3.60 3.71 2.42 0.65 0.092 3.14 2.19 2.15 0.98 
Turkey 0.227 3.17 51.31 14.2 0.28 0.066 3.33 8.61 2.58 0.30 
Burundi 0.012 -0.22 12.03 9.18 0.76 0.057 -0.66 8.72 6.82 0.78 
Cameroon 0.284 18.42 4.46 8.48 1.90 0.076 2.10 2.29 1.60 0.70 
CAR 0.191 5.71 3.69 8.83 2.40 0.012 -0.09 9.54 9.93 1.04 
Congo, D .R. 0.917 4.80 196.3 156.1 0.80 0.05 -0.7 9.34 11.59 1.24 
Côte d'Ivoire 0.151 8.21 5.32 6.37 1.20 0.046 -0.99 2.05 2.16 1.06 
Eq. Guinea 0.178 4.21 6.64 8.72 1.31 0.047 -0.8 3.66 2.26 0.62 
Ethiopia 0.078 2.84 5.33 10.3 1.93 0.165 -2.27 13.86 9.85 0.71 
Gabon 0.263 13.21 2.11 10.4 4.91 0.06 2.46 2.39 2.29 0.96 
Gambia 0.101 3.88 5.38 4.71 0.88 0.0003 0.001 5.25 1.66 0.32 
Ghana 0.139 -3.17 22.62 11.20 0.50 0.022 -1.49 12.24 3.34 0.27 
Lesotho 0.145 -2.39 4.20 17.14 4.08 0.045 2.50 5.52 2.11 0.38 
Malawi 0.147 5.19 24.39 15.21 0.62 0.073 3.47 13.77 6.36 0.46 
Nigeria 0.128 -6.97 22.53 17.30 0.77 0.009 -0.46 10.85 3.53 0.33 
Togo 0.314 11.61 5.40 9.62 1.78 0.004 -0.09 2.50 2.69 1.08 
Uganda 0.039 -1.32 6.82 6.37 0.93 0.115 3.38 7.32 4.71 0.64 
Zambia 0.257 6.65 40.84 29.81 0.73 0.077 3.74 9.62 3.96 0.41 
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Table A2: Exchange rate volatility, trade Openness (%), foreign currency reserve to GDP 
ratio, CBI and CBI, on average term, over a period (1990-2003) and (2004-2018).  
Country  1990Q1-2003Q4 2004Q1-2018Q4 
𝜎𝐸𝑅 Opx fxrs CBI* CBT# 𝜎𝐸𝑅 Opx fxrs CBI* CBT# 
Australia 7.19 37.69 0.09 0.31 8.33 8.77 41.6 0.15 0.25 9.86 
Belgium 3.63 122.6 0.16 0.59 9.42 2.76 155.1 0.13 0.86 11.00 
Canada 4.58 68.11 0.08 0.46 10.50 7.18 65.13 0.16 0.47 11.00 
Denmark 3.52 72.34 0.23 0.50 5.67 2.66 97.43 0.82 0.50 7.29 
France 3.45 46.82 0.07 0.73 9.42 2.70 57.48 0.08 0.86 11.00 
Germany 3.84 49.92 0.11 0.76 9.42 3.23 79.27 0.07 0.86 11.00 
Hong Kong 4.35 237.7 1.62 0.63 6.17 3.59 378.0 3.59 0.76 7.36 
Italy 7.30 42.78 0.09 0.68 9.42 2.81 53.80 0.09 0.86 11.00 
Japan 10.74 18.49 0.05 0.31 8.08 10.24 30.50 0.22 0.44 9.79 
Netherland 3.64 110.0 0.16 0.61 9.42 2.71 137.6 0.08 0.86 11.00 
New Zealand 8.28 59.06 0.15 0.35 13.00 8.26 57.27 0.37 0.40 14.00 
Norway 4.11 70.60 0.32 0.17 6.75 5.51 69.64 0.59 0.45 9.29 
Spain 4.79 46.86 0.22 0.69 9.42 2.43 58.15 0.10 0.86 11.00 
Sweden 7.74 68.24 0.23 0.29 11.75 5.46 85.89 0.35 0.29 14.50 
UK 6.39 49.06 0.32 0.45 12.17 6.94 56.65 0.39 0.70 12.36 
US 4.83 21.95 5.79 0.48 9.75 5.91 27.50 6.07 0.48 10.71 
Brazil 117.9 19.52 0.13 0.25 7.50 14.15 25.79 0.58 0.25 7.57 
China 12.75 33.96 0.19 0.46 1.67 5.49 49.71 1.12 0.46 4.21 
Colombia 11.17 34.83 0.22 0.63 4.50 10.42 37.25 0.47 0.69 6.79 
Czech 11.77 83.05 0.37 0.72 9.67 5.11 134.9 1.20 0.83 11.71 
Hungary 8.35 90.52 0.39 0.64 6.17 5.31 154.7 1.09 0.84 11.86 
India 4.05 22.23 0.22 0.29 2.00 6.57 45.66 0.67 0.29 2.71 
Indonesia 33.48 60.71 0.19 0.50 6.17 6.98 49.87 0.43 0.85 8.43 
Korea 11.85 56.61 0.25 0.35 7.75 10.31 86.71 0.88 0.41 8.50 
Mexico 18.26 43.22 0.13 0.59 4.58 8.28 63.82 0.46 0.64 6.00 
Philippines 10.37 85.35 0.25 0.59 6.58 5.45 76.73 0.77 0.63 9.57 
Poland 9.78 53.76 0.24 0.67 5.42 7.89 86.01 0.72 0.88 8.71 
Romania 42.51 53.47 0.08 0.46 2.50 5.80 72.31 0.81 0.85 7.36 
Russia 29.45 58.23 0.08 0.51 1.50 11.87 50.87 1.06 0.70 3.00 
South Africa 12.26 45.85 0.06 0.31 6.92 11.22 59.58 0.45 0.35 8.50 
Thailand 11.15 93.67 0.54 0.13 6.50 4.06 129.4 1.38 0.27 8.36 
Turkey 14.94 41.00 0.15 0.56 5.25 9.93 49.60 0.44 0.90 9.57 
Burundi 12.26 29.99 0.24 0.53 2.78 7.65 37.14 0.28 0.53 4.10 
Cameroon 17.18 42.63 0.02 0.50 2.78 3.93 50.72 0.39 0.50 4.10 
CAR 16.21 45.19 0.34 0.50 2.78 3.96 38.28 0.39 0.50 4.10 
Congo, D .R. 155.8 41.56 0.02 0.47 2.78 10.72 68.22 0.10 0.56 4.10 
Côte d'Ivoire 16.62 69.99 N/A 0.68 2.50 3.40 81.78 N/A 0.68 5.64 
Equatorial G. 14.19 92.25 0.02 0.50 2.78 3.95 114.9 0.69 0.50 4.10 
Ethiopia 22.59 32.26 0.12 0.42 1.00 10.72 39.08 0.19 0.43 1.36 
Gabon 17.39 90.29 0.06 0.50 2.78 3.40 83.17 0.48 0.50 4.10 
Gambia 15.36 61.95 0.51 0.44 2.78 10.09 65.54 0.49 0.55 4.10 
Ghana 16.69 73.14 0.10 0.34 3.58 11.20 77.85 0.34 0.56 6.29 
Lesotho 14.10 108.7 1.10 0.68 2.50 9.14 138.8 1.60 0.68 5.64 
Malawi 32.14 62.72 0.20 0.39 2.00 17.07 61.22 0.23 0.39 2.86 
Nigeria 40.53 38.97 0.79 0.44 4.25 11.43 36.31 2.66 0.59 5.43 
Togo 17.49 70.75 N/A 0.68 2.50 4.15 89.10 N/A 0.68 5.64 
Uganda 19.89 32.13 0.21 0.49 2.75 7.18 46.23 0.49 0.54 3.00 
Zambia 32.94 62.66 0.10 0.42 1.50 16.06 70.05 0.38 0.49 2.36 
Source of data: IFS, WTO, IMF, and Dincera and Eichengreenb (2014) 
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*An average of CBI is computed over a period of 1998-2003 and 2004-2010 as a 
respective sub-sample average. # An average of CBT is computed over a period of 
1998-2003 and 2004-2014 as a respective sub-sample average.   
Note (1):  that the more the central bank independency index close to 1 (max), the 
more the central bank is independent, an vice versa when CBI close to 0(min). 
Similarly, the more the central bank transparency index close to 15 (max), the more 
the central bank is transparent, and vice versa when the index close to 0 (min). 
Note (2): for countries such as Burundi, Cameroon, CAR, D.R. Congo and Equ. 
Guinea, the SSA countries average have been used.   
 
Table A3: Data summary statistics 
Variable N Mean Std. Dev. Min Max 
𝜃𝑖 96 0.08 0.12 -0.02 0.92 
?̅?𝑖 96 10.48 23.55 0.30 196.29 
𝜎𝐼𝑛𝑓 96 8.32 21.04 0.45 156.06 
𝐶𝑉𝐼𝑛𝑓  ( 
𝜎𝐼𝑛𝑓
?̅?𝑖
) 96 0.84 0.75 0.21 4.91 
𝜎𝐸𝑅 96 13.13 20.03 2.43 155.83 
CBI 96 0.54 0.18 0.13 0.90 
CBT 96 6.64 3.44 1.00 14.50 
Trade Openness (%) 96 69.54 46.98 18.49 377.98 
Fx_Reserve to GDP ratio 92 0.56 0.97 0.02 6.07 
 
 
Table A4: Source of data 
Type of Variables  Source   
CPI IFS, WTO, IMF 
GDP IFS, WTO, IMF, 
Exports and Imports  IFS, WTO, IMF, 
Foreign Currency reserve  IFS, WTO, IMF, 








              Table A5: Correlation results between ERPT coefficients and macroeconomic variables  
Variables 
Pearson/Spearman correlation matrix for the entire Sample Pearson/Spearman correlation matrix for the SSA Sample 
?̅?𝐼𝑛𝑓 𝜎𝐼𝑛𝑓 𝐶𝑉𝐼𝑛𝑓 𝜎𝐸𝑅 Opx CBI CBT FxR ?̅?𝐼𝑛𝑓 𝜎𝐼𝑛𝑓 𝐶𝑉𝐼𝑛𝑓 𝜎𝐸𝑅 Opx CBI CBT FxR 
?̅?𝐼𝑛𝑓 1 0.83 -0.05 0.70 -0.29 -0.15 -0.67 -0.02 1 0.53 -0.48 0.48 -0.41 -0.49 -0.20 -0.24 
𝜎𝐼𝑛𝑓 0.95 1 0.46 0.74 -0.19 -0.13 -0.74 -0.09 0.99 1 0.40 0.69 -0.26 -0.41 -0.54 -0.52 
𝐶𝑉𝐼𝑛𝑓 -0.03 0.11 1 0.21 0.02 -0.04 -0.26 -0.17 -0.14 0.00 1 0.19 0.04 0.16 -0.33 -0.39 
𝜎𝐸𝑅 0.92 0.95 0.11 1 -0.33 -0.36 -0.57 -0.18 0.97 0.97 -0.03 1 -0.28 -0.52 -0.61 -0.49 
Opx -0.16 -0.15 0.01 -0.20 1 0.31 0.18 0.21 -0.20 -0.19 0.19 -0.23 1 0.36 0.22 0.10 
CBI -0.14 -0.16 -0.05 -0.22 0.30 1 0.19 0.07 -0.23 -0.18 0.19 -0.24 0.43 1 0.44 0.44 
CBT -0.29 -0.27 -0.23 -0.28 0.16 0.22 1 0.05 -0.15 -0.20 -0.30 -0.24 0.34 0.47 1 0.50 
FxR -0.13 -0.13 -0.09 -0.13 0.24 0.06 0.13 1 -0.17 -0.20 -0.13 -0.19 0.22 0.57 0.53 1 
Note that the correlation coefficients between mean rate of inflation, standard deviation of inflation and the standard deviation of exchange 
rate are significant at the 5% level using a one-tailed test of positive correlation unless otherwise indicated. Tests of significance for the 
Spearman correlations are based on quantiles of Spearman’s rho in Conover (1999). 
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Appendix B: Ordinary Least Square (OLS) Estimation Results  
Table B1: Dependent Variable: ERPT coefficients, OLS, over the two sub-sample periods 
The statistics value is given in parenthesis and Bold, Italic Bold, and Italic coefficients, 
indicate significance at 1%, 5%, and 10% levels, respectively. 
 
Table B2: Dependent Variable: ERPT Coefficients, OLS, for the 1st sub-sample period  
The statistics value is given in parenthesis and Bold, Italic Bold, and Italic coefficients, 
indicate significance at 1%, 5%, and 10% levels, respectively. 
 
 
 [1] [2] [3] [4] [5] [6] [7] [8] [9] 
?̅?𝑖 0.004       0.004 0.004 
 (13.96)       (15.85) (15.47) 
𝑐𝑣𝐼𝑛𝑓   0.038      0.042 0.035 
  (2.44)      (5.11) (4.25) 
𝝈𝑬𝑹   0.005      -0.000 
   (15.74)      (0.09) 
Openness    -0.000     0.000 
    (0.88)     (1.10) 
CBI     -0.078    -0.005 
     (1.17)    (0.14) 
CBT      -0.013   -0.003 
      (4.07)   (1.38) 
Fx_Reserve       -0.019  -0.004 
       (1.50)  (0.64) 
_cons 0.037 0.049 0.015 0.097 0.123 0.169 0.089 0.002 0.019 
 (4.94) (2.75) (1.97) (4.46) (3.21) (6.93) (6.33) (0.20) (0.78) 
𝑅2 0.67 0.06 0.73 0.01 0.01 0.15 0.02 0.75 0.79 
N 96 96 96 96 96 96 92 96 92 
Variable  [1] [2] [3] [4] [5] [6] [7] [8] [9] 
?̅?𝑖 0.004       0.004 0.004 
 (10.16)       (12.22) (11.87) 
𝑐𝑣𝐼𝑛𝑓   0.038      0.050 0.046 
  (2.58)      (4.27) (3.65) 
𝜎𝐸𝑅   0.005      -0.000 
   (12.11)     
 
(0.24) 
Openness    -0.000     0.000 
    (0.57)    
 
(0.31) 
CBI     -0.018    -0.004 
     (0.12)    (0.06) 
CBT      -0.017   0.001 
      (2.61)   (0.24) 
Fx_Reserve       -0.029  -0.009 
       (1.10)  (0.75) 
_cons 0.053 0.080 0.024 0.140 0.127 0.214 0.124 0.001 -0.007 
 (3.76) (2.46) (1.76) (3.12) (1.63) (5.06) (5.01) (0.04) (0.16) 
𝑅2 0.69 0.05 0.76 0.01 0.00 0.13 0.03 0.78 0.82 
N 48 48 48 48 48 48 46 48 46 
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Table B3: Dependent variable: ERPT coefficients, OLS, for the 2nd sub-sample period 
The statistics value is given in parenthesis and Bold, Italic Bold, and Italic coefficients, 
indicate significance at 1%, 5%, and 10% levels, respectively. 
 
 
Table B4: Dependent variable: ERPT coefficients, OLS, only for the SSA sample countries. 
The statistics value is given in parenthesis and Bold, Italic Bold, and Italic coefficients, 




Variable  [1] [2] [3] [4] [5] [6] [7] [8] [9] 
?̅?𝑖 0.004       0.004 -0.000 
 (2.40)       (2.42) (0.10) 
𝑐𝑣𝐼𝑛𝑓   -0.002      0.006 0.001 
  (0.13)      (0.49) (0.05) 
𝜎𝐸𝑅   0.000      0.000 
   (0.28)     
 
(0.79) 
Openness    0.000     0.000 
    (0.16)    
 
(0.65) 
CBI     -0.025    -0.007 
     (0.80)    (0.19) 
CBT      -0.006   -0.006 
      (3.71)   (2.51) 
Fx_Reserve       -0.001  -0.002 
       (0.11)  (0.31) 
_cons 0.026 0.044 0.040 0.042 0.058 0.088 0.045 0.021 0.093 
 (2.76) (4.33) (2.98) (4.00) (2.99) (6.69) (5.75) (1.50) (2.47) 
𝑅2 0.11 0.00 0.00 0.00 0.01 0.23 0.00 0.12 0.28 
N 48 48 48 48 48 48 46 48 46 
Variable  [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] 
?̅?𝑖 0.004       0.004 0.004 0.004 
 (9.21)       (12.53) (12.42) (13.59) 
𝑐𝑣𝐼𝑛𝑓   0.065      0.056 0.040 0.046 
  (3.19)      (4.68) (3.03) (3.56) 
𝜎𝐸𝑅   0.006      0.001 0.001 
   (10.82)     
 
(0.72) (0.45) 
Openness    -0.001     0.000 0.000 
    (0.68)    
 
(0.69) (0.85) 
CBI     -0.280    0.092 -0.139 
     (0.88)    (0.54) (0.63) 
CBT      -0.047   -0.024 -0.009 
      (2.19)   (1.84) (0.68) 
Fx_Reserve       -0.094   -0.014 
       (1.62)   (0.52) 
_cons 0.067 0.092 0.027 0.181 0.278 0.291 0.174 0.000 0.028 0.088 
 (3.98) (2.06) (1.60) (2.29) (1.64) (3.72) (4.23) (0.01) (0.42) (1.02) 
𝑅2 0.74 0.64 0.80 0.02 0.03 0.14 0.09 0.85 0.88 0.92 
N 32 32 32 32 32 32 28 32 32 28 
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Table B5: Dependent variable: ERPT coefficients, OLS, with the SSA sample dummy   
The statistics value is given in parenthesis and Bold, Italic Bold, and Italic coefficients, 
indicate significance at 1%, 5%, and 10% levels, respectively. 
 
 
Variables [1] [2] [3] [4] [5] [6] [7] [8] [9] 
?̅?𝑖 0.003       0.003 0.003 
 (6.76)       (6.93) (7.12) 
𝑐𝑣𝐼𝑛𝑓   0.013      0.006 0.005 
  (0.49)      (0.41) (0.40) 
𝜎𝐸𝑅   0.004     0.000 0.000 
   (7.89)     (0.00) (0.00) 
Openness     -0.000    0.000 0.000 
    (0.36)    (0.72) (0.80) 
CBI     -0.041   -0.008 -0.009 
     (0.60)   (0.24) (0.27) 
CBT      -0.008  -0.000 -0.000 
      (1.81)  (0.15) (0.15) 
Fx_Reserve       -0.008  -0.002 
       (0.62)  (0.32) 
SSA∗ ?̅?𝑖 0.001       0.001 0.001 
 (1.20)       (1.51) (1.59) 
SSA*𝑐𝑣𝐼𝑛𝑓   0.022      0.035 0.040 
  (2.65)      (1.94) (2.27) 
SSA∗ 𝜎𝐸𝑅   0.002     0.001 0.001 
   (3.02)     (0.82) (0.48) 
Opex*SSA    -0.001    0.000 0.000 
    (0.84)    (0.54) (0.63) 
CBI*SSA     -0.240   0.101 -0.130 
     (1.06)   (0.66) (0.63) 
CBT*SSA      -0.039  -0.023 -0.008 
      (2.55)  (2.03) (0.69) 
Fxrs*SSA       -0.086  -0.012 
       (2.15)  (0.47) 
SSA 0.040 0.045 0.010 0.119 0.200 0.169 0.114 0.004 0.062 
 (2.59) (1.19) (0.64) (2.03) (1.65) (2.56) (3.63) (0.06) (0.73) 
_cons 0.027 0.046 0.017 0.062 0.078 0.122 0.060 0.024 0.025 
 (3.02) (2.00) (1.92) (2.62) (1.95) (3.11) (3.82) (0.78) (0.84) 
R2 0.71 0.62 0.77 0.10 0.11 0.21 0.15 0.81 0.83 
N 96 96 96 96 96 96 92 96 92 
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Appendix C: Groupwise Estimation, WLS 
 
Table C1: Regression Results of each sample group, WLS method, over the two sub-samples periods 




Variables Dependent variable: ERPT coefficients 
For the Entire Sample Countries For the SSA Sample Countries For the Emerging Sample Countries For the Industrial Sample Countries 
[1] [2] [3] [4] [5] 6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] 
?̅?𝑖 0.004   0.004 0.003   0.003 0.004 0.003   0.003 -0.001   0.001 
 (6.87)   (7.29) (3.02)   (1.82) (2.02) (4.50)   (3.68) (0.14)   (0.11) 
𝑐𝑣𝐼𝑛𝑓   0.039  0.033  0.054  0.049 0.050  0.075  0.052  0.002  0.006 
  (4.14)  (4.86)  (3.43)  (3.69) (3.61)  (2.00)  (1.42)  (0.41)  (0.78) 
𝜎𝐸𝑅   0.005 -0.000   0.005 0.001 0.001   0.004 0.000   -0.003 -0.000 
   (8.78) (0.17)   (4.32) (0.60) (0.31)   (5.23) (1.23)   (2.02) (0.58) 
Openness     0.000    0.000 0.000    -0.000    0.000 
    (1.38)    (0.24) (0.17)    (0.56)    (1.37) 
CBI    0.011    0.234 0.096    -0.055    0.039 
    (0.40)    (1.54) (0.38)    (1.33)    (1.90) 
CBT    -0.005    -0.026 -0.012    0.006    -0.002 
    (3.12)    (2.46) (0.96)    (0.99)    (1.06) 
Fx_Reserve    -0.005     -0.023    0.001    -0.003 
    (1.05)     (0.90)    (0.02)    (0.94) 
_cons 0.029 0.024 0.003 0.029 0.080 0.056 0.032 -0.034 0.004 0.032 0.015 0.013 0.018 0.022 0.019 0.041 0.009 
 (4.23) (2.41) (0.40) (1.35) (3.83) (2.31) (1.28) (0.44) (0.04) (3.17) (0.62) (1.13) (0.43) (1.86) (3.26) (3.86) (0.28) 
R2 0.33 0.15 0.45 0.61 0.23 0.28 0.38 0.72 0.76 0.40 0.12 0.48 0.52 0.00 0.01 0.12 0.33 
N 96 96 96 92 32 32 32 32 28 32 32 32 32 32 32 32 32 
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Table C2: Sub-Sample Regression Results, WLS method 





Variables For the 1st sub-sample period (1990:1-2003:4) For the 2nd sub-sample period (2004:1-2018:4) 
 [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] 
?̅?𝑖 0.004       0.004 0.003       0.000 
 (4.85)       (5.66) (2.30)       (0.21) 
𝑐𝑣𝐼𝑛𝑓   0.052      0.042  0.001      0.006 
  (3.58)      (3.75)  (0.12)      (0.61) 
𝜎𝐸𝑅   0.005     -0.000   0.000     0.000 
   (6.87)     (0.32)   (0.19)     (0.42) 
Openness    0.000    0.000    0.000    0.000 
    (0.50)    (0.66)    (0.73)    (0.84) 
CBI     0.009   0.004     0.012   0.015 
     (0.10)   (0.07)     (0.53)   (0.61) 
CBT      -0.016  -0.004      -0.005  -0.005 
      (4.72)  (1.29)      (3.60)  (2.54) 
Fx_Res       -0.016 -0.006       0.002 -0.001 
       (1.44) (0.83)       (0.31) (0.17) 
_cons 0.045 0.029 0.012 0.062 0.070 0.184 0.076 0.026 0.019 0.031 0.030 0.026 0.025 0.073 0.031 0.056 
 (3.57) (1.70) (0.92) (2.24) (1.49) (7.16) (5.50) (0.60) (2.64) (4.38) (2.59) (2.79) (1.74) (6.01) (5.08) (1.70) 
𝑅2 0.34 0.22 0.51 0.01 0.00 0.33 0.04 0.66 0.10 0.00 0.00 0.01 0.01 0.22 0.00 0.28 
N 48 48 48 48 48 48 46 46 48 48 48 48 48 48 46 46 
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Table C3: Dependent variable: all ERPT coefficients, WLS, SSA controlled    
The statistics value is given in parenthesis and Bold, Italic Bold, and Italic coefficients, 





Variables [1] [2] [3] [4] [5] [6] [7] [8] [9] 
?̅?𝑖 0.004       0.003 0.003 
 (4.56)       (4.87) (4.93) 
𝑐𝑣𝐼𝑛𝑓   0.006      0.008 0.007 
  (0.46)      (0.86) (0.81) 
𝜎𝐸𝑅   0.004     -0.000 -0.000 
   (4.93)     (0.01) (0.01) 
Openness     0.000    0.000 0.000 
    (0.47)    (1.36) (1.44) 
CBI     0.003   0.007 0.005 
     (0.08)   (0.27) (0.22) 
CBT      -0.007  -0.003 -0.003 
      (2.75)  (1.44) (1.49) 
Fx_Reserve       -0.006  -0.003 
       (0.90)  (0.81) 
SSA∗ ?̅?𝑖 -0.001       0.001 0.001 
 (0.13)       (1.10) (1.06) 
SSA*𝑐𝑣𝐼𝑛𝑓   0.049      0.045 0.045 
  (2.80)      (3.35) (3.34) 
SSA∗ 𝜎𝐸𝑅   0.001     0.001 0.001 
   (1.28)     (0.78) (0.74) 
Opex*SSA    0.000    0.000 0.000 
    (0.78)    (0.23) (0.23) 
CBI*SSA     -0.157   0.171 0.031 
     (0.99)   (1.17) (0.15) 
CBT*SSA      -0.032  -0.021 -0.008 
      (3.44)  (2.04) (0.68) 
Fxrs*SSA       -0.061  -0.016 
       (-2.68)  (0.73) 
SSA 0.060 0.023 0.026 0.108 0.161 0.156 0.105 -0.031 -0.000 
 (3.72) (1.08) (1.33) (2.65) (1.91) (3.81) (5.29) (0.47) (0.00) 
_cons 0.019 0.032 0.005 0.030 0.034 0.095 0.039 0.027 0.030 
 (2.69) (3.09) (0.60) (2.17) (1.60) (4.22) (5.05) (1.08) (1.23) 
R2 0.44 0.34 0.52 0.21 0.21 0.38 0.26 0.70 0.70 
N 96 96 96 96 96 96 92 96 92 
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Table C4: Sub-Sample Regression Results for the SSA sample countries, WLS method 
 
The statistics value is given in parenthesis and Bold, Italic Bold, and Italic coefficients, indicate significance at 1%, 5%, and 10% 








Variables Dependent variable: ERPT coefficients of the SSA sample countries  
For First Sub-Sample Period (1990:1-2003:4) For Second Sub-Sample Period (2004:1-2018:4) 
[1] [2] [3] [4] [5] 6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] 
?̅?𝑖 0.003       0.004 0.003       0.008 
 (2.35)       (3.60) (2.30)       (2.40) 
𝑐𝑣𝐼𝑛𝑓   0.048      0.047  0.039      0.028 
  (2.23)      (2.09)  (1.05)      (0.91) 
𝜎𝐸𝑅   0.004     0.004   0.001     -0.003 
   (2.16)     (0.69)   (0.42)     (1.00) 
Openness     0.001    0.000    -0.000    0.000 
    (1.02)    (0.14)    (0.61)    (1.50) 
CBI     0.227   0.135     -0.238   0.305 
     (0.74)   (0.35)     (2.14)   (1.53) 
CBT      -0.002  0.008      -0.020  -0.034 
      (0.05)  (0.26)      (3.79)  (3.43) 
Fx_Reserve       -0.151        -0.020  
       (1.83)        (1.43)  
_cons 0.145 0.134 0.099 0.098 0.067 0.186 0.212 -0.070 0.030 0.026 0.037 0.063 0.178 0.136 0.064 -0.082 
 (4.89) (2.81) (2.17) (1.13) (0.43) (1.69) (4.93) (0.39) (1.26) (1.17) (1.34) (2.24) (2.88) (5.53) (4.24) (0.84) 
R2 0.28 0.10 0.25 0.07 0.04 0.00 0.13 0.64 0.04 0.07 0.01 0.03 0.25 0.51 0.15 0.73 
N 16 16 16 16 16 16 14 16 16 16 16 16 16 16 14 16 
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  Appendix D: Graphical Presentation  
 
                                  
 
 








Figure (D1): Association between the elasticity of ERPT and the institutional quality (CBI and CBT), over the two sub-sample periods.  
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The Major Constraints of Manufacturing Firms in Ethiopia 
4.1. Introduction  
The growth and productivity of manufacturing firms have been the main concern for 
any country, particularly for developing countries. This is because it is regarded as an 
engine of transforming from a predominantly agrarian to an industrialized economy 
and thereby eradicating poverty1. A growth in firms productivity contributes to 
employment, skill transferring, income, and generating foreign currency to the 
economy, and hence decrease poverty. Despite the potential role of manufacturing 
sector, the productivity and growth of manufacturing firms is relatively low in the SSA 
region2.  
The manufacturing sector of the SSA countries like Ethiopia are characterized with a 
low exporting capacity, high dependence on imported inputs, concentrated in a few 
low-skill labour-intensive firms, and poor inter-sectoral linkages and hence less 
competent at local and international market. However, a great emphasis and efforts 
were made by governments to improve the industrial sector though it is still at its 
infancy stage.  
Considering the vital role of industrialization to economic transformation, Ethiopia has 
adopted and implemented various forms of industrial policies and strategies; from 
import substitution to market-oriented with export promotion strategies. For instance, 
the Ethiopian government has implemented the Industrial Development Strategies 
 
1On the role of firms as an engine of structural change (see Pasinetti, 1983; Thirlwall, 2013). 
2 According to UNIDO-UNCTAD (2011), in 2008, Africa’s share of global manufacturing was below 
1%, while Asia and other developing economies accounted for 25 % and 23.7%, respectively. 
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(IDS)-with ambitious programs in the government’s five years plans: PASDEP (2005-
2010), GTPI (2011-2014) and GTPII (2015 - 2019)3.   
Despite the policy reform that brought an annual GDP growth of about 10% for the 
last decades, the manufacturing sector is still far from being an engine of economic 
transformation. The manufacturing sector plays a lesser role in job creation, 
technology transferring, and foreign currency earning. According to a report by the 
Ethiopian Central Statistical Agency (ECSA) (2016), the industrial sector contributes 
only 5-12 percent to the country’s GDP of which the medium and large-scale 
manufacturing firms shared only 1-4 percent for the past decade. Particularly, the share 
of exporting manufacturing firms is rarely small, and its contribution to GDP is even 
below the SSA countries average (see Table C1 in Appendix C). 
The poor performance of manufacturing firms in Ethiopia triggers important question 
like ‘what are really the critical challenges of manufacturing firms in Ethiopia for 
their low productivity and limited export capacity? Hence, an endeavour to explore 
factors that pose the manufacturing sector is indispensable for Ethiopia as 
industrialization is an important avenue for various positive spillovers and a means of 
poverty reduction.  
Taking in to account the very role of manufacturing firms, many researchers conducted 
studies that aim to explore factors that hinder manufacturing firm performance. 
However, most of the previous studies were focused on manufacturing firms reside in 
developed and in a few big emerging countries like China, South Korea, and Turkey. 
 
3 PASDEP is the Plan for Accelerated and Sustained Development to End Poverty, the five-year 
development plan of the country for the period 2005/06-2009/10, while GTPI and GTPII refer to the 
Growth and Transformation Plan I and II for the period (2010/11-2014/15) and (2015/16 - 2019/20), 
respectively (National Planning Commission, 2016). 
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Those previous studies explored various factors that hinder firm productivity, for 
instance, credit constraints (Manova, et al., 2015; Muûls, 2015); tariff (Brandt & 
Morrow, 2017; Yu, 2015); infrastructural facility such as access to electricity, days to 
clear customs and access to finance (Dollar, et al., 2005); informality, government 
bureaucracy, trade policies, and human capital (Bloom, et al., 2010; Tybout, 2000); 
leadership and managerial practices (Bloom, et al., 2010; Yang & Zhao, 2014), foreign 
currency borrowings (Bougheas, et al., 2018). However, the findings of these studies 
may not reflect the realities of the manufacturing sectors in developing countries like 
Ethiopia.  
Indeed, there are few studies which are conducted on manufacturing firm performance 
in the case of Ethiopia: Bigsten and Gebreeyesus (2007) and Rijkers, et al. (2010). 
However, the scope of these studies is limited as the former focuses on small firms 
excluding the large and medium scale firms and the latter is focused on rural-urban 
firm performance comparison. This warrants to conduct a study on Ethiopian 
manufacturing firms to identify the major constraints by taking the large and medium 
scale importing and exporting firms.  
There are a range of factors that constrained manufacturing sectors in Ethiopia. Noting 
its economic structure and realities the potential constraints are likely to be associated 
with key issues including power generating and distribution capacity, foreign currency 
problem, undeveloped financial market and institutions, low level of training and 
education, availability and quality of inputs, government bureaucracy, informal 
practices, lack of infrastructural facilities like water, road and others. This study is, 
therefore, explores the major production constraints of Ethiopian manufacturing firms. 
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To achieve the goal of this study, I have collected a primary data of 100 importing and 
exporting manufacturing firms residing in five regional states of Ethiopia (i.e. Addis 
Ababa, Oromia, Amhara, South Nations and Nationalities, and Tigray regions)4 using 
survey instruments: questionnaire and interview. The sample firms were from seven 
manufacturing sectors, which are selected based on their engagement in importing and 
exporting activities. They are: Food and Beverages, Textiles and Garments, Chemicals 
and chemical products, Tanning and Dressing of Leather, Plastics and Rubber, Basic 
Iron and steel, and Wood processing manufacturing sectors. Such a diverse nature of 
sample firms enables to investigate the major constraints of manufacturing firms in 
Ethiopia.  
From the survey administered, I have obtained key information for the study regarding  
the major production challenges of firms such as power and utilities,  foreign currency 
supply, source of inputs, imported input usage,  share of export, government 
bureaucracy related problems, firms competitiveness, existing informal practices and 
other challenges. Most importantly, I have collected firms estimated production loss 
associated with a shortage of foreign currency and time delay to secure foreign 
currency. This is pertinent to quantity the impact of shortage of foreign currency on 
firm’s production performance.    
In order to explore the production constraints of Ethiopian manufacturing firm, this 
study employ both descriptive statistics and simple regression analysis.  Specifically, 
the simple regression analysis (OLS) is applied to evaluate the impact of shortage of 
foreign currency on firm production performance.  
 
4 I acknowledge the financial support of the Lignan University under postgraduate research grants for 
the data collection in five regional states of Ethiopia. 
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Overall, this study assesses the barriers that threaten the production performance of 
manufacturing firms in Ethiopia. Hence, this study is pertinent for the policymaker and 
stakeholders to properly address the problem. This help firms to improve their 
productivity and competitiveness in the local and international market, and thereby 
contribute employment, foreign currency, and different positive spillovers to the 
economy.  
This study is, therefore, presented as follows. The next section provides an overview 
of the structure and performance of Ethiopian manufacturing firms. Besides, it 
provides a review of existing related literatures. The third section describes the data 
and sampling frame of the study. The fourth section presents the results and discussion 







4.2. Review of Related Literature  
This section provides an overview of the structure of Ethiopian manufacturing firms, 
and existing related literature on production constraint of manufacturing firms.  
4.2.1. Overview of the Structure and Performance of Manufacturing Sector 
in Ethiopia 
Like any SSA countries, the Ethiopian economy largely depends on the agricultural 
sectors, where its contribution to country’s GDP is significant, nearly 50%, in terms 
of output, employment and jobs. While the industrial sector has remarkably low 
contribution to the Ethiopian economy (World Bank, 2016).  
The structure of the industrial sector in Ethiopia is dominated by a small, non-
diversified, informal and a small number of medium and large-scale of manufacturing 
firms. Besides, most manufacturing firms are locally owned and concentrated in a few 
low skill labour-intensive sectors such as textiles, garments, leather products, basic 
agro-processing, and furniture making. Moreover, the manufacturing firms in Ethiopia 
has low industrial interlinkages and with poor export capability (Oqubay, 2015, 2018; 
Shiferaw & Bedi, 2013). These characteristics of manufacturing firms in Ethiopia 
made their role to GDP is marginal in terms of output, foreign currency earning, 
employment, and technology, even in the SSA African Standard (see Table C1 in 
Appendix C).  
Though the Ethiopian government has made an effort to improve the industrial sector 
by taking it as a top priority in its growth and transformation plan, however, the growth 
and productivity of the manufacturing sector is still at its low level. Particularly, the 
share of exporting firms is rarely small, and the share of export to GDP is even below 
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the SSA countries average (see Table C1 in Appendix C). Indeed, there is a small 
incremental change in the number of manufacturing firms and their output.  
Table 4.1 provides the contribution of the manufacturing sector to Ethiopian economy 
in terms of its contribution to GDP growth, to the country’s export and employment. 
From the facts and figures, it can be inferred that the manufacturing sector had minimal 
contribution to the economy. 
Table 4.1: Summary of key indicators on Ethiopian manufacturing  
1 Contribution to annual GDP growth 







Manufacturing  0.4 0.6 1 
Industry 1.1 2.3 3.1 
GDP 11 10.1 9.45 
2 Manufacturing exports (% of GDP)  2014/15  2015/16  2016/17 
0.6 0.5 0.5 
3 Employment (% total) 1998 2005 2013 
Manufacturing 4.4  4.9  4.5 
Industry 4.5 6.6 6.8 
Source: Compilation based on ERCA (2018); ECSA (1994–2017); NBE (2018b); NPC 
(2016, 2018); and National accounts (MOFED and NPC 2017). 
The other peculiar characteristics of the Ethiopian manufacturing sectors is that they 
are highly dependent on imported inputs, this could partly be associated with the poor 
industrial interlinkages and low level of technology development in the country. As a 
matter of fact, the ratio of imported inputs to the total raw materials is very significant, 
nearly 50% in the period of 1995/96 to 2015/16 (ECSA, 2016). Indeed, the import 
intensity is uneven across the manufacturing sectors. For instance, the ratio of imported 
input to total raw materials ranges from the lowest (0.311) in Food and Beverages 




The higher imported input dependence of Ethiopian manufacturing firms’ necessities 
the availability of foreign currency in the economy. However, there is a severe 
shortage of foreign currency in the economy. This is related to the Ethiopia economic 
conditions: a net importer, has low foreign currency reserve, and whose export earning 
depends mainly on primary products (see figure 4.1 below).  
According to IMF (2017), the foreign currency position of Ethiopia was heavily 
depleted since 2012 and remains at low levels. It also issued a report that revealed the 
gross reserves were $3.2 billion which covers approximately 1.8 months of imports in 
2016, which causes the government to ration foreign exchange based on priority 
projects, mainly for private manufacturing firms, and to force coffee exporters to put 
their stocks on the market. 
 
Source: International Financial Statistics (IFS) (2019) 
Figure 4.1: Ethiopian foreign currency reserve, import and export value in billion USD 
The shortage of foreign currency for firms is manifested in two ways. On one hand, 
firms have to wait for longer time to secure foreign currency and finance their foreign 










































































































from banks. This foreign currency problem has several adverse consequences related 
to firm performance. For instance, it directly affects importing manufacturing firms by 
creating a shortage of domestically unavailable foreign inputs. Because of import and 
export complementarities, it also hampers the productivity of exporting manufacturing 
firms.  
The existence of parallel foreign exchange market in the economy has also worsen the 
foreign currency problem by diverting foreign currency from the formal to informal 
channel mainly due to a higher rate at the informal foreign exchange market. This in 
turn increases the cost of acquiring foreign currency for firms, consequently, increases 
firm’s overall production cost and limit their competitiveness. 
The manufacturing sector in Ethiopia is also constrained by a shortage of power and 
water supply. The problem of electric power and water supply in Ethiopia is severe 
like in other SSA countries. The sole provider of power supply in Ethiopia is the 
government though it has limited power generating capacity. This shortage of power 
challenge the manufacturing firm’s production operation by causing frequent power 
outages and it also expose them for machine breakage that increase their maintenance 
cost.  
The production operation of manufacturing firms in Ethiopia is also bounded by a lack 
of working capital (World Bank, 2018). This is partly due to the existence of few 
financial institutions and less developed financial markets. In fact, the most important 
sources of working capital in the economy is still the commercial banks which requires 
a large value of collateral from and charge high interest rates on firms. This is mainly 
associated with the perceived high risk of investing in manufacturing sectors in 
Ethiopia by financial institutions. 
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Furthermore, the manufacturing firms of Ethiopia has plenty of constraints. Indeed, 
the most important challenges are presented above. However, there are also other 
production constraints such as water supply, infrastructural utilities like road, 
transportation, government rules and regulations, shortage of raw materials, lack of 
skilled labour, and so on.   
Taking in to account the above circumstances in which the Ethiopian manufacturing 
firms are operating, this study is devoted to identifying the major production 
constraints by taking data from 100 importing and exporting manufacturing firms. 
4.2.2. Review of Related Literature  
Since the role of industrialization is vital to nation’s economy, it attracts a considerable 
attention of researchers in exploring the major constraints of manufacturing firms. 
Indeed, most of the studies have been conducted focusing on the emerging and 
developed countries, and only few studies have been made in case of developing 
countries. Therefore, this section provides the review of literature aimed at identifying 
the major production constraints of firms with reference to the case of developing 
countries like Ethiopia.  
In his seminal studies, Tybout (2000) document the adverse effect of lack of 
infrastructure facilities, informality, regulations, trade policies, and human capital on 
firm productivities in the case of firms residing in developing country. From the report 
by the author’s, the lack of access to infrastructure facilities can be seen in terms of 
the shortage of power, roads, technology, and other facilities in developing countries 
are responsible for firm’s poor performance.  
The dominance of informal sectors in the economy is also contributes to the low 
production performance of firms residing in developing countries (La Porta & Shleifer, 
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2014). Nevertheless, the shortage of skilled manpower has also a considerable adverse 
effect on the performance of manufacturing firms in developing countries.  
Similarly, Dollar, et al. (2005) have found a strong positive association between 
country’s infrastructural facility (including quality of government bureaucracy) and 
firm performance; e.g. access to electricity, days to clear customs and access to 
finance. This indicates that the government rules and regulations are relevant in 
improving firm’s performance. However, the governments in developing countries are 
often labelled as more bureaucratic as they do not adequately support firms.  
Regarding power supply, Arlet (2017) reported that there is a low level of power 
supply in the SSA countries and they have also the highest power outages compared 
to other regions. This highest level of power outages in the SSA countries negatively 
affect the firm performance by frequently interrupting the production operation. 
According to Malhotra, et al. (2007) a lack of access to finance is a major problem for 
small and medium firm growth and productivity. In the same spirit, Beck, et al. (2008) 
and Calabrese, et al. (2017) also emphasise that financing is critical for firm growth 
and performance particularly for firms that are based in the SSA countries. Assefa, et 
al. (2018) identified the lack of access to working capital is a detrminintal factor for 
the growth and productivity of firms particularily in Ethiopia. Moreover, (see e.g., 
Manova, et al., 2015; Muûls, 2015) are also emphasis that the credit constraints has an 
deverse influence on the performance of manufacturing firms.  
Indeed, there are neumerous factors that drive the growth and productivity of firms. 
These includes trade libralization, exchange rate movements, tariff, leadership and 
managerial practices, and other variables.  
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Trade liberalization has a positive effect on firm performance for least developing 
countries (Amiti & Konings, 2007; Bernard, et al., 2007; Blaum, et al., 2018; Brandt, 
et al., 2017; De Loecker & Goldberg, 2014). This is because as a country becomes 
more open to the international trade it would have an opportunity for its firms to export 
more that encourages firms to produce more and expand.  
The exchange rate movements, particularly, domestic currency depreciation has a 
positive impact for exporting firms while it has a negative effect on the performance 
of only importing firms (Caglayan & Demir, 2014; Forbes, 2002; Fung & Liu, 2009). 
The adverse effect of currency depreciation on only importing firm can be associated 
with the relatively cost disadvantages as the cost of foreign inputs increase. This 
further affect the competitiveness of the importing firms both in local and international 
markets.   
The leadership quality and managerial capabilities are important factors for the 
performance of firms. To this end, (e.g. Bloom, et al., 2010; Hartnell, et al., 2016; 
Yang & Zhao, 2014) affirm that the quality of firm leadership and managerial practice 
influence firm’s performance. However, due to the poor education system with limited 
leadership institutions in the developing countries, the quality of leadership and 
managerial capabilities are low, hence, adversely affect the performance of firms. 
Previous studies also identified various factors that influence firm performance, for 
instance, foreign currency borrowing (Bougheas, et al., 2018),  social capital and trust 
(Lins, et al., 2017) and export barriers (Salali, 2015) others. However, the importance 
of such factors seems less important to this study as most of the Ethiopian firms are 
prohibited to borrow in foreign currency from abroad and the local financial 
institutions also do not provide loans in foreign currency.  
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There are few studies conducted in the case of Ethiopia to explore the determinants of 
firm growth and productivity. Though studies were made in Ethiopia, they are either 
focusing on a single sector (Tekleselassie, et al., 2018) or focusing on comparing the 
small, medium and large scale firms (Bigsten & Gebreeyesus, 2007) or rural-urban 
firm performance comparison (Rijkers, et al., 2010). Therefore, this study extends the 
investigation of firms’ production constraints using information from 100 importing 




4.3. Method and Data Set Information  
This section presents the method and data set information used for exploring the 
production constraints of manufacturing firms in Ethiopia. Both qualitative and 
quantitative data are obtained from firms with diverse characteristics and that face 
various constraints. Considering heterogeneous sample firms is deemed to enable 
exploring the major production constraints of manufacturing firms’ in Ethiopia.  
Under this section, therefore, the study presents the data set information and method 
of analysis. Specifically, the research avenue, sampling technique, sample 
characteristics and the method of analysis are discussed.  
4.3.1. The Data Set Information 
4.3.1.1. Research Avenue  
Ethiopia, located in the northeast of Africa bordering Eritrea, Djibouti, Somalia, 
Kenya, South Sudan, and Sudan. With a territorial size of 1.1 million square and 
roughly 110 million population, Ethiopia is the second most populous and the fifth 
largest economy in the Sub-Saharan Africa countries (World Bank, 2019). Ethiopia 
has eleven administrative regions of which two are city administrations, namely, 
Tigray, Afar, Amhara, Oromia, Somali, Benishangul-Gumuz, Southern Nations 
Nationalities and People Region (SNNPR), Gambella, and the two city administrations 
are Addis Ababa and Dire Dawa (Ethiopian Government Portal, 2018).  
The industrial sector of Ethiopia is dominantly comprising a small, non-diversified and 
concentrated around the capital city (i.e. Addis Ababa and Oromia administrative 
regions). Likewise, the distribution of medium and large-scale manufacturing sector is 




Source: Own computation based on ECSA survey data in the year 2015.  
Figure 4.2: Ethiopian manufacturing distribution by its administrative regions. 
The above figure clearly maps that most of the manufacturing firms are concentrated 
in the capital city, Addis Ababa, and a nearby Oromia Regional State. Both 
administrative regions hosted nearly 70% of manufacturing firms in Ethiopia. Such 
concentration may be associated with the availability of relatively better infrastructural 
facilities like electricity, transport, resources and output market. Indeed, many 
manufacturing firms are also operating in Amhara, Tigray, and SNNP regional states. 
Notably, there are few manufacturing firms operating in administrative regions like 
Benishangul-Gumuz and Gambella Regional State. All in all, it can be observed there 
is uneven distribution of manufacturing firms across the administrative regions. 
4.3.1.2. Methods of Data Collection  
This study predominantly uses a primary data collected by applying a self-
administered questionnaire for firms and interview for key informants. The 
questionnaire has both closed ended and open-ended questions. It is designed to obtain 
a wide range of information related to production constraints from importing and 
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exporting manufacturing firms. The information includes power supply and utilities, 
availability of foreign currency, working capital, raw material, production capability, 
imported input usage, export activities, competitiveness, government rules and 
regulations and so on.  
Moreover, to triangulate with respect to foreign currency issues obtained from sample 
manufacturing firms, an interview was made with key officials from the National Bank 
of Ethiopia (NBE) and researchers from the Ethiopian Economic Associations (EEA).   
4.3.1.3. Sampling Techniques   
Recall that about 70% of manufacturing firms are operating their production in and 
nearby the capital city and the remaining manufacturing firms are distributed across a 
few other regional states. The sampling frame of the study is done using the 
information of medium and large-scale manufacturing firms, which was obtained from 
both the Ethiopian Investment Commission (EIC) and the Ethiopian Central Statistics 
Agency (ECSA). Accordingly, the sample manufacturing firms are purposively 
selected from five regional states, namely Addis Ababa, Oromia, Amhara, Tigray and 
South Nation and Nationality People (SNNP). To select sample manufacturing firms, 
I have applied the following criteria. 
First, I selected seven different manufacturing sectors based on their importing and 
exporting activities. Second, I consider the manufacturing firms which have more than 
20 employees (i.e. medium and large-scale manufacturing firms). In addition, I also 
considered the operational experience (years of operation) of the manufacturing firms 
as it reflects the challenge they had with respect to access to foreign currency.  
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Based on the above criteria, this study purposively considers 100 manufacturing firms 
to obtain the required information. These manufacturing firms are from: Food and 
Beverage, Textile and Garment, Chemical products, Tanning and Dressing of Leather, 
Plastic and Rubber, Basic Iron and Steel, and Wood processing manufacturing sectors. 
The characteristics of the sample firm is presented in the following section. 
4.3.1.4. Characteristics of Sample Firms  
The majority (67%) of sample manufacturing firms are selected from Addis Ababa 
and Oromia administrative regions. The rest (33%) of sample manufacturing firms are 
from Amhara (15%), Tigray (11%) and SNNP (7%) regions.  Except wood processing 
sector, which is represented by a single firm, all the other sectors are represented by 
more than ten firms ranging from the highest (26) of food and beverage sector to the 
lowest (11) basic iron and steel. The detail profile of sample firms disaggregated by 
location and manufacturing sector is given in Table A1 of Appendix A. 
Table (4.2) further displays the characteristics of sample firms such as ownership, 
employment, years of establishments, share of import and export by manufacturing 
sectors. The vast majority (87%) of sample firms are privately owned while the 
remaining 13% are state owned firms. This explicitly indicates that most firms in 
Ethiopia which are engaged in the manufacturing sectors are owned by private 
investors. As a matter of fact, most sample firms especially the textile and garment 
sector were state-owned until 1995. Since the privatization reform was undertaken in 
the early 1990s, most state-owned firms transferred their ownership to private and 




Table 4.2: Profile of sample manufacturing firms  
Manufacturing Sectors 








Private Public ≤20 yrs >20 yrs Mean  Mean ≤100 >100 Mean 
 
Textiles and Garments 12 2 5 9 58.4 12.29 3 11 997 
Food and Beverages 22 4 12 14 43.1 0.62 12 14 250 
Chemical Products 11 2 5 8 73.3 0.00 5 8 188 
Tanning and Dressing of leather 13 2 7 8 31.0 52.07 5 10 280 
Plastics and Rubbers 19 1 14 6 71.7 6.50 6 14 210 
Basic Iron and steel 10 1 7 4 90.2 0.00 5 6 174 







Total / Average 87 13 51 49 58.3 10.99 36 64 345 
 
Regarding the operational experiences of sample firms, about 51 % of them were 
established in the early 2000s while 49% of sample firms have been operating for more 
than 20 years. On average, most plastic and rubber, basic iron and steel, and wood 
processing sectors relatively have shorter operational experience than the others. 
Indeed, many of the sample firms have longer experience in importing and exporting 
activities.  
Respective to foreign input usage of firms by sector, the basic iron and steel sector has 
the highest imported input usage (about 90.2%) followed by chemical, and plastic and 
rubber sectors with usage levels of 73.3% and 71.7%, respectively. The lowest 
imported input usage is for tanning and dressing leather which is about 31%.  
The export share of sample firms ranges from the highest (52.7%) in tanning and 
dressing sector to the lowest (0%) in the three sectors: chemicals, basic iron and steel, 
and wood processing sectors. This indicates that, except for tanning and dressing 
products, almost all the outputs of other manufacturing sectors are for local market.  
The Ethiopian manufacturing sectors being a labour-intensive, the majority (64%) of 
the sample firms have more than 100 employees. Particularly, those firms that were 
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state-owned like textile and garment, food and beverage, tanning and dressing, and 
wood processing sample firms have a greater number of employees.   
4.3.2. Research Method  
The study applies both descriptive statistics and simple regression analysis to explore 
the major constraints of manufacturing firm in Ethiopia and to evaluate the impact of 
the shortage of foreign currency on firm’s production performance. I employ an 
ordinary least square (OLS) estimation method to obtain an insight on the effect of 
shortage of foreign currency on the production performance of sample firms.  
To achieve the above goal, I have collected data about firm’s estimated production loss 
associated with foreign currency problems and delays to retain foreign currency in 
months in the fiscal year 2017. Firm’s estimated production loss and the time-delay to 
secure foreign currency serve as a dependent and independent variable, respectively. 
While firm’s importing and exporting share are considered as control variables. 
Further, I investigate whether the impact of shortage foreign currency vary between 
firms that only engaged in importing and firms that engaged both in importing and 
exporting using a dummy variable.  
Therefore, the OLS estimation model is written as: 
𝑷𝒊 = 𝒂𝟎 + 𝒂𝟏𝑭𝒙_𝑫𝒆𝒍𝒂𝒚𝒔𝒊 + 𝒂𝟐𝑰𝒎𝒑𝒊 + 𝒂𝟑𝑬𝒙𝒑𝒊 + 𝒂𝟒𝑫𝒊 + 𝜺𝒊 − − − − − (1) 
Where 𝑃𝑖 represents the estimated production loss of firm i whereas  𝐹𝑥_𝐷𝑒𝑙𝑎𝑦𝑠𝑖 
represents delays in months to secure foreign currency by firm i. Respectively, 
𝐼𝑚𝑝𝑖, and  𝐸𝑥𝑝𝑖   represents firm i’s share of import and share of export. 𝐷𝑖 is a dummy 
variable taking a value of one for firm’s that are engaged in both importing and 
exporting activities while zero for firms that only engaged in importing activities, 
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otherwise. 𝑎0 is a constant term, and 𝜀𝑖 is an error term that captures the effect of the 
unspecified factors that potentially affect the estimated production loss of the 
manufacturing firms.  
Since the focus of this chapter is to explore major constraints of manufacturing firms 
in Ethiopia, I rely more on the descriptive analysis while attempting to augment the 




4.4. Results and Discussion  
The results and discussion of this study from the descriptive and econometric analyses 
are presented in two sections. In the first section, I have presented the major production 
challenges of Ethiopian manufacturing firms. In the second section, I have presented 
the impact of the shortage foreign currency (delay in months) on the manufacturing 
firms’ production performance using OLS estimation. Besides, I further extend the 
discussion to ascertaining whether the effect of shortage of foreign currency vary 
across firms that engaged in both importing and exporting from firms that are only 
engaged in importing.   
4.4.1. Major Constraints of Manufacturing Firms in Ethiopia 
A descriptive analysis is applied to identify the major production constraints of the 
manufacturing firms in Ethiopia. To this end, the goal of this section is not to come up 
with a large set of impediments that manufacturing firms face in their production 
operation but to identify a key constraint and how they affect firms from operating at 
full capacity. In light of the economic condition of Ethiopia and the structural reality 
of its manufacturing sector and the existing literature, I have selected eight potential 
production barriers to the manufacturing firms in Ethiopia. These are: lack of working 
capital, shortage of electricity and water supply, shortage of local inputs, shortage of 
foreign currency to import foreign inputs, repeated breakage of machinery, shortage 
of spare parts, government bureaucracy, and lack of market access to their output.  
To determine the key production barriers of firms, I systematically asked sample firms 
to rank their three major production barriers out of the eight starting from the most 
severe one to the third major challenge. Based on the response, the major production 







Figure 4.3: Three major production barriers for Ethiopian manufacturing firms 
The figure above displays that the vast majority (77%) of sample firms reported that 
the shortage of foreign currency is their first-major production obstacle that stuck them 
from producing at full capacity (see panel A). And, 19% of the respondents reported 
that the shortage of foreign currency is their second major production obstacle while 
the 4% of firms considered the shortage of foreign as their third major production 
obstacle (see panel B and C).  This result suggests that the shortage of foreign currency 
is the first major production constraints for manufacturing firms in Ethiopia. 
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The shortage of foreign currency being the first major problem of the Ethiopian 
manufacturing firms is not surprising as most firms are import dependent with severe 
shortage of foreign currency in the economy. As a matter of fact, about 81% of the 
sample firms require the foreign currency for importing domestically unavailable 
production inputs. The remaining 19 % of sample firms disclosed that they require 
foreign currency again to acquire foreign inputs because of the poor quality and 
insufficient supply of local inputs (see Table B1 in Appendix B).  
Respective to the shortage of foreign currency, most respondent firms indicate that 
they do not obtain the required full amount and within short period of time. To this 
end, to secure foreign currency firms should wait an average of 8 months after their 
formal application from banks (see Table A2 in Appendix A). On top of that, they 
reported that there are also other several barriers associated with the access to foreign 
currency such as government’s priorities, firms informal networking with government 
officials, restrictive foreign currency management directives particularly for exporters, 
and other related problems. 
The access to foreign currency problem for firms is also intensified because of the 
premature nature of the financial system of Ethiopia, which do not allow banks to 
provide credit in foreign currency. Hence, the shortage of foreign currency can be 
sufficiently delineated from the credit access in Ethiopia as it may not be the case in 
the developed nation where firm can borrow in foreign currency from banks. 
The bank officials also expressed that because of the foreign currency problem in the 
economy and high foreign currency demand, there is a delay in providing foreign 
currency to firms ranging from 3 to 12 months for priority manufacturing firms while 
more than 2 years for non-priority sectors. They also explained that most banks do not 
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provide the full amount of foreign currency that is requested by firms instead they are 
rationing the available foreign currency in order to address the high foreign currency 
demand. 
Overall, the shortage of foreign currency appears to be the major problems 
manufacturing firms in Ethiopia. This is true as manufacturing firms face a longer 
delay in acquiring foreign currency and insufficient foreign currency supply to finance 
their foreign inputs. Such problems ultimately hamper the production performance of 
manufacturing firms in Ethiopia.   
The other major production constraint of manufacturing firms of Ethiopia is a lack of 
access to electric and water supply. About 21%, 68% and 13% of sample firms ranked 
a lack of electricity and water supply as their first, second and third major hinders of 
their production operation, respectively. This result is associated with the limited 
power generating and distributing capacity in Ethiopia and the sole providers of power 
until today is the government.  
The power related problem has multiple dimension. First, the limited power supply 
constrains firms from operating at full capacity. Second, the shortage of power supply 
causes frequent and persistent power outages which disrupt the normal production 
operation. The frequent and persistent power outages usually cause for machine 
breakages which increases firm’s production cost via maintenance costs. Strikingly, 
the shortage of power supply necessitates firms to build self-power generating 
facilities which substantially increases firm’s production costs. These multifaceted 
problems create diseconomies of scale and deteriorate firm’s competitiveness in both 




The third major production constraints for the Ethiopian manufacturing firm is 
working capital. Obviously, to survive in this globalized world, firms have always to 
do their production operation effectively and efficiently by adopting better 
technologies, which requires a strong access to finance. In this regard, about 2%, 18% 
and 63% sample firms revealed that a lack of working capital is the first, the second 
and the third major problems of their production operation, respectively. Though 
Ethiopian manufacturing firms viewed access to working capital as a means of 
strengthening and expanding their production operation, they are challenged by limited 
access to working capital.  
The working capital problem for firms is highly associated with the weak and less 
developed financial institutions and capital market in Ethiopia. The poor financial 
system in Ethiopia expose firms for a higher cost of capital (interest cost) and a severe 
collateral requirement by financial institutions. In fact, the high cost of capital and 
strict collateral requirement is particularly for manufacturing firms because the 
financial institutions perceive the manufacturing sector is highly risky investment5. 
The working capital problem is not unique for Ethiopia rather it is also prevails in other 
parts of Africa (see e.g. Calabrese, et al. (2017)). 
The sample firms also pointed out the repeated machine breakage (13%), shortage of 
spare parts (4%) and government bureaucracy (3%) as their production barriers. 
Particularly, they associated the repeated machine breakage with an unanticipated 
power outages and old manufacturing machines.  
 
5 To know more about the perceptions of Ethiopian public and private financial institutions towards new 
investments for lending money see Assefa, et al. (2018). 
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Nevertheless, sample respondent firms also reported that they faced problems related 
to government regulatory environment and facilities. For instance, they identified 
inefficient system and facilities like custom clearing, telecom services, licence renewal 
process, and others. Similarly, the findings of previous studies reported government 
bureaucracy as firm constraints (see e.g. Arlet (2017); Bigsten & Gebreeyesus (2007); 
Bloom, et al. (2010); La Porta & Shleifer (2014)). 
The manufacturing firms have also indicated their level of market competitiveness 
relative to their competitor both in local and international market. Unsurprisingly, the 
vast majority (87%) of sample firms perceived their competitor as strong and very 
strong, while only 2% of the remaining respondents perceived their competitors as 
weak (see Table B5 in Appendix B). This result implies that manufacturing firms in 
Ethiopia are less competent. In fact, such low level of firms’ competitiveness can be 
explained by the major production constraints identified before.  
Overall, the shortage of foreign currency, lack of access to power and water supply, 
and lack of working capital are revealed as major production constraints of 
manufacturing firms in Ethiopia. The identified barriers, by shrinking firms' 
production capacity caused firms in Ethiopia unable to compete and penetrate to the 
regional and international markets. As a result, the manufacturing firms in Ethiopia 
has a lesser contribution to country’s economy in terms of employment creation, 
foreign currency earning, and skill transferring.  
4.4.2. Production Loss and Shortage of Foreign Currency in Ethiopia 
Recalling that the shortage of foreign currency is the first major production constraints 
of manufacturing firms in Ethiopia, I now turn to further investigate the impact of the 
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shortage of foreign currency on firm’s production performance using simple 
regression analysis (OLS).  
To achieve the objective, I have used the firm’s estimated production loss associated 
with foreign currency problem in the fiscal year 2017 as a dependent variable and time-
delays in months to secure foreign currency as an independent variable. Besides, firm’s 
share of import and export are used as control variables. To further investigate whether 
the impact of foreign currency problem vary between firms that engaged only in 
importing and firms that engaged both in importing and exporting, I have used a 
dummy variable of one for firms that import and export, while zero for firms only 
importing. The estimated result obtained from equation (1) is provided in the Table 
(4.3) below.  
Table 4.3: Dependent variable: estimated production loss, OLS estimation results 
Variables  [1] [2] [3] [4] [5] [6] [7] 
        
delays(in months)𝑖  2.024    1.912 1.918 1.878 
(8.66)    (8.07) (8.37) (8.04) 
Import_Share𝑖   0.106    0.071 0.066 
  (3.25)    (2.59) (2.37) 
Export_Share𝑖    -0.064   -0.009 0.015 
   (2.02)   (0.36) (0.41) 
𝐷𝑒𝑥𝑝 
 
   -5.242 -2.697  -1.910 
   (3.12) (2.01)  (1.91) 
cons -2.418 7.797 14.678 15.338 -0.813 -5.613 -4.781 
(1.22) (3.83) (17.62) (17.90) (0.39) (2.24) (1.79) 
𝑅2 0.43 0.10 0.04 0.09 0.46 0.48 0.49 
N 100 100 100 100 100 100 100 
The statistics value is given in parenthesis and Bold, Italic Bold, and Italic 
coefficients, indicate significance at 1%, 5%, and 10% levels, respectively. 
Column 1 of Table (4.3) shows that, on average, the time delay to obtain foreign 
currency has a negative significant influence on firm’s production.  Specifically, a 10 
months delay to secure foreign currency results a 20.24% production loss of 
manufacturing firms in Ethiopia. In a combination estimate, the time delay to obtain 
foreign currency has also a significant adverse effect on firm’s production (see 
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columns of 5, 6 and 7 of Table (4.3)). This result suggests that a longer delay in 
accessing foreign currency is hampering the production performance of manufacturing 
firms in Ethiopia, this further deteriorate firm’s ability to strengthen and expansion of 
production operation. Consequently, manufacturing firms are less competitive and 
unable to penetrate the international markets.  
Interestingly, columns 2 and 3 of Table (4.3) displays that the estimated production 
loss significantly increases and decreases when the manufacturing firms share of 
import and export increases, respectively. The result is senseful in a way that, the 
greater the import intensity of the firm, the higher the demand for foreign currency to 
finance its imports, the longer the time delay to access the required foreign currency, 
the greater the firm affected by the shortage of foreign currency, and vice versa. The 
coefficient of import share can be interpreted as a 10% increase of firm’s import share 
raises the manufacturing firm’s estimated production loss by about 1.06%.  
On the other hand, the coefficient of firm’s share of export interpreted as a 10% 
increase in the share of firm export results a decline in firm estimated production loss 
by 0.64 %. In other words, the more the manufacturing firm has export share, the more 
it has foreign currency from its export earning, the lesser the demand for foreign 
currency, the lower firm’s production loss associated with foreign currency. As a 
result, a higher firm’s share of export is positively linked with the production 
performance of manufacturing firms.  
Column 4 of Table (4.3) displays that the dummy variable coefficient of (-5.242) 
implies that importing firms that are engaged in exporting activities have 5.242% 
lower production loss than firms that only engaged in importing activities. This result 
clearly implies that firms that are engaged both in importing and exporting activities 
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have a relatively better production performance. Again, the result affirms that 
exporting firms are less likely affected by the foreign currency problem as they can 
use part of their foreign currency earning to finance their required foreign inputs.  
In order to check whether the above finding can be explained in terms of production 
time loss, I systematically asked firms to report their production time loss. About two-
third of sample firms reported that they halted production operation for about 4 to 11 
days in a month due to lack of foreign inputs associated the foreign currency problems 
during the fiscal year 2017. In line with the previous analysis, firms that have higher 
foreign input usage have stopped their production operation for a longer time than 
firms that use relatively low level of foreign input to their production operation (see 
Table B2 in Appendix B).   
Overall, the shortage of foreign currency measured by time-delays to obtain foreign 
currency by firms adversely affect firms’ production performance. Besides, firms 
import intensity is negatively associated with firms production performance while 
firms export share positively linked with firms production performance. Firms that 
engaged both in importing and exporting activities have relatively better production 
performance than firms that only engaged in importing activities.  
4.4.3. Firm Practices to Access Foreign Currency  
Noting the shortage of foreign currency and its impact on the production performance, 
firms strive to access foreign currency. As there is a long-time delay and insufficient 
amount of foreign currency accompanied by a strict government foreign currency 




Regarding to the formal ways, obtaining foreign currency from banks by formal 
application is the most common formal way in Ethiopia. Nevertheless, this option often 
takes much time and only granted part of the requested amount, which is insufficient 
to finance their required foreign inputs. Aside from that, a firm in Ethiopia is legally 
restricted to apply in more than one bank for its foreign currency demand at a time. As 
a result, to satisfy their foreign currency demand, some firms that follow formal 
procedures utilized different legal options like requesting above their foreign currency 
demand, establishing sister exporting firms or creating networks with firms that are 
only engaged in exporting business activities. By this, they formally tried to fulfil their 
foreign currency demand to finances their required foreign inputs. 
To assess the firms' strategy of fulfilling their foreign currency demand, I 
systematically asked sample firms to report whether they have sister or partner 
exporting companies. About 28 percent of the respondents revealed that they have a 
sister or a partner with firm that solely engaged in exporting activities. Interestingly, 
two-thirds of sample firms that have sister firms are only engaged in importing 
activities. This may perhaps indicate that firms that have been used partnering with-
exporting oriented firms as a strategy for solving their foreign currency problems.  
Indeed, a firm cannot directly obtain foreign currency from its sister exporting firm, 
rather its sister firm that imports the required raw materials as its own and it should be 
in related activities. Otherwise, sharing a foreign currency with a sister firm and 
utilizing the foreign currency earning for unrelated activities are legally restricted in 
Ethiopia6. 
 




Since there is limited access to foreign currency in the formal source, firms use a range 
of informal and illegal practices including buying and selling the foreign currency at 
parallel foreign exchange market, providing untrue invoicing (i.e. under and over-
invoicing), improper networking and bribing, and other undisclosed informal 
activities.   
Most firms use the existing parallel foreign exchange market as an option to solve their 
foreign currency problems. Indeed, the parallel foreign exchange market is illegal by 
law in Ethiopia and it is subject to the criminal liabilities and penalties under the NBE 
proclamation, Customs Proclamation, and Criminal Code7. However, the reality is far 
from the written law. In other words, most often people choose the parallel market to 
sell their foreign currency because of a remarkable price difference between the 
official and parallel foreign exchange rates. As a matter of fact, for manufacturing 
firms, buying foreign currency at the parallel market is very costly, which increases 
their cost of production. 
Since firms practice in the parallel foreign exchange market is illegal in Ethiopia, it is 
very difficult to obtain facts and figures that evidence the firms’ actual practice in the 
parallel foreign exchange market. To figure out their practice in the informal market, 
I asked them about their belief on whether they considered the parallel market as an 
option for solving their temporary foreign currency problem. By this, I tried to detect 








Table 4.4: Firm’s perception towards the parallel foreign exchange market   
 
Question 
Firms Response in Percent 
Strongly 
agree 
Agree Neutral Disagree Strongly 
disagree 
To what extent do you agree that the 
parallel foreign exchange market is an 
option to solve your temporary foreign 
currency problems? 
5.0 51.0 42.0 2.0 0.0 
 
Table (4.4) clearly shows that the majority (56%) of sample firms perceive the parallel 
market as an option for solving their foreign currency problems while only 2% that do 
not consider it as an option. This may indicate that most firms might have an 
experience of using the parallel market as an option during peak foreign currency 
problem to finance their foreign inputs and to sustain their production operation. The 
remaining 42 percent of the sample firms were found neutral, meaning, neither they 
perceive nor disregard the parallel market as an option to solve foreign currency 
problem. The response may be associated with the illegality of parallel market is in 
Ethiopia. 
In general, from the responses of sample firms, it can be inferred that there is a 
considerable chance of using the parallel market by manufacturing firms as an option 
to solve their foreign currency problems. Indeed, the parallel market is considered as 






Industrialization plays a vital role in the economic development of developing 
countries including to the Sub-Saharan Africa (SSA) countries. Industrialization 
increase production, employment, foreign currency earning, modernization, and other 
positive spillovers to the economy and thereby eradicating poverty. Though the efforts 
made by many SSA countries including Ethiopia, the growth and productivity of 
industrial sectors is at its infant stage. Such scenario triggers to conduct a study that 
explore the major production constraints of manufacturing firm in Ethiopia to devise 
policies that help to resolve problems of manufacturing firms. 
For this purpose, I have collected data from a 100-sample importing and exporting 
manufacturing firms’ using questionnaire and I conduct interview with key informants. 
Based on these data, I explored the major constraints of Ethiopian manufacturing firms 
by applying both a descriptive and simple regression analyses. Indeed, I deeply 
investigated the foreign currency related problems faced by Ethiopian manufacturing 
firms.  
As per the results, the shortage of foreign currency, lack of power and water supply, 
and lack of working capital are identified as the major production constraints of the 
manufacturing firms in Ethiopia.  
The shortage of foreign currency is a primary production constraint of manufacturing 
firms in Ethiopia, which causes a considerable production loss by limiting firms access 
to foreign inputs. The severity of the foreign currency problem is manifested by the 
longer time-delay to secure foreign currency and the inadequacy of foreign currency 
amount provided by banks for firms. In this regard, a 10 months delay to acquire 
foreign currency by firms results a 20.24% production loss. In terms of production 
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time loss, about two-third of sample manufacturing firms had even halted their 
production operation for about 4-11 days in a month during 2017. Indeed, the degree 
of production loss is by far higher for manufacturing firms that extensively use foreign 
inputs for their production operation. Apart from that, those firms that engaged in both 
importing and exporting activities have a relatively better performance than firms only 
involve in importing activities.   
To tackle the shortage of foreign currency, manufacturing firms in Ethiopia use both 
formal and informal channels. On one hand, establishing or partnering with exporting 
firms; establishing sister exporting firms or creating networks with firms that are only 
engaged in exporting are the formal ways that Ethiopian manufacturing firms often 
use. On the other hand, because of the foreign currency problem manufacturing firms 
also use several informal ways including participating in the parallel market and filling 
untrue invoices.   
Overall, the major constraints shrink the manufacturing firm’s production capacity 
which has made the Ethiopian manufacturing firms to be less competitive in both local 
and international markets. As a result, the contribution of manufacturing firms to the 
country’s economy in terms of employment creation, foreign currency earning, and 










Appendix A:  Summary of sample firm characteristics 
Table A1: Respondents of manufacturing sectors by locations and ownership  
Sectors 
Locations Ownership Total 
Addis Ababa Amhara Oromia SNNP Tigray 
Private Public 
 
Textiles and Garments 5 3 3 2 1 12 2 14 
Food and Beverages 9 5 8 2 2 22 4 26 
Chemical Products  6 0 4 1 2 11 2 13 
Tanning and Dressing of leather 8 3 2 0 2 13 2 15 
Plastics and Rubbers 11 2 3 1 3 19 1 20 
Basic Iron and steel 4 1 4 1 1 10 1 11 
Wood and wood products  0 1 0 0 0 0 1 1 
Total 43 15 24 7 11 87 13 100 
 
Table A2: Summary statistics of variables  
Variables N Mean Std. Dev. Min Max 
Delays to obtain Foreign currency  100 8.1 2.5 3 14 
Estimated prod. Loss 100 13.98 7.69 3.75 31.25 
Share of Imports 100 58.25 22.61 7 95 
Share of Exports 100 10.99 24.05 0 95 
 
Table A3: Extent of granted amount of foreign currency  
Extent  Percent 
 













Appendix B: Descriptive results associated with foreign currency  
Table B1: Reasons for importing foreign inputs by manufacturing sectors (in percent) 






















Textiles & Garments 0 12 0 0 2 14 
Food & Beverages 9 11 2 4 0 26 
Chemicals 0 11 2 0 0 13 
Tanning and Dressing 0 15 0 0 0 15 
Plastics & Rubber 0 20 0 0 0 20 
Basic Iron & Steels 0 11 0 0 0 11 
Wood Processing 0 1 0 0 0 1 
Total 9 81 4 4 2 100 
 
Table B2: The degree of the shortage of foreign currency as an obstacle to firm 
production operation in the year 2017 by manufacturing sectors. 
 
Manufacturing Sectors  
Level of obstacles Total 
Minor  Moderate  Major  Severe  
 
Textiles & Garments 0 4 7 3 14 
Food & Beverages 0 11 5 10 26 
Chemicals  0 2 5 6 13 
Tanning and Dressing  1 4 6 4 15 
Plastics & Rubber 0 5 6 9 20 
Basic Iron & Steels 0 1 1 9 11 
Wood Processing 0 0 1 0 1 









Table B3:  Average days per month that firms stuck their production operation due 
to the shortage of foreign currency by manufacturing sectors.  
 
Manufacturing Sectors  
Average days per month  Total 











Textiles & Garments 5 8 1 0 0 14 
Food & Beverages 11 11 4 0 0 26 
Chemicals  3 7 2 0 1 13 
Tanning and Dressing  7 5 3 0 0 15 
Plastics & Rubber 4 10 6 0 0 20 
Basic Iron & Steels 1 4 5 1 0 11 
Wood Processing 0 1 0 0 0 1 
Total 31 46 21 1 1 100 
 
Table B4: The granted amount of foreign currency by firms to operate their production 
operation at full capacity. 
Manufacturing sectors Granted Amount  Total 
Respondents  Very Small Small Enough 
 
Textiles & Garments 1 12 1 14 
Food & Beverages 6 17 3 26 
Chemicals  8 4 1 13 
Tanning and Dressing  3 9 3 15 
Plastics & Rubber 10 10 0 20 
Basic Iron & Steels 4 6 1 11 
Wood Processing 1 0 0 1 
Total in percent  33 58 9 100 
 
Table B5: Sample firms’ evaluation of their local and international competitors  
Manufacturing Sectors  Counter firm Competitiveness Total 
Very strong Strong Neutral Weak 
 
Textiles & Garments 3 7 3 1 14 
Food & Beverages 13 12 1 0 26 
Chemicals  5 6 1 1 13 
Tanning and Dressing  5 7 3 0 15 
Plastics & Rubber 6 13 1 0 20 
Basic Iron & Steels 3 6 2 0 11 
Wood Processing 0 1 0 0 1 
Total 35 52 11 2 100 
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Table B6: Production loss due to the shortage of foreign currency by firm sectors  












Textiles & Garments 5 5 4 0 0 14 
Food & Beverages 8 8 8 2 0 26 
Chemicals  2 4 6 0 1 13 
Tanning and Dressing  5 4 6 0 0 15 
Plastics & Rubber 4 3 7 5 1 20 
Basic Iron & Steels 1 3 3 4 0 11 
Wood Processing 0 1 0 0 0 1 
Total 25 28 34 11 2 100 
Appendix C: The structure of Ethiopian manufacturing firm  
Table C1: Industry and manufacturing shares of GDP, and manufacturing shares of 





added (% of GDP) 
Manufacturing, 
value added 
(% of GDP) 
Manufactures 
exports (% of 
merchandise exports) 
Ethiopia SSA Ethiopia SSA Ethiopia SSA 
2008 10.2 29.0 4.1 10.2 9.0 26.4 
2009 9.7 25.8 3.9 10.1 8.7 21.4 
2010 9.4 27.6 4.0 9.5 8.9 22.6 
2011 9.7 28.9 3.7 9.4 10.4 20.3 
2012 9.5 27.5 3.4 9.5 8.8 21.3 
2013 10.9 27.1 3.7 9.9 8.6 21.8 
2014 13.5 26.3 4.0 10.2 6.8 23.9 
2015 16.3 24.5 4.4 10.2 7.3 N/A 
2016 22.1 24.2 5.6 10.1 N/A N/A 
2017 22.9 25.2 5.6 10.1 N/A N/A 
Source: World Bank (2018) 
Table C2: Ratio of Imported to Total Consumed Raw Material Costs (import 
intensity) by Major Industrial Group - Public and Private  
Industrial group Import intensity 
2000 2005 2010 2015 
    
Food and Beverages .278 .205 0.248 0.311 
Textiles and Garments .314 .396 0.370 0.642 
Tanning and Dressing of Leather .270 .162 0.344 0.276 
Chemicals and chemical products .737 .857 0.705 0.697 
Plastics and Rubber .957 .977 0.923  0.834 
Basic Metals and Iron Industries .983 .608 0.791 0.623 
Source: Ethiopian Central Statistical Agency (2016) 
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Appendix C: Survey Instrument for Ethiopian Importing and Exporting 
Manufacturing Firms  
PART 1 – CONTROL INFORMATION  






    
1.2 Firm’s category  
Food and beverages   
Textiles & Garments  
Chemicals and chemical products  
Tanning and Dressing of leather   
Plastics & rubber   
Basic metals and Irons   
Wood and wood products except Furniture   
1.3 Type of ownership  
          Private/co-operative        Foreign      Share 
1.4 Ownership by citizen  
          Domestic/ Local    Foreign                 Share    
1.5 Total number of firm’s employees in 2017 fiscal year; _____________ 
ITEM 2 – GENERAL INFORMATION  
1. In fiscal year 2017, which was the main market for your firm production to sell? 
    Domestic market            foreign market    
2. In fiscal year 2017, on average, how much percentage of firm’s production 
exported to foreign countries? _______ 
3. In fiscal year 2017, where were the main source of firm’s raw materials?  
    Local market            Foreign market    
4. The proportion of imported to total consumed raw materials by the firm? ______ 
5. If the factory uses imported material fully or partially what is the main reason? 
No sufficient supply of local raw material  
Required raw material not available locally  
Local raw material supply not reliable   
Poor quality of local raw material   
Customers prefer products made of imported raw materials  
Other (specify) __________________________________  
6. In fiscal year 2017, how many hours per week did this firm normally operate? ____ 
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7. What is the percentage of the 2017 production as compared to the firm’s 
production at full capacity?   __________________ 
8.  In 2017, what were the three major production constraints to your firm? 
(enumerate in order of importance)  
Rank 
______ Newly established (Getting market/customers) 
______Shortage of locally produced raw materials 
______Shortage of spare parts  
______Lack of working capital  
______ Shortage of foreign currency to import raw materials  
______Shortage of electric & water supply 
______Repeated breakage of machinery 
______Government rules & regulations 
______Others (if any please specify it) ___________________ 
9. Over the last two years, did this firm apply to obtain a foreign currency for 
importing necessary inputs to the operation of the firm?         Yes              No  
10. If the questions number “9” answer is “Yes”, on average, how many months did it 
take to obtain the foreign currency from the day of the application to the day the 
permit was granted?  ____________ 
11. Did your firm obtain the requested full amount of foreign currency from the bank?  
    Yes        No  
12. If your answer for question number “11” is “No”, the permitted amount of the 
foreign currency is ________ to operate the firm in full capacity; 
Very small small Enough  much enough 
    
13. If the requested amount is not enough to operate a firm at full capacity, what will 
be your options? ______________      
14. In reference to the application for foreign currency permit, was an informal gift or 
payment expected or requested to get on time or/ and the full requested amount?  
        Yes              No                   Don’t Know 
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15. If your firm engaged in exporting, on average, how much percentage of the foreign 
currency earnings was utilized to import its inputs? _________ 
16. To what degree the shortage of foreign currency is an obstacle to the current 













      
17. In fiscal year 2017, what were the estimated losses as a result of shortage of foreign 
currency that occurred on this firm’s premises either as a percentage of total 
productions?  _______ 
18. On average, how many days per month you stop operation due to shortage of 
foreign currency?  
Less than 
 4 days  
Between 
 4-7 days 
Between 




 15 days 
     
19. To what extent do you agree that black\parallel foreign exchange market is an 
option to solve your temporary foreign currency problems? 
Strongly agree  Agree Neutral  Disagree  Strongly disagree  
     
20. Do you have sister companies which operates in and outside the country? 
        Yes              No         
21. If the answer for the above question is” Yes”, do you share its foreign exchange 
earning to import the raw materials to this firm? 
             Yes              No                  
22. Do you agree large firms have a great chance to easily get foreign currency from 
banks than medium and small firms?  
Strongly agree Agree Neutral disagree Strongly disagree 
     
23. Does this firm compete against international firms that import finished products 
and supply to local market?       Yes              No  
24. If the answer to (24) is “yes”; how do you evaluate your competitors?  
Very strong Strong neutral Weak Very weak 




Amiti, M., & Konings, J. (2007). Trade liberalization, intermediate inputs, and 
productivity: Evidence from Indonesia. American Economic Review, 97(5), 
1611-1638.  
Arlet, J. (2017). Electricity Tariffs, Power Outages and Firm Performance: A 
Comparative Analysis. Paper presented at the Proceedings of the DECRG 
Kuala Lumpur Seminar Series, Kuala Lumpur, Malaysia. 
Assefa, B., Gebre-eyesus, M., & Weldeyes, F. (2018). Alleviating the Barriers to 
Domestic Investment in Addis Ababa: Underlying Causes and Proposed 
Solutions: EDRI Working Paper 22. Addis Ababa: Ethiopian Development 
Research Institute. 
Beck, T., Demirguc‐Kunt, A., Laeven, L., & Levine, R. (2008). Finance, firm size, and 
growth. Journal of Money, Credit and Banking, 40(7), 1379-1405.  
Bernard, A. B., Jensen, J. B., Redding, S. J., & Schott, P. K. (2007). Firms in 
international trade. Journal of Economic Perspectives, 21(3), 105-130.  
Bigsten, A., & Gebreeyesus, M. (2007). The small, the young, and the productive: 
Determinants of manufacturing firm growth in Ethiopia. Economic 
Development and Cultural Change, 55(4), 813-840.  
Blaum, J., Lelarge, C., & Peters, M. (2018). The gains from input trade with 
heterogeneous importers. American Economic Journal: Macroeconomics, 
10(4), 77-127.  
Bloom, N., Mahajan, A., McKenzie, D., & Roberts, J. (2010). Why do firms in 
developing countries have low productivity? American Economic Review, 
100(2), 619-623.  
Bougheas, S., Lim, H., Mateut, S., Mizen, P., & Yalcin, C. (2018). Foreign currency 
borrowing, exports and firm performance: evidence from a currency crisis. The 
European Journal of Finance, 24(17), 1649-1671.  
Brandt, L., & Morrow, P. M. (2017). Tariffs and the Organization of Trade in China. 
Journal of International Economics, 104, 85-103.  
Brandt, L., Van Biesebroeck, J., Wang, L., & Zhang, Y. (2017). WTO accession and 
performance of Chinese manufacturing firms. American Economic Review, 
107(9), 2784-2820.  
Caglayan, M., & Demir, F. (2014). Firm productivity, exchange rate movements, 
sources of finance, and export orientation. World Development, 54, 204-219.  
Calabrese, L., Papadavid, P., & Tyson, J. (2017). Rwanda: Financing for 
manufacturing. London: Overseas Development Institute.  
De Loecker, J., & Goldberg, P. K. (2014). Firm performance in a global market. Annu. 
Rev. Econ., 6(1), 201-227.  
169 
 
Dollar, D., Hallward-Driemeier, M., & Mengistae, T. (2005). Investment climate and 
firm performance in developing economies. Economic Development and 
Cultural Change, 54(1), 1-31.  
Ethiopian Central Statistical Agency (ECSA). (2016). Report on Large and Medium 
Scale Manufacturing and Electricity Industries Survey. Addis Ababa, Ethiopia. 
Ethiopian Government Portal. (2018). Federal Democratic Republic of Ethiopia, 
Regional States: http://www.ethiopia.gov.et/regional-states1. 
Forbes, K. J. (2002). How do large depreciations affect firm performance? IMF Staff 
Papers, 49(1), 214-238.  
Fung, L., & Liu, J.-T. (2009). The impact of real exchange rate movements on firm 
performance: A case study of Taiwanese manufacturing firms. Japan and the 
World Economy, 21(1), 85-96.  
Hartnell, C. A., Kinicki, A. J., Lambert, L. S., Fugate, M., & Doyle Corner, P. (2016). 
Do similarities or differences between CEO leadership and organizational 
culture have a more positive effect on firm performance? A test of competing 
predictions. Journal of Applied Psychology, 101(6), 846.  
International Financial Statistics (IFS). (2019). Import, export and foreign currency 
reserve  
Ismail, Z. (2018). Privatisation of State Owned Enterprises in Ethiopia since the 1991 
K4D Helpdesk Report. Birmingham UK: University of Birmingham. 
La Porta, R., & Shleifer, A. (2014). Informality and development. Journal of Economic 
Perspectives, 28(3), 109-126.  
Lins, K. V., Servaes, H., & Tamayo, A. (2017). Social capital, trust, and firm 
performance: The value of corporate social responsibility during the financial 
crisis. The Journal of Finance, 72(4), 1785-1824.  
Malhotra, M., Chen, Y., Criscuolo, A., Fan, Q., Hamel, I. I., & Savchenko, Y. (2007). 
Expanding access to finance: Good practices and policies for micro, small, 
and medium enterprises: The World Bank. 
Manova, K., Wei, S.-J., & Zhang, Z. (2015). Firm exports and multinational activity 
under credit constraints. Review of economics and statistics, 97(3), 574-588.  
Muûls, M. (2015). Exporters, importers and credit constraints. Journal of International 
Economics, 95(2), 333-343.  
National Planning Commission. (2016). Growth and Transformation Plan I & II (GTP 
I & II) Addis Ababa. 
Oqubay, A. (2015). Made in Africa: industrial policy in Ethiopia: Oxford University 
Press, USA. 
Oqubay, A. (2018). The Structure and Performance of the Ethiopian Manufacturing 
Sector. Working paper series N 299. African Development Bank. Abidjan, 
Côte d’Ivoire.  
170 
 
Pasinetti, L. L. (1983). Structural change and economic growth: a theoretical essay 
on the dynamics of the wealth of nations. Cambridge University Press. 
Rijkers, B., Söderbom, M., & Loening, J. L. (2010). A rural–urban comparison of 
manufacturing enterprise performance in Ethiopia. World Development, 38(9), 
1278-1296.  
Salali, S. (2015). Export barriers and export performance: empirical evidence from the 
commercial relationship between Greece and Iran. South-Eastern Europe 
Journal of Economics, 10(1).  
Shiferaw, A., & Bedi, A. S. (2013). The dynamics of job creation and job destruction 
in an African Economy: Evidence from Ethiopia. Journal of African 
Economies, 22(5), 651-692.  
Tekleselassie, T. G., Berhe, K., Getahun, T. D., Abebe, G., & Ageba, G. (2018). 
Productivity Determinants in the Manufacturing Sector in Ethiopia: Evidence 
from the Textile and Garment Industries.  
Thirlwall, A. P. (2013). Economic growth in an open developing economy: the role of 
structure and demand. Cheltenham\ Nothampton: Edward Elgar Publishing. 
Tybout, J. R. (2000). Manufacturing firms in developing countries: How well do they 
do, and why? Journal of Economic literature, 38(1), 11-44.  
UNIDO-UNCTAD. (2011). Fostering Industrial Development in Africa in the New 
Global Environment The Economic Development in Africa Report 2011. 
Geneva: UNCTAD-UNIDO. 
World Bank. (2018). Financial Instituition in Dveloping Countries.  
World Bank. (2019). The World Bank In Ethiopia. 
Yang, T., & Zhao, S. (2014). CEO duality and firm performance: Evidence from an 
exogenous shock to the competitive environment. Journal of Banking & 
Finance, 49, 534-552.  
Yu, M. (2015). Processing trade, tariff reductions and firm productivity: evidence from 








Access to Foreign Currency and Firm Performance: In the Case of Ethiopia 
5.1. Introduction 
Generally, the economic development of nations is associated with the growth and 
productivity of manufacturing sector as it is an important avenue for job creation, 
foreign currency earning, technology, and various positive spillovers. It is particularly 
indispensable for Ethiopia to achieve economic transition from agrarian to 
industrialization to ultimately eradicate poverty. Though there is little progress 
transition is not yet achieved, however, the Ethiopian government took various 
measures and initiatives to speed up the industrialization. 
Withstanding the above facts, the key productivity barriers of Ethiopian manufacturing 
firms are identified in the previous chapter. The shortage of foreign currency, power 
and water supply, and lack of working capital are the three major production 
constraints.  
The primary production constraint, the shortage of foreign currency, has several 
adverse consequences related to firm performance. For instance, it directly affects 
importing manufacturing firms by limiting their access to foreign inputs to their 
production operation. Because of import and export complementarities, it also hampers 
the productivity of exporting manufacturing firms. Moreover, it affects firm 
performance through exchange rate movements1 as it causes large currency 
 
1 The exchange rate depereciation affect firm performance via different channels: (1) by raising cost of 
imported inputs and firms overall cost of production, which in turn reduces firms competitiveness 
(e.g.,Arize, et al., 2008; Kandilov & Leblebicioğlu, 2011); (2) by further reducing the availability of 
credit from the banking system;  (3) by detoratating irm balance sheets and net worth ( e.g., Bernanke 





depreciation particularly for countries that have a low foreign currency reserve 
(Aghion, et al., 2009; Caglayan & Demir, 2014).  
The endogenous-growth literature also emphasise that foreign inputs play a vital role 
in enhancing firm’s productivity and growth (e.g., Rivera-Batiz & Romer, 1991; 
Romer, 1987).  To this end, a recent micro-level studies reported that there is a robust 
positive association between access to foreign inputs and firm productivity in several 
countries (e.g.Amiti & Konings, 2007; Bas & Strauss-Kahn, 2015; Blaum, et al., 2018; 
Halpern, et al., 2015; Kasahara & Rodrigue, 2008; Topalova & Khandelwal, 2011).  
Nevertheless, the key productivity gains by firms from foreign inputs is ultimately 
dependent upon firm’s access to foreign currency. It is so as firms that have better 
access to foreign currency can sufficiently import the required foreign inputs. This is 
particularly case for firms that reside in developing countries as they have limited 
access to foreign currency while they are highly dependent on imported inputs.  
The above scenario is quite true for manufacturing firms in Ethiopia. This is because 
Ethiopia is a net importer, has low foreign currency reserve, and whose export earning 
depends mainly on primary products2. A loose inter-sectoral interlinkage is also 
contributes to the foreign currency problem as it does not allow firms to access quality 
domestic inputs which sufficiently reduces their dependence on foreign inputs 
(Oqubay, 2018).   
As a matter of fact, IMF (2017), issued a report on the foreign currency problems of 
Ethiopia that were heavily depleted since 2012 and remains at low levels. The report 
also revealed that by July 2016, the gross reserves were $3.2 billion which covers 
 





approximately 1.8 months of imports causing the government to ration foreign 
exchange based on priority projects. 
The National Bank of Ethiopia also enact a new foreign currency directive 
FXD/46/20173, by which it strictly prohibited importing firms from filling more than 
one foreign currency request at a time and from applying in more than one bank. It 
also limits the exporting firms only to hold 30% of their foreign currency earnings for 
reinvestment and allowing them to use the remaining 70% only within 28 days of the 
receipt, otherwise, the foreign currency earning is to be automatically converted into 
local currency4.  
The government's inability to meet the demand for foreign currency and its 
interference in the operation of the foreign exchange market, on the other hand, has 
resulted in an emergence of an illegal or a parallel5 foreign exchange market in the 
economy (Degefa, 2001). Due to a remarkable gap between the official and parallel 
foreign exchange rates, a considerable amount of foreign currency is circulated in the 
parallel market, which further worsen the formal supply of foreign currency in the 
economy.  
All the above facts are directing that the foreign currency problem in Ethiopia is 
challenging the manufacturing firms by creating a shortage of foreign inputs on which 
they are highly dependent.  So far, I provide an overview of the operational 
 
3 For details of the foreign exchange management directives visit the website of National bank of 
Ethiopia (NBE): https://nbebank.com/foreign-exchange-management/  
4 Even the previous foreign exchange management directives allowed firms only 10% of their foreign 
currency earnings for reinvestment and the rest 90% automatically converted into domestic currency 
within four weeks, unless they used it for productive purposes in time. 
5 The parallel foreign exchange market has often indiscriminately been used with the following terms 





circumstances in which the Ethiopian manufacturing firms are operating, and the 
foreign currency problem appears as most critical constraint for firms. However, an 
empirical investigation is necessary to determine the extent to which shortage of 
foreign currency affect the production performance of firms. 
Despite there is a large body of studies conducted on factors that affect firm 
performance (e.g. credit constraints (Manova, et al., 2015; Muûls, 2015); tariff (Brandt 
& Morrow, 2017; Yu, 2015); foreign currency borrowings (Bougheas, et al., 2018); to 
mention few), so far, no one has attempted to examine the impact of access to foreign 
currency on firm performance. Indeed, most of the earlier studies have been done on 
firms that are based in developed nations where the foreign currency problem is not a 
critical problem. Hence, little is known with respect to the impact of access to foreign 
currency on firm performance.   
This study is, therefore, attempt to ascertain the impact of access to foreign currency 
on the production performance of manufacturing firm in Ethiopia. In doing so, I used 
a large and a comprehensive annual survey data of medium and large-scale 
manufacturing firms having at least 10 employees obtained from Ethiopian Central 
Statistical Agency (ECSA). The survey data covers all Ethiopian manufacturing firms 
for 21 years running from 1996 to 2016. The dataset contain data for many firm level 
economic variables including actual production, production capacity, number of 
employees, share of import and export, and other firm characteristics. Additionally, I 
used macroeconomic data; the official and parallel exchange rates of US dollar to Birr, 
real effective exchange rate, GDP growth and merchandize trade from National Bank 
of Ethiopia (NBE), Ethiopian Economic Association (EEA) and IMF. 
To investigate the impact the access to foreign currency on firm production 





proxy measure of ‘access to foreign currency’ while the ratio of actual production to 
production at full capacity as a measure of firms’ production performance.  
As far as the researcher’s knowledge is concerned, this study brings new empirical 
evidence on the impact of access to foreign currency on manufacturing firm 
performance to shed light on the area of the study. Besides, this study is pertinent for 
policymakers and stakeholders in developing countries, where the foreign currency 
problem is prevalent to devise policy instruments thereby to tackle challenges of 
manufacturing firms. This helps to improve firms’ productivity and strengthen their 
ability to compete with local and international markets.  
This chapter is organized and presented in the following manner. First, I review the 
related theoretical and empirical literature. Second, I provide the methodology used 
for the investigation. Third, I present results and discussions. The final section 













5.2. Review of Related Literature  
This section presents a review of related literature. To this end, I focus on three 
interrelated issues: the exchange rate movements and firm performance, importing 
foreign inputs and firm productivity, and foreign currency availability and firm 
production performance.  
I) The exchange rate movements and firm performance 
Theoretically, the exchange rate movements can affect the performance of 
manufacturing firms through various channels. For instance, the depreciation of 
exchange rate affects importing manufacturing firm by raising the cost of foreign 
inputs which eventually surge the overall cost of production. This in turn  reduce the 
competitiveness of firms both in local and international market and thereby its growth 
and productivity (Arize, et al., 2000, 2008; Kandilov & Leblebicioğlu, 2011).  
In fact, the depreciation of exchange rate  positively affect the exporting manufacturing 
firm by improving its competitiveness as it gain a relative cost advantage which 
increases the demand for its product (see Sauer & Bohara, 2001).  In fact, the desired 
effect of depreciation on the performance of exporting firm depends on the demand 
elasticity of the manufacturing goods and its export capability (see Ghei & Pritchett, 
1999). Besides, the effect of exchange rate depreciation on firm performance depends 
on the market structure, firms’ behaviours and invoice currency (see Dornbusch, 1987; 
Goldberg & Knetter, 1997; Gopinath, et al., 2010).  
The exchange rate movements also influences firm’s performance by deteriorating  
their balance sheets and net wealth, by creating less access to credit from the financial 
institutions, and through other channels (Aghion, et al., 2009; Bernanke & Gertler, 





movements influence the performance of firm largely depends on various firm 
characteristics: share of import, share of export, size, etc.  
Because of the severe shortage of foreign currency and highly import dependent 
manufacturing sectors in Ethiopia, the exchange rate movement is often in one 
direction i.e. depreciation of domestic currency (ETH Birr). Such currency 
depreciation is likely to have an adverse effect on the productivity of manufacturing 
firms in Ethiopia as the competitive gain is less realized due to a lower export capacity.  
II) Importing foreign inputs and firm productivity  
The importance of foreign inputs to the productivity of firms has long been 
documented by the endogenous-growth literature (e.g., Rivera-Batiz & Romer, 1991; 
Romer, 1987). Conceptually, firm’s access to a variety of inputs enhance its 
productivity as it allows to use a comparative advantage in terms of price, quality and 
technology.  
Recent empirical studies have also reported a robust positive association between firms 
access to foreign inputs and productivity in several countries (e.g.Amiti & Konings, 
2007; Bas & Strauss-Kahn, 2015; Blaum, et al., 2018; Halpern, et al., 2015; Kasahara 
& Rodrigue, 2008; Topalova & Khandelwal, 2011). Imported input has a positive 
impact on firms’ productivity by allowing them to access novel, cheaper, better 
technology, locally unavailable or higher quality inputs from abroad. 
 In their seminal work, Bas & Strauss-Kahn (2014), found that utilizing a variety 
foreign input significantly enhance the productivity of the firm and expand their scope 
of exporting through direct channel (improved expected export revenue) and indirect 
channel (overcoming fixed cost of export). This indicates that foreign input has a role 





The Ethiopian manufacturing firms are highly dependent on foreign input where there 
is limited access. Perhaps, firms access to foreign currency can be associated with their 
access to foreign inputs and thereby production performance.  
III) The foreign currency supply and firm performance  
As highlighted in the above paragraph, firm access to a variety of foreign inputs is 
regarded as a key factor for firm’s productivity gain. The productivity gains of firms, 
however, ultimately depends upon the firm’s access to foreign currency to finances 
foreign inputs. However, access to foreign inputs is challenging in developing 
countries like Ethiopia, where the problem of foreign currency is quite severe. 
There are various channels that a shortage of foreign currency affects firm 
performance. For instance, it directly affects importing firm performance by creating 
a shortage of foreign inputs to their production operation. The shortage of foreign 
currency also indirectly affect the performance of the exporting firm as they are also 
large importers (see Amiti, et al., 2014; Forbes, 2002). 
Despite the essentiality of the availability of foreign currency to foreign inputs and 
thereby firm performance, there is no study that investigate the impact of access to 
foreign currency on firm performance. Therefore, this study attempts to ascertain 
whether shortage of foreign currency has substantial effect on the manufacturing 








5.3. Method and Data Set Information  
This section describes the dataset and econometric method used for the empirical 
analysis. To do so, the study first present the nature of data, measurements of variables, 
and the basic stylized facts of the manufacturing firms in Ethiopia. At last, the method 
for the empirical analysis is presented.   
5.3.1. Data and Measurement 
To address the objective of this study, firm-level data are employed to compute firm 
production performance and access to foreign currency.  
5.3.1.1. Firm Level Data  
This study uses a comprehensive and census-firm level official data obtained from the 
Ethiopian Central Statistics Authority (ECSA). The dataset covers all medium and 
large-scale formal manufacturing firms in Ethiopia, which have at least 10 employees 
and which use electric power to their production operation.  The ECSA collected data 
yearly using the standardized survey instruments. The survey covers all industrial 
sectors classified under manufacturing in the third revision of ISIC classifications.   
The dataset is enriched with data for many economic variables and it provides detailed 
information on the characteristics of each firm, i.e. on production, employment, 
import, export, sales, electricity consumption and other characteristics.  
The survey data is available for 21 years from 1996 to 2016, and the number of 
observation ranges from 623 (in 1996) to 2,810 (in 2016).  Data rearrangement was 
made to have suitable dataset to the empirical investigation. The rearrangement is 
made as follows. First, the missing values for actual production, production at full 





productions of firms that exceed the production at full capacity are dropped. Finally, 
1% of the top and the bottom (outliers) are removed. After cleaning the data, a total of 
28,499 valid observations remain in the dataset. Specifically, the study uses firm level 
data of actual production, production at full capacity, number of employees, electricity 
consumption, share of import and export.  
5.3.1.2. Study Variables and Measurements 
There are various methods used to measure firm performance in the literature6.  
However, this study uses an output-based measure of firm performance i.e. firm 
production performance. This measure is appropriate for this study as the access to 
foreign currency limits firms access to foreign inputs thereby production performance. 
Hence, firm production performance is measured by a ratio of actual production to 
production at full capacity. Conceptually, the higher this ratio is the higher the 
production performance of manufacturing firms and vice versa. 
Indeed, the proxy measure of firm production performance may have some limitations. 
For instance, the measure may not correctly capture the sole effect of access to foreign 
currency on firms’ production performance if firm’s production capacity substantially 
changed and if firm’s actual production affected by other factors such as labour, power 
and water supply and working capital. Nevertheless, variability in production capacity 
is less prevalent in Ethiopian manufacturing firms as they are less frequently engaged 
in expansion with less degree of expansion when they made. This may be because the 
Ethiopian industrial sector is infant and stagnant. Besides, I have included firm’s 
electric consumption and number of employees as a control variable in the model to 
minimize the error. 
 
6 Accounting-based measurement, market-based measurement and other forms (See the survey by Al-





This study comprises firm’s access to foreign currency, number of employees, electric 
power consumption, share of imports and export, real effective exchange rate, GDP 
growth rate and merchandize trade values as an exogeneous variables.  
The time series data of parallel and official exchange rate (1996-2016) is used to 
construct a proxy measure of the access to foreign currency. Hence, the access to 
foreign currency is measured by a ratio of parallel to official exchange rates. 
Intuitively, the higher the ratio of the parallel to official exchange rates, the higher the 
shortage of foreign currency in the economy, the longer the delay to secure foreign 
currency, the lesser firm’s access to foreign currency and vice versa.  Note that, the 
parallel as well as the official exchange rate is provided in terms of USD per Ethiopian 
currency (ETH Birr). The access to foreign currency and the production performance 
of manufacturing firms are at the centre of the empirical analysis of this study. 
Moreover, the share of import is measured by the ratio of firm imported raw material 
to actual production whereas the share of export is measured as a ratio of firm export 
to actual production.  The electric consumption of manufacturing firm is considered as 
the values of electric power consumption per year.  
Furthermore, the measurement of the other macroeconomic variables (official 
exchange rate, parallel exchange rate, GDP growth rate, real effective exchange rate 
and merchandize trade values to GDP) is straight forward and obtained from World 
Bank, Ethiopian National Bank, and Ethiopian Economic Association  (see Table A1 
in Appendix A).   
5.3.1.3. Stylized facts of sample firms 
The sample firms have heterogeneous characteristics in terms of size, sectors, type of 





inputs, operational location, output market, ownership type, etc.  Such a diverse firm 
characteristics allows to investigate to which extent the access to foreign currency 
affect the production performance of firms. 
Notably, the Ethiopian medium and large-scale manufacturing are highly import input 
dependent, which is partially attributable to the existing poor intersectoral linkages 
(Oqubay, 2018). Besides, the export capacity of the manufacturing firms is also very 
limited.  The detail firm characteristics: number of firms, share of import and export, 
capacity utilization and number of employees by their trade status is summarized 
below in Table (5.1).  
Table 5.1: Characteristics of sample manufacturing firms by their trade status (1996-2016) 





  Only importer Exporter    
Sample firms      
 Numbers 16,855 1,148 429 10,067 28,499 
 Share (%) 59.14 4.03 1.51 35.32 100 
 Import intensity 0.29 0.19 - -  
 Export share - 0.38 0.41 -  
 Capacity utilization 0.58 0.76 0.79 0.64 0.62 
Employment 88.94 452.84 150.34 45.50 89.18 
 
Table (5.1) clearly displays that the vast majority (63.17%) of the manufacturing firm 
in Ethiopia are importing firms, out of which only 4.03% of importing firms are also 
engaged in exporting activities. While very few manufacturing firms (1.51%) are 
engaged only in exporting activities. The remaining 35.32% of sample manufacturing 
firms in Ethiopia are neither participating in importing nor in exporting activities.  
The results indicate that most manufacturing firms in Ethiopia are import dependent 





such higher importing number of firms and a few exporting firms can expose the 
country for a foreign currency problem and trade balance deficit. This in turn affect 
the importing manufacturing firms by limiting their access to the essential foreign 
inputs and thereby lower their production performance.  
The other firm characteristic is manufacturing firm capacity utilization. The capacity 
utilization level varies across the trade status of manufacturing firms. Interestingly, 
those manufacturing firms which only engaged in importing exhibit the lowest 
capacity utilization level (0.58) and relatively the firms which engaged in both 
importing and exporting activities have higher capacity utilization (0.76). A low-level 
of capacity utilization by importing firms can be associated with the lack of access to 
foreign inputs for their production operation. While higher capacity utilization of 
exporting firm is associated with their better access to foreign inputs as they earn 
foreign currency from their export. 
With respect to the firm’s employment creations, on average, the manufacturing firms 
which are both importing and exporting create more jobs (453) than firms that engaged 
only either in importing (89) or exporting (150) activities. The higher average job 
creation by firms which are importing and also exporting could partly be explained by 
their higher level of capacity utilization associated with their relatively smooth 
operation as they have more access to foreign inputs due to their more foreign currency 
earnings. 
The domestic firms are second large in number (10,067) with a medium level of 
capacity utilization (0.64) and with a lesser job creation (45) compared to the importing 
and exporting manufacturing firms. This shows that the size of most of the domestic 
manufacturing firms is small and they are less contributor to the GDP in terms of job 





5.3.2. Model Specification  
The data for this study is a panel dataset with 28,499 observations. Therefore, this 
study applies the suitable model to the dataset for the empirical analysis. To this end, 
I perform the Hausman test7 and the fixed effect model is selected as a best estimation 
model as there is unobserved firm characteristics. The model is specified as below: 
𝐲𝐢,𝐭 = 𝛂 + 𝛃𝐟𝐱𝐭 + 𝛄𝐈𝐦𝐩 𝐢,𝐭 + 𝛉𝐄𝐱𝐩 𝐢,𝐭 + 𝛅𝐃 𝐢,𝐭 + 𝛌(𝐟𝐱𝐭 ∗ 𝑫𝐢,𝐭) + 𝛗𝐙 𝐢,𝐭 + 𝛍𝐌𝐭 + 𝛚𝒊 + 𝛆𝐢,𝐭     (𝟏)    
Where 𝐲𝐢,𝐭 represents the logarithmic value of firm i’s actual production to production 
at full capacity at time t which measures firm’s production performance; 𝐟𝐱𝐭 is the 
ratio of parallel to official exchange rate at time t which capture firm’s access to foreign 
currency at time t; 𝐈𝐦𝐩 𝐢,𝐭  is firm i’s share of import at time t; 𝐄𝐱𝐩 𝐢,𝐭 is firm i’s share 
of export at time t; 𝐃 𝐢,𝐭 is a dummy variable of one for importing firm i at time t, and 
0 for non-importing. Whereas, 𝐙 𝐢,𝐭 represents other firm level control variables like 
number of employees and electric consumption and 𝐌𝐭 represents time variant 
macroeconomic control variables i.e. real effective exchange rate, GDP growth, and 
merchandize trade values. Moreover,  𝛚𝒊 captures firm characteristics;  𝛆𝐢,𝐭 is error 
term that capture the influence of other unspecified factors.   
The specified firm level control variables (firm’s power consumption and number of 
employees) are intentionally included in the model as both variables were found 
having a considerable effect on the production performance of manufacturing firms in 
Ethiopia. Besides, the macroeconomic variable GDP growth rate is included because 
the economic growth normally is supposed to have a positive role on firm’s production 
performance as it raises demand for goods. The real effective exchange rate is also 
 






considered as a control variable as its movements has its own implication on firm’s 
production performance. Merchandize trade values to GDP is another macroeconomic 
control variable as it captures the country’s trade openness level which signify the 
importing and exporting activities which affects firm’s production performance.  
Since the focus of this study is to investigate the impact of firm’s access to foreign 
currency on firm production performance, the coefficient β and λ are at the centre. By 
the coefficient β, I examine the overall impact of access to foreign currency on firm 
production performance while λ captures whether the impact of access to foreign 
currency on firm production performance vary between those firms that are engaged 
in importing and that do not. Indeed, I also deeply investigate the effect of firm access 
to foreign currency on firm production performance by introducing interactive 
coefficients between access to foreign currency and other important variables, and by 













5.4. Results and Discussion  
This section provides an empirical analysis based on the results obtained from the fixed 
effect model. The goal of this chapter is to establish the cause and effect relationship 
between the access to foreign currency and production performance of the 
manufacturing firms in Ethiopia. For this purpose, I have used a ratio of parallel to 
official foreign exchange rate as a proxy measure of access to foreign currency to 
confront firm production performance which is measured by firm’s actual production 
to production at full capacity. While other firm-level and macro level variables such 
as employment, power consumption, real effective exchange rate, GDP growth rate 
and merchandise trade values are included in the model as control variables. The 
results obtained from equation (1) accounting for firm characteristics and time-
variability are presented in the Table (5.2) below.   
Table 5.2: Dependent Variable: Firms production performance (1996-2016) 
Variables [1] [2] [3] [4] [5] 
𝒇𝒙𝒕 -0.152 -0.075 -0.020   
(5.51) (1.30) (0.24)   
𝒇𝒙𝒕 ∗ 𝑫𝒊,𝒕  -0.282 -0.275 -0.251 -0.259 
 (5.19) (2.73) (2.66) (2.58) 
𝒍𝒏𝒓𝒆𝒆𝒓  0.135 0.121   
 (3.00) (1.66)   
𝒍𝒏𝒓𝒆𝒆𝒓 ∗ 𝑫𝒊,𝒕   -0.014 -0.029 -0.036 
  (0.17) (0.37) (0.43) 
𝑫𝒊,𝒕  0.222 0.280 0.332 0.370 
 (3.46) (0.89) (1.12) (1.18) 
𝒍𝒏(𝒆𝒎𝒑)𝒊,𝒕   0.013  0.020 
  (2.51)  (3.88) 
𝒍𝒏(𝒆𝒍𝒆𝒄𝒕)𝒊,𝒕   0.020  0.016 
  (6.71)  (5.26) 
𝑮𝑫𝑷 𝒈𝒓𝒐𝒘𝒕𝒉 𝒓𝒂𝒕𝒆𝒕   0.002   
  (2.71)   
𝑴𝒆𝒓𝒄𝒉𝒂𝒏𝒅𝒊𝒔𝒆 𝒕𝒓𝒂𝒅𝒆𝒕   0.004   
  (5.37)   
N 28,499 28,499 26,344 20,532 22,285 
Firm Effect Yes Yes Yes Yes Yes 
Time Effect No No No Yes Yes 
The statistics value is given in parenthesis and Bold, Italic Bold, and Italic 





Column 1 of Table (5.2) displays that firm’s lack of access to foreign currency has a 
negative significant effect on its production performance, accounting for individual 
firm characteristics. This indicates that a one percent decrease in access to foreign 
currency for firms leads to a 0.152 percent decline in firm production performance. 
Note that, a higher ratio for ‘access to foreign currency’ implies a wider gap between 
the parallel and official exchange rates which signals a shortage of foreign currency 
supply in the economy thereby a lesser access to foreign currency for firms. This result 
is not striking as the shortage of foreign currency limits firms access to the required 
foreign inputs to their production operation.  
Accounting for firm characteristics, I also examine whether lack of access to foreign 
currency has a variation in its effect across importing and non-importing firms. To this 
end, an interactive coefficient of -0.282 is found between a lack of access to foreign 
currency and a dummy variable (𝑖. 𝑒.   𝐷𝑖,𝑡 = 1 for importing firm i at time t, and 0, for 
non-importing). The result suggests that a lack of access to foreign currency has a 
substantial adverse effect for importing firms than non-importing firms in terms of 
production performance.  
Surprisingly, the interaction coefficient is found consistently negative and significant 
when I estimate with other control variables, again accounting for firm and time 
effects. The result implies that the lack of access to foreign currency significantly 
reduce the production performance of the importing manufacturing firms than non-
importing. This result emphasis that the access to foreign currency is quite relevant for 
the importing manufacturing firms as they are more reliant on the foreign inputs which 
is highly sensitive to the availability of foreign currency in Ethiopia.   
Indirectly, the result can be testified by the findings of previous studies which 





(Bas & Strauss-Kahn, 2014, 2015; Blaum, et al., 2018; Halpern, et al., 2015; Topalova 
& Khandelwal, 2011). From this one can deduce that the unavailability of foreign 
inputs is likely to have a negative impact on the production performance of firms.  
Intuitively, the access to foreign inputs is largely depends on the availability of foreign 
currency particularly for developing countries, as they often enforced to use foreign 
currency for their international transactions. Accordingly, the severe shortage of 
foreign currency in Ethiopia causes a lack of access to foreign inputs for importing 
firms and hence, adversely affect their production performance. 
The other interesting finding of this study is that, the interactive coefficient between 
the real effective exchange rate and a dummy variable (𝑖. 𝑒.   𝐷𝑖,𝑡 = 1 for importing firm 
i at time t, and 0, for non-importing) is found statistically insignificant in influencing 
the production performance of the manufacturing firms in Ethiopia. This again affirms 
that the most important factor that drives the production performance of the importing 
manufacturing firms is the availability of foreign currency instead of the variability of 
real exchange rate. It should also be noticed that the dominant trend with respect to 
foreign currency movement in Ethiopia is currency depreciation as there is shortage of 
foreign currency in the economy.   
The other specified firm-level variables, employment and power consumption, have 
also positive significant influence on the production performance of firms in Ethiopia. 
This indicates that increasing the labour force and power consumption leads to an 
improvement in firm’s production performance. This is unsurprising result as most 
firms in Ethiopia are labour intensive and they are also constrained by power supply.   
The other macroeconomic variables, GDP growth rate, and the merchandise trade 





This is also intuitive as the GDP growth raise the demand, and the merchandise trade 
value to GDP enhances firms’ competitiveness. Intentionally, I leave the detail 
discussion of these variables as the focus of this study is to examine the effect access 
to foreign currency on firm production performance.  
I further investigate whether the effects of the access to foreign currency vary on the 
production performance of heterogeneous manufacturing firms: only importing, only 
exporting and both importing and exporting firms. Results presented in Table (5.3).  
Table 5.3: Dependent Variable: Firms production performance (1996-2016) 
Variables  [1] [2] [3] [4] [5] [6] 
𝒇𝒙𝒕 -0.230 -0.095     
(4.57) (2.78)     
𝒇𝒙𝒕 ∗ 𝑰𝒎𝒑𝒊,𝒕  -0.714 -0.463 -0.240   
 (4.21) (2.41) (1.22)   
𝒇𝒙𝒕 ∗ 𝑬𝒙𝒑𝒊,𝒕  0.343 0.297    
 (1.65) (1.39)    
𝒇𝒙𝒕 ∗ 𝑰𝒎𝒑𝒊,𝒕(𝒆𝒙𝒑𝑫𝒊,𝒕 = 𝟏)     -0.258 -0.240 
    (1.37) (1.22) 
𝒇𝒙𝒕 ∗ 𝑰𝒎𝒑𝒊,𝒕(𝒆𝒙𝒑𝑫𝒊,𝒕 = 𝟎)    -0.297 -0.552 -0.537 
   (5.56) (3.00) (2.79) 
𝒍𝒏𝒓𝒆𝒆𝒓𝒕 0.133      
(2.75)      
𝒍𝒏𝒓𝒆𝒆𝒓 ∗ 𝑰𝒎𝒑𝒊,𝒕  0.386 0.125 0.157 0.162 0.157 
 (2.87) (0.77) (0.97) (1.04) (0.97) 
𝑰𝒎𝒑𝒊,𝒕 -0.148 -1.165 -0.211 -0.293 -0.294 -0.293 
(8.64) (2.29) (0.35) (0.48) (0.50) (0.48) 
𝑬𝒙𝒑𝒊,𝒕 0.332 -0.059 -0.029 0.276 0.291 0.276 
(9.60) (0.24) (0.11) (7.85) (8.64) (7.85) 
𝒍𝒏(𝒆𝒎𝒑)𝒊,𝒕 0.010  0.017 0.017  0.017 
(1.93)  (3.41) (3.36)  (3.36) 
𝒍𝒏(𝒆𝒍𝒆𝒄𝒕)𝒊,𝒕 0.020  0.015 0.015  0.015 
(6.49)  (5.09) (5.07)  (5.07) 
𝑮𝑫𝑷 𝒈𝒓𝒐𝒘𝒕𝒉 𝒓𝒂𝒕𝒆𝒕 0.003      
(3.21)      
𝑴𝒆𝒓𝒄𝒉𝒂𝒏𝒅𝒊𝒔𝒆 𝒕𝒓𝒂𝒅𝒆𝒕 0.004      
(5.40)      
N 26,344 28,499 20,532 20,532 22,285 20,532 
Firm Effect Yes Yes  Yes Yes Yes Yes 
Time Effect  No No Yes Yes Yes Yes 
The statistics value is given in parenthesis and Bold, Italic Bold, and Italic 
coefficients, indicate significance at 1%, 5%, and 10% levels, respectively. Note also 
that 𝑒𝑥𝑝𝐷𝑖,𝑡 is constructed as a dummy variable of one for firm i that export at time t, 





Column 1 of Table (5.3) shows that the coefficient of access to foreign currency is 
found negative and statistically significant. This result again confirms that lack of 
access to foreign currency has an adverse impact on firm production performance even 
by controlling the import and export share of a firm in addition to other firm level and 
macroeconomic variables.  
Interestingly, firm’s production performance is negatively associated with a higher 
share of import while it is positively associated with firm’s share of export. 
Statistically, when firm’s import share increases by 10%, its production performance 
declines by 1.48%. This result suggests that importing firms are more vulnerable as to 
their production performance due to lack of access to foreign inputs in consequences 
of lack of access to foreign currency. In the contrary, when firm’s share of export 
increases by 10%, its production performance improved by 3.3%. This result is not 
surprising as exporting firms have relatively better access to foreign currency which 
causes firms productivity gain via better access to foreign inputs.  
The result in column 2 of Table (5.3) also revealed that the interactive term between 
the import share and access to foreign currency is negative and significant while the 
interactive term between firm’s export share and access to foreign currency is positive 
but insignificant. This again suggest that a lack of access to foreign currency has a 
substantial adverse impact on the production performance of manufacturing firms that 
has a higher import share.  This result is consistent even when I account for both firm 
and time effects (see column 3 of Table (5.3)).  
By introducing an interactive term and a dummy variable (𝑒𝑥𝑝𝐷𝑖,𝑡 1, for firm i that 
export at time t, and 0, otherwise), I further examine whether the effect of access to 





that engaged both in importing and exporting activities at a time t, as their import 
intensity raises.  
As per the result displayed in column 4, 5 and 6 of Table (5.3), the production 
performance of firms that only engaged in importing is significantly hampered by the 
lack of access to foreign currency as their import share increases. This can be partly 
attributed to the fact that only importing firms do not have extra sources of foreign 
currency like export earnings. This can be contrasted with the result found for firms 
which simultaneously engaged in importing and exporting (i.e. a negative but 
insignificant).  
Interestingly, I found a positive effect of a lack of access to foreign currency on the 
production performance of firms that engaged in only exporting or exporting that also 
importing as their export share raises (see Table B2 in Appendix B). Partly this can be 
associated with a cost advantage of exporting firms from a remarkable domestic 
currency depreciation as a result of shortage of foreign currency supply in the 
economy. 
Regarding to other firm-level and macroeconomic control variables, all of them 
exhibited a coefficient as anticipated. Coefficient of each variable has similar 
interpretation as it is presented before. 
Overall, this study finds that a lack of access to foreign currency has a paramount 
negative effect on the production performance of manufacturing firms in Ethiopia. The 
effect is severe for firms that have high import share and only engaged in importing 
activities while with a lesser effect on firms that simultaneously engaged in exporting 
activities. Interestingly, lack of access to foreign currency has a positive influence on 





5.5. Conclusion  
The productivity of importing and exporting manufacturing firms is critical for the 
economic growth of any nations particularly for the developing countries, where the 
manufacturing sector is at its low level. In Ethiopia, the contribution of manufacturing 
sector to the economy is minimal in terms of its contribution for job creation, foreign 
currency earnings, output and skill transferring. 
The shortage of foreign currency is the primary production constraints of 
manufacturing firms in Ethiopia as it limits their access to foreign inputs. Therefore, 
this study examined the effect of the lack of access to foreign currency on the 
production performance of the manufacturing firms in Ethiopia. To this end, a 21-years 
comprehensive census-based firm-level data and macroeconomic data are used for the 
empirical investigation.  
A ratio of parallel to official exchange rates is constructed as a proxy measure of access 
to foreign currency while the ratio of the actual production to production at full 
capacity is constructed to capture firm production performance. Based on the results 
from the fixed effect model accounting for firm and time effects, the following 
conclusions are drawn.  
The lack of access to foreign currency is found as most critical factors that adversely 
affect the production performance of manufacturing firms in Ethiopia. By limiting 
firm’s access to the required foreign inputs to their production operation, the lack of 
access to foreign currency hampers firm’s production performance. This is consistent 






This study further found that the effect of lack of access to foreign currency on the 
production performance of manufacturing firms is uneven across heterogenous types. 
Manufacturing firms that only engaged in importing activities are highly affected by 
the lack of access to foreign currency than any other types of firms. This is plausible 
result as importing manufacturing firms in Ethiopia are more vulnerable to the shortage 
of foreign currency.  
A lack of access to foreign currency has a lesser adverse effect on the production 
performance of firms that simultaneously engaged in both importing and exporting 
activities, as they partly finance their imports from their export earnings. Interestingly, 
it has a positive effect on the production performance of firms that engaged in either 
only exporting or exporting also importing activities as their export share raises. This 
could partly be associated with the relative cost advantage of exporting firms from a 
remarkable domestic currency depreciation when there is a shortage of foreign 
currency supply in the economy. 
Overall, the lack of access to foreign currency affects the production performance of 
manufacturing firms particularly the importing firms in Ethiopia. This suggest that a 
shortage of foreign currency strongly challenges the ability of firms to strengthen and 
expand their production capacity. Consequently, Ethiopian manufacturing firms are 
less competitive both in local and international market and made them to have a lesser 









Appendix A: Variable Definition and characteristics of sample firm 
TableA1: Description of variables and source of data  
Variable  Description  Source of 
Data  
ln(Actual/Full production)  Proxy for firm performance  ECSA 
Parallel /official exchange rate Proxy for firm access to foreign currency  NBE, EEA 
Import share Value of imported inputs /Actual production ECSA 
Share of export  export/Actual production ECSA 
Import dummy  1 if importer, 0 otherwise ECSA 
Export dummy 1 if exporter, 0 otherwise ECSA 
Importer that also exporter dummy  1 if importer is exporter, 0 otherwise. ECSA 
 The value of power consumption Electricity consumption ECSA 
Employment  Number of employees ECSA 
GDP growth  Income or demand  WB 
Merchandize trade value   Sum of import and export value to GDP  WB 
 
Table A2: Summary statistics of the selected variables  
Variable N Mean Std. Dev. Min Max 
ln(y) 28,499 -0.56 0.41 -5.67 0.00 
Fx 28,499 1.19 0.12 0.96 1.41 
Lnemp 28,499 3.30 1.37 0.00 9.12 
Lnelct 26,344 9.80 2.28 0.00 19.61 
lnexpo_br 28,499 0.85 3.57 0.00 20.63 
lnimpo_br 28,499 8.07 6.70 0.00 21.13 
lnprod_br 28,499 14.66 2.31 7.24 24.29 
lnfprod_br 28,499 15.22 2.28 8.01 24.58 
lnExR 28,499 2.50 0.38 1.79 2.98 
Share of export 28,499 0.02 0.13 0.00 1.00 
Share of import 28,499 0.18 0.26 0.00 1.00 











Appendix B: Estimation Results 
Table B1: Dependent Variable: Manufacturing firm performance (1996-2016) 
Variables [1] [2] [3] 
𝒇𝒙𝒕 -0.378   
 (7.05)   
𝒇𝒙𝒕*𝒆𝒙𝒑𝑫𝒊,𝒕 0.590 0.536 0.547 
 (3.66) (3.44) (3.37) 
𝒓𝒆𝒆𝒓𝒕 0.238   
 (4.68)   
𝒓𝒆𝒆𝒓𝒕 ∗ 𝒆𝒙𝒑𝑫𝒊,𝒕 -0.461 -0.412 -0.426 
 (3.13) (2.94) (2.88) 
𝒆𝒙𝒑𝑫𝒊,𝒕 1.791 1.620 1.664 
 (3.09) (2.94) (2.87) 
𝒍𝒏𝒆𝒎𝒑𝒊,𝒕 0.008  0.015 
 (1.67)  (3.03) 
𝒍𝒏𝒆𝒍𝒄𝒕𝒊,𝒕 0.018  0.014 
 (6.02)  (4.70) 
GDPgr_t 0.002   
 (2.75)   
Mtrade_t 0.003   
 (4.42)   
N 26,344 22,285 20,532 
Time effect No Yes Yes 
Firm effect Yes Yes Yes 
Table B2: Dependent Variable: Manufacturing firm performance (1996-2016) 
Variables  [1] [2] [3] 
𝒇𝒙𝒕 ∗ 𝑰𝒎𝒑𝒊,𝒕 -0.463   
(2.41)   
𝒇𝒙𝒕 ∗ 𝑬𝒙𝒑𝒊,𝒕 0.297 0.794  
(1.39) (2.46)  
𝒇𝒙𝒕 ∗ 𝒆𝒙𝒑𝒊,𝒕(𝑫𝒊,𝒕 = 𝟏)   0.794 
  (2.46) 
𝒇𝒙𝒕 ∗ 𝒆𝒙𝒑𝒊,𝒕(𝑫𝒊,𝒕 = 𝟎)  0.019 0.814 
 (0.40) (2.52) 
𝒍𝒏𝒓𝒆𝒆𝒓𝒕    
   
𝒍𝒏𝒓𝒆𝒆𝒓 ∗ 𝒆𝒙𝒑𝒊,𝒕 0.125 -0.534 -0.534 
(0.77) (1.93) (1.93) 
𝑰𝒎𝒑𝒊,𝒕 -0.211 -0.147 -0.147 
(0.35) (8.66) (8.66) 
𝑬𝒙𝒑𝒊,𝒕 -0.029 1.941 1.941 
(0.11) (1.81) (1.81) 
𝒍𝒏(𝒆𝒎𝒑)𝒊,𝒕 0.017 0.017 0.017 
(3.41) (3.36) (3.36) 
𝒍𝒏(𝒆𝒍𝒆𝒄𝒕)𝒊,𝒕 0.015 0.015 0.015 
(5.09) (5.05) (5.05) 
N 20,532 20,532 20,532 
Firm Effect Yes Yes Yes 
Time Effect  Yes Yes Yes 
The statistics value is given in parenthesis and Bold, Italic Bold, and Italic coefficients, indicate 
significance at 1%, 5%, and 10% levels, respectively. Note also that 𝑒𝑥𝑝𝐷𝑖,𝑡 is constructed as a dummy 
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