Abstract: In this article, optimization problems over the cone of nonnegative trigonometric polynomials are described. We focus on linear constraints on the coefficients that represent interpolation constraints. For these problems, the complexity of solving the dual problem is shown to be almost independent of the number of constraints, provided that an appropriate preprocessing has been done. These results can be extended to other curves of the complex plane (real axis, imaginary axis), to nonnegative matrix polynomials and to interpolation constraints on the derivatives.
INTRODUCTION
Nonnegative polynomials are natural objects to model various engineering problems. Among the most representative applications are the filter design problems (Alkire and Vandenberghe, 2001; Davidson et al., 2000; Genin et al., 2000a) . Recently, selfconcordant barriers for several cones of nonnegative polynomials have been proposed in the literature (Nesterov, 2000) . They are usually based on results dating back to the beginning of the 20th century. In fact, these cones and their properties were extensively studied by several well-known mathematicians (Fejér, Toeplitz, . . . ) , see e.g. (Karlin and Studden, 1966) .
Nowadays, convex optimization techniques allow us to efficiently deal with these cones, which are parametrized by semidefinite matrices (Nesterov and Nemirovskii, 1994; Vandenberghe and Boyd, 1996) .
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Although general semidefinite programming solvers could be used to solve the associated problems, the inherent structure of these polynomial problems must be exploited to derive much more efficient algorithms (Alkire and Vandenberghe, 2001; Genin et al., 2000b) . They are usually based on the matrix structure which shows up in the dual problem. In particular, solving the standard conic formulation on cones of nonnegative polynomials using the dual matrix structure has been studied in (Genin et al., 2000b) .
In this article, we consider a particular conic formulation where the linear constraints are interpolations constraints. Indeed, the natural linear constraints on the coefficients of a polynomial are the ones obtained as interpolation conditions on the polynomial or its derivatives : each of them has an unambiguous interpretation. We show that solving the associated optimization problems can be done very efficiently in a number of flops almost independent of the polynomial degree. Moreover, these formulations have some interesting properties that are worth pointing out.
Notation. Hereafter all optimization problems are assumed to be stated in terms of appropriate scalar products defined over the space of complex matrices. For any couple of matrices and let us set their Frobenius scalar product as follows 
NONNEGATIVE POLYNOMIALS
Let us now briefly summarize a few facts about nonnegative polynomials. First of all, the characterization of such polynomials depends on the curve of the complex plane on which they are defined. These curves are typically the real axis Ê, the unit circle Ê or the imaginary axis Ê. The set of nonnegative polynomials on any of these three curves is clearly a convex cone Ã, i.e.
«Ã Ã « ¼
(1)
In this article, this special structure is used to formulate various optimization problems in conic form, based on interpolation constraints.
Let us now examine the cone of nonnegative trigonometric polynomials and its dual. Similar results can be derived for nonnegative polynomials on the real line or on the imaginary axis, see (Genin et al., 2000b; Nesterov, 2000) . Further details will be given in a forthcoming paper.
On the unit circle, the nonnegative polynomials of interest are the trigonometric polynomials. Remember that a trigonometric polynomial of degree Ò has the 
evaluated on the unit circle is equal to the trigonometric polynomial (3). Therefore, we can use either (3) or (5) to represent the same mathematical object.
Denote the cone of trigonometric polynomials (of degree Ò) nonnegative on the unit circle by
and define the inner product between two vectors Ô
The cone of nonnegative polynomials on the unit circle can then be characterized as follows (Nesterov, 2000) . 
This statement is a direct consequence of Fejér's Theorem (Fejér, 1915; Nesterov, 2000) . Note that (7) can be rewritten using the vector Ò´Þ µ, i.e. Ô´Þµ Ò´Þ µ Ò´Þ µ .
By definition, the cone dual to Ã is the set of vectors
If Ì´×µ is the Hermitian Toeplitz matrix defined by the
the cone dual to Ã is characterized by Ì´×µ ¼, i.e.
Using the operator dual to Ì´¡µ, equation (7) can also be written as Ô Ì £´ µ, which means that Ô Ì ¼ Ò
where the matrices Ì 
THE OPTIMIZATION PROBLEM
The problem of optimizing over the cone of nonnegative polynomials, subject to linear constraints on the coefficients of these polynomials, has already been studied by the authors in a wider framework (Genin et al., 2000b) . Remember that this class of problems is exactly the standard conic formulation introduced in (Nesterov and Nemirovskii, 1994) . In this section, we now focus on the particular case of trigonometric polynomials constrained by interpolation constraints. The consequent structures of the primal and dual problems lead to efficient algorithms for solving such problems.
Several important optimization problem on the unit circle can be formulated as the following primal problem
where the linear constraints are independent. From a computational point of view, the problem dual to (12) has again a considerable advantage over its primal counterpart. This dual problem reads as follows
Since its constraints are equivalent to Ì´ £ Ýµ ¼, the Toeplitz structure can be used to efficiently solve this dual problem (Genin et al., 2000b) . Using Theorem 1, the primal optimization problem (12) can also be recast as the semidefinite programming problem
An interpolation constraint on the nonnegative trigonometric polynomial Ô´ µ, i.e. Ô ¾ Ã , corresponds to 
SOLVING THE OPTIMIZATION PROBLEM

Strict feasibility
The standard assumption on the primal and dual problems is the so-called "strict feasibility" assumption. This assumption is necessary in order to properly define the primal and dual central-path and thus to solve our pair of primal and dual problems (Nesterov, 1996) . Moreover, it ensures that the optimal values of both problems coincide, which is an important property to solve our class of problem efficiently. Let us point out a remarkable property of our class of problems. If the number of constraints is equal to Ò·½, both primal and dual problems are strictly feasible and this property is independent of the data. Except for that particular case, there usually exists a trade-off between strict primal and dual feasibility.
Assumption 2. (Strict feasibility
Therefore, the largest class of interpolation problems on nonnegative trigonometric polynomials of degree Ò, for which strict feasibility holds and does not depend on the interpolation points, satisfies the following assumption.
Assumption 3. The number Ñ of interpolation constraints is less or equal to Ò·½and the objective vector satisfies Ì´ µ ¼.
From now on, we only focus on problems which fulfill this assumption. The hypothesis on could be relaxed sometimes but we have kept it in order not to shadow the inherent simplicity of our problems. When appropriate, we shall point out the possible extensions and leave them to the reader.
One interpolation constraint
Let us now solve the primal problem
Both primal and dual optimal solutions can easily be computed in an explicit way using Assumption 3. They are given by the expressions :
The following example shows a well-known application of this result. Example 3. (Moving average system). Let Ò be a discrete time signal and À´ µ be its Fourier transform. The function À´ µ ¾ is known as the energy density spectrum because it determines how the energy is distributed in frequency (Oppenheim and Schafer, 1989) . Let us compute the signal which has the minimum energy Therefore, the optimal primal solution is given by
and the corresponding Fourier transform À´ µ can be set to
As shown in Figure 1 , À´ µ ¾ is an approximation of a low-pass filter. The corresponding signal is exactly the impulse response of the moving average system :
Since convolution of a discrete signal Ü Ò with Ò returns a signal Ý Ò such that
Ý Ò is the "moving average" of Ü Ò .
Two interpolation constraints
Before investigating problems with two interpolation constraints, we state the following proposition, which gives the optimal solution of a 2-dimensional SDP problem.
Proposition 4. Let ½ ¾ ¾ ÒØ Ê · and « ¾ Ê and ¬ ¾ . The optimal value of the optimization problem
is reached at the optimal point
and it is equal to
If the number of interpolation constraints is equal to 2, the dual problem (13) 
where is equal to Ö Ì´ µ ½ Ò´Þ¾µ Ò´Þ½µ . The vector
corresponds to a trigonometric polynomial Ô´Þµ Õ Ò´Þ µ ¾ which satisfies our interpolation constraints and such that Ô Ý . The vector Ô Ì £´Õ Õ £ µ is thus the (primal) optimal one.
More interpolation constraints (Ñ Ò · ½ )
Under Assumption 3, the above analysis can always be carried out. The key step is to use the spectral factorization of nonegative polynomials.
Remember that the optimization problem of interest reads as follows : 
where ´ µ is the vector defined by the diagonal elements of and is the all-ones vector.
Theorem 5. If Assumption 3 holds, relaxation (45) is exact.
Remark 6. The proof shows that it would be sufficient to assume that Ï ½ Ì´ µÏ £ ½ ¼ for some Ï ½ in order to get an exact relaxation. For simplicity reasons, we leave the exact reformulation of our statement in that case to the reader.
