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Berdistribusi Log-normal 
 
Rachmaniyah*1, Erna2, Saleh3 
ABSTRAK 
Diabetes melitus (DM) adalah penyakit yang ditandai dengan peningkatan kadar gula darah yang terus-
menerus. Untuk mengurangi angka kematian akibat Diabetes Melitus, maka penelitian ini akan memodelkan 
waktu survival dengan studi kasus pada pasien diabetes melitus di RS Wahidin Sudirohusodo Makassar dari 
Januari 2005 – Mei 2006. Metode yang digunakan adalah Analisis Survival dengan model Accelerated Failure 
Time. Adapun hasil analisisnya berdasarkan uji Wald menunjukkan bahwa variabel bebas yang signifikan adalah 
umur. Dari model Accelerated Failure Time (AFT) log-normal terbaik disimpulkan bahwa pasien dengan umur 
yang lebih tua satu tahun cenderung memiliki peluang kematian yang lebih cepat dari pasien yang lebih muda. 
Kata Kunci : Diabetes Melitus, Analisis Survival, Model Accelerated Failure Time, Uji Wald, Distribusi  
Log-normal. 
 
1. Pendahuluan 
Analisis statistika yang mencari hubungan antara variabel terikat dengan variabel bebas 
salah satunya adalah dengan menggunakan metode regresi. Jika variabel terikat yang digunakan 
berupa data survival (waktu) maka analisis yang digunakan adalah analisis survival (Liang, dkk, 
2011). Analisis survival atau dikenal sebagai analisis ketahanan hidup merupakan prosedur 
statistika untuk menganalisis data berupa waktu antar kejadian. Analisis ini digunakan ketika 
kasus berkaitan dengan waktu atau lama waktu hingga terjadi peristiwa tertentu. Peristiwa dalam 
analisis ini dapat berupa timbulnya penyakit, kambuhnya penyakit, kesembuhan, kematian atau 
sesuatu yang menarik untuk diamati pada objek tertentu (Kleinbaum dan Klein, 2005). 
Metode-metode yang digunakan untuk analisis survival adalah metode nonparametrik yaitu 
metode Kaplan-Meier dan uji log-rank, metode semiparametrik yaitu model Cox PH dan model 
Cox dengan waktu dependen kovariat, dan metode parametrik yaitu model parametrik PH dan 
model AFT (Jiezhi Qi, 2009).  
Tugas akhir ini membahas mengenai Analisis Survival dengan Model Accelerated Failure 
Time Berdistribusi Log-normal. 
2. Tinjauan Pustaka 
2.1 Analisis Survival 
Analisis survival (analisis ketahanan hidup) merupakan prosedur statistika untuk 
menganalisis data berupa waktu antar kejadian, yaitu dimulai dari time origin atau start point 
sampai pada suatu kejadian khusus (failure event/end point). Dalam menentukan waktu survival, 
T, terdapat tiga elemen yang harus diperhatikan yaitu waktu awal (time origin), definisi failure 
time yang harus jelas, dan skala waktu sebagai satuan pengukuran.  
Distribusi waktu survival terdiri dari empat fungsi, yaitu: fungsi densitas peluang, fungsi 
distribusi kumulatif, fungsi tahan hidup (fungsi survival), dan fungsi kegagalan (fungsi hazard). 
2.2 Distribusi Log-normal 
Secara sederhana bentuk distribusi log-normal dapat didefinisikan sebagai distribusi suatu 
variabel dalam bentuk logaritma yang menyebar normal. Variabel acak, T, dikatakan memiliki 
distribusi log-normal, dengan parameter 𝜇 dan 𝜎, jika logT memiliki distribusi normal dengan rata-
rata 𝜇  dan standar deviasi 𝜎 . Fungsi kepadatan peluang dari distribusi log-normal adalah: 
                                                            𝑓(𝑡) =
1
√2𝜋𝜎2
𝑒𝑥𝑝 [−
(ln(𝑡𝑖)−𝜇)
2
2𝜎2
]                               
2.3 Maximum Likelihood Estimation (MLE) 
Salah satu metode dalam penaksiran parameter adalah Maximum Likelihood Estimation 
(MLE). Prinsip dari MLE adalah menentukan 𝜃 yang memaksimumkan fungsi likelihood dengan 
disama dengankan nol. 
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Misalkan 𝑌1, 𝑌2, … , 𝑌𝑛 sampel acak dengan fungsi kepadatan peluang 𝑓(𝑦𝑖; 𝜃), 𝑖 = 1,2, … , 𝑛. 
Apabila 𝐿 fungsi peluang bersama dari 𝑌1, 𝑌2, … , 𝑌𝑛 yang dipandang sebagai fungsi dari 𝜃 maka: 
𝐿(𝜃) = 𝑓(𝑦1; 𝜃) ∙ 𝑓(𝑦2; 𝜃) ∙ … ∙ 𝑓(𝑦𝑛; 𝜃) disebut fungsi likelihood. 
Nilai parameter 𝜃  dapat diperoleh dengan memaksimumkan fungsi kepadatan peluang 
bersama. Hal tersebut dilakukan dengan metode turunan pertama dari fungsi likelihood-nya 
terhadap setiap parameternya sama dengan nol. Selain itu, karena biasanya sulit untuk mencari 
turunan fungsi likelihood, maka yang dilakukan adalah menentukan nilai maksimum dari 
logaritma natural fungsi likelihood tersebut atau disebut dengan fungsi log-likelihood. 
2.4 Model AFT (Accelerated Failure Time) 
Model AFT menggambarkan hubungan antara probabilitas survival dan himpunan kovariat.  
Definisi 
Diketahui suatu grup pasien dengan kovariat (𝑥1, 𝑥2, … , 𝑥𝑝). Modelnya secara matematik ditulis 
sebagai :  
 𝑆(𝑡|x) = 𝑆0(
𝑡
𝜂(x)
)                              
dimana  
𝑆0(𝑡) : fungsi baseline survival 
𝜂       : faktor percepatan  
rumus dari faktor percepatan yaitu 𝜂(x) = exp  (𝛽1x1𝑖 + 𝛽2x2𝑖 + ⋯+ 𝛽𝑝x𝑝𝑖). 
dimana 𝑝 = 1, 2, … ,7 , 𝑖 = 1, 2, … , 𝑛. 
 
Keterangan : 
𝛽 : parameter skala 
𝑥 ∶ variabel bebas 
𝑛 : banyaknya data 
 
Fungsi hazard dengan kovariat 𝑥1, 𝑥2, … , 𝑥𝑝 dapat dituliskan : 
                         ℎ(𝑡|x) = [
1
𝜂(x)
] ℎ0[
𝑡
𝜂(x)
]                              
dimana 
𝜂(𝑥)  : faktor percepatan 
𝑥        : variabel bebas 
       ℎ0(𝑡)  : fungsi baseline hazard 
2.4.1 Uji Anderson Darling 
Uji Anderson-Darling adalah nama dari Theodore Wilbur Anderson dan Donald A. Darling, 
mereka menemukan statistik untuk menguji kenormalan data. Menurut Stephens (1974), uji 
Anderson-Darling digunakan sebagai uji kenormalan atau kebaikan suai (goodness of fit) untuk 
peubah kuantitatif. Uji Anderson-Darling bisa digunakan untuk menguji kenormalan berbagai 
macam distribusi data, yaitu distribusi normal, lognormal,eksponensial, weibull, sebaran logistik. 
Rumus dari uji Anderson-Darling adalah sebagai berikut: 
           𝐴2 = −𝑛 −
1
𝑛
∑(2𝑖 − 1)[𝑙𝑛 𝐹(𝑡𝑖) + 𝑙𝑛
𝑛
𝑖=1
(1 − 𝐹(𝑡𝑛+1−𝑖))]              
Keterangan: 
𝐴 = statistik uji untuk metode Anderson-Darling 
𝑛 = ukuran sampel 
𝐹 = fungsi distribusi kumulatif dari distribusi tertentu 
𝑡𝑖 = waktu survival 
 
Hipotesis: 
H0 : data mengikuti distribusi tertentu 
H1 : data tidak mengikuti distribusi tertentu 
 
Suatu data dikatakan mengikuti suatu distribusi tertentu jika nilai Anderson-Darling yang 
diperoleh adalah yang terkecil dibandingkan dengan nilai Anderson-Darling pada distribusi yang 
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lain, dan nilai p-value lebih besar dari 0,05. Jika p-value lebih kecil dari 0,05 maka tolak hipotesa 
awal (H0). 
 
2.4.2 Uji Wald 
Uji Wald dilakukan untuk melihat apakah terdapat variabel bebas yang tidak signifikan di 
dalam model. Jika terdapat variabel bebas yang tidak signifikan, maka perlu dilakukan reduksi 
terhadap variabel bebas tersebut.  
Langkah-langkah uji Wald adalah sebagai berikut (Agresti, 2007): 
1. Merumuskan Hipotesis:  
𝐻0 : 𝛽𝑗 = 0 (variabel bebas tidak signifikan) 
𝐻1 : 𝛽𝑗 ≠ 0 (variabel bebas signifikan) 
dimana 𝑗 = 1,2, … , 𝑝. 
2. Memilih tingkat signifikansi 𝛼. 
3. Menentukan statistik uji 
statistik uji yang digunakan adalah uji Wald:  
                                                     𝑊 = (
?̂?𝑗
𝑆𝐸(?̂?𝑗)
)2                                                
Keterangan: 
?̂?𝑗          : penduga 𝛽𝑗 
𝑆𝐸(?̂?𝑗) : standar error dari 𝛽𝑗 
 
4. Kriteria keputusan:  
Tolak 𝐻0 jika 𝑊 > 𝜒(1,𝛼
2
)
2  atau nilai signifikansi < 𝛼, yang artinya variabel bebas signifikan di 
dalam model. Sebaliknya, terima 𝐻0  jika 𝑊 ≤ 𝜒(1,𝛼
2
)
2  atau nilai signifikansi ≥ 𝛼 , yang artinya 
variabel bebas tidak signifikan di dalam model sehingga variabel bebas tersebut harus 
dikeluarkan dari model. 
2.4.3 Penyakit Diabetes Melitus 
Diabetes melitus (DM) adalah penyakit yang ditandai dengan peningkatan kadar gula darah 
yang terus-menerus. Kadar gula darah bervariasi sepanjang hari. Gula darah akan meningkat 
setelah makan dan kembali normal dalam waktu 2 jam. Kadar gula darah yang normal cenderung 
meningkat secara ringan tetapi progresif setelah usia 50 tahun, terutama pada orang-orang yang 
tidak aktif. 
Penyebab diabetes biasanya karena hasil insulin tidak cukup untuk mengakomodasi kadar 
gula dan sel-sel tubuh tidak merespon insulin dan ini biasanya terjadi karena kandungan lemak 
yang besar dalam tubuh tidak sempurna karena kurangnya aktivitas setiap hari. Penyebab lainya 
biasanya dikarenakan: 
a. Kurangnya insulin karena virus atau faktor gizi pada saat anak-anak tidak memadai. 
b. Pengaruh genetik atau keturunan. 
c. Terjadinya obesitas. 
d. Tingginya kadar kortikosteroid. 
e. Adanya kehamilan yang membuat kurangnya kadar insulin dalam darah. 
f. Tumbuh racun yang mempengaruhi kinerja insulin. 
Penelitian terakhir menunjukkan bahwa komplikasi diabetes dapat dicegah, ditunda atau 
diperlambat dengan mengontrol kadar gula darah. Pengaturan diet sangat penting. Biasanya 
penderita tidak boleh terlalu banyak makan makanan manis dan harus makan dalam jadwal yang 
teratur. Penderita diabetes cenderung memiliki kadar kolesterol yang tinggi, karena itu 
dianjurkan untuk membatasi jumlah lemak jenuh dalam makanannya. Tetapi cara terbaik untuk 
menurunkan kadar kolesterol adalah mengontrol kadar gula darah dan berat badan. 
Semua penderita diabetes hendaknya memahami bagaimana menjalani diet khusus penderita 
diabetes, olahraga teratur, pola makan, dan gaya hidup sehat untuk mengontrol penyakitnya.  
 
3. Hasil dan Pembahasan 
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3.1 Data 
Data yang digunakan dalam penelitian ini merupakan data sekunder berupa data pasien 
penyakit diabetes melitus di RS Wahidin Sudirohusodo Makassar dari Januari 2005 – Mei 2006. 
Pada penelitian ini faktor yang diteliti adalah umur, jenis kelamin, berat badan, kadar gula darah, 
komplikasi, dan diet DM. 
3.2 Metode Analisis 
3.2.1 Menaksir Parameter dengan Metode Maximum Likelihood Estimation (MLE) 
Penaksiran parameter dengan menggunakan metode Maksimum Likelihood Estimation 
(MLE) terhadap distribusi log-normal dilakukan untuk memperoleh bentuk parameter dari 
distribusi log-normal yaitu 𝜇 dan 𝜎. Bentuk parameter 𝜇 dan 𝜎 ini selanjutnya akan digunakan 
untuk menghitung nilai 𝜇 dan 𝜎 yang kemudian akan dimasukkan ke dalam model AFT. Selain 
itu, akan dilakukan juga penaksiran parameter 𝛽 dari model AFT. 
3.2.2 Pengujian Distribusi Data 
Pengujian distribusi data sangat penting dalam analisis survival. Pengujian ini berguna 
untuk melihat ketepatan distribusi dengan data, apakah waktu survival mendekati suatu distribusi 
tertentu atau tidak. Penentuan distribusi yang mendasari data dapat ditunjukkan dari bentuk plot 
atau nilai Anderson-Darling dari masing-masing distribusi. Plot yang membentuk garis lurus dan 
nilai Anderson-Darling yang terkecil menunjukkan distribusi yang mendasari data. 
Gambar 3.1 menunjukkan gambar plot distribusi data yang merupakan hasil output dari 
software Minitab 16. Pada Gambar 3.1 menunjukkan perbandingan plot distribusi data dari 
distribusi log-normal, eksponensial, normal, dan logistik. Dari keempat distribusi ini akan dilihat 
distribusi mana yang mendasari data, caranya adalah dengan melihat nilai Anderson-Darling dan 
nilai p-value. Suatu data dikatakan mengikuti distribusi tertentu jika nilai Anderson-Darling yang 
diperoleh adalah yang terkecil dibandingkan dengan nilai Anderson-Darling pada distribusi yang 
lain, dan nilai p-value lebih besar dari 0,05. 
 
Gambar 3.1. Perbandingan plot distribusi data. (a) plot distribusi Lognormal,  
(b) plot distribusi Exponential, (c) plot distribusi Normal, 
(d) plot distribusi Logistic. 
Keterangan Gambar 3.1 : 
3.1.(a) menunjukkan plot distribusi log-normal dengan nilai Anderson-Darling adalah 0,727 dan 
nilai p-value adalah 0,056. 
3.1.(b) menunjukkan plot distribusi eksponensial dengan nilai Anderson-Darling adalah 1,962 
dan nilai p-value adalah 0,01. 
3.1.(c) menunjukkan plot distribusi normal dengan nilai Anderson-Darling adalah 5,206 dan nilai 
p-value < 0,005. 
3.1.(d) menunjukkan plot distribusi logistik dengan nilai Anderson-Darling adalah 2,814 dan 
nilai p-value < 0,005. 
Dari keterangan gambar dan plot yang diperoleh seperti pada Gambar 3.1 menunjukkan 
bahwa nilai Anderson-Darling paling kecil terdapat pada plot (a) distribusi lognormal yaitu 0,727 
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dan nilai p-value > 0,05 yaitu 0,056. Hal ini menunjukkan bahwa distribusi yang mendasari data 
adalah distribusi lognormal. 
 
 
3.2.3 Uji signifikansi terhadap variabel bebas dengan menggunakan uji Wald 
Uji Wald digunakan untuk menguji signifikansi terhadap variabel bebas untuk melihat apakah 
terdapat variabel bebas yang tidak signifikan. Jika terdapat variabel bebas yang tidak signifikan, 
maka perlu dilakukan reduksi terhadap variabel bebas tersebut. 
Tabel 3.1 merupakan tabel uji Wald yang merupakan hasil output dari software SPSS 12. 
Pada tabel 3.1 akan dilihat nilai Wald dan nilai signifikansi dari variabel bebas. Jika nilai Wald >
𝜒
(1,
𝛼
2
)
2  dan nilai signifikansinya < 𝛼 = 5% = 0,05 maka variabel bebas tersebut signifikan di dalam 
model. 
Tabel 3.1 Uji Wald 
Variables in the Equation 
 
B S.E. Wald df Sig. Exp(B) 
Step 1a 
umur -,070 ,029 5,965 1 ,015 ,932 
jk(1) -,646 ,648 ,993 1 ,319 ,524 
berat -,039 ,031 1,624 1 ,203 ,961 
gd -,005 ,004 1,872 1 ,171 ,995 
komp 
  
6,587 4 ,159 
 
komp(1) -,511 ,676 ,571 1 ,450 ,600 
komp(2) -,739 ,864 ,730 1 ,393 ,478 
komp(3) 1,742 1,034 2,839 1 ,092 5,711 
komp(4) -21,287 17304,540 ,000 1 ,999 ,000 
diet 
  
3,430 4 ,489 
 
diet(1) 1,466 1,041 1,984 1 ,159 4,331 
diet(2) ,495 ,856 ,335 1 ,563 1,641 
diet(3) 1,434 ,981 2,137 1 ,144 4,196 
diet(4) ,734 1,834 ,160 1 ,689 2,083 
status(1) 1,191 ,985 1,461 1 ,227 3,289 
Constant 5,045 2,826 3,187 1 ,074 155,223 
 
Hipotesis:  
𝐻0 : 𝛽𝑗 = 0 (variabel bebas tidak signifikan) 
𝐻1 : 𝛽𝑗 ≠ 0 (variabel bebas signifikan) 
dimana 𝑗 = 1,2, … , 𝑝 
 
Digunakan taraf signifikansi α = 5% = 0,05. 
 
Keputusan:  
Tolak 𝐻0 jika nilai 𝑊 > 𝜒(1,𝛼
2
)
2 = 𝜒(1,0.025)
2 = 5,024 artinya variabel bebas signifikan. Dari tabel 
3.1 dapat dilihat bahwa variabel bebas yang signifikan adalah umur dimana nilai Wald dari umur 
𝑊𝑢𝑚𝑢𝑟 =  5,965 > 𝜒(1,𝛼
2
)
2 = 𝜒(1,0.025)
2 = 5,024 dengan  nilai signifikansi dari umur adalah 0,015 
< 𝛼 = 0,05.  
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3.2.4 Membentuk Model Accelerated Failure Time (AFT) Log-normal Terbaik 
Diketahui fungsi hazard AFT: 
ℎ(𝑡|x) = [
1
𝜂(x)
] ℎ0[
𝑡
𝜂(x)
] 
dimana 
𝜂(x) = exp  (𝛽1x1𝑖 + 𝛽2x2𝑖 + ⋯+ 𝛽𝑝x𝑝𝑖) 
dan 
ℎ𝑜(𝑡) =
1
𝜎𝑡√2𝜋
𝑒𝑥𝑝 [−
(ln 𝑡 − 𝜇)2
2𝜎2
]
1 − Φ (
ln  𝑡 − 𝜇
𝜎 )
 
maka 
 ℎ(𝑡|x) = [
1
𝜂(x)
] ℎ0 [
𝑡
𝜂(x)
] 
              =
1
𝜂(x)
[
 
 
 
 
 
 
 
1
σt√2π
exp [− (ln (
t
𝜂(x)
) − 𝜇)
2
]
1 − Φ (
ln (
t
𝜂(x)
) − 𝜇
σ
)
]
 
 
 
 
 
 
 
 
=
1
exp (−0,7 𝑢𝑚𝑢𝑟)
[
 
 
 
 
 
 
 
1
20,3409t√2π
exp [−(ln (
t
exp (−0,7 𝑢𝑚𝑢𝑟)
) − 2,031)
2
]
1 − Φ (
ln (
t
exp (−0,7 𝑢𝑚𝑢𝑟)
) − 2,031
20,3409 )
]
 
 
 
 
 
 
 
 
 
Dari model tersebut dapat dilihat bahwa jika variabel umur meningkat satu (tahun) maka 
akan meningkatkan fungsi hazard sebesar 𝑒−0,7artinya pasien dengan umur yang lebih tua satu 
tahun cenderung memiliki peluang kematian yang lebih cepat dari pasien yang lebih muda. 
 
4. Kesimpulan dan Saran 
4.1 Kesimpulan 
Berdasarkan penulisan mengenai analisis survival dengan model Accelerated Failure Time 
berdistribusi log-normal, maka diperoleh kesimpulan sebagai berikut: 
1. Penaksiran parameter terhadap fungsi kepadatan peluang dari distribusi log-normal dengan 
menggunakan metode Maximum Likelihood Estimation (MLE) menghasilkan 𝜇 =
2,031  𝑑𝑎𝑛  𝜎 = 20,3409. 
2. Hasil dari uji wald menunjukkan bahwa variabel bebas yang signifikan adalah umur dimana 
nilai Wald dari umur adalah 5,965 > 𝜒
(1,
𝛼
2
)
2 = 𝜒(1,0.025)
2 = 5,024 dengan  nilai signifikansi 
dari umur adalah 0,015 < 𝛼 = 0,05. 
3. Pada model Accelerated Failure Time (AFT) log-normal terbaik pada data penyakit diabetes 
melitus disimpulkan bahwa pasien dengan umur yang lebih tua satu tahun cenderung 
memiliki peluang kematian yang lebih cepat dari pasien yang lebih muda. 
4.2 Saran 
Model yang digunakan pada penulisan ini adalah model Accelerated Failure Time (AFT) yang 
berdistribusi log-normal. Disarankan agar dapat dilakukan penelitian pada model Accelerated 
Failure Time (AFT) dengan distribusi yang berbeda. 
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