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There is a little-known but very simple generalization of the standard result that for 
uncorrelated variables with a common mean and variance, the expected sample variance 
is the marginal variance.  The generalization justifies the use of the usual standard error 
of the sample mean in possibly heteroscedastic situations and motivates some simple 
estimators for unbalanced linear random effects models.  The latter is illustrated for the 
simple one-way context. 
 
 
The Mean of the Sample Variance 
 
It is completely standard in first courses in statistical theory to prove that the 
mean of the sample variance of iid observations is the common marginal variance.  It is 
little harder to show something more general.  Namely, there is the simple result below. 
 
Lemma 1  If  12 ,,, n YY Y …  are uncorrelated random variables with a common mean (say 
µ ) and possibly different variances 
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Then observe that one may with no loss of generality assume that  0 µ = .  (The  i Y  and the 
*
ii YY µ =− have the sample variance, and if necessary one could replace the  i Y  with 
*
i Y  
above.)  The assumption that the  i Y  are uncorrelated then implies that E 0  , ij YY i j =∀ .  
Since with mean 0, 
22 E ii Y σ = , the lemma is proved.    
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So Y  is potentially a sensible estimator of µ  (at least where the relative precisions of the 





functions as a standard error for Y  in the potentially heteroscedastic case of the lemma as 
well as the more familiar iid situation.  This is a kind of “robustness” result for the usual 
standard error of the sample mean and appears as Problem 2.2.3 page 52 of Stapleton 
(1995) without explicit mention of Lemma 1.  We proceed to illustrate that the lemma has 
uses beyond this most obvious one. 
 
 
Application in Linear Random Effects Models for Unbalanced Data 
 
It is possible to use Lemma 1 to produce simple estimators based on (even) 
unbalanced data under linear random effects models.  This is because the lemma shows 
expected sample variances of appropriate sample average observations to be easily-
identified linear combinations of variance components.  Here we illustrate in the context 
of the one-way random effects model.  (For more complicated examples, see Section 4.2 
of the class notes at http://www.public.iastate.edu/~vardeman/stat531/stat531.html ) 
 
That is, suppose that for  1,2, , iI = …  and  1,2, , i j n = …  
  ij i ij X µ αε = ++ LA-UR-03-6568 
  3
for µ  some constant,  12 ,,, I α αα …  with mean 0 and variance 
2
α σ , 
12 11 1 21 2 1 ,, ,,, ,,,,
I nn I I n ε εε ε ε ε …… … …  with mean 0 and variance 
2 σ , and all of the 
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 ∑  (1) 
and a standard error for  ˆ µ  is     
  ˆ SE
X S
I
µ =  
regardless of whether or not the data are balanced. 
 
The authors' original motivation for considering Lemma 1 was a calibration 
problem where 
2
α σ  represented a day-to-day variance component in the measurement of a 
standard, 
2 σ  represented a within-day variance component, and constraints in the 
measurement process led to an error analysis based on the average values.  This approach 
also is applicable in another situation, where analysis of summary data was required, and 
the sample sizes (and individual observations  ij X ) were not available. 
What is more, where the sample sizes and within-group sample variances are 
available, it is easy to use Lemma 1 to produce sensible estimators of the variance 






















be the usual pooled sample variance (or mean squared error).  This, of course, has mean 
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which suggests the simple estimators of variance components 
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  The results in this note are very simple and arguably “obvious.”  But they are not 
well known.  The only reference that the authors know for something like Lemma 1 is the 
Stapleton problem.  And they have been unable to locate references for the application of 
it to estimation in the one-way random effects model.  For example, in this latter regard, 
the estimator of 
2
α σ  presented above does not seem to be among those listed in Searle 
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