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論文概要
ガラスなどの半透明物体への鏡面反射によって発生する映り込みは，カメラで被写
体を撮影する際に頻繁に発生し問題となる．そのため様々な研究が行われているが，
１枚の画像を背景成分と反射成分に分離することは不良設定問題となるため，精度よ
く分離することが困難となっている．本稿では，映り込み現象を畳み込みニューラル
ネットワークによって直接モデル化し，合成比や反射成分を学習に用いることで，効
果的に学習を行うことが可能であることを示す．また先行研究では取り組まれてこな
かった反射成分の推定にも挑戦し，背景成分と反射成分どちらにおいても先行研究を
上回る精度で推定することが可能であることを示す．
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第 1章
はじめに
1.1 背景
映り込みとは，図 1.1に示されるような，ガラスなどの半透明物体によって生じる
鏡面反射によって，本来の画像に意図しない別の画像成分が反射成分として重なって
映る現象のことを指す．この現象は写真を撮影する際に様々な場所で頻繁に発生し問
題となるが，このような映り込みを除去することができれば車内や飛行機内で撮影し
た二度と撮影できないような写真などの復元も可能になる．また，取り除いた反射成
分を推定することは，ガラスに映った人物を推定するなどして犯罪の抑制などへの応
用が期待できる．
そのため様々な研究がこれまでに行われてきたが，映り込みの除去を完全に実現し
た手法は未だに存在しない．なぜならば，映り込みを除去するということは映り込み
を含む画像を背景成分と反射成分の２枚の画像に分離する問題と言い換えることがで
きるが，１枚の画像を２枚の画像に分離することは不良設定問題となり，情報が不足
しているため解くことが困難になっているためである．
現在高精度に映り込みの除去ができる研究は，Fully Covolutional Neural Network
を用いた手法が多いが，入力に制約が存在したり，除去精度が低いなどの問題がある．
そのため，より正確でより汎用性のある手法が求められている．
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図 1.1 映り込みの例．画像全体に人物や机，椅子などの映り込みが発生している．
1.2 目的
本研究では，１枚の映り込み画像を入力として背景成分と反射成分を推定し出力す
ることを目的とする．推定には Fully Convolutional Neural Network を基にしたフ
レームワークを使用する．学習の際には既存の研究で用いられていた損失関数に加
え，反射成分や，映り込みの度合いを表した合成比を用いて損失関数を設計し学習を
行うことで，より映り込みのモデルに基づいた最適化を行う．また学習に用いるデー
タセットに関しては，実際の映り込み現象を観察してモデル化し，そのモデルに基づ
いて２枚の画像を合成することで作成した．既存の研究と定量的に比較し高精度な推
定が可能であることを示す．
1.3 本稿の構成
ここでは本稿の構成を説明する．第１章で本研究の背景と目的について説明した．
第２章では関連研究について述べ，第３章で本研究の提案手法を述べる．第４章で実
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(a) 入力 (b) 出力（背景） (c) 出力画像（反射）
図 1.2 本研究での入出力関係．左のような映り込みを含む画像を入力すると分離
した背景成分と反射成分を出力する．
験をした結果及びその考察を説明し，第５章で本研究の結論を述べる．また本研究の
礎となっているニューラルネットワークについての解説と，実験を行った環境の詳細
を末尾に付録する．
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第 2章
関連研究
本章では始めに映り込み現象の基本原理を説明し，その後に関連研究についてエッ
ジ処理に基づき映り込みを除去する手法と学習によって映り込みを除去する手法を２
節に分けて説明する．
2.1 映り込みのモデル化
１枚の画像からの映り込み除去は１枚の映り込み画像を背景成分と反射成分の２つ
の成分に分離する問題と考えることができる．映り込み画像は背景からの光と，ガラ
スなどに反射した映り込みの光が合成されカメラのイメージセンサによって光信号が
変換されるため，映り込み画像は背景成分と反射成分の和として表すことができる．
映り込み画像，背景成分，反射成分をそれぞれ I，B，Rとすると，映り込み画像は，
I = B + R (2.1)
と表される．前述したようにこの問題は不良設定問題であるのでいくつかの仮定を設
定することによって問題を解きやすくしている．始めに，画像を撮影する際は撮りた
い対象，即ち背景成分にピントを合わせるため，発生する反射成分はボケているとい
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う仮定を置く．すると，式 2.1はフィルタ kを用いて，
I = B + k ∗ R (2.2)
と表すことができる．上式 2.2で用いられている＊は畳み込み演算を表しており，フィ
ルタｋには，ガウシアンカーネルを用いる．さらにもう１つの仮定として，背景成分
に比べて反射成分は弱く映っていると考える．即ち合成比 aを用いて，
I = aB + (1− a)(k ∗ R) (2.3)
と表すとき，aが 0.5以上になるように値を設定する．本研究はこのような仮定に基
づき進めていく．
2.2 エッジ処理による画像の映り込み除去
映り込みはボケているため背景成分に比べて反射成分のエッジは弱くなっていると
いう考えのもと，エッジ処理を利用して映り込みを除去する手法が考えられている．
Xue らの手法 [11] では映像の手前に映っている物体と奥に映っている物体で視点が
水平移動した際の視差が異なることに着目し，手前に映る物体，即ち映り込みを除去
することに成功している．視差を利用した optical flow[2] の考え方を拡張した edge
flowを提案し，映り込みの除去を実現したが，視差の測定のため入力が動画像に限ら
れるという制約がある．
Shihらの手法 [8]ではさらに映り込みの状況を限定的にすることで，高い精度で映
り込みの除去を可能にしている．この手法では厚いガラス面や，光の入射角が大きい
場合に，映り込みが二重になって見える現象（ghosting）に着目し，エネルギー最適
化によって解を求めている．この手法は ghosting している映り込みにしか適用でき
ない．
また，１枚の画像に対して映り込みを除去する手法としては Nikolaosらの手法 [1]
に代表されるような，画像のスムージングに置き換えて，映り込みを取り除いた正解
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画像と映り込み画像のラプラシアンを計算し，それらのユークリッド距離を最小化す
るように最適化計算を行うことによって解を求める手法が存在する．スムージングに
よって映り込みを除去する手法では，ある程度ボケた部分を平滑化していくため，背
景成分に対してもスムージング処理が施される場合が多いため，映り込み除去として
の精度があまり高くないという問題点がある．
2.3 学習による画像の映り込み除去
近年ではディープラーニングによって映り込みを除去する手法もいくつか存在して
いる．Fanらの手法 [5]では，２つの CNNを直列に接続した構造をもつフレームワー
クを用いることで映り込みの除去を実現した．始めの CNNではエッジ画像を入力し，
反射成分のエッジのみを除去したエッジ画像を出力する．その出力を２番目の CNN
に入力し，エッジ画像から RGB画像に復元する．この手法は同じフレームワークを
用いて，映り込み除去だけでなく画像のスムージングなど様々なタスクに応用できる
という利点があるが，雲などといった元々ボケているものも除去してしまうという欠
点がある．
Zhangらの手法 [14]では映り込みの知覚的な性質を利用し，新たな損失関数を定義
することで映り込み除去を実現した．具体的には，映り込み画像が生成される際には
全く異なる２枚の画像が合成されることから，背景成分と反射成分のエッジが重なる
ことはほとんどないことに着目し，それぞれ２つの成分のエッジが重複した場合に損
失を与えるような Exclusion lossという損失関数を新たに定義した．
また，本研究分野において映り込み画像と正解画像からなる自然画像のデータセッ
トを実際に撮影して作成することは困難である．それは，２枚の画像を同時に撮影す
ることが不可能であるため，対となる画像を撮影する際に，映り込み以外の部分につ
いても変化してしまい，データセットとしては不適当となるためである．Weiらの手
法 [10]では中間層の出力を最適化計算に使用することで正解画像と映り込み画像との
ピクセルのずれを許容して計算することが可能となり，適切にアライメントされてい
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ないデータセットに対しても安定した学習を行えるようにした．
これらの関連研究を踏まえ，本稿では従来一本化されていた推定フレームワークを
改良し，合成比や反射成分に関しても推定を行い，それらの情報を加味した推定を行
うことで精度を向上させることを検討する．また，既存の研究で成しえなかった反射
成分の推定に関しても，同一のフレームワーク及び学習方法を用いることで可能にす
る手法を提案する．
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第 3章
提案手法
この章では本研究の提案する手法について述べる．始めに本研究で使用するモデル
の構造を示し，その後に学習に必要となるデータセットや誤差関数の設計，最適化計
算のパラメータについて順に説明する．
3.1 提案モデル
図 3.1に提案するモデルの概略図を示す．このモデルは大きく２つの部分から構成
される．入力画像から特徴を抽出するエンコーダと，エンコーダによって符号化され
た特徴を利用してそれぞれのタスクに応じた画像やマップを復元するデコーダであ
る．具体的な構成を以下の節に示す．
3.1.1 エンコーダ
エンコーダでは任意のサイズの画像が入力として与えられた際に，畳み込みニュー
ラルネットワーク（CNN）によって入力画像の 18 サイズまで特徴マップのサイズを
小さくしながら情報を抽出していく．本研究では１枚の入力画像から背景成分，反射
成分，合成比の３つの成分を推定することが可能であるが，それぞれの成分の推定の
際に同一のエンコーダを用いることで計算にかかるコストを削減している．エンコー
ダの構成を表 3.1に示す．
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図 3.1 提案モデルの概略図．橙色の部分がエンコーダを，緑色の部分がデコーダ
を表す．映り込み画像を入力すると，共有されたエンコーダで符号化され，それぞ
れのタスクに合わせたデコーダによって変換・復元される．
3.1.2 デコーダ
それぞれのタスクに対応した学習をさせるため３つのデコーダが存在する．それぞ
れのデコーダについて説明する．また，デコーダには後述するアテンション機構が用
いられており，通常のニューラルネットワークよりも広い範囲を参照して計算を行う
ことが可能になっている．
背景成分
映り込みの除去という問題を考えた際，背景成分は入力画像との差が小さいと考え
られるので背景成分のデコーダにはショートカット接続が用いられている．これに
よって最終層での計算結果に入力画像を足して計算することで，デコーダ自体は差
分だけを効率よく学習することが可能になる．背景成分のデコーダの構成を表 3.2に
示す．
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合成比
映り込み現象については基本的に式 2.3によって表すことができるが，撮影するカ
メラや撮影した環境の違いによって撮影時に写真に様々な非線形な補正がかけられ
る．それに従って，現像された画像には映り込みのムラが生じる．合成比のデコーダ
ではそういった補正を推定し，どの部分に強く映り込みが発生しているかを判別する．
最終的に入力画像と同じ大きさの，それぞれ [0, 1]の実数値からなる１次元値のマッ
プを出力したいため，最終層の出力チャネル数を１とし，活性化関数にはシグモイド
関数を用いた．合成比のデコーダの構成を表 3.3に示す．
反射成分
反射成分のデコーダの構成を表 3.4に示す．反射成分のデコーダの構成は主に背景
成分のものと同一であるが，最終層の活性化関数はシグモイド関数を使用している．
アテンション機構
ここでは３つのデコーダに共通して使われているアテンション機構について説明す
る．アテンション機構とは機械翻訳の分野 [3]で発展してきた手法であり，元の機械
翻訳の分野では翻訳をする際にどの単語をどの程度根拠にしたのかを可視化するため
の手法となっている．画像処理の分野 [13]では１つの畳み込み層の代わりに１つのア
テンション機構が代替して使用される．通常の畳み込み層の場合，一度の畳み込みに
よって周囲数ピクセルのみしか参照することができないため，離れた位置にあるピク
セルを参照して計算する場合には複数回の畳み込みが必要になったり，もしくは参照
することができない場合もある．アテンション機構では中間層の特徴マップを使用し
て特徴マップと同じサイズ，チャネル数１のアテンションマップと呼ばれる確率分布
を作成し特徴マップ自身と掛け合わせることで，特徴マップ全体のうちどの部分が大
きく作用しているかを加味した特徴マップを出力する．
アテンション機構について詳細に説明する．アテンション機構を適用する中間層の
特徴マップ（入力）を x ∈ RC×N とする．ここで C,N はそれぞれ特徴マップのチャ
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ネル数とサイズである．始めにネットワークの中間層に対して異なる３種類の 1 × 1
の畳み込みによる変換をそれぞれ行う．この変換を行う関数をそれぞれ f , g,hとし，
f(x) =Wfx, g(x) =Wgx,h(x) =Whxとする．f , g ２つの特徴マップによって
チャネル数１のアテンションマップを作成する．アテンションマップ β は，
βj,i =
exp(sij)∑N
i=1 exp(sij)
(3.1)
によって計算される．ただし，sij = f(xi)
T
g(xj) とする．この計算で特徴マップ
全体に対してソフトマックス関数を施すことによって，i番目の値が j 番目の値にど
れだけ関係しているかを計算することが可能になる．式 3.1によってもとめたアテン
ションマップから出力 o = (o1, o2, ......, oj, ......, oN ) ∈ RC×N を，
oj = v
(
N∑
i=1
βj,ih(xi)
)
(3.2)
と求めることができる．ここで，vは 1× 1の畳み込み層による演算を表し，v(xi) =
Wvxi である．アテンション機構によって得られる最終的な出力 yi は，
yi = γoi + xi (3.3)
となる．γ は学習によって決定されるパラメータで，初期値として 0 が設定される．
これは，局所的な特徴を初期段階で学習し，より大域的で識別が困難な特徴を段階的
に学習するためである．
3.2 学習
3.2.1 データセット
実際に映り込みが発生している画像をデータセットとして用いるのは困難であるた
め，２枚の画像を合成することによって映り込み画像を再現し，学習に使用する．合
成元の画像には，PASCAL VOCデータセット [4]を使用した．データセット作成の
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表 3.1 エンコーダの構成．活性化関数には ReLUを用いている．
層数　 チャネル数 カーネルサイズ ストライド
0 (入力) - -
1 64 5 2
2 128 3 1
3 128 3 1
4 256 3 2
5 256 3 1
6 256 3 1
7 512 3 2
8 512 3 1
9 512 3 1
表 3.2 デコーダの構成（背景成分）．SA はアテンション機構を示す．出力層
以外の活性化関数は ReLU を用いている．ストライドが 1
2
の層では bilinear
interpolationによって線形補間を行っている．
層数　 チャネル数 カーネルサイズ ストライド
10 512 3 1
11 256 3 1
12 256 SA SA
13 256 3 1
14 - - 1/2
15 128 31
16 - - 1/2
17 64 3 1
18 - - 1/2
19 32 3 1
20 3 3 1
- tanh - -
- ショートカット接続 - -
- clamp(1,0) - -
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表 3.3 デコーダの構成（合成比）．SAはアテンション機構を示す．合成比のマッ
プを出力としたいため最終層の出力チャネルが１になっている．出力層以外の活性
化関数は ReLUを用いている．ストライドが 1
2
の層では bilinear interpolationに
よって線形補間を行っている．
層数　 チャネル数 カーネルサイズ ストライド
10 256 3 1
11 128 3 1
12 128 - SA
13 - - 1/2
14 64 3 1
15 - - 1/2
16 16 3 1
17 - - 1/2
18 8 3 1
19 1 3 1
- シグモイド関数 -
表 3.4 デコーダの構成（反射成分）．SA はアテンション機構を示す．出力層
以外の活性化関数は ReLU を用いている．ストライドが 1
2
の層では bilinear
interpolationによって線形補間を行っている．
層数　 チャネル数 カーネルサイズ ストライド
10 512 3 1
11 256 3 1
12 256 - SA
13 256 3 1
14 - - 1/2
15 128 31
16 - - 1/2
17 64 3 1
18 - - 1/2
19 32 3 1
20 3 3 1
- シグモイド関数
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図 3.2 データセット作成の概略図
概略図を図 3.2に，合成して作成したデータの例を図 3.3に示す．始めに，２枚の画像
のうち，反射成分とする画像に対してブラー半径を周囲２～３ピクセルと設定しガウ
シアンブラー処理を行う．次に背景成分画像とブラー処理を施した反射成分画像を，
反射成分の占める割合が小さくなるように合成する．反射成分が極端に小さいと，人
間の目では映り込みを視認することができなくなったため，本研究での合成比は入力
画像における反射成分の占める割合が２～４割となるように設定した (a ∈ [0.6, 0.8])．
PASCAL VOCデータセットに含まれる約 17000枚の画像のうち 1700枚を合成して
950枚のテスト用画像とし，学習時には残りの約 15000枚の画像から２枚の画像をラ
ンダムに選び学習用画像を生成する．
3.2.2 損失関数の設計
多くの関連研究 [5][14][10] では入力画像 I と背景成分 B との距離の差を損失関数
として与えていたが，本研究ではそれに加えて反射成分 R と合成比 a についても同
14
図 3.3 データの例．左から順に，背景成分画像，反射成分画像，合成画像を表す．
様に，それぞれ正解の画像との距離を計算する損失関数を新たに定義し, 映り込み
のモデルを直接損失関数として扱うことを試みる．即ち B,R, a それぞれについて
B∗, R∗, a∗ を正解としたとき，損失関数 Lは
L(B,R, a, I) = α ||B −B∗||22 + β||R−R∗||22
+ γ(a− a∗)2
+ ||(aB + (1− a)R)− I||22 (3.4)
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と表される．このとき，α, β, γ はハイパーパラメータを表す．上式 3.4のうち右辺の
３番目の項までは B,R, aそれぞれについての正解への近さを測る損失関数となって
おり，４番目の項は推定した B,R, aから入力画像 I を再現できるかどうかを測る損
失関数となっている．この損失関数によって反射成分や合成比を考慮した映り込みの
モデルを直接学習することが可能になっている．最適化計算には Adadelta[12] を使
用した．
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第 4章
実験
始めに評価に用いた評価指標について解説し，その後に既存研究との比較と損失関
数の選択についての検証を行う．
4.1 評価方法
定量的な評価手法として PSNR値と SSIM値による評価を行う．
4.1.1 PSNR値
PSNR(Peak Signal-to-Noise Ratio)値とは，
PSNR = 10log10
MAX2
MSE
(4.1)
MSE =
1
mn
m−1∑
i=0
n−1∑
j=0
[I(i, j)−K(i, j)]2 (4.2)
という２式によって表される値のことで，ピーク信号対雑音比とも呼ばれる．
I(i, j),K(i, j)はそれぞれサイズm× nの画像 I,K の位置 (i, j)の画素値を，MAX
は画素が取りうる画素値の最大値を表している．この値が高いほど元の画像を再現で
きていることを示す．同一画像の場合ゼロ除算が起こるので PSNRは定義できない．
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4.1.2 SSIM値
SSIM(Structural SIMilarity)[9]とは，PSNRよりも画像の構造的な類似度を計測
できる測定方法である．具体的には，比較する画像内のある領域 x, y（もしくは画像
全体 x, y）において，
SSIM(x, y) =
(2µxµy + C1)(2σxy + C2)
(µ2x + µ
2
y + C1)(σ
2
x + σ
2
y + C2)
(4.3)
という式によって計算することができる．このとき，µはそれぞれの領域内の画素の
平均値，σ は領域内の画素の標準偏差，σxy は２つの領域の共分散を表す．C は定数
であり，C1 = (K1L)2,C2 = (K2L)2,K1 = 0.01,K2 = 0.03で計算される．また，L
はダイナミックレンジの値を表す．比較する２枚の画像がまったく同じであった場合，
式 4.3の右辺の分母と分子が同じ値となり，SSIMは１で最大となり，２枚の画像の
構造が異なるほど SSIM値は０に近づく．
4.2 既存手法との比較
既存手法との比較として，合成画像による比較と実際の映り込み画像による比較を
行う．
4.2.1 合成画像による比較
既存手法との比較として，同じく機械学習による手法を用いており，高精度に背景
成分の推定を行うことのできる手法である Zhangらの手法 [14]とWeiらの手法 [10]
との比較を行う．定量的な結果を表 4.1 に，画像の結果を図 4.1，4.2 に示す．反射
成分の推定に関しては，Wei[10] らの手法では推定することが不可能であったため，
Zhangらの手法 [14]のみと比較している．
背景成分の結果を見ると，図 4.1の上段の例では，２つの既存手法で画像全体の明
度が低下しているのに対して，提案手法は明度を再現しつつ映り込みを除去している．
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表 4.1 既存手法との比較．SSIMではWeiらの手法 [10]を下回ったが，PSNRで
は２つの既存研究を上回っている．
Zhang[14] Wei[10] 提案手法
PSNR 18.02 19.76 22.36
SSIM 0.862 0.908 0.875
下段の例では既存手法で山の稜線や飛行機の映り込みが残っているのに対して，提案
手法ではそれらを取り除けていることが確認できる．中段の例では正解の画像を正確
に推定している手法はないが，人型の映り込みが目立つ既存研究に対して，提案手法
は自然な仕上がりになっていることが分かる．
反射成分の結果を見ると，既存研究ではどの部分が反射成分かは識別できているも
のの，それを再現することはできていない．対して提案手法では，反射成分の画像の
構造や，画像の色も再現できている．
定量的な評価としては，PSNRと SSIMの両方において，既存研究の結果を概ね上
回っている．SSIMの値がWei[10]らの手法を下回っている理由としては，図 4.1中
段の例のように，局所的に強い映り込みが発生しているように見える入力に対して，
目立つ映り込み以外の部分も変化して出力されたためである．
4.2.2 実際の映り込み画像による比較
実際の映り込みによる比較を図 4.3に示す．図中上段の例では，左下に直方体の映
り込みが発生しており，２つの既存研究では映り込みが取り除けていないのに対し
て，提案手法では取り除けていることが分かる．対して下段の例では，提案手法では
映り込みが完全に取り除けておらず，Weiらの手法 [10]でも空を映り込みと認識し除
去してしまっているのに対して，Zhangらの手法 [14]では背景成分を変化させずに映
り込みのみを除去できていることが分かる．また，上段の例の左上の白い映り込みに
対しては，どの手法においても映り込みを除去できていない．映り込み除去の研究で
は映り込み現象に対して様々な条件を加えることで問題を易化して解を求めているた
め，実際の映り込み画像に対して安定して除去することは困難であることが分かる．
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(a) 入力 (b) Wei[10] (c) Zhang[14] (d) 提案手法 (e) 正解（背景）
図 4.1 背景成分の比較．既存研究は全体的に暗く補正がかかり，映り込みが視認
できるが，提案手法では映り込みが除去できており，見た目もより自然に見えるよ
うになっている．
4.3 損失関数の比較
損失関数の比較として式 3.4の右辺の最初の２項，即ち背景成分と反射成分の損失
関数のみを利用した場合と比較を行う．PSNRと SSIMによる結果を表 4.2に，画像
による結果を図 4.4に示す．図の例では，どの例においても損失関数を２つ使用した
場合に比べて４つ使用した提案手法の方が除去できていることが分かる．図 4.4の上
段の例では，映り込みを完全に除去できていないが，壁紙部分やフローリング部分で
映り込みが目立たなくなっていることが確認できる．このことから，合成比の損失関
数や映り込みを再現する４番目の項の損失関数は，画像全体を平滑化するように働い
ていることがわかる．
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(a) 入力 (b) Zhang[14] (c) 提案手法 (d) 正解（反射）
図 4.2 反射成分の比較．既存研究は全体的に暗く，構造しか推定できていないが，
提案手法では色合いなども推定できていることが分かる．Wei[10]らの手法では反
射成分を推定することができないため，省略している．
表 4.2 損失関数の比較．PSNR，SSIM ともに提案手法である４つの項を用いる
手法が上回っている．
　 背景ロス，反射ロスのみ 　提案手法
PSNR 19.98 20.94
SSIM 0.830 0.853
21
(a) 入力 (b) Wei[10] (c) Zhang[14] (d) 提案手法
図 4.3 実際の映り込み画像による比較．上段の例では提案手法が，下段の例では
Zhangらの手法 [14]がうまく映り込みを除去できている．
(a) 入力 (b) 背景，反射ロス (c) 提案手法 (d) 正解（背景） (e) 正解（反射）
図 4.4 損失関数の比較．背景と反射成分の損失関数のみを使用した場合と比較す
ると提案手法では映り込みが取り除けていることが確認できる．
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第 5章
結論
本研究では１枚の画像を入力として背景成分と反射成分を推定する手法を提案し
た．反射成分や合成比といった，映り込みに関係する要素を学習の損失関数に取り入
れることで，背景成分を効果的に推定することが可能になった．また既存手法で推定
が行えなかった反射成分に関しても，同一のフレームワークを用いることで推定する
ことができた．この結果から，背景成分だけでなく反射成分や合成比など映り込みに
関わる要素を学習に用いる手法は映り込みの除去と反射成分の推定のどちらのタスク
においても有用であるといえる．
本研究では入力画像の全体に映り込みが発生していることを前提としたが，画像の
一部分のみに映り込みが発生している場合や１枚の画像の中で映り込みの強さが大き
く異なる画像に対しても除去が行えるようにすることが今後の課題である．
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付録 A
ニューラルネットワークの理論
A.1 ニューラルネットワーク
ここではニューラルネットワークの基本原理について述べる．
A.1.1 単層パーセプトロンと活性化関数
始めにニューラルネットワークの基本構造である単層パーセプトロンについて説明
する．図 A.1中の円で示されるような，ある入力を受け取った時にある出力を返すユ
ニットを考える．このユニットについて，入力 x1, x2, x3, x4 が与えられたとき，この
ユニットが受け取る総合的な入力 uは，
u = w1x1 + w2x2 + w3x3 + w4x4 + b (A.1)
の形で与えられる．このとき wi を重み，bをバイアスと言う．ユニットは，この入力
uに対して，活性化関数 f を通した値 z を出力する（式 (A.2)）．
z = f(u) (A.2)
パラメータ w を最適化することによって，入出力関係を学習する．このとき活性化
関数は，ネットワークを多層にした際に複雑な学習を可能にするため非線形であるも
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x1
x2
x3
x4
zu z
f (u)
図 A.1 単層パーセプトロンのモデル図
の，また後述する誤差逆伝搬法で活性化関数の微分値を扱うことから微分可能である
ものが選ばれる場合が多く，代表的な活性化関数としてはシグモイド関数（式 (A.3)）
がある。本研究では双曲線正接関数 (式 (A.4))や ReLU(Rectified Linear Unit)関数
[6](式 (A.5))を用いている，
f(x) =
1
1 + e−x
(A.3)
f(x) = tanh(x) (A.4)
f(x) =
{
x (x ≥ 0)
0 (x < 0)
(A.5)
A.1.2 順伝搬型ネットワーク
順伝搬型ネットワークは最も基本的なネットワークニューラルネットワークのひと
つで，情報が入力側から出力側へと一方向に伝搬するニューラルネットワークである．
前節で述べた単層パーセプトロンを層状に並べた形のため，多層パーセプトロンとも
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図 A.2 順伝搬型ネットワークの隣接層間の関係
呼ばれる．図 A.2に，順伝搬型ネットワークの中のある３層の図を示す．第 k層のユ
ニットにおける入力，出力，入力に対する重みをそれぞれ u(k), z(k), w(k) と書くこと
にする．図 A.2中の第 k層の i番目のユニットに着目すると，このユニットに対する
入力は，
u
(k)
i =
∑
j
w
(k)
ij z
(k−1)
j + b
(k) (A.6)
となる．よって第 k層の i番目のユニットの出力 zki は，
zki = f(u
(k)
i ) = f
∑
j
w
(k)
ij z
(k−1)
j + b
(k)
 (A.7)
と書くことができる．この出力が次の第 k+1層の入力となる．この計算を第１層から
順に最終層まで行うことによって，最終層の出力を求めることができる．第１層の入
力と各層の重みによって最終層の出力が決定されるので，入力を x,出力を y,各層の
重みを一つにまとめたベクトル w を新たに定義して，ネットワークの出力を y(x;w)
と書き表すことにする．
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A.1.3 勾配降下法
前節で説明した計算手法で，入力から出力を求めたとする．これを最適化するため
には正解データと比較して誤差関数を定義する必要がある．訓練データが
D = {(x1, d1), (x2, d2), ......(xN , dN )} (A.8)
と与えられたとすると，このデータに対する誤差関数 E(w)は，回帰問題では，
E(w) =
1
2
N∑
n=1
||dn − y(xn;w)||2 (A.9)
と，多クラス分類問題では，
E(w) = −
N∑
n=1
K∑
k=1
dnklogyk(xn;w) (A.10)
と定義することができる．この誤差関数について，w∗ = argminwE(w)なる w∗ を
求めることが目的であるが，この誤差関数は一般に凸関数でないため，解析解を求め
ることができない．そこで wの反復計算によって数値解を求める必要がある．勾配降
下法はその方法の１つである．これは，
∇E ≡ ∂E
∂w
=
[
∂E
∂w1
......
∂E
∂wM
]T
(A.11)
で表される勾配を用い，この勾配の負の方向に重みを少しづつ動かして更新する方法
である．具体的には，現在の重みを w(t),更新された重みを w(t+1) とすると，
w(t+1) = w(t) − ∇E (A.12)
のように重みを更新していく．は重みの更新量を決定する定数で，学習係数と呼ば
れる．初期値 w(1) を決め，式 (A.12)に従って順に w(2), w(3), ...と決定していく．こ
の反復計算によって有限時間内に極小値にたどり着くことができる．の値が大きい
と早く極小値付近に向かうが，更新時に極小値を超えてしまい収束が遅くなる可能性
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もある．反対に の値が小さいと極小値付近での収束の遅さは解消されるが，極小値
に向かう速度が遅くなる．適当な学習係数を見つけることが，効率よく学習する鍵と
なっている．
A.1.4 誤差逆伝搬法
前々節ではニューラルネットワークの基本構造，前節では最適化の手法について述
べ，誤差関数の微分値，即ちニューラルネットワークの出力の微分値が判明すれば最
適化が可能であることを述べた．しかし現実的には，L層からなるニューラルネット
ワークにおいて，出力 y は
y = f(u(L)) (A.13)
= f(w(L)z(L−1) + b(L))
= f(w(L)f(w(L−1)z(L−2) + b(L−1)) + b(L))
= f(w(L)f(w(L−1)f(......f(w(1)x+ b(1))......) + b(L−1)) + b(L)) (A.14)
と活性化関数の入れ子構造をとるので，この式に対して微分を行うのは計算量が膨大
になってしまい現実的ではない．誤差逆伝搬法は，この膨大な計算量を削減するため
の計算方法である．
まず，簡単のため，各層に０番目のユニットを考え，これが必ず１を出力するもの
と考えると，バイアスを重みの一部と考えることができる．すなわち，w(k)0j = b
(k)
j と
なるので，このとき第 k 層のユニット iの入力は，
u
(k)
i =
n∑
j=1
w
(k)
ij z
(k−1)
j + bi =
n∑
j=0
w
(k)
ij z
(k−1)
j (A.15)
と書けるようになる．式 (A.9)より，各サンプル xn に対して En(w)を最適化できれ
ば，それらの和である誤差関数も最適化できることになる．よってあるサンプルに対
する誤差を考えることにする，
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いま，第 k 層の wについての微分は，
∂En
∂w
(k)
ij
=
∂En
∂u
(k)
i
∂u
(k)
i
∂w
(k)
ij
(A.16)
と表せる．このとき右辺の第１項は，
∂En
∂u
(k)
i
=
∑
l
∂En
∂u
(k+1)
l
∂u
(k+1)
l
∂w
(k)
ij
(A.17)
と変形できる．これは，u(k)i が En に与えうる変動が，u
(k+1)
l を変化させることでの
み生じるからである．ここで
δ
(k)
i ≡
∂En
∂u
(k)
i
(A.18)
と定義すると，式 (A.17)は，
δ
(k)
i =
∑
l
δ
(k+1)
l
(
w
(k+1)
li f
′(u(k)i )
)
(A.19)
となる．式 (A.16)の右辺第２項は，
∂En
∂w
(k)
ij
= z
(k−1)
j (A.20)
となるから，これと式 (A.19)を式 (A.16)に代入して，
∂En
∂w
(k)
ij
= δ
(k)
i z
(k−1)
j (A.21)
と表される．式 (A.18)は，δ(k)i が δ
(k+1)
l から計算できることを表しているので，出
力層から入力層の向きに δ(k)i を計算していくことで最終的な勾配を求めることができ
る．誤差逆伝搬法という名前は．この δ(k)i の計算の向きに由来している．
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図 A.3 順伝搬型ネットワークと CNNの違い．左から，順伝搬型ネットワークの
モデル図と CNNのモデル図
A.2 畳み込みニューラルネットワーク
畳み込みニューラルネットワーク（Convoutional Neural Network，CNN) とは，
生物の脳の視覚野に関する神経科学の知見に基づいた順伝搬型ネットワークの一つで
あり，畳み込み層とプーリング層，全結合層という３種類の層で構成されるネット
ワークである．図 A.3に示すように，順伝搬型ネットワークでは隣接層間でユニット
同士が全通りの結合 (全結合)をしていたのに対して，CNNでは隣接層間の特定のユ
ニットとのみ結合を持つのが特徴である．
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図 A.4 畳み込みのイメージ図．フィルタサイズ 2× 2,ストライド１で畳み込むイ
メージ図．各色が畳み込み前と後の対応を表している．ひとつの特徴マップに対し
てこの処理を複数の異なるフィルタで行う．
A.2.1 畳み込み層
畳み込み層とは，畳み込みの演算を行う層のことであり，入力の特徴マップに対し
て複数のフィルタを畳み込むことで特徴を抽出する．ある１枚のフィルタを畳み込む
イメージ図を図 A.4に示す．最初の入力として与えられる画像はグレースケールなら
1チャネル，RGB画像でも 3チャネルであるが，畳み込み層を通すことでチャネルが
増大し，多くの特徴を抽出することができる．最後に，畳み込んだ結果に対して活性
化関数を通した出力が畳み込み層全体の出力となる．
A.2.2 プーリング層
プーリング層は，主に畳み込み層の後に置かれる場合が多く，ある範囲の特徴マッ
プから一定の基準で特徴を抽出する役割を担う．プーリングのイメージ図を図 A.5に
示す．プーリングを行うことで，特徴の位置感度を低下させ，画像内の特徴量の位置
の変化に頑健なネットワークとなる．プーリングには領域内の画素値の最大値を出力
とする最大値プーリングや，領域内の画素値の平均値を出力とする平均値プーリング
などがある．
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図 A.5 プーリングのイメージ図．ウィンドウサイズ 2× 2,ストライド１で平均値
プーリングをするイメージ図．各色が畳み込み前と後の対応を表している．
A.3 全層畳み込みニューラルネットワーク
全層畳み込みニューラルネットワーク（Fully Convolutional Neural Network,
FCN）[7]とは，全層が畳み込み層で構成されているニューラルネットワークのこと
である．通常の CNNではプーリング層で閉領域の最大値や平均値を取るプーリング
がなされるが，これはある基準で機械的に情報圧縮を行っていると言える．これに対
し全層畳み込みニューラルネットワークでは，プーリング層の代わりに畳み込み層を
用い，全層で畳み込みによる情報圧縮を行うことで，より画像の情報を加味した情報
圧縮を可能にしている．
全層畳み込みニューラルネットワークのもうひとつの特徴として，入出力サイズが
可変であることが挙げられる．通常の CNNでは最終層として全結合層を入れる場合
が多く，全結合層の設計により出力サイズが限定されるが，全層畳み込みニューラル
ネットワークでは全結合層を入れないことで，出力を任意のサイズにすることがで
きる，
出力を確率分布ではなく特徴マップや画像とするために、ネットワークの中で削減
した次元を入力と同じ次元まで戻す必要があるが，これは通常の畳み込みやプーリン
グとは逆の操作、つまり特徴マップの成分それぞれを拡大し，特徴マップを拡大させ
ていく，アップサンプリングと呼ばれる操作を行い，これを可能にしている．アップ
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図 A.6 アップサンプリングの概略図．スケール２でアップサンプリングを行うイ
メージ図．2× 2の特徴マップが 4× 4に拡大されている．
サンプリングの概略図を図 A.6に示す．
A.4 ショートカット接続
ショートカット接続とは，図 A.7の右図ようにネットワーク内の複数の層をショー
トカットして入力を伝搬させながら学習する仕組みである．一般的な学習の最適化で
は，入力 xに対して目的関数 H(x)を最適化するように学習するのに対して，ショー
トカット接続を有する本研究では
H(x) = F (x) + x (A.22)
を最適化するように学習する．つまり、畳み込み層（図中 F (x)部分）の学習に関し
ては，
F (x) = H(x)− x (A.23)
を学習することになる．通常 CNNは恒等写像を学習するのが困難であるが，ショー
トカット接続により差分のみを学習することで，今回の映り込み除去のような入出力
の差が微小な場合でも学習が容易で，学習効率もよい．また，このネットワークは，
従来のネットワークにショートカット接続をするのみであることから，変更後の計算
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図 A.7 ショートカット接続の図．左から，通常の CNNの構造とショートカット
接続をした構造．
コストがあまり変わらない点も特徴となっている．
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付録 B
実験環境
本実験に使用したプログラムは機械学習ライブラリ PyTorch を使って Python で
記述した．実験に用いたマシンの性能を表 B.1に示す．
表 B.1 実験マシンの性能
PC 名 OS RAM CPU GPU
MOON Ubuntu 16.10 16GB Intel Core i7-3770K GeForce GTX 980
TITAN Ubuntu 16.04.6 LTS 32GB Intel Core i7-4790K 4.00GHz GeForce GTX TITAN Black
IPANEMA Ubuntu 18.04 LTS 128GB Intel Xeon E5-2620 2.40GHz Tesla K80 ×8
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