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Introducción
Density functional theory (DFT) is the method of 
choice to calculate ground-state properties of large 
molecules, due to it replaces the interplaying many 
body problem with an effective single-particle 
problem that can be solved much faster. DFT is 
among the most known and variable methods 
useful in condensed matter physics, 
computational physics, and computational 
chemistry. The development of modern materials 
science has taken to a growing need to know about 
the phenomena pointing out the properties of 
materials and processes on an atomistic level. 
Interactions between atomic and electrons are 
controlled by quantum mechanics laws; 
accordingly, accurate and efcient methods for 
solving the basic quantum mechanical equations 
for complex many-body systems have been 
developed and nowadays they keep improving. 
Density Functional Theory (DFT) sets up a 
decisive breakthrough in these efforts, and at the 
end of last century DFT has undergone a rapidly 
increasing impact not only on fundamental but 
also industrial research.
Computer simulations are performed with 
atomistic detail by solving the Schrödinger 
equation to obtain energies and potentials, 
requiring only the atomic numbers of the 
constituents as input, and should explain the 
bonding between the atoms with high accuracy. 
Efcient algorithms developed for solving the 
Kohn-Sham equations have been complemented in 
increasing sophisticated codes, hugely boosting 
the application of DFT methods. New doors are 
opening to creative research on materials through 
physics, chemistry, materials science, surface 
science and nanotechnology, amplifying on to 
earth sciences and molecular biology. The 
development is so fast that many current 
applications could not have been realized three 
years ago and were hardly dreamed of ve years 
ago. Some articles collected in an issue (Hafner 
2006) of MRS Bulletin deal with a few of these 
success stories.
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Resumen
Una breve explicación de lo que es la Teoría del Funcional de la Densidad DFT se presenta en este trabajo. Se exhiben sus ventajas y 
desventajas. Cómo es mucho más fácil de convertir una función de onda que trata de un problema de muchos cuerpos, 3N variables, 
a uno con sólo 3 variables, así como, por qué es necesario el uso de aproximaciones. Se demuestra el método de Kohn-Sham como las 
aplicaciones más comunes de la DFT, y la forma en que se puede implementar de diferentes maneras dependiendo de lo que va a ser 
investigado. Una breve descripción del formalismo de la teoría también se presenta y tratamos de enaltecer los múltiples usos y 
aplicaciones de la DFT.
Palabras claves: teoría funcional de la densidad, la función de onda, función, estructura electrónica, Kohn - Sham enfoque, los 
campos magnéticos.
Abstract
A brief explanation of what Density Functional Theory DFT is given in this paper. Its advantages and disadvantages are exhibited. 
How it is much easier to turn a wave function dealing with a many body problem, 3N variables, to one with only 3 variables, as well 
as, why it is necessary to use approximations. We show the Kohn-Sham method as the most common implementation of DFT, and 
how it can be applied in different ways depending of what it is going to be investigated. A short description of the theory formalism 
is also presented and we try to praise the many uses and applications of DFT.
Keywords: Density functional theory, Wave function, function, Electronic structure, Kohn – Sham approach, Magnetic elds. 
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Explanation of the theory
To have a good idea of what density functional 
theory is about, it is necessary to go back and 
remind some elementary quantum mechanics. All 
information possible to have about a given system 
is contained in the system's wave function, ψ. Here 
it is to deal with the electronic structure of atoms, 
molecules and solids; the nuclear degrees of 
freedom, that is, the crystal lattice in a solid as an 
example, appear in the form of a potential V(r) 
inuencing the electrons, just that the wave 
function depends only on the electronic 
coordinates. In the density functional theory, the 
essential subject is density and the energy is a 
functional of density. Moreover, a variational 
principle is fullled: Energy will be a minimum for 
the real density of the system. So, it is to turn to 
Schrödinger's equation to calculate a wave 
function dealing with a many-body problem and 
from a numerical point of view, the wave function 
is a very complex subject to manipulate, since for N 
particles it is a function of 3N variables, while 
density is easier to handle since it is always a 
function of 3 variables, independently the number 
of particles. It has a disadvantage: we do not know 
the exact equations that the density must fulll, so 
we have to use approximations. 
Density functional theory can be performed in 
many ways. The most common implementation of 
density functional theory is through the Kohn-
Sham (KS) approach. This technique owes its 
success to the fact that it brings a special type of 
wave function: single-particle orbitals. As a 
consequence DFT then looks formally like a single-
particle theory. The intractable many-body 
problem of interacting electrons in a static external 
potential is limited to a tractable problem of non-
interacting electrons moving in an effective 
potential. It includes the external potential and the 
effects of the Coulomb interactions between the 
electrons, that is, the exchange and correlation 
interactions wherein the difculty within KS DFT 
is: modeling these two interactions. Historically 
the most important type of approximation is the 
local-density approximation (LDA), which is 
based upon exact exchange energy for a uniform 
electron gas, which can be obtained from the 
Thomas-Fermi approach (Spruch 1991), and from 
ttings to the correlation energy for a uniform 
electron gas.
DFT has been much known for calculations in 
solid state physics since the 1970s, and joined with 
the local-density approximation (LDA) have given 
good results, for condensed matter calculations, 
likened with experimental data at relatively low 
computational costs when compared to other 
forms of performing the quantum mechanical 
many body problem. Nevertheless, in regarding to 
calculations in quantum chemistry it was not 
appreciated exact enough until 1990s (Di Zhou), 
when there was an improvement in the 
approximations used in the theory to model the 
exchange and correlation interactions. DFT is now 
an outstanding technique for electronic structure 
calculations in both elds. In spite of the advances 
in DFT, there are still shortcomings in using this 
method to properly explain intermolecular 
interactions especially van der Waals forces, or in 
band gap calculations in semiconductors. Any 
way, it still remains a challenging task that requires 
a good sense of choosing approximations and an 
expert handling of these tools.
Density Functional Formalism
In calculations that are concerning with the 
electronic structure of atoms, molecules and solids, 
it is commonly to treat the nuclei of molecules or 
clusters are seen as xed, in such a way, for 
example, that the crystal lattice in a solid, appears 
only in the form of a potential V(r) acting on the 
electrons, thus that the wave function depends 
only on the electronic coordinates (the Born-
Oppenheimer approximation)(Sherrill 2005). A 
stationary electronic state is then described by a 
wave function ψ (r, ...., r ) fullling the many 
1 N
electron Schrödinger equation 
 
With H as the electronic molecular Hamiltonian, 
N as the number of electrons and U as the electron-
electron interaction. The operators T and U are 
denominated universal operators because they are 
the same for any system; this is not the case for V 
which is a dependent or non-universal system. It is 
easy to note that the difference between a single-
particle problem and the much more complicated 
many-particle problem just appears from the 
interaction term U. There are many powerful 
techniques for solving the many-body Schrödinger 
equation. Some of them have been developed 
during decades of struggling with the many-body 
problem based on the expansion of the wave 
function in Slater determinants. While the simplest 
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one is the Hartree-Fock method (Slater 1951), more 
sophisticated approaches are usually categorized 
as post-Hartree-Fock methods. The problem with 
these methods is the great demand they place on 
computational resources: it is impossible to apply 
them efciently to large and complex systems.
Here DFT provides a viable alternative, less exact 
perhaps, but much more versatile supplying a way 
to systematically map the many-body problem, 
with U, onto a single- body problem without U. In 
DFT the key variable is the particle density n(r) 
which is given by
Hohenberg and Kohn proved in 1964 (Werschnik 
&  Gross 2005) with their theorems that the relation 
written above can be inverted: given a ground state 
density n(r), it is possible to calculate the 
0
corresponding ground state wave function ψ(r
0 1, ..., 
r ) It means that Ψis a unique functional of n, that 
N 0 0
is, 
                         [Ψ= Ψ [ n]]                 (3)
0 0 0
And hence all other ground state observables 
(properties) O are functional of n, too.
0
Accordingly, as a particular case, the ground 
state energy is a functional of n
0
On the other hand the external potential 
<ψ[n]|V|ψ|[n]> is an expectation value and it 
0 0 0 0
can be written explicitly in terms of the density
Assuming we have specied our system, that is, 
V is known, all we have to do is to minimize the 
functional with respect to n(r) 
assuming further we have reliable 
approximations for T [n] and U [n].The minimizing 
function n(r) is the system's ground state charge 
0
density and the value E[n] is the ground state 
0
energy, and thus all other ground state observables.
In minimizing the energy functional E[n] there is 
a variational problem that can be solved by turning 
to a technique, known as Lagrange's method of 
undetermined multipliers. It was done by Kohn 
and Sham in 1965 (Doltsinis 2006). By this means, it 
is realized the fact that the functional in the 
previous equation can be expressed as a ctitious 
density functional of a non-interacting system of 
electrons. Such a functional can be written as a sum 
of one electron operators, it has eigenfunctions and 
it has eigenvalues that are simply the sum of the 
one electron eigenvalues.
Ts is the non-interacting kinetic energy and Vs 
represents an external effective potential where in 
the particles are moving. Of course, ns (r ) de f = n 
(r) if Vs is elected to be
Therefore, it is possible to solve the Kohn-Sham 
equations of this non-interacting system
This yields orbitals  i that reproduce the density n 
( r ) of the original system
Where s the occupation of the ith orbital.
i 
The effective single-particle potential V can be 
s
expressed as:
In this equation, the second term of the right side 
represents the Hartree term dening the electron-
electron Coulomb repulsion; the last term V  
XC
describes the exchange correlation potential. V
XC 
contains all the many-particle interactions. 
Provided that both, the Hartree term and V  
XC
depend on n ( r ) which depends on the ϕi, which in 
turn depend on Vs, the problem of solving the 
Kohn-Sham equation has to be performed by 
making an initial guess at n (r), calculate the 
corresponding Vs, and then solve the differential 
equation (10) for the ϕi. From these it is possible to 
calculate a new density, using equation (11) and 
starts again. The process is repeated until it 
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[E[n]=<ψ[n]|T+V|ψ[n]>]
s s s s s (8)
çσ =ç +Y +(T −Tσ) (9)
def 2
[n( r )  =n ( r )= ∑ƒ|   ( r )|]
s i i
N
i o (11)
[Vs=V+∫e
z
ns( r 1 ) 
3
d r 
1
+ V [n( 
xc s
r )]]
|r-r|
1
(12)
converges. This procedure is called a self-
consistent cycle.
Practical uses of DFT: approximations
There are basically three distinct types of 
approximations involved in a DFT calculation. 
One is conceptual, and concerns the interpretation 
of KS eigenvalues and orbitals as physical energies 
and wave functions. This approximation is 
optional. The second type of approximation is 
numerical, and concerns methods for actually 
solving the differential equation (10). The third 
type of approximation involves constructing an 
expression for the unknown XC functional E  [n], 
XC
which contains all many-body aspects of the 
problem. The main problem with DFT is that the 
exact functional for exchange and correlation are 
not known except for the free electron gas. 
Nevertheless, there are approximations which 
allow the calculation of certain physical quantities 
fairly exactly. The local-density approximation 
(LDA) is the most used in physics. In it, the 
functional depends only on the density at the 
coordinate where the functional is calculated:
The local spin-density approximation (LSDA) is 
an extension of the LDA to add electron spin:
Quite exact model for the exchange-correlation 
energy density €xc(n↑,n↓)have been worked out 
from quantum Monte Carlo simulations of a free 
electron gas (Delaney, Pierleoni &Ceperley 2006).
There are some semilocal functionals as the so-
called gradient-expansion approximation (GEA) 
and the generalized gradient approximation 
(GGA) which is still local but also takes into account 
the gradient of the density at the same coordinate:
Good results have been achieved using the latter 
(GGA) for molecular geometries and ground state 
energies. Many further improvements have been made 
to DFT by elaborating better representations of the 
functional. Extensive comparisons of a wide variety of 
functionals can be found in refs. (Werschnik & Gross 
2005, Zhang &Yang 1998).
DFT under magnetic elds application
The previous DFT formalism knocks down when 
there is a vector potential, that is, a magnetic eld. 
In such a case, the one-to-one mapping between 
electron density and external potential does not 
work. Extensions to introduce the effects of 
magnetic elds have conducted to two different 
theories: current density functional theory and 
magnetic eld functional theory. Both theories 
generalize the functional used for the exchange 
and correlation to include more than just the 
electron density. In current density functional 
theory, the functional becomes dependent on both 
the electron density and the current density. In 
magnetic eld density functional theory, the 
functional depends on the electron density and the 
magnetic eld. It has been difcult to develop 
functionals beyond their equivalent to LDA, which 
are also easily executable computationally in both 
of these theories.
Applications
In the previous description of density functional 
theory it is possible to note that it is able to solve the 
complicated many-body electronic ground state 
problem by mapping accurately the many-body 
Schrödinger equation into a set of N couple single-
particle equations. Therefore, Kohn-Sham theory 
can be applied in different ways depending of 
what is going to be investigated. For solid state 
calculations, the local density approximations are 
still commonly used along with plane wave basis 
sets, as an electron gas approach is more 
appropriate for an innite solid. For molecular 
calculations, nevertheless, more sophisticated 
functional are needed, and a quite diversity of 
exchange correlation functional have been 
developed for chemical applications. Some of 
these do not match with the uniform electron gas 
approximation; however, they are reduced to LDA 
in the electron gas limit. Among physicists, 
probably the most known functional is the revised 
Perdew-Burke-Ernzerhof exchange model 
(Gambardella, Sljivancanin, Hammer, Blanc, 
Kuhnke&Kern 2001). Among chemistry 
community, one popular functional is known as 
BLYP (Beck, Klapötke& Ponikwar 2002).
All extensions of DFT face the same formal 
questions (e.g., simultaneous interacting and 
noninteracting V-representability of the densities, 
nonuniqueness of the KS potentials, meaning of 
the KS eigenvalues) and practical problems (e.g., 
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3
[E [n↑, n↓]= ∫€  (n↑,n↓)n(r)dr]
xc xc
(14)
(13)3[E [n]=∫є (n)dr]
xc xc
(15)
how to efciently solve the KS equations, how to 
construct accurate approximations to EXC, how to 
treat systems with very strong correlations). These 
questions and problems, however, have never 
stopped DFT from keeping improving, and at 
present DFT arises as the technique of choice for 
performing a wide diversity of quantum 
mechanical problems in chemistry and physics. It 
is the most meticulous microscope commonly 
available to look at the atomic and electronics 
details of matter. As such, it has impelled a 
renewed interest into the fundamental science, 
chemistry and physics of materials. Its impact is 
likely to continue to enhance through the further 
development of tools that build upon DFT to 
model higher-level properties not directly 
accessible to DFT because the time-scale length-
scale, or complexities issues. Much of this 
application-driven modeling is likely to be 
performed by people with eld-specic 
knowledge in cooperation with the DFT workers 
and code developers; therefore, educating the 
materials scientists of the future through new 
textbooks, online courses, and tutorials is a crucial 
aspect of increasing the impact of DFT. So, the 
future of DFT is bright.
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