Introduction
Investigators in the field of signal detection theory have often followed a paradigm, expressed in photographic applications by Shaw and described briefly in Section 1, in which the imaging process is comprised oftwo stages: detection and display. This was a subtle point in photography, but natural for medical imaging applications, such as CT, where the acquisition of image data is physically, as well as conceptually, a separate step from processing and display of this data (Wagner et at., 1979) . The point of view of signal detection theory is that, whereas in the case of display evaluation a detailed understanding of human observers is required, in the case of assessment of the quality of the acquired data, a rigorous ideal observer can be invoked and given a task to perform on the data. The performance of this observer is a unique measure that serves as an upper bound on human or machine observer performance of that task. This performance can be estimated from measurements that are commonly made on imaging systems.
The primary purpose of this Section is to summarize our understanding of ideal-observer performance of imaging tasks. It begins with a review of the analysis of system transfer characteristics and image noise properties upon which much of contemporary image science is based. Next, the fundamentals of signal detection theory are introduced, and the concept of the ideal Bayesian observer is defined. The contribution of the system hardware to the task performance of the Bayesian observer is found to be separable from the specification of the task itself, for some elementary tasks. Finally, several sub-optimal methods of using image data -non-ideal observers are introduced because they have been found to correlate with human performance for signal detection tasks.
Physical Performance Measurements
The performance of imaging systems for certain well-specified tasks may be assessed in terms of physical quantities that are typically measured on these systems in the laboratory. The most common of these are the transfer characteristics -the largearea transfer characteristic and the spatial (or detail) transfer characteristic -and the system noise properties. The spatial transfer characteristic typically takes the form of either the PSF or the MTF, and the noise properties are commonly specified by the NPS [also called the Wiener spectrum (W)] or the noise autocovariance function.
The transfer characteristics provide the relationship between objective physical parameters (e.g., x-ray attenuation) and the measured quantities used to generate an image (e.g., optical density or image pixel values). The noise properties measure the corruption of the detected image signal by random fluctuations in the signal and/or the detector. Measurement of these characteristics requires the availability of suitable phantoms and careful attention to their physical composition and its effect on the imaging conditions (e.g., beam hardening in radiography).
The kinds of physical signals generated from objects (phantoms or patients) are treated in Appendix A. Where possible, one defines these signals in such a way that they are intrinsic properties of the object and independent of the imaging conditions. Frequently this can be achieved by working with relative quantities, e.g., the relative activity of neighboring materials or tissues in the radio nuclide imaging case. This independence is not always possible, however; in magnetic resonance imaging, the relative signal strengths depend on several time scales characteristic ofthe imaging technique. In radiography, the signals are dependent on the spectral content of the radiation beam and the energy response of the detector. A calibration technique must be available for controlling such parameters so that the system characterization will be repeatable and readily reproducible in other laboratories.
Large-Area Transfer Characteristics
The simplest large-area transfer characteristic from input to output, e.g., from an input exposure, E, or photon density, Q, to a detector output such as luminance, brightness, or voltage, V, is described by a linear scaling V = KE, where K is a constant largearea transfer factor. X-ray image intensifier tubes, gamma cameras and plumbicon camera tubes exhibit such behavior over significant portions of their operating range.
Although this concept may be generalized for nonlinear detectors by writing the large-area transfer characteristic as K(E) = V / E at the operating point (E, V) it is then necessary to introduce the incremental-signal transfer factor K = Ll V / LiE. In many cases in electronic and photographic imaging, the non-linear dependence can be written locally as a power-law with exponent -y'. Then it is convenient to work in log-log coordinates (Schade, 1951) , where -y' becomes the local slope of the linear approximation to the transfer characteristic, i.e.,
At the operating point (E, V) at which the slope K is measured, a simple linear relationship results:
Since LlE I It is the input contrast C in and LiV I V is the output contrast Coui> the quantity "/' = Cout/Cin is simply a contrast gain factor. Therefore, for lowcontrast imaging conditions, i.e., small fluctuations about the operating point, a non-linear detection system may be effectively linearized by working on a relative scale, i.e., by using contrast, and using "/' as a contrast transfer or amplification factor. For photographic and radiographic systems, V refers to film transmission, T. Since density, D, equals the negative logarithm of transmission, one would have (3.3) which is equal to the conventional radiographic definition of gamma when the negative sign is dropped:
The minus sign is implicit in the information that a radiograph is a photographic "negative."
A set of relationships of great utility in low-contrast analysis of radiographic systems follows from the above definitions:
That is, when one expresses radiographic signals in terms of density differences, LiD, one is already working on a relative or contrast scale of image brightness (proportional to transmission), and this has a simple relationship to a relative or contrast scale of image exposure. This relative scale will even be found useful for a linear system with gamma of unity. This follows from the fact that by using exposure contrast, i.e., working on a relative exposure scale, physical signals of interest generally become independent of exposure level (e.g., x-ray attenuation, radionuclide uptake). However, it is also common to work with absolute, rather than relative, quantities when a system is linear and the only large-area transfer function that is required is the constant value ofK. Finally, since image luminance and brightness are proportional to film transmission, the definitions of this Section are consistent with the literature of electronic imaging -image tubes, cameras and displays -as well as with the literature of photography and radiography. Note also that the definition of "/ (or ,,/') makes it useful for analyzing a chain of nonlinear components (as in a TV chain): The gamma value of the overall transfer characteristic at a particu-lar operating point is the product of the respective gammas of all component characteristics at that operating point.
Spatial Detail Transfer Characteristics
The discussion above concerned uniform signal changes over a large area. When small areas -or individual detectors -are affected differently by the presence of a structured signal, it is necessary to introduce the detailed system response function, H. This response function describes the way in which the imaging system averages, displaces or blurs input signals, f, before they are detected in the output signal, g. In most general terms, g could be an arbitrary function of f; however, the present treatment is limited to linear (or locally linear) systems, so that the output at some point X2 in output space is a weighted sum or integral over points Xl in input space (3.6) or, for the discrete case, in matrix notation (bold lower case for vectors and bold upper case for matrices):
g= Hf.
(3.7)
For simplicity, the inputs and outputs may be considered one dimensional in what follows, with the extension to higher dimensionality being straightforward. Moreover, g may be thought of as an "image" of f, although, in reality, it may be the basic raw data from which an image will be generated, e.g., the projection data from which a CT image could be reconstructed. The linearity ofthe system allows for consideration of the image formation process as the "blurring" of the input with the system response function, H. For a shift-invariant system, translating the input results simply in a displacement of the output by the same amount (or a simple scaling if magnification is allowed). This implies that H is actually only a function of the difference of coordinates, so that in Equation 3.6, H(XI,X2) becomes H(X2 -Xl), and the equation can then be recognized as the expression used to define a convolution, written in notational shorthand as g = H * f. Since, for Fourier transform pairs, a convolution in one domain corresponds to a multiplication in the other, this relationship implies that in the Fourier domain g = H . f (g is the Fourier transform of g, etc.). Reference will be made to linear shift-invariant (LSI) systems in what follows, and it will often be found convenient to work in the Fourier domain for these systems.
A convenient normalization for the system response function H(x) is obtained by requiring its integral over all space to be unity. This means that the total signal intensity, or counts in the case of photon imaging, is preserved under convolution with this function. Under this normalization, the fre-quency-space representation of the system transfer function in two-dimensional imaging systems is referred to as the optical transfer function (OTF). Quite frequently, its phase is unimportant in elementary signal-detection applications. In that case, the magnitude of the OTF will be used, namely the modulation transfer function (MTF).
In principle, the MTF may be measured in accordance with its definition if one has a set of many sinusoidal test patterns, one for each spatial frequency of interest. One needs to know the modulation or contrast of each test pattern; the pattern is imaged with the modality of interest, and the fraction of modulation or contrast that survives, or is transferred to the image, is recorded. This is the literal implementation of the concept. In most practical cases, the MTF is generated from the image of a line (the LSF) or the image of a point (the PSF) by, respectively, a one-dimensional or a two-dimensional Fourier transformation normalized so that the value of MTF(O) = 1, corresponding to a unit input. The details of implementing this procedure for screen/ film systems, together with general mathematical relationships among various techniques independent of modality, are given in ICRU Report 41 (1986) . Examples of LSFs and MTFs are given in Figures 3.1 and 3.2.
Elements of System Noise Analysis
In all practical imaging systems, consideration must be given not only to the effect of the transfer characteristics of the imaging system, g = Hf, but also the corruption of the measurement of g by the presence of measurement noise. Noise may arise from a number of sources, e.g., photon or thermal fluctuations, and may even be signal dependent. However, for a wide range of practical applications -at least when the signals of interest have low contrast -it is sufficient to consider the measurement noise as additive, that is, signal independent. The imaging equa- tion is then modified to read g=Hf+n (3.8)
The noise variance is the most common measure of noise. It is inadequate to describe the properties of the noise in the data or image, however, because it does not include the effects of spatial correlation of the noise. For most applications, it is sufficient to consider second-order correlations (ignoring triple correlations among sets of three data points, etc.). Therefore, in what follows, the noise is specified in terms of its mean (n) and covariance matrix Cn[Cn(i, j) = (n(i)n(j))]. For additive Gaussian noise, all higher-order statistics are specified for this distribution once the mean and covariance are given (Papoulis, 1965) . Usually, one considers zero mean noise. The noise covariance function is said to be stationary when the value of the function depends only on the separation between noise component locations and not on their absolute locations. Hence, only one index is required to describe the noise covariance when stationarity holds. Usually, the covariance (referred to as the autocovariance in the continuous case) function gives sufficient physical insight into the process responsible for the character of the noise; see, e.g., Figures 3.3 and 3.4. As in the case of transfer function analysis, however, it is frequently easier to work with the frequency-domain content of the noise. One is then interested in characterizing the manner in which the average power of the noise random process is distributed over frequency. When the noise variance is analyzed in terms of its frequency content, one speaks of the noise power spectrum (NPS) or Wiener spectrum, which is written in the continuous case:
where the brackets "( )" denote an ensemble average. This conventional definition of the Wiener spectrum refers to a continuous spectral density. It is a function of the continuous spatial frequency variable v corre-oj ..., sponding to the continuous spatial coordinate x. Notational conventions for discrete and continuous representations are given in Appendix C.
It can be shown that for stationary noise, the NPS is the Fourier transform of the autocovariance function (Goodman, 1985) . An equivalent statement of this result is that the noise covariance matrix is diagonalized by a Fourier transformation when the noise is stationary (Andrews and Hunt, 1977) . Examples of noise power spectra corresponding to the auto covariance functions of Image artifacts are another source of system performance degradation; they are not considered here, but are discussed further in Section 5.
3.2.3.1 Pre-and Post-Noise Insertion Processes. A transfer function H' may act on noise as well as on the input signal, giving n' = H'n. For the case of a noise process that is filtered or "colored" with a transfer function H' (v) to produce a new noise Fig. 3 .5. Noise power spectrum for a typical film-screen system exposed to x rays (upper curve) showing quantum mottle and for the film alone exposed to uniform light (lower curve) showing film granularity (corresponding to Figure 3 .3).
process, the new NPS
The transfer function is referred to as a post-noiseinsertion transfer. That is, the new noise process is derived from linear combinations of the original process. This happens, for example, when a noise process is acted upon by an image processing algorithm or the ideal-observer discrimination algorithms described below.
On the other hand, when a system component has a transfer function that filters the mean signal without coloring the noise, the transfer function is referred to as "pre-noise-insertion." This means that the transfer function that governs the mean image has no effect on the final noise correlations. There are many common realizations of this phenomenon; e.g., a gamma-camera collimator blurs the mean radionuclide image without altering the Poisson (uncorrelated) nature of the detection process.
Bayesian Signal Detection Theory and the Ideal Observer
If one has the measurements of the large area (or macroscopic) transfer characteristic, the spatial detail transfer function, or MTF, and the NPS at the operating point of interest for an imaging system under study, the performance of the imaging system can be predicted for a special observer, the ideal observer of Bayesian signal detection theory. The ideal observer is the Bayesian decision maker who minimizes the "cost" or "risk" when determining a decision strategy for a given task. This observer calculates a ratio of likelihoods or probabilities for two competing hypotheses and decides in favor of the most probable hypothesis as weighted by the cost and prevalence ratios. This is called a likelihood-ratio decision strategy (see Appendix C).
The ideal-observer formalism is applicable to many imaging tasks; however, it is most easily applied to a special category of tasks referred to as the signalknown -exactly Ibackground -known -exactly (SKE I BKE) case. The SKE/BKE task is one in which a completely specified signal is to be detected against a completely specified background, or two such signals on the same known background are to be discriminated. In clinical terms, this refers to images in which all the details about the lesion, its location, size, shape, etc., as well as all the features of the anatomical background, are known by the clinician. The hypotheses then refer only to whether the image includes the lesion or not.
Appendix C describes in detail the strategy used by the ideal observer to minimize the probability of making an incorrect decision when classifying a given data vector. For an SKE/BKE task, it is shown that the ideal observer's strategy is simply to undo any correlations in the image noise by "whitening" its spectrum, and then apply a filter matched to the expected difference signal. This observer is therefore called the prewhitening matched filter (PWMF). The output of the ideal observer's filtering of the data is a decision variable (see Figure 1 .2). The classification of a particular data vector is determined by whether the decision variable falls above or below the observer's criterion for separating the classes. The ideal-observer SNR, or SNR[, is a measure of the overlap of the decision variable outcomes that would be obtained for the ensemble of data vectors in the two classes.
For the SKE/BKE case, the decision maker is given the image data set g, and must decide which of two objects, fl or f2' is most compatible with this data set. The objects are known and non-random, so the only fluctuations in the data are due to noise. If the noise is also assumed to be stationary, then it is usually more convenient to work in the spatial-frequency domain with the (inherently diagonal) NPS rather than in the spatial domain with the autocovariance function. Therefore, the equations which are presented in this Section will be in the spatial-frequency domain, where fi is the Fourier transform of the object present under hypothesis i, ~f is the Fourier-domain difference object C:lf = f2 -f 1 ), and H = K OTF, where OTF is the optical transfer function, whose magnitude is the modulation transfer function (MTF).
It is shown in Appendix C that the figure of merit for the ideal decision maker for a simple hypothesistesting task is:
where W n is the noise power spectrum. d'sKE is the detectability index for the SKE/BKE situation. Other subscripts and superscripts are used with the symbol d depending upon the type of observer and method of obtaining the index, as explained in Section 4.2.3. For situations where it is not appropriate to work in the spatial-frequency domain, the SNR can be calculated in the spatial domain (see Appendix C).
A number of examples demonstrating the application of the ideal observer to medical imaging are given in Appendix D.
Spatial-Frequency Dependence of Ideal Observer SNR
The practical importance and general utility of the concept embodied in Equation 3.10 will be explained here using straightforward manipulations of that expression. This will provide the motivation and facilitate the understanding of its applicability to design, evaluation and optimization of imaging systems.
The notation in this Report generally follows the common convention of the imaging equation, Equation 3.8, g = Hf + n, where f is the input and the detected data is g. For the present Section, however, a notation that is symmetric between input and output will be adopted. Quantities referred to the input will here be distinguished from those referred to the output by subscripts "in" or "out." For example, the parameter ~f elsewhere in the Report implicitly carries the subscript "in." Here that quantity will be labelled ~fin to distinguish it from the same quantity referred to the output, namely ~fout. The latter would be noted Llg in the convention of the imaging equation; a symmetric notation is adopted and expanded upon here. The purpose of the more elaborate notation is to motivate and simplify the introduction of the equations commonly encountered in Ideal Observer analysis of imaging systems.
Task Factor and Physical Measurements Factor
First, notice that the factors in the numerator of Equation 3.10 could be combined to define an effective output signal "power":
(3.11)
The quantity ~f(v) of Equation 3.10 is written here as ~fin(V). The quantity Wn(v) of Equation 3.9, which bears the subscript n because it is the spectrum of the noise n, is referred to here as W out ( v) since it is measured at the output. The expanded notation allows the SNR2, of Equation 3.10 to be written
where the numerator and denominator are both in terms of output quantities. Alternatively, one could write (3.13)
where the system measurements K, MTF(v) and Wout(v) have been combined into the quantity Win(v): Wout(v) and the numerator and denominator of the SNR expression are both effectively in terms of input quantities. Win(v) is seen to be the output noise power, Wout(v), referred-through the system transfer characteristics-to the input. It is defined in terms of its inverse, rather than directly, because it is generally encountered in this form, and is wellbehaved: it may have zeros, but it will not have singularities. Equation 3.13 has the advantage that the task-as described by I ~fin( v) 12-may be separated from the performance of the system hardware-as described by l/W in (v) . The latter factor is independent of the task. This separation is not possible with Equation 3.12.
The quantities that make up the numerator and denominator of the factor K, respectively the output variable and input variable at the operating point of interest, can be used to normalize the other factors in Equation 3.10, allowing relative quantities, or contrasts, to be used instead of absolute quantities. Thus one may write where the subscript "reI" means normalized by its mean value: ~f is normalized by the mean input quantity, and the output variable in W out is normalized by the mean output value.
All of this is strictly rigorous for a linear detection system. Now, suppose that the detection system is nonlinear. Then a small-signal approximation may be made with K replacing K. Since K = )"K = -),K, one arrives once more at Equation 3.15, but with an additional factor)'2 in the numerator. That is,
In the language of Section 3.2.1, a non-linear detection system has been effectively linearized by working on a relative scale, i.e., by working in terms of contrast, and using)' or ()' ') as a contrast amplification factor.
Definitions of NEQ and DQE
Consider, for example, the case of radiographic screen-film imaging where the output NPS is specified in terms of fluctuations of relative transmission, LlT IT. Then we may write for the inverse of (Win)re]:
This expression defines the spectrum of noise equivalent quanta, NEQ(v), and allows one to write (3.18)
The quantity NEQ( v) can be interpreted as the number of quanta at the input of a perfect detector that would yield the same output noise, as a function of spatial frequency, as the real detection system under consideration. The quantity)' appearing in this expression must have the same output units as those used in the measurement ofWolT/T or WolD. That is, if the NPS is measured in terms of diffuse (or specular) transmission or density, then)' must be measured in terms of diffuse (or specular) transmission or density. As noted above, the analysis presented here treats all inputs and outputs as one-dimensional. Details of the extension of such frequency domain analysis to two or more dimensions are treated by Dainty and Shaw (1974) and Metz and Doi (1979) .
The concept of NEQ(v) serves several purposes. It represents a unique quotient of system measurements that enter into the calculation of the performance of the ideal observer. It also serves the practical purpose of transforming noise power measurements made in terms of output quantities that may be arbitrary or peculiar to a particular measurement system, e.g., specular density, digital pixel intensity numbers, etc., to an input quantity that has universal and therefore portable interpretation, e.g., photon density (or its inverse, as in the application to image intensifier tubes or gamma cameras given in Appendix D).
The frequency dependence given by Win or NEQ summarizes the contribution of the imaging system hardware working at a particular operating point (exposure, density, time, etc.) to the performance of the task by the ideal observer. The frequency dependence of the task determines the relative importance of regions in frequency space for the task performance, and provides the weighting of the imaging system response in the overall measure of the idealobserver performance given by Equation 3.13 or Equation 3.18.
Although first defined for photographic imaging (Shaw, 1963) , NEQ is in fact a particular case of a more general form encountered frequently in information theory (Shaw, 1963; Dainty and Shaw, 1974; Shaw, 1978) , signal detection theory (Whalen, 1971 ; Wagner and Brown, 1985) and elsewhere throughout applications in communications engineering. Because of the existing terminology, later authors often refer to a quotient of the form Win -1 (H tC n -lH of the Appendices) as the NEQ factor even when the input units are different from those of the conventional NEQ (counts per unit area) (see, e.g., Myers et al., 1990; Barrett et al., 1994) . It is the structure, not necessarily the units, that is being identified as a general concept broadly applicable to linear, or linearizable, imaging systems. When the concept and units are used literally, it means that the system has been linearized for relative signals or contrast and photonlimited images. Then the factor representing the task, Llf( v) , must also be measured or specified in terms of relative signals or contrast. Otherwise, an absolute scale is required. In either case it is essential that the transfer characteristics and the noise measurements correspond to the same beam quality, pulse sequence and / or other physical parameters that determine the signal strength.
Measurements and analysis of image data in terms of the NEQ(v) spectrum have been carried out for a wide range of applications: photography, electronic imaging and unconventional imaging systems (Shaw, 1963; 1978) ; CT (Wagner etal., 1979; Hanson, 1979a; 1979b; Borasi et al. , 1984) ; radiography (Fisher, 1982) ; magnification radiography (Sandrick and Wagner, 1982); gamma camera imaging (Grossman et al., 1984; 1986) ; and mammography (Wagner and Muntz, 1979; Nishiyama and Yaffe, 1985; Bunch et al. , 1987; Bunch, 1989 ). An example from CT is given in Figure  3 .7. In this case the density of counts is per unit length along the circumference of the slice; the slice thickness has been integrated out (see Appendix D).
Once the NEQ spectrum is measured, it may be compared with the actual level of exposure quanta required to make the image. This comparison leads to Frequency v / cm· 1 Fig. 3.7 . Noise equivalent quanta for a second gener ation CT scanner.
the concept of detective quantum efficiency (DQE) and this is discussed, together with examples, in Appendix D. The dependence of NEQ and DQE on exposure level (or analogous parameters that define an operating point in other modalities) allows for a quantitative determination of the dynamic range, and this is also exemplified in Appendix D. If the image detail of interest modifies the shape of the energy spectrum, as in the imaging of bone or iodine, a more general approach may be required (Tapiovaara and Wagner, 1985) .
Elementary Detection and Discrimination Tasks
To illustrate how the task factor f and the hardware response NEQ combine to determine detectability, two examples of elementary tasks are considered, as shown in Figures 3.8 and 3 .9. Task 1 is illustrated in Figure 3 .8, where the two-dimensional intensity distribution of a Gaussian-shaped lesion on a flat background is shown. This is f 2 • The flat (signal absent) background is fl. The template is then the difference between these two and corresponds to the distribution of intensity in the figure.
Task 2 is a more complicated " resolution" task. It is illustrated in Figure 3 .9, where the two-dimen- Fig. 3.8 . The single lesion, low-frequency task: The detection of a Ga ussian lesion against a uniform background. Fig. 3.9 . Mid-to high-frequency task: as shown in (a) the two hypotheses for this task are that the image is of a single lesion, or of two lesions each of half the intensity of the single one, separated by some finite distance (Wagner et at., 1985 ) .
In (b) the solid and dashed lines show the two alternative hypotheses, in one dimension, and t he dotted line the difference between these curves. In (c) the corresponding power spectra, which determine the relative contributions to the SNR]2, are plotted. This demonstrates the increased significance of the mid-to hi gh-frequency components in the signals for this task (Hanson, 1983 sional intensity distribution of two lesions separated by some finite distance is shown. One hypothesis, H 2 , is that two lesions are present; the other, HI> is that only a single lesion of double intensity is present. Then ~f is the difference between the double-lesion and the single-lesion intensity distributions, and the profile of this difference along the direction of separation is shown in Figure 3 .9b. It is instructive to consider these tasks in the spatial-frequency domain. The difference signal of Task 1 is represented by the Gaussian frequency spectrum shown in Figure 3 .9c (solid line). The spectrum of Task 2 is also shown in Figure 3 .9c (dotted line). Task 1 is referred to as a low-frequency task and Task 2 as a band-pass task. Tasks of Type 1 will tend to place greater weight on the zero-and low-frequency portion of the NEQ(v) response. However, there are many tasks where the expected background level is not known or must be estimated -more typical of clinical situations. These tasks are akin to Task 2 and will tend to place greater (e) weight on the mid-and higher-frequency portions of the NEQ(v) spectrum.
If measurements of all of the quantities that enter into Equations 3.13 and 3.18 are obtained at the same system operating point and imaging conditions, they may be combined to yield an estimate of the SNR{, the upper bound on the performance of the specified task by any observer. Some alternative observers are introduced below. These are model observers that have been used either to approximate the ideal observer or to approximate the human observer for certain classes of tasks. Estimates of the performance of these observers may frequently be obtained by implementing them using machine (computer) algorithms.
Non-Ideal Observers
Besides the ideal observer, there are other model observers that are of interest in imaging system perfor-mance evaluation. This is particularly the case when task complexity precludes straightforward calculation of the ideal-observer performance and/or when an observer more closely aligned with human performance is desired. Two such observers are the Hotelling and non-prewhitening matched filter observers.
The Hotelling Observer
When the signal or background are only known statistically, the SNR, may not be calculable or may require lengthy numerical calculations using Monte Carlo simulations (Brown and Insana, 1988) . Moreover, the strategy employed by the ideal observer in such cases is generally non-linear (Wagner et aZ., 1989) , and it is unclear whether human observers can perform non-linear operations on the data. So for medical imaging systems that will have human observers as the end-users, it may be desirable to use model observers that are more tractable and that more faithfully reflect the capabilities of the human observer, specifically the class oflinear observers.
The Hotelling observer (Hotelling, 1931) demonstrates maximum discrimination ability among all observers that are limited to performing only linear operations on the data. In spite of the linear limitation, this approach provides a formalism for determining separability between data from two hypothesized states when the objects to be detected or discriminated have variability. The Hotelling approach has been previously described for the specific problem of image assessment in medical imaging by Barrett (Barrett et aZ., 1985; Barrett, 1990) .
In Appendix E, it is shown that in the spatialfrequency domain the SNR for the Hotelling observer is given by:
( 3.19) The difference object spectrum, L1f(v) , in this expression is the difference between the spectra of the average objects under each of the hypotheses. Wg(v) is the Fourier transform of the average overall covariance of the data. It contains a term corresponding to object variability as well as the term corresponding to the usual measurement noise. The Fourier representation is only valid when the overall covariance function is stationary and the imaging system is linear and shift invariant. Otherwise, the Hotelling figure of merit must be evaluated in the space domain (see Appendix E).
The Non-Prewhitening Matched Filter (NPWMF)
The NPWMF is a sub-optimal observer in that, while it uses all known information regarding the signal parameters perfectly, unlike the ideal observer of Section 3.3 it is unable to undo any correlations in the data, or weight in favor of less noisy dimensions. Thus, it has a lower discrimination ability than that of the ideal observer in situations where the noise is colored, i.e., where the Wiener spectrum is frequency dependent. Interest in this sub-optimal observer stems from several studies of human discrimination performance that suggest that the NPWMF is a better predictor of human performance than the ideal observer for SKE/BKE tasks in which the noise is correlated (Burgess et aZ., 1981; Myers et aZ., 1985) . In addition, for more complicated tasks, where either the signal or the background has some variability (specified in a statistical manner), it is often easier to calculate the NPWMF figure of merit than that of the ideal observer (Myers et aZ., 1990) .
Just as for the ideal and Hotelling SNRs, the Fourier representation of the SNR for the NPWMF observer, SNR npw , can be written in terms of the NPS and the MTF of the system, provided that the noise is stationary and the imaging system is linear and shift invariant. When the object has some variability, the object autocovariance must also be stationary for the Fourier domain expression to be meaningful. As shown in Appendix F:
where Wg(v) is the total effective noise power in the data. This Fourier representation is valid only when stationary statistics apply, which generally requires the signal to be of low contrast. For Poisson noise at high contrasts, the denominator must be computed in the space domain (see Appendix F).
A practical modification of the NPWMF has been suggested by Tapiovaara and Wagner (1993) . This modified NPWMF, referred to as the DC-suppressing observer, has a strategy identical to the NPWMF, except for the fact that it doesn't consider mean image brightness. It thereby ignores both the signal and the noise in the zero-frequency channel. This modification is motivated by the fact that the human visual response is known to be low at very low frequencies (Van Nes and Bouman, 1967) , by the evidence that humans cannot use absolute image brightness as a useful image feature for detection (Ratliff, 1965; Rolland et aZ., 1991) , and by the observation that the variation in DC level of electronic imaging systems would significantly degrade the performance of the NPWMF (Tapiovaara, 1993), yet would be almost unnoticed by the human observer. The performance of this observer should, therefore, more closely approximate the human observer than does the non-prewhitening matched filter.
Experimental Implementation of Model Observers
If there is sufficient time, and it is otherwise practical to obtain a large number of phantom images, it is possible to implement non-ideal observers in practice and measure the SNRs directly (Tapiovaara and Wagner, 1993) . One requires a phantom appropriate to each of the two hypotheses to be discriminated. A large number of images for each hypothesis are collected and averaged to render the noise negligible; the difference template corresponding to the observer's decision strategy can then be constructed and stored; and finally this template is applied to a large number of images for both hypothesis states. The means and variances of the decision function output can then be measured and the appropriate SNR calculated by the simple expression of Equation C.5, which finds the squared difference of the means in units of the average variance. This approach may require a check that the noise is additive and Gaussian, but requires no other model of the imaging system or its performance characteristics. For widespread utility, it requires only consensus on the composition of the test patterns for various practical hypotheses.
Relationship between Signal-to-Noise Ratio and Performance of Ideal and Quasi-Ideal Observers
The SNR figures of merit are directly related to the ROC curve discussed in detail in Section 4. Signal-tonoise ratio is abbreviated as d' to simplify writing the error integrals below and to conform to traditional usage. The probability distributions for the decision function under the two hypotheses are shown in Figure 3 .10. Note that in units of the standard deviation, the difference in the means is just the "distance," SNR = d'.
One can now calculate the probabilities of a truepositive decision and a false-positive decision when the decision function is distributed as shown in Figure 3 .10. One can deduce from that figure the result for the true positive rate, p(TP), (3.21) where C is the decision or threshold criterion. Similarly the false positive rate p(FP) is given by: p(FP) = (27T)-1/2 roc dx e-x2/2 . JC+(d'/21 (3.22) When the decision criterion is varied, the resulting p(TP) and p(FP) levels trace out the ROC curve.
For the ideal observer, the quantity d' is referred to as the detectability index, d'SKE. It is the SNR for the ideal (Bayesian) observer for performing the task of differentiating between two hypotheses when the signals and backgrounds are known exactly (SKE/ BKE). Other subscripts and superscripts are used with the symbol d' depending on the type of observer and the method of obtaining the index. For example, when the index is derived a posteriori from the area under the ROC curve (see Section 4.2.3), the index d a is used, and is not limited to the equal variance case being treated here (e.g., it could be the Hotelling SNR). In the context of signal detection in additive Gaussian noise, the SNR is now seen to serve as a limit on the error integrals that determine performance.
Comparing the Ideal and the Human Observer
A study of the correlation between human visual performance and the predictions of model observer SNRs has been carried out by Loo et ai. (1984) for the task of detecting low-contrast beads. It was found that SNRs based on the NPWMF observer gave an excellent correlation with human visual performance if a human visual transfer function was introduced into both numerator and denominator (the PWMF and NPWMF also gave excellent agreement with the human). In addition, Ishida et ai. (1984) and Giger and Doi (1985; 1987) have shown that detection tasks using simple square objects and human observers can be predicted if a term representing the internal visual noise is incorporated into this model. Related investigations and results have been reported by deB elder et ai. (1971) and Wolf (1980) . Giger and Doi (1984; 1985; 1987) and Giger et ai. (1984) showed how the effects of sampling and aliasing in digital systems could be successfully incorporated into such model observers. A "channelized" ideal observer -lacking the infinitely fine frequency resolution of the PWMF -was found to correlate highly with human observer performance while remaining indistinguishable from the NPWMF in performance (Myers and Barrett, 1987) . More recently, the Hotelling observer modified to operate through spatial-frequency-selective channels was found to predict human perfor-mance for tasks with both human variability and anti-correlated noise (Barrett et al., 1993) . For a more detailed summary of human observer studies in the context of signal detection theory, see the major review by Chesters (1992) , and further discussion in AppendixG.
Statistical Efficiency
Tanner and Birdsall (1958) suggested that human sensory performance be assessed by comparing human results to those of an ideal observer performing the same task, and that this comparison be described by the term "statistical efficiency." [Compare the general concept of statistical efficiency (Whalen, 1971 ).] Two definitions of statistical efficiency have been used, one based on detectability indices and the other based on SNRs of the stimuli on which the detection process is based. Respectively, these definitions are:
are the values of the detectability index d' achieved by the human observer and ideal observer in performing the same specified task, and SNR R and SNR, are the physical SNRs of the stimulus that are required by the real and ideal observers to perform the task at the same level. The two definitions are equivalent if d' is linearly proportional to the physical SNR of the stimulus. There are some situations where this proportionality does not hold for human observers. Although Tanner and Birdsall defined the efficiency F 1 in terms of the detectability index d', this only applies to normally distributed decision functions. This efficiency can be defined more generally in terms of d a (see Section 4.3.2). Barlow (1978; 1980) measured efficiency for the detection of random dot patterns and obtained results in the vicinity of 50 percent. Burgess et al. (1981) extended this to amplitude discrimination of simple test patterns in gray-scale images and found efficiencies above 50 percent. Similar results have been reported by Watson et al. (1984) for noiseless sine waves and by Kersten and Barlow (1984) . Burgess and Ghandeharian (1984a) also found efficiencies of 50 percent for a more complicated task involving signal location uncertainty. Markedly lower efficiencies have been reported for detection tasks on anticorrelated noise backgrounds (Myers et al., 1985) and for texture discrimination tasks (Wagner et al., 1990a) .
Sources of Human Inefficiency
It is likely that there are a number of sources of human inefficiency (Wilcox, 1968; Pelli, 1985) . Humans may not use exactly the correct expected signal function for the correlation process (i.e., the correct "matching filter") or they might not be able to use the location information precisely. The observer may have some "internal noise" due to variability in the conversion from a physical correlation scale to a sensory visibility scale; this is usually ascribed to neural noise (Barlow, 1957) , but can be caused also by decision-variable fluctuations (Wickelgreen, 1968; Burgess and Colborne, 1988) . There may also be incomplete collection and weighting of image data. Finally, the human may not be able to set a completely stable decision criterion. A fuller discussion of the efficiency of the human observer is given in AppendixG.
Estimation
The generalization of the signal detection or classification paradigm from the task of choosing the most likely of two signals to that of selecting the most likely of the universe of signals is called estimation and plays a critical role in contemporary quantitative image analysis. When the entire universe of signals serve as candidates for the estimation process, we speak of estimation with no a priori knowledge of parameters of the candidate signals. In this case, the most commonly used estimation scheme is referred to as maximum likelihood estimation, which -when the noise is additive and Gaussian -reduces to simple inverse filtering of the image data (if the inverse, H-l of the system matrix exists). The technique is discussed in many texts (e.g., Whalen, 1971) and the resulting estimates have statistical properties similar to those found for likelihood functions.
The next level of estimation involves having a model or probability distribution of the class of objects expected in the image. A common technique for this is maximum a posteriori (MAP) estimation; one maximizes the a posteriori probability of a given object using a prior model of the objects to be expected, together with the conditional probability for the actual data given a particular object. Several authors (Hanson, 1987; Barrett, 1986; Andrews and Hunt, 1977) have pointed out that many commonly used estimation techniques can be understood in terms of MAP estimation.
Barrett has recently given an elaborate development of the relationship between figures of merit for detection or classification and figures of merit for estimation (Barrett, 1990) for the case of linear classifiers and estimators. It is clear from that work that unambiguous objective quantitative assessment of imaging system performance can be carried out once the task is clearly specified, at least for linear procedures. Muller et al. (1990) , Hanson (1990), and Myers and Hanson (1990; 1991) have given numerical procedures based on task performance for nonlinear procedures. Rigorous formulations of the prob-lem of image assessment for image reconstruction and restoration algorithms are in progress. It is clear that they will depend on the task that the imaging system faces and that they will involve rigorous statistical assessment ofthe algorithm under independent repeated trials.
A more detailed discussion of estimation and the errors associated with estimation tasks is given in AppendixH.
Summary
Some fundamentals of contemporary image science have been presented in this Section. The analysis began with the basic physical descriptors of imaging system performance: the large-area transfer characteristic, the detail transfer function, and several measures of system noise properties. The noise covariance matrix and its continuous counterpart, the noise auto covariance function, were studied since these completely characterize the zero-mean Gaussian noise that reasonably approximates the fluctuations in image data of many common physical imaging processes.
The Bayesian ideal observer strategy was described here and is given in detail in Appendix C. The performance of this observer on the SKE/BKE task of detection of completely specified signals against completely specified background (or the discrimination between two such signals) may be rigorously quantified. The ideal observer uses prior knowledge of the kinds of signals to be detected or discriminated and the detected image data to calculate the betting odds for or against the presence of the signal (or between the signals to be discriminated). This observer performs an operation on the detected data that is equivalent to decorrelating the noise in the data -known as prewhitening -and then matched filters to the expected difference signal between the alternatives. The observer is therefore called the matched filter or the prewhitening matched filter. The output of the filter is used as a decision variable which is then compared to a threshold to yield the decision for or against the signal (or between the alternatives). The performance of the Bayesian observer is straightforward to calculate since it is a special linear filter. The SNR achieved by this filter completely determines the performance of the ideal observer for such tasks. In fact, the ROC curve is readily generated from an elementary error function whose argument includes the SNR and the decision threshold.
This Bayesian SNR, includes two fundamental factors. The first is a combination ofthe fundamental imaging measurements on the imaging system hardware, namely the transfer characteristics and the NPS at the operating point of interest. This combination was shown to be equivalent to a reflection or scaling of the measurement noise back to the domain of the object or incoming radiation. For applications where relative signals, e.g., contrast, are measured, the combination is interpreted as the number of quanta, or NEQ, the image is worth at that operating point. The second factor is independent of the imaging system and characterizes the task required of the observer. In the frequency domain, the SNR is simply a task-weighted combination of the SNRs available from the hardware at each spatial frequency.
For more complicated tasks, e.g., when signal variability is allowed, the Bayesian observer does not generally take a simple linear form. There are, however, two sub-optimal observers that have been found to correlate with human observers for such tasks. The first is the Hotelling or best linear observer, a generalization of the matched filter that uses the complete class variability to generate a template that matches to the average difference between the classes to be discriminated, and against the total noise. The second is the NPWMF, an observer that is unable to prewhiten the noise, but otherwise forms the appropriate template before decision making.
In this Section and the related appendices, problems of image estimation and reconstruction have been cast in Bayesian terms using the likelihood function and estimates of prior and posterior probability distributions. Figures of merit for estimation problems can, as noted in Appendix H, be derived from the Fisher Information Matrix, which, in the case of additive Gaussian noise, takes a form that includes the system measurement matrix, a generalization of the NEQ concept. Ambiguity exists concerning figures of merit for image estimation problems when the task that the image is to serve is not specified; however, it is clear that the system measurement matrix plays a fundamental role in Bayesian image performance assessment.
Great progress has been made in the quantitative evaluation of imaging systems through the use of concepts from Fourier optics and statistical decision theory. However, the required physical performance measurements may require a substantial effort, as will the determination of their uncertainties. Further work is continuing to extend these ideas to areas such as more complicated and realistic imaging tasks and to problems such as those presented by image artifacts.
