Abstract. In this paper we introduce the notion of Poincaré DGCAs of Hodge type, which is a subclass of Poincaré DGCAs encompassing the de Rham algebras of closed orientable manifolds. Then we introduce the notion of the small algebra and the small quotient algebra of a Poincaré DGCA of Hodge type. Using these concepts, we investigate the equivalence class of (r − 1) connected (r > 1) Poincaré DGCAs of Hodge type. In particular, we show that a (r − 1) connected Poincaré DGCA of Hodge type A * of dimension n ≤ 5r − 3 is A∞-quasi-isomorphic to an A3-algebra and prove that the only obstruction to the formality of A * is a distinguished Harrison cohomology class [µ3] ∈ Harr 3,−1 (H * (A * ), H * (A * )). Moreover, the cohomology class [µ3] and the DGCA isomorphism class of H * (A * ) determine the A∞-quasiisomorphism class of A * . This can be seen as a Harrison cohomology version of the Crowley-Nordström results [CN2015] on rational homotopy type of (r − 1)-connected (r > 1) closed manifolds of dimension up to 5r−3. We also derive the almost formality of closed G2-manifolds, which have been discovered recently by Chan-Karigiannis-Tsang in [CKT2018], from our results and the Cheeger-Gromoll splitting theorem.
Introduction
By the seminal work of Sullivan [Sullivan1977] it is known that the equivalence class of the de Rham algebra of a closed simply connected manifold determines its rational homotopy type. Thus, it is desirable to obtain invariants which measure the formality of the de Rham algebra, and more generally identify the rational homotopy type of a manifold, and the present paper aims to describe such invariants under suitable highly enough connectedness assumptions. Assuming (as we shall always do) that the underlying manifold where Q * is a Poincaré DGCA of lower degree (Proposition 5.3). In consequence, we show 7-manifolds with nonnegative Ricci curvature and positive b 1 must be formal; in particular, this is the case for G 2 -manifold whose holonomy is properly contained in G 2 . Note that the question of the formality of G 2 -manifolds is still open.
Our paper is organized as follows. In Section 2 we define and study Poincaré DGCA's admitting a Hodge type decomposition. In Section 3 we define the small quotient algebra of such DGCA's of Hodge type, a Poincaré DGCA equivalent to the original one, which is finite dimensional if the DGCA is simply connected. In Section 4 we utilize the homotopy transfer theorem and related techniques to show that the rational homotopy type of a (r − 1) connected Poincaré DGCA A * of dimension n ≤ 5r − 3 is determined by H * (A * ) and [µ 3 ] ∈ Harr 3,−1 (H * (A * ), H * (A * )). In Section 5 we generalize the discussion from simply connected manifolds to those which admit a Riemannian metric all of whose harmonic 1-forms are parallel. Finally, in Appendix A we prove a few results on higher Massey products on connected Poincaré DGCAs.
Conventions and notations.
-In this paper we consider only DGCAs over a fixed field F of characteristic 0.
-For a DGCA (A * , d) we denote by A * d the subspace of cocycles in A * and by H * (A * ) the cohomology of (A * , d). The Betti numbers of A * are defined as b k (A * ) := dim H k (A * ) or simply by b k .
Poincaré DGCAs of Hodge type
In this section we recall the definition of a Poincaré DGCA over F (Definition 2.1, cf. [CN2015, Definition 2.7]). Then we define Hodge type decompositions of Poincaré DGCAs (Definition 2.2) A * , provide examples and investigate their properties. (1) A Poincaré-algebra of degree n is a finite dimensional graded commutative algebra H * = n k=0 H k together with an element ∈ (H n ) ∨ , where the latter denotes the dual space of H n , such that the pairing α k , β l := α k · β l if k + l = n, 0 else is non-degenerate, i.e., α, H * = 0 iff α = 0. (2) A Poincaré-DGCA of degree n is a DGCA (A * , d) with A * = n k=0 A k whose cohomology ring H * := H * (A * ) is a Poincaré-algebra of degree n.
Note that in [CN2015, Definition 2.7], the degree of a Poincaré-algebra is called the dimension, but as later we wish to consider the dimension of A * as a graded vector space, the notion of degree seems more appropriate.
We begin our discussion by introducing some general terminology on pairings on a graded vector space. A graded vector space of degree n is a vector space of the form V * = n k=0 V k , and a bilinear pairing −, − on such a V is called graded symmetric, if V k , V l = 0 for k + l = n or, equivalently, if the map −, − : V * ⊗V * → F has degree −n, and factors through Sym 2 (V ), i.e., α k , β l = (−1) kl β l , α k for any α k ∈ V k and any β l ∈ V l . As usual, we define the orthogonal complement of a (graded) subspace W * ⊆ V * as W * ⊥ := {α ∈ V * | α, W * = 0}, and call V * ⊥ the null-space of V * . A subspace W * ⊆ V * is called nondegenerate if W * ∩ W * ⊥ = 0. We call the pairing non-degenerate if V * is non-degenerate, i.e., iff V * ⊥ = 0. On the quotient Q * := V * /V * ⊥ , there is a unique non-degenerate pairing −, − Q * such that (2.1) π(α), π(β) Q * = α, β , where π : V * → Q * is the canonical projection.
Let us now apply all of this to a Poincaré-DGCA A * of degree n. The pairing −, − on H * (A * ) induces a graded pairing, denoted by the same symbol, defined as
where [·] stands for the projection A n = A n d → H n (A * ). It immediately follows that −, − satisfies (2.3) 
where Q * is by definition the quotient A * /A * ⊥ . Example 2.5. The prototypical example of a Poincaré algebra of degree n of Hodge type (which motivates our terminology) is the de Rham algebra (Ω * (M ), d) of a closed smooth oriented manifold M , with given by the integration of n-forms. The Hodge decomposition w.r.t. some Riemannian metric g on M
yields a Hodge type decomposition in the sense of Definition 2.2, and the space H * (M ) of △ g -harmonic forms is a harmonic subspace in the above sense. As we shall see in Remark 2.6 below, any other harmonic subspace H * ⊆ Ω * d (M ) will give rise to a Hodge type decomposition as well. Remark 2.6. If (A * , d) is a Poincaré-DGCA admitting a Hodge-type decomposition, then every harmonic subspace H * ⊆ A * d may occur as summand of a Hodge-type decomposition (2.4). Namely, given a Hodge type decomposition (2.4) and a harmonic subspaceĤ * ⊆ A * d , from the identity H * ⊕ dA * −1 =Ĥ * ⊕ dA * −1 it follows that there is a linear map α :
for all x ∈ B * , v ∈ H * , the decomposition A * =Ĥ * ⊕ dA * −1 ⊕B * is a Hodge type decomposition.
Given a Hodge-type decomposition (2.4), it follows that the restriction d : B * → dA * is both injective and surjective and hence has an inverse
It follows that the projections in (2.4) are given by (2.9)
is the super-commutator. Therefore, (2.4) may be written as (2.10)
and setting
We shall call elements in
Recall that a DGA over F is called connected if H 0 (A * ) ∼ = F and rconnected if it is connected and H k (A * ) = 0 for k = 1, . . . , r. A 1-connected DGA is also called simply connected.
Remark 2.7.
(1) For A * = (Ω * (M ), d) for a closed oriented manifold M with its Hodge decomposition w.r.t. a Riemannian metric g (cf. Example 2.5) the map d − in (2.10) is not the codifferential d * in (2.7). In particular, the supercommutator
is not a projector. Rather, it is not hard to see that d − and d * are related by the formula d * = △ g d − .
(2) Note that (Ω * (M ), d) is connected iff M is connected. However, the r-connectedness of (Ω * (M ), d), i.e., the vanishing of b k (M ), 1 ≤ k ≤ r, is a weaker notion than the r-connectedness of M , as the latter means that the homotopy groups π k (M ) are trivial for k ≤ r (which is stronger than the vanishing of 
) has trivial cohomology. Proof. We begin by showing that the restriction of the harmonic projector pr H * to A * ⊥ is zero. To see this, let α k ∈ A k ⊥ and write
as H n−k ⊆ A n−k and by the orthogonality relations (2.5)-(2.11). Since the pairing −, − is nondegenerate on H * (Remark 2.3), this implies pr H * (α k ) = 0. Now we can show that A * ⊥ is stable with respect to both projections dd − and d − d. As we have shown that
By the orthogonality relations (2.5) and by the decomposition (2.4), we only need to show that d − dα k , dd − β n−k = 0. We compute
where we used dd − d = d and the fact that dd − β n−k ∈ A n−k by (2.8-2.9). This shows that we have the direct sum decomposition
, by the orthogonality relations (2.5) and from the direct sum decomposition (2.4) we see that it is not restrictive to assume β n−k+1 = dd − γ n−k+1 , with γ n−k+1 ∈ A n−k+1 . We have 
, 2, 3, 4} and 0-dimensional for any other value of k. Introduce a DGCA structure on A * by declaring the product and the differential on the generators as follows:
• the only non-zero products are
• the only non-zero differential is dx 2 = x 3 . 
) consists of A 3 in degree 3 with the zero differential and so it is manifestly not acyclic. Therefore, (A * , −, − ) cannot have a Hodge type decompositions by Lemma 2.8.
Remark 2.12. Observe that in Example 2.11 H * is a subalgebra of A * , whence the inclusion H * ֒→ A * is a quasi-isomorphism, and evidently H * is of Hodge type. That is, being of Hodge type is a property not preserved by quasi-isomorphisms.
Small quotient algebras of Poincaré DGCAs of Hodge type
In this section we define the small algebra of a Poincaré DGCA of Hodge type A * and the small quotient algebra of A * (Definition 3.2). These algebras are DGCAs equivalent to A * . As a result we show that any simply connected Poincaré-DGCA of Hodge type is equivalent to a non-degenerate finite dimensional Poincaré-DGCA (Corollary 3.5). We investigate the equivalence class of a (r − 1) connected (r > 1) Poincaré DGCA (Theorem 3.9, Corollary 3.10) and compare our results with some known results (Remark 3.11).
Definition 3.1. Let A * be a Poincaré DGCA with a Hodge-type decomposition (2.10). A H * -subalgebra is a DG-subalgebra of A * which is d − -invariant and contains H * .
For any H * -subalgebra C * of A * , the restriction of the inner product of A * to C * makes C * a degree n Poincaré DGCA and the Hodge-type decomposition of A * induces a Hodge-type decomposition
as C * contains H * and is invariant under the projections (2.9). In particular, the inclusion (C * , d) ֒→ (A * , d) is a quasi-isomorphism. Taking the quotient Q * (C * ) := C * /C * ⊥ , Corollary 2.9 and Lemma 2.8 imply that Q * (C * ) is a nondegenerate Poincaré algebra of Hodge type, and the inclusion and projection maps
are quasi-isomorphisms, so that A * is equivalent to Q * (C * ).
Clearly, the smallest algebra is well defined as A * is a H * -subalgebras and the intersection of an arbitrary family of H * -subalgebras is a H * -subalgebra, so that A * small is the intersection of all H * -subalgebras of A * . We shall, however, give a more accessible description of A * small . For a H * -subalgebra C * of A * we denote by C i,j ⊆ C i+j the image of the multiplication
Proposition 3.3. Let A * be a simply connected Poincaré DGCA endowed with a Hodge type decomposition. Then its small algebra A * small is defined by the recursive formula
In particular A * small is finite dimensional. Proof. Let us denote by C * the algebra defined by the recursion (3.2). Thus, our aim is to show that C * = A * small . It is immediate from the definition of C * and from the identity
To see that C * is closed under multiplication, we need to show that, if α k ∈ C k and β l ∈ C l , then α k · β l ∈ C k+l . If k ≤ 1 or l ≤ 1 there is nothing to be proven. So let us assume k, l ≥ 2. By equations (3.1),(2.9) we have
and the right-hand side manifestly belongs to C k+l , as C * is d-closed so that dα k , dβ l ∈ C * . Conversely, it follows by induction of k that C k ⊆ A k small . Indeed, for k = 0, 1 this is obvious, and if k ≥ 2, then it is evident that any H * -subalgebra containing C l for l < k also must contain C k by (3.2).
Remark 3.4. It is worth noticing that the proof of Proposition 3.3 does not use the existence of a pairing on A * (and so in particular the existence of a Hodge-type decomposition) nor the graded commutativity of the multiplication. That is, Proposition 3.3 actually shows that a simply connected DGA A * concentrated in degrees [0, n] and with finite dimensional cohomology is always equivalent to a finite-dimensional DGA A * small . As Q small is equivalent to A * , we have thus shown the following.
Corollary 3.5. Let A * be a simply connected Poincaré-DGCA of degree n and of Hodge type. Then A * is equivalent to a finite dimensional nondegenerate Poincaré-DGCA of degree n and of Hodge type.
Given a connected Poincaré DGCA of degree n A * , with cohomology algebra
. As H * is finite dimensional, H * gen always exists and 
where the kernel of the multiplication
, where S * ≥k (H * ) ⊆ S * (H * ) denotes the ideal of graded polynomials of degree at least k, multiplication maps the first two summands isomorphically to H 0 and H * gen , respectively, and S * ≥2 (H * gen ) to H + ·H + . Therefore, we may restrict (3.4) to a subsequence (3.5) 
. In this case, we say that the harmonic subspace H * = ı(H * (A * )) is ı 0 -adapted; we call H * gen a generating harmonic space, and H * = ı(H * ) an extension of H * gen . Thus, we have the following commuting diagrams of short exact sequences
where the top rows are the sequence (3.4) and (3.5), respectively, and the vertical maps are surjective, and where
Lemma 3.8. There is a one-to-one correspondence between ı 0 -adapted splitting maps ı : H * → A * d and splitting maps ı 1 :
) of the exact sequence in the bottom row of (3.7). In particular, such a splitting map always exists.
Proof. Given a splitting map ı 1 :
) is a splitting of (3.4) whose image is contained in ı 0 (S * (H * gen )). Conversely, given a splitting ı : H * → ı 0 (S * (H * gen )) of (3.4), its restriction to H * + · H * + maps to ı 0 (S * ≥2 (H * gen )) and hence yields a splitting map of (3.5). 
, where µ is the multiplication map in A * . In particular, as A * is (r − 1)-connected, it follows that both H k gen and H k gen vanish for 1 ≤ k ≤ r − 1.
Moreover, most of the spaces of degree ≤ 2r in (3.7) vanish because of (3.8), whence we immediately conclude (3.9)
Note that any subalgebra of A * which contains H * and hence H * gen = ı 0 (H * gen ) must also contain ı 0 (S * (H * gen )) = H * ⊕ K * , using the splitting of the bottom exact sequence in (3.7). This holds, in particular, for the small algebra A * small . Comparing this with the recursive description of A * small in (3.2), this together with (3.9) yields (3.10)
small .
Thus, when passing to the quotient algebra Q k small , we can summarize our discussion so far as follows.
Theorem 3.9. Let A * be a (r − 1) connected (r > 1) Poincaré-DGCA of degree n of Hodge type. Then A * is equivalent to a finite dimensional non-degenerate Poincaré-DGCA Q * small of Hodge type, satisfying • Q k small = H k for 0 ≤ k ≤ 2r − 2 and for n − 2r + 2 ≤ k ≤ n.
• if the multiplication map · : H r ⊙ H r → H 2r is injective, then Q k small = H k also for k = 2r − 1 and n − 2r + 1.
Proof. This is an immediate consequence of (3.10) as H k ⊆ Q k small and, as it is a quotient, dim
small is a non-degenerate Poincaré DGCA. The last statement follows as the injectivity of this multiplication map implies that K 2r = 0 by (3.9), whence K 2r = ı 0 (K 2r ) = 0, so that A 2r−1 small = H 2r−1 by (3.10).
Corollary 3.10. Let A * be a (r − 1)-connected (r > 1) Poincaré-DGCA of Hodge type. Then A * is equivalent to a finite dimensional non-degenerate Poincaré DGCA Q * small for which the differential d : Q k−1 small → Q k small is possibly nonzero only for 2r ≤ k ≤ n − 2r + 1. In particular
small vanishes for k = 2r. Of course, this applies to A * = Ω * (M ) where M is a closed oriented connected n-dimensional manifold with b k (M ) = 0, 1 ≤ k ≤ r − 1.
Remark 3.11.
(1) Corollary 3.10 (1) for DGCAs associated with closed (orientable) manifolds has been first proved by Miller in [Miller1979] CKT2018] . That is, Ω * (M ) is equivalent to a DGCA Q * whose only possibly nonvanishing differential is d : Q 3 → Q 4 . This almost-formality was shown in [CKT2018] for G 2 -manifolds, but as our result shows, the G 2 -structure is not needed.
A ∞ -quasi-isomorphism type of highly connected Poincaré DGCAs of Hodge type
In this section, using homotopy transfer theorem and related technique, we prove that a (r − 1) connected Poincare DGCA A * of Hodge type of dimension n ≤ 5r − 3 is A ∞ -quasi-isomorphic to an A 3 -algebra (Theorem 4.1), that the only obstruction to the formality of A * is the cohomology class [µ 3 ] ∈ Hoch 2 (H * (A * ), H * (A * )), where µ 3 is the class of the ternary multiplication in the A 3 -algebra (Theorem 4.6), and that the cohomology class [µ 3 ] and the DGCA isomorphism class of H * (A * ) determine the A ∞ -quasiisomorphism class of A * (Theorem 4.7). Then we show the relation between µ 3 and the Massey product (Remark 4.8, Corollary 4.13) and compare our result with a closely related result by Crowley-Nordström (Remark 4.12).
Theorem 4.1. Let A * be a (r−1)-connected (r > 1) Poincaré DGCA of degree n, endowed with a Hodge-type decomposition whose harmonic subspace H * is adapted to a generating subspace H * gen . If n ≤ 5r − 3 then H * carries an A 3 -algebra structure 1 (with trivial differential) making it A ∞ -quasiisomorphic to A * . Moreover, if n ≤ 4r − 2 then the ternary multiplication of this A 3 -algebra vanishes, so in particular A * is formal.
Proof. Let us therefore focus on the case 4r − 1 ≤ n ≤ 5r − 3. As we know that the smallest H * -quotient Q * small of A * is equivalent to A * by Corollary 3.10, we only need to prove that H * carries an A 3 -algebra structure with trivial differential making it quasi-isomorphic to Q * small . We can show this by means of the homotopy transfer theorem [Kadeishvili1980, Merkulov1999] .
By Poincaré duality and equation (3.10) Q * small is given by (4.1)
where
Notice that d − identically vanishes on Q k small for k ≤ 2r − 1 and for k ≥ n − 2r + 2. By the homotopy transfer theorem, H * carries an A ∞ -algebra structure making it A ∞ -quasi-isomorphic to Q * small . To prove the statement in the theorem we therefore only need to show that this A ∞ -algebra structure is actually an A 3 -algebra structure, i.e., that all the multiplications m k vanish for k ≥ 4. One has a convenient tree summation formula to express the higher multiplications m k obtained by homotopy transfer, see [KS2001] . Namely, m k can be expressed as a sum over rooted trivalent trees with k leaves. Each tail edge of such a tree is decorated by inclusion j : H * ֒→ Q * small , each internal edge is decorated by the operator d − : Q * small → Q * −1 small and the root edge is decorated by the operator π H * : Q * small → H * ; every internal vertex is decorated by the multiplication µ in Q * small . In order to get a nonzero operation, we can not have a subgraph of the form
where ? can be either d − or π H * . Namely, in order to get a possibly nonzero contribution from this graph, its homogeneous entries a k 1 and b k 2 should be in Q
As n ≤ 5r − 3 we have 4r − 2 ≥ n − r + 1, and so k ≥ n − r + 1. Therefore,
by the orthogonality relation (2.11). As : Q n small → R is an isomorphism,
Also, we can not have a subgraph of the form
Namely, if its homogeneous entries are a k 1 and b k 2 (from top to bottom), then we need to have k 1 ≥ 2r and k 1 + k 2 − 1 ≤ n − 2r + 1 in order to have a possibly nonzero contribution. The two inequalities together give k 2 ≤ n − 4r + 2 ≤ r − 1. So the only possibility for having a nonzero contribution is k 2 = 0. As Q 0 small = F acting as scalars on Q * small via the multiplication µ, we have
In conclusion, the only two graphs actually appearing in the tree summation formula are (absorbing the permutations of the tree branches in the graded commutativity of the multiplication) are
If n ≤ 4r − 2, we can verbatim repeat the above argument, but now all the L k ;s are zero so also the multiplication m 3 vanishes. The A 3 -algebra structure on H * therefore becomes a DGCA structure with trivial differential, and we recover the formality of A * in this case (Corollary 3.10).
Remark 4.2. The multiplications m 2 and m 3 of the A 3 algebra structure on H * described in the proof of Theorem 4.1 are explicitly given by
see [Merkulov1999, Theorem 3.4]. Moreover, as the pairing −, − on H * is nondegenerate, the ternary multiplication m 3 is completely encoded in the tensor τ (α, β, γ, δ) = m 3 (α, β, γ), δ . If n ≤ 5r − 3, then H * (A * ) carries an A 3 -algebra structure with zero differential, whose binary multiplication is the the multiplication induced by A * , while the ternary multiplication is
making it A ∞ -quasi-isomorphic to A * . Moreover, if n ≤ 4r − 2 then µ 3 vanishes.
Proof. The isomorphism ı : H * (A * ) ∼ − → H * with inverse π H * : H * ∼ − → H * (A * ) transfers the the A 3 -algebra structure on H * from Theorem 4.1 to an A 3 -algebra structure with the same properties on H * (A * ). So the only thing we need to prove is the identity
This is straightforward, as
Lemma 4.5. The degree -1 trilinear map µ 3 :
.4 is a cocycle in the Hochschild complex of the DGCA H * (A * ), and so it defines a Hochschild cohomology class
Proof. Immediate from Corollary 4.4. see, e.g., [Lunts2007] for details.
Theorem 4.6. Let A * a (r−1)-connected (r > 1) Poincaré DGCA of degree n of Hodge type with n ≤ 5r − 3. The Hochschild cohomology class [µ 3 ] is independent of the choice of adapted harmonic forms and of associated Hodge decomposition, and so it defines a distinguished element
depending only on the Poincaré DGCA A * . Moreover the class [µ A * 3 ] is the only obstruction to the formality of A * .
Proof. It follows by a general result by Kadeishvili [Kadeishvili1988] and Kaledin [Kaledin2005] that the only obstruction to the formality of an A 3 -algebra with trivial differential is the Hochschild cohomology class of the trilinear multiplication, see [Lunts2007, Corollary 5.7 ]. Therefore, as (H * (A * ), 0, ·, µ 3 ) and (A * , d, ·) are A ∞ -quasi-isomorphic, [µ 3 ] is the only obstruction to the formality of A * . To conclude, we need to show that the class [µ 3 ] is actually independent of the choice of adapted harmonic forms and of associated Hodge decomposition. To see this, letι andd − be the operators occurring in a different choice, and letμ 3 be the associated the trilinear multiplication. Then we will have A ∞ -quasi-isomorphism
extending the linear morphisms ı andĩ, respectively. By considering an A ∞ -up to homotopy inverse quasi-isomorphismπ ∞ : (A * , d, ·) → (H * (A * ), 0, ·,μ 3 ) we therefore get a homotopy commutative triangle of A ∞ -quasiisomorphisms
ı∞ h h P P P P P P P P P P P P for some A ∞ -quasi-isomorphism φ ∞ . Passing to cohomology we get the commutative diagram
where φ 1 is the linear component of φ ∞ . But then φ 1 = id : H * (A * ) → H * (A * ), and so
is an A ∞ -quasi-isomorphism whose linear component is the identity. Spelling out the trilinear component in the definition of A ∞ -morphism, i.e., r+s+t=3 r,t≥0,s≥1
where u = j−1 k=1 (j − k)(i k − 1), and using the fact φ 1 = id, and that on both sides the differentials µ 1 andμ 1 are zero and the binary multiplications µ 2 andμ 2 are the multiplication m in H * (A * ), one finds
i.e., precisely,μ
The same argument used in the proof of Theorem 4.6 shows that the Hochschild class [µ A * 3 ] detects the A ∞ -quasi-isomorphism class of an highly connected Poincaré DGCA A * . The precise statement is the following.
Theorem 4.7. Let A * a (r−1)-connected (r > 1) Poincaré DGCA of Hodge type of degree n with n ≤ 5r − 3. The A ∞ -quasi-isomorphism class of A * is completely encoded into the DGCA (H * (A * ), ·) and in the Hochschild class
Proof. We need to show that two (r − 1)-connected Poincaré DGCA's of Hodge type of degree at most 5r − 3, A * 1 and A * 2 are A ∞ -quasi-isomorphic if and only if there exists a DGCA isomorphism φ :
induced by the linear part φ 1 of φ ∞ is an isomorphism of DGCA's (with trivial differential). The fact that φ ∞ is an A ∞ -morphism then gives, in particular, the identity
. By applying φ −1 on both sides and using that φ is a DGCA isomorphism, we find
and so [µ
. Vice versa, assume we are given a DGCA isomorphism φ :
Then, by definition of Hochschild cohomology, there exists a bilinear morphism
Setting φ 1 = φ and φ 2 = φ • ψ, the above identity precisely says that
3 ). is an A ∞ -isomorphism of A 3 -algebras with trivial differential. As we have
3 ), this concludes the proof. 
for suitable elements η, θ ∈ d − A * and so Lemma 4.10. The degree -1 trilinear map µ 3 : 
, where we have written [x] for the degree of the homogeneous element [x] ∈ H * (A * ). We compute
as the multiplication in A * is graded commutative.
Since in characteristic zero the Harrison cohomology of a DGCA injects into the Hochschild cohomology [Barr1968] , we have this immediate corollary of Theorems 4.6 and 4.7.
Corollary 4.11. Let A * a (r − 1)-connected (r > 1) Poincaré DGCA of degree n of Hodge type with n ≤ 5r − 3. The Comm ∞ -quasi-isomorphism class of A * is completely encoded into the DGCA (H * (A * ), ·) and in the Harrison cohomology class [µ A * 3 ] ∈ Harr 2 (H * (A * ), H * (A * )). In particular, the Harrison class [µ A * 3 ] is the only obstruction to the formality of A * . Remark 4.12 (The Bianchi-Massey tensor). Via the spectral sequence relating Harrison to André-Quillen cohomology [Barr1968, Loday1992] , the Harrison cohomology class [µ A * 3 ] ∈ Harr 3,−1 (H * (A * ), H * (A * )) is equally represented by an element β A * ∈ Hom −1 (S 2 (SH * (A * )), H * (A * )). This latter element is the Bianchi-Massey tensor introduced in [CN2015] and therein identified as the only obstruction to the formality of a r-connected (r > 1) Poincaré DGCA A * of degree n with n ≤ 5r − 3, as well as a complete invariant of the quasi-isomorphism class of such an A * , together with the cohomology algebra H * (A * ). In other words, Corollary 4.11 precisely reproduces the main results from [CN2015] , and could be obtained from them by translating the Bianchi-Massey tensor into the corresponding Harrison cohomology class. It should however be remarked that our derivation of Corollary 4.11 is independent of [CN2015] and can therefore be read as a confirmation of their results.
From a computational point of view, it seems that the vanishing of the Bianchi-Massey tensor is easier to be checked than the vanishing of the corresponding Harrison cohomology class, so that the [CN2015] approach appears to be more suitable in investigating formality of a given highly connected manifold. The approach via homotopy transfer and Hochschild/Harrison cohomology, on the other hand, appears to be more fitting for the investigation of Massey products. We give an example in Corollaries 4.13-4.14 below.
Corollary 4.13. Let A * be a simply connected Poincaré DGCA of degree n of Hodge type.
(1) If n ≤ 6, then the Massey product of any Massey triple 2 vanishes. . By (4.1) we see that for a degree-7 algebra A * the op-
small is identically zero unless k = 4. From the explicit formula for m 3 given in Remark 4.2, we therefore see that µ 3 (α, β, γ) = 0 unless deg α + deg β = 4 or deg β + deg γ = 4. As A * is simply connected, and by Remark 4.3, µ 3 (α, β, γ) is zero if one of the elements α, β, γ has degree 0 or 1. So the only possible nonvanishing triple products come form triples with degrees (2, 2, k) or (k, 2, 2). If (α, β, γ) is such a triple, then µ 3 (α, β, γ) ∈ H k+3 . So having a possibly nonzero result restricts to the two possibilities k = 2 or k = 4. To rule out the k = 4 possibility, notice that if deg(α, β, γ) = (2, 2, 4), then
by the orthogonality relation (2.5). As A * is connected, : H 7 → R is an isomorphism and so m 3 (α, β, γ) = 0. The same argument shows that m 3 (α, β, γ) = 0 if deg(α, β, γ) = (4, 2, 2). The proof for the degree-8 case is completely analogous.
The above corollary can be easily generalized to non-simply connected algebras of a simple kind.
Corollary 4.14. Let A * be a connected Poincaré DGCA of degree n. Assume A * = A * sc [t 1 , . . . , t k ], with A * sc a simply connected Poincaré DGCA of degree (n − k) of Hodge type, where t 1 , . . . , t k are variables in degree 1 with dt i = 0.
(1) If n ≤ 6, then the Massey product of any Massey triple vanishes.
(2) If n = 7, then the Massey product vanishes for every Massey triple of degree = (2, 2, 2). (3) If n = 8, then the Massey product vanishes for every Massey triple of degree / ∈ {(2, 2, 2), (2, 2, 3), (2, 3, 2), (3, 2, 2)}.
Proof. For k = 0 we are back to Corollary 4.13, so let us assume k ≥ 1. If n ≤ 7 or if n = 8 and k ≥ 2, then A * sc is formal by Corollary 3.10, and so also A * is formal. Namely, as A * sc is formal we have a zig-zag of quasi-isomorphisms of
As the variables t i are closed, this induces a zig-zag of quasi-isomorphisms of DGCAs
. So we are reduced to considering the case A * = A * sc [t] with A * sc a degree-7 simply connected Poincaré DGCA. As dt = 0, we have H * (A * ) = H * (A * sc )[t] and the A ∞ -algebra structure on H * (A * ) induced by the Kadeishvili-Merkulov construction is just the F[t]-linear extension of the A ∞ -algebra structure on H * (A * sc ). In particular, it is a A 3 -algebra structure and 
Splitting off parallel 1-forms
In this section we generalize the Cheeger-Gromoll splitting theorem to the class of closed Riemannian manifolds whose harmonic 1-forms are parallel (Theorem 5.1, Remark 5.2). Using this result we extend results in the previous section that concern Massey triple products to the class of closed orientable Riemannian manifolds satisfying the condition of Theorem 5.1 (Corollary 5.5) and derive the almost formality of compact G 2 -manifolds, obtained by Chan-Karigiannis-Tsang in [CKT2018] , from our results (Remark 5.6).
Theorem 5.1. (Cheeger-Gromoll-type splitting) Let (M n , g) be a closed Riemannian manifold, and suppose that all harmonic 1-forms are parallel. Then there is a Riemannian fibration
over a flat k-torus, where k = b 1 (M n ), and F n−k is closed. In fact, M n can be written as
where Λ ∼ = Z k acts isometrically on F n−k and by translations on R k . Moreover, M n is diffeomorphic (but not necessarily isometric) to a quotient of
Proof. Let ε 1 , . . . , ε k be the parallel 1-forms with dual vector fields X i := (ε i ) # . Since the distribution spanned by the (X i ) is parallel, so is its orthogonal complement, and the de Rham splitting theorem implies that the universal cover of (M, g) is a Riemannian product
and the liftsX i of X i must be tangent to R k and parallel, whence constant.
As the deck transformations of the coveringM n → M must preserveX i , they must act by translation on R k , whence the deck group Π ∼ = π 1 (M n ) must be contained in
Let Π 0 ⊆ Π be the normal subgroup which acts trivially on R k , and let F n−k :=F n−k /Π 0 . Then we may write
with a faithful map Λ := Π/Π 0 ֒→ Transl R k , so that Λ is abelian and torsion free, i.e., Λ ∼ = Z l for some l. Therefore, Π 0 contains the commutator group [Π, Π], so that there is a surjection H 1 (M n ) = Π/[Π, Π] → Λ, and as H 1 (M n )/T or(H 1 (M n )) ∼ = Z k this means that k ≥ l.
On the other hand, projection onto the first factor of R k × F n−k implies that R k /Λ is compact, whence l = k, and the image of the inclusion Λ ֒→ Transl R k ∼ = R k must be a full lattice, so that R k /Λ is a flat k-torus, and this projection yields the asserted fiber bundle structure.
Consider the homomorphism ρ : Λ ∼ = Z k → Isom(F n−k ) from (5.1). The closure G := ρ(Λ) ⊆ Isom(F n−k ) is a compact abelian Lie group, as Isom(F n−k ) is a compact Lie group [MyersSteenrod1939] . In particular, G has finitely many components. Thus, Λ 0 := ρ −1 (G 0 ) ⊆ Λ is a subgroup of finite index, where G 0 ⊆ G denotes the identity component, and we have a Riemannian covering map
which is the quotient by a free action of the finite abelian group Γ := Λ/Λ 0 onM n . We finally have to show thatM n is diffeomorphic to T k × F n−k . As G 0 is a compact connected abelian Lie group, it is isomorphic to the torus. Then ρ| Λ 0 : Λ 0 → G 0 extends to a Lie group homomorphismρ :
gives a diffeomorphism.
Remark 5.2. By Bochner's theorem [Bochner1946] , all harmonic 1-forms on a Riemannian manifold with nonnegative Ricci curvature are parallel, so that Theorem 5.1 applies. In fact, the conclusion of Theorem 5.1 in the case of nonnegative Ricci curvature is also known as the Cheeger-Gromoll splitting theorem [CG1971, CG1972] . This holds, in particular, for G 2 -and Spin(7)-manifolds as these are Ricci flat.
Proposition 5.3. Let (M n , g) be as in Theorem 5.1, and orientable. Then Ω * (M ) is equivalent to (Λ * H 1 (M n )) ⊗ Q * = Q * [t 1 , . . . , t k ] with k = b 1 (M n ), where Q * is a simply connected non-degenerate Poincaré DGCA of Hodge type of degree (n − k).
Proof. By Theorem 5.1, M n is diffeomorphic to (T k × F n−k )/Γ, where Γ ⊆ Transl(T k ) × Diffeo(F n−k ) is a finite abelian group. Let Γ ′ ⊆ Diffeo(F n−k ) be the projection of Γ to the second factor, and choose a product metric g := g 0 ⊕ g 1 on T k × F n−k such that g 0 is flat and g 1 is Γ ′ -invariant. Then Γ acts by isometries so that π : (T k × F n−k ,g) → (M n , g) is a Riemannian covering for some metric g on M . Clearly, the translation invariant fields on T k induce parallel vector fields on M n , so that (M n , g) has k = b 1 (M n ) parallel vector fields. Thus, all harmonic 1-forms on (M n , g) are parallel. As Γ is a finite group, there is a projection map
and since Γ acts by isometries, it follows that π Γ commutes with d, d * and △.
In particular, applying π Γ to the components of the Hodge decomposition of Ω * (T k × F n−k ) induces a Hodge decomposition
In the same way, we obtain the Hodge decomposition of Q * := Ω(F n−k ) Γ ′ (5.3)
Furthermore, since all α k ∈ Λ * H 1 (T k ) are parallel, we have for β l ∈ Q * : * (α k ∧ β l ) = ±( * T k α k ) ∧ ( * F n−k β l ) ∈ A * , whence d(α k ∧ β l ) = ±α k ∧ dβ l and d * (α k ∧ β l ) = ±α k ∧ d * β l . Thus, (5.3) induces a Hodge decomposition of A * := Λ * H 1 (T k ) ∧ Q * ∼ = Q * [t 1 , . . . , t k ] (5.4)
and the Γ-invariant harmonic forms of the product metric on T k × F n−k decompose as
