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Abstract 
 
A variety of optimization formulations have been proposed for mixed-model assembly sequencing problems with 
stochastic demand and task times. In the real world, however, mixed-model assembly lines are faced with more 
challenging uncertainties including timely part delivery, material quality, upstream sub-assembly completion and 
availability of other resources. In addition, sub-assembly lines must meet deadlines imposed by downstream stations. 
The inevitable disruptions require resequencing. We present a risk-averse stochastic mixed-integer model for mixed-
model assembly line resequencing problems to increase on-time performance.  
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1. Introduction 
Mixed-model assembly lines have become popular in recent years as an important part of the just-in-time (JIT) 
production system, in which several models of the same basic product are manufactured on the same production line. 
Compared to single-model lines, the optimal design and operation of mixed-model lines must address both the line 
balancing problem and the model sequencing problem. In contrast to the long- and medium-term assembly line 
balancing problems, the short-term model sequencing problem aims to determine the production sequence of a given 
number of models within the planning horizon; e.g., one day or shift. 
 
Sequencing problems for mixed-model assembly lines have been modeled in a few recent papers. Rahimi-Vahed [1] 
considered three objectives in a mixed-model assembly line sequencing formulation: the minimization of total utility 
work, total production rate variation, and total setup cost. Boysen [2] reviewed and discussed three major sequencing 
approaches: mixed-model sequencing, car sequencing and level scheduling. Two major uncertainties have been 
considered in the recent literature on mixed-model assembly lines; namely, stochastic demand and task times. Dong 
[3] proposed a 0-1 stochastic programming formulation to minimize the expected work overload time for mixed-model 
assembly U-lines with stochastic task times. As the problem is NP-hard, a simulated annealing algorithm was proposed 
to solve it. Zhao [4] formulated an optimization problem of daily scheduling to minimize the expected system cost 
including the inventory cost of finished products and the penalty cost of backorders with stochastic demand and 
proposed a heuristic solution algorithm. In the real world, however, mixed-model assembly lines are faced with more 
challenging uncertainties including timely part delivery, material quality, upstream sub-assembly completion and 
availability of other resources. 
 
Despite the efforts in modeling mixed-model assembly line sequencing problems with uncertainties, the existing 
formulations considering uncertainty are incomplete and, in particular, do not model part availability uncertainty. We 
formulate a multi-stage stochastic integer program with part availability modeled as a stochastic process. In addition, 
stochastic programs including risk measures have not been considered for mixed-model assembly line sequencing 
problems to our knowledge. One of the deviation risk measures, Expected Excess (EE), measures the expected value 
of the excess over a given target [5]. Our stochastic program aims at minimizing both lateness and earliness of the 
final products’ finish times given their due time targets. The objective function is formulated as a two-sided risk 
measure such that the earliness and lateness are measured by the positive deviation and the negative deviation, 
respectively, between the actual finish time and the due time. We discuss how EE, as a coherent risk measure, can 
relate to our modeling of the sequencing problem.  
 
The Progressive Hedging (PH) algorithm, developed by Rockafellar and Wets [6] as an exact solution algorithm for 
stochastic programs with continuous decision variables, was proposed by Watson and Woodruff [7] as an effective 
heuristic for solving stochastic mixed-integer programs. The PH algorithm is adopted in our computational studies 
because, unlike some other solution approaches, it applies to multi-stage stochastic programs with discrete variables 
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in any stage. Besides, its scenario-based decomposition scheme reduces the solution time by allowing scenario sub-
problems to be solved in parallel, while exploiting any special structure they may possess. Gade et al. [8] presented a 
lower bounding technique, which we also adopt in our study, for the PH algorithm to assess solution quality.  
 
2. Formulation of the Mixed-model Assembly Line Sequencing Problem 
We formulate the problem to make sequencing decisions for upstream lines to minimize the risk of final assembly 
lateness and earliness. Here in our formulation, we consider the availability of parts as the only uncertain factor. Our 
model aims at minimizing both lateness and earliness of meeting deadlines for finished products. While it is obvious 
that the lateness must be avoided, completing the products too early also leads to undesirable inventory cost.  
 
In our formulation, we make decisions on the sequencing of a number of units to be assembled on a line consisting of 
a number of assembly stations. Assume the takt time required by customers is constant throughout the whole process 
and the operation time at each assembly station; i.e., the cycle time, equals the takt time, which we take as the length 
of a period. Assume all assembly units proceed from station to station sequentially. Each assembly station can only 
process one assembly unit at each time period and each assembly unit can only stay at one assembly station at each 
time period. If the next assembly station is still busy or if the required parts of the next station are not yet available, 
that assembly unit will be pulled off the line and will be assumed to be waiting at the current station. The finish time 
is the time when this unit leaves the last assembly station. The earliness and lateness are respectively measured by the 
positive deviation and the negative deviation between the finish time and the time when it is due. 
 
The following is the deterministic formulation: 
 
Sets: 
N : set of assembly units to be sequenced with n N∈   
P : set of parts and resources with p P∈   
T : set of time periods with t T∈ , where we assume continuous time t  is the end of discrete period t  
S : set of assembly stations with s S∈ , where the last station is denoted by lasts    
 
Decision variables: 
, ,n s tx : binary variable equal to 1, if unit n  is being processed at station s  at time period t ; and 0, otherwise 
, ,n s ty : binary variable equal to 1, if unit n  is pulled offline and waiting at station s  at time period t ; 0, otherwise 
nf : finish time when unit n  leaves the last assembly station 
ne : earliness of unit n  
nl : lateness of unit n  
 
Input parameters: 
nD : due time when finished unit n  is required by downstream operations or customers 
, ,p s tA : number of parts p  available at station s  at time period t  
, ,p n sR : consumption amount of part p  for unit n  at station s  
eC : penalty for earliness ($/unit time) 
lC : penalty for lateness ($/unit time) 
 
Objective: 
 min e n l nn N n NC e C l∈ ∈+∑ ∑   (1.1) 
Constraints: 
 , , 1, ,n s tn N x s S t T∈ ≤ ∀ ∈ ∈∑   (1.2) 
 , , , , 1, ,n s t n s ts S x y n N t T∈ + = ∀ ∈ ∈∑   (1.3) 
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 , , 1, ,n s tt T x n N s S∈ = ∀ ∈ ∈∑   (1.4) 
 , , , , , 1, 1
, , , , , , 1
, , ,
, , ,
n s t n s t n s t
n s t n s t n s t
x y x n N s S t T
x y y n N s S t T
+ +
+
+ ≥ ∀ ∈ ∈ ∈
+ ≥ ∀ ∈ ∈ ∈
  (1.5) 
   (1.6) 
 , , , ,n s t n lastt T t x f n N s s∈ ⋅ = ∀ ∈ =∑   (1.7) 
 ,n n nf e D n N+ ≥ ∀ ∈   (1.8) 
 ,n n nf l D n N− ≤ ∀ ∈   (1.9) 
 
{ }, , , ,, 0,1 , , ,
, , ,
n s t n s t
n n n
x y n N s S t T
f e l n N+
∈ ∀ ∈ ∈ ∈
∈ ∀ ∈
  (1.10) 
The objective (1.1) is to minimize the total earliness and lateness when delivering the finished products to downstream 
operations or customers. Constraints (1.2) restrict each assembly station at each time period to process no more than 
one assembly unit, while constraints (1.3) enforce that each assembly unit at each time period can only stay at one 
assembly station, either being processed or waiting offline. Constraints (1.4) ensure that each assembly unit is 
processed for exactly one time period at each assembly station, constraints (1.5) enforce all assembly units to proceed 
from station to station sequentially, and constraints (1.6) limit the consumption of parts to not exceed the availability 
at each assembly station at each time period. To compute the cost, constraints (1.7) define the finish time as the time 
when each assembly unit leaves the last assembly station, while (1.8) and (1.9) define the earliness and lateness for 
due time respectively, and (1.10) expresses restrictions on the decision variables. 
 
In the real world, however, the part availability information is unknown beforehand. In order to incorporate the 
uncertainty of part availability, we use a multi-stage stochastic programming formulation where each decision stage 
is defined to be a time period. A scenario, , specifies the availability of each part at each station at each stage with 
marginal probability distributions , , , ,( ) Pr( )p s t t p s t tf Aξ ξ= =  . In a scenario tree, we let to  be a scenario node that 
belongs to the set of all scenario tree nodes tO  at stage t T∈ . Let ( )toξ  be a scenario that belongs to the set of 
scenarios ( )toΞ  that define the node t to O∈ . Let ( )to ξ  be the corresponding tree node for scenario ξ ∈Ξ  at stage 
t T∈ . Let ˆ( ( ))tx o ξ  be the non-anticipative decision made at scenario tree node ( )to ξ . In each stage, the decisions 
on which unit to be scheduled at which assembly station for the corresponding period are made with information of 
the availability of parts of the previous and current time periods. The availability of parts for the next period is revealed 
after the period’s decisions are made. The following non-anticipativity constraint for each scenario tree node ( )to ξ  is 
required in a multi-stage stochastic program such that the decisions are tied to the scenario tree and do not account for 
information that has not been revealed yet:  
 ( ) ( )( ), , , ,ˆ .n s t n s t tx x oξ ξ=   (1.11) 
3. Multi-Stage Stochastic Integer Programs with Risk Measures 
The formulation in equation (2) is risk-neutral but the risk measures can also be minimized.  We focus on expected 
excess as a coherent risk measure.  Proposition 3.1 shows how it can be computed in a deterministic equivalent 
formulation. 
3.1 Multi-Stage Risk-neutral Stochastic Integer Programs 
For the multi-stage stochastic integer programs, suppose T  is the number of stages. We denote the future realizations 
of uncertainties by 1 2( , ,..., )Tξ ξ ξ ξ= , whose probability distributions are known. The decision vectors are 
represented as 1 2( , ,..., )Tx x x x= . The realization of tξ  at stage 2,...,t T=  is known only when decisions 1tx −  have 
been made. The history of the data process up to stage t  is denoted as [ ]tξ  defined as [ ] 1 2( , ,..., )t tξ ξ ξ ξ= . The 
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decisions and realizations are sequenced as 1 2 2 1 2 3 3 1 2 2 3 1 21, , ( , , ), , ( , , , , ),..., ( , , , ,. , ,..., )T T Tx x x x x x x x xξ ξ ξ ξ ξ ξ ξ− . . To 
avoid complications when computing the expectation with respect to the distribution of [ ]1tξ +  given [ ]tξ  we assume 
that we have only a finite number of realizations ξ  with corresponding probabilities pξ . We write the scenario 
formulation of a multi-stage stochastic integer program as 
 
 
( ) ( ) ( )
( ) ( ) ( ) }
*
1
2
min :
ˆ, ( ) 0, , 1,...,
T
TT
t tx t
t t t
z p c x q x
x X p x p x o t T
ξ
ξ
ξ ξ ξ
ξ ξ ξ
ξ ξ ξ ξ
∈Ξ =
  
= +  
 
∈ − = ∀ ∈Ξ ∀ =
∑ ∑
  (2) 
where  
( ) ( ) ( ) ( ){ 1 1 11 ˆ: , , ( ) ,p n pt t tX x Ax b x x oξ ξ ξ ξ ξ −+ += = ∈ ×   
( ) ( ) }1( ) ( ) ( ), , 2,...,t t t t tT x W x h t Tξ ξ ξ ξ ξ ξ− + = ∀ ∈Ξ ∀ =  
 
The scenario formulation includes copies of the decision variables for each scenario, but their non-anticipativity is 
enforced by including constraint (1.11) within equation (2). Note the decision variables ( )1 2, , Tx x x x=   include all 
decision variables  , , , ,, , , , ,n s t n s tx y n N s S t T∀ ∈ ∈ ∈  and , , , ,n n nf e l n N
+∈ ∀ ∈  defined in Section 2. The feasible 
region Xξ  corresponds to constraints (1.2) - (1.10) given the realization, tξ  , for , ,p s tA .  
 
3.2 EE-based Stochastic Integer Programs 
The formulation in equation (2) is risk-neutral but the risk measures can also be minimized.  We focus on expected 
excess as a coherent risk measure.  Proposition 3.1 shows how it can be computed in a deterministic equivalent 
formulation. 
Definition 3.1 [5]. Expected excess reflects the expected value of the excess over a given target η ∈ , and is defined 
as: 
 ( ) ( ){ }max ( , ) ,0 ,DQ x g xη ξ ξ η = −    (3) 
where ( )( ),g x ξ ξ  is the objective value given realization ξ . 
Proposition 3.1. Consider the case with finitely many realizations ξ  and corresponding probabilities pξ . Given a 
prescribed target level η ∈ , the EE-based multi-stage stochastic integer program is equivalent to the following 
program: 
 
,
min ( ) :
tx v
p vξ
ξ
ξ
∈Ξ



∑  (4) 
( ) ( )ˆ ( ) 0, , 1,...,t tp x p x o t Tξ ξξ ξ ξ− = ∀ ∈Ξ ∀ =  
( ) ( ) ( ) ( ) }1 1 2 2( ) ( ) ( ) , , ( ) ,T T Tt t tv c x c x c x x X vξξ ξ ξ ξ ξ ξ η ξ ξ ξ+≥ + + ⋅⋅⋅ + − ∈ ∈ ∀ ∈Ξ  
 
4. Progressive Hedging Algorithm 
Proposed by Rockafellar and Wets [6], the progressive hedging (PH) algorithm is a scenario decomposition method 
for stochastic programs motivated by augmented Lagrangian theory. By decomposing the extensive form into scenario 
subproblems, the PH algorithm effectively reduces the computational burden of solving extensive forms directly, 
which is especially important for large-scale instances.  
 
A scenario solution is said to be admissible if it is feasible for that scenario; a scenario solution is said to be 
implementable or non-anticipative if its first-stage decision is scenario-independent; and a solution is feasible if it is 
both admissible and implementable. The idea of the PH algorithm is to aggregate the admissible solutions of modified 
scenario subproblems, which progressively causes the aggregated solution to be non-anticipative and optimal. The 
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modified scenario subproblem comes from scenario decomposition of the augmented Lagrangian as a close 
approximation of problem (2). The modified cost function includes a penalty term relative to the non-anticipative 
constraint and a proximal term that measures the deviation of the scenario solution from the aggregated solution for 
first-stage decisions. The weight vector 1n sw ×∈  is updated by the penalty parameter (vector) 0ρ >  in each iteration. 
This weight update rule is essential to the proofs of the convergence theorems in the convex case [6]. 
 
The PH algorithm for multi-stage stochastic mixed-integer programs proceeds as follows [8]: 
 
STEP 1 Initialization: Let : 0v =  and ( ) : 0,vw ξ ξ= ∀ ∈Ξ . For each ξ ∈Ξ , compute 
( ) ( )1 1
2
: arg min :
T
Tv T
t t t t
t
x c x q x x Xξξ ξ
+
=
 
= + ∈ 
 
∑  
STEP 2 Iteration update: 1v v← +  
STEP 3 Non-anticipative policy: ( ) ( )
( ) ( ) ( ) ( )
ˆ ( ) :
t t t t
v v
t t t
o o o o
x o p x pξ ξ
ξ ξ
ξ ξ
∈Ξ ∈Ξ
= ∑ ∑   
STEP 4 Weight update: For each ξ ∈Ξ , compute ( ) ( ) ( ) ( )( )1 ˆ: ( )v v v vt t t t tw w x x oξ ξ ρ ξ ξ−= + −  
STEP 5 Decomposition: For each ξ ∈Ξ , compute  
( ) ( ) ( ) ( ) ( ) ( ) ( )
1 21
1
2 1
ˆ: arg min ( ) :
2
T T
T Tv T v v
t t t t t t t t t
t t
x c x q x w x x x o x Xξ
ρ
ξ ξ ξ ξ ξ ξ ξ
−
+
= =
  = + + + − ∈    
∑ ∑  
STEP 6 Termination: If at each tree node, all the scenario solutions agree to within some tolerance, then stop. 
Otherwise, return to Step 2. 
 
While convergence is not guaranteed for mixed-integer problems, computational studies have shown that the PH 
algorithm can find high-quality solutions within a reasonable number of iterations [8].  
 
4.1 Lower bounds from Progressive Hedging on stochastic integer programs 
Although the PH algorithm has been successfully applied as a heuristic to solve multi-stage stochastic integer 
programs, its use was previously limited by the lack of guarantee of convergence as well as the lack of information to 
evaluate solution quality relative to the optimal objective value. Gade et al. [8] corrected this deficiency of the PH 
algorithm by presenting a method to compute lower bounds in PH for two-stage and multi-stage stochastic integer 
programs. The lower bounds not merely allow us to assess the quality of the solutions in each iteration, but also can 
provide lower bounds for solution methods that rely on lower bounds like branch-and-bound [9]. Proposition 4.1 states 
that weights w  define implicit lower bounds, ( )D w , on the optimal objective value denoted by z∗  for multi-stage 
stochastic programs [8]. 
 
Proposition 4.1. Let ( )( )w w ξξ ∈Ξ=  where ( ) 1
nw ξ ∈  satisfy ( )
( ) ( )
0
t to o
p wξ
ξ
ξ
∈Ξ
=∑  for each t to O∈ . Let 
 ( )( ) ( ) ( )
1
1
2 1
: min :
T T
T TT
t t t t tx t t
D w c x q x w x x Xξ ξξ ξ ξ
−
= =
 
= + + ∈ 
 
∑ ∑   (5) 
Then ( ) ( )( ) *:D w p D w zξ ξ
ξ
ξ
∈Ξ
= ≤∑ . 
Proposition 4.1 indicates that one can compute a lower bound on *z  in any iteration of PH algorithm using the current 
weights with approximately the same effort as one PH iteration. 
 
4.2 Lower bounds on EE-based stochastic integer programs 
By applying Proposition 4.1 to the multi-stage EE-based stochastic integer program (4), we show how the lower 
bounds on the optimal objective value of *Dz γ  can be computed. 
Proposition 4.2. Let ( )( )w w ξξ ∈Ξ=  where ( ) 1
nw ξ ∈  satisfy ( )
( ) ( )
0
t to o
p wξ
ξ
ξ
∈Ξ
=∑  for each t to O∈ . Let 
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( )( ) ( )
}
1
, 1
1 1 2 2
: min : ,
( ) ( ) ,
T
T
t t tx v t
T T T
t t
D w v w x x X
v c x c x c x v
ξ ξξ ξ
ξ ξ η
−
=
+

= + ∈

≥ + + ⋅⋅⋅ + − ∈
∑

  (6) 
Then ( ) ( )( ) *: DD w p D w z γξ ξ
ξ
ξ
∈Ξ
= ≤∑ . 
 
5. Computational Study 
The input data for this mixed-model assembly line sequencing problem have been collected from an industrial partner.  
We generate probabilistic scenario trees for part availability by estimating discrete distributions that match the 
moments of the empirical distributions [10]. In the application of PH, a significant trade-off in terms of the speed of 
convergence and quality of the solution is observed as the PH parameter, ρ , is varied, indicating that larger values of 
a scalar ρ can accelerate the convergence of PH while lower values of ρ can improve the quality of solutions [7] as 
well as the lower bounds [8].  
 
In order to determine effective values of PH parameter ρ , test the convergence of PH lower bounds, and assess the 
solution quality of the PH algorithm, computational studies are performed with the PH algorithm described in Section 
4. The PH algorithm is implemented in PySP [11], an open-source software package for modeling and solving 
stochastic programs.  
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