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JOINT POISSON DISTRIBUTION OF PRIME FACTORS IN SETS
KEVIN FORD
ABSTRACT. Given disjoint subsets T1, . . . , Tm of “not too large” primes up to x, we establish
that for a random integer n drawn from [1, x], the m-dimensional vector enumerating the number
of prime factors of n from T1, . . . , Tm converges to a vector of m independent Poisson random
variables. We give a specific rate of convergence using the Kubilius model of prime factors. We also
show a universal upper bound of Poisson type when T1, . . . , Tm are unrestricted, and apply this to
the distribution of the number of prime factors from a set T given that n has k total prime factors.
1. INTRODUCTION
The distribution of ω(n), the number of distinct prime factors of n, for a uniformly random
integer n ∈ [1, x], behaves like a Poisson random variable with parameter log log x. This was
established by Sathe [12] and Selberg [13] in 1954, while hints of this were already present in the
inequalities of Landau [10], Hardy and Ramanujan [7], Erdo˝s [3], and Erdo˝s and Kac [4]. See
Elliott’s notes [2, pp. 23–26] for an extensive discussion of the history of these results.
In this paper we address the distribution of the number of prime factors of n lying in an arbitrary
set T . Denote by Px the probabiliy with respect to a uniformly random integer n drawn from [1, x].
Each such n has a unique prime factorization
n =
∏
p6x
pvp ,
where the exponents vp are now random variables. For any finite set T of primes, let
ω(n, T ) = #{p|n : p ∈ T} = #{p ∈ T : vp > 0}, Ω(n, T ) =
∑
p∈T
vp.
For a prime p, the event {p|n} occurs with probability close to 1/p, and thus heuristically
(1.1) Px(ω(n, T ) = k) ≈
∑
p1,...,pk∈T
p1<···<pk
1
p1 · · · pk
∏
p∈T
p 6∈{p1,...,pk}
(
1− 1
p
)
≈ e−H1(t)H1(T )
k
k!
whereH1(T ) =
∑
p∈T 1/p; that is, we expect that ω(n, T ) will be close to Poisson with parameter
H1(T ). A more complicated combinatorial heuristic also suggests that the same is true forΩ(n, T ).
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The Poisson distribution of Ω(n, T ) for general T was established by Halász [5], who showed
(1.2) Px(Ω(n, T ) = k) =
H1(T )
k
k!
e−H1(T )
(
1 +O
( |k −H1(T )|
H1(T )
)
+O
(
1√
H1(T )
))
,
uniformly in the range δH1(T ) 6 k 6 (2 − δ)H1(T ), where δ > 0 is fixed and the constants
implied by the O-terms depend only on δ. Small modifications to the proof yield an identical
estimate for Px(ω(n, T ) = k); see [2, p. 301] for a sketch of the argument. Inequality (1.2) proves
that Ω(n, T ) converges to the Poisson distribution with parameter H1(T ) if T is a function of x
such that H1(T )→∞ as x→∞. This is a natural condition, as the following examples show. If
T consists only of small primes, say those less than a bounded quantity t, then ω(n, T ) takes only
finitely many values and thus the distribution cannot be Poisson as x → ∞. Although Ω(n, T )
is unbounded, the distribution is very far from Poisson, e.g. Px(Ω(n, {2}) = k) ∼ 1/2k+1 for
each k. Likewise, if c > 1 is fixed and T is the set of primes in (x1/c, x], ω(n, T ) and Ω(n, T ) are
each bounded by c and thus cannot be approximated arbitrarily well by a Poisson variable. The
distribution of the largest prime factors of an integer is governed by the very different Poisson-
Dirichlet distribution; see [15] for details. In each of these examples, H1(T ) is bounded. The
conditionH1(T )→∞ ensures that neither small primes nor large primes dominate T with respect
to the harmonic measure.
Halász’ result (1.2) was extended by Tenenbaum [17], who showed that uniformly over any
disjoint sets T1, . . . , Tm of the primes 6 x, and overm,
(1.3)
Px(ω(n, Ti) = ki, 1 6 i 6 m) =
m∏
j=1
H1(Tj)
kj
kj!
e−H1(Tj) exp
(
O
( m∑
j=1
|kj −H1(Tj)|
H1(Tj)
+
1√
H1(Tj)
))
,
uniformly in the range c1 6
kj
H1(Tj)
6 c2 (1 6 j 6 m), for any fixed c1, c2 satisfying 0 < c1 < c2;
see [17], equation (2.23) and the following paragraph. The methods in [17] establish the same
bound for Px(Ω(n, Ti) = mi, 1 6 i 6 k), but with the restriction c1 6
kj
H1(Tj)
6 2−c1, 1 6 j 6 m,
again with fixed c1 > 0.
We will establish the Poisson behavior of ω(n, T ) and Ω(n, T ) when T is dominated by in-
termediate primes, even when H1(T ) is bounded. For disjoint T1, T2, . . . , Tm we prove that the
distributions of Ω(n, Ti) are nearly independent, as with (1.3). Let
H2(T ) =
∑
p∈T
1
p2
.
We also use the notion of the total variation distance dTV (X, Y ) between two random variables
living on the same discrete space Ω:
dTV (X, Y ) := sup
A⊂Ω
∣∣P(X ∈ A)− P(Y ∈ A)∣∣.
Theorem 1. Let 2 6 y 6 x and suppose that T1, . . . , Tm are disjoint nonempty sets of primes in
[2, y]. For each 1 6 i 6 m, suppose that fi = ω(n, Ti) or fi = Ω(n, Ti). Then
dTV
(
(f1, . . . , fm), (Z(T1), . . . , Z(Tm))
)
≪
m∑
j=1
H2(Tj)
1 +H1(Tj)
+ u−u, u =
log x
log y
,
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where, for any set T of primes, Z(T ) is a Poisson random variable with parameter H1(T ), and
Z(T1), . . . , Z(Tm) are independent.
The implied constant is absolute, independent of m, y, x and T1, . . . , Tm. In particular, if m is
fixed then this shows that the joint distribution of (f1, . . . , fm) is jointly Poisson whenever we have
y = xo(1) and for each i, either H1(Ti)→∞ or minTi →∞.
By contrast, Tenenbaum’s bound (1.3) implies
(1.4) dTV
(
(ω(n, T1), . . . , ω(n, Tm)), (Z(T1), . . . , ZTm)
)
≪m
m∑
j=1
1√
H1(Tj)
.
Compared to Theorem 1, we see that (1.4) gives good results even if the sets Ti contain many
large primes, while Theorem 1 requires that y 6 xo(1) in order to be nontrivial. However, if
y 6 x1/ log log log x, say, the conclusion of Theorem 1 is stronger, particularly if H2(T ) is small.
An extreme case is given by singletons T = {p}, where Theorem 1 recovers the correct order of
dTV (f1, T ), namely 1/p2, since Px(p‖n) ≈ 1p − 1p2 and Px(p2‖n) ≈ 1p2 − 1p3 .
Next, we establish the upper-bound implied in Tenenbaum’s theorem 1.3, but valid uniformly
for all k1, . . . , km. A similar bound was stated by Tudesq [18], but details were given only in the
case r = 1. Our method is similar, and for completeness we give a short, full proof in Section 4.
Theorem 2. Let T1, . . . , Tr be arbitrary disjoint, nonempty subsets of the primes 6 x. For any
k1, . . . , kr > 0 we have
Px
(
ω(n;Tj) = kj (1 6 j 6 r)
)
≪
r∏
j=1
(
H ′1(Tj)
kj
kj!
e−H1(Tj)
)(
1 +
k1
H ′1(T1)
+ · · ·+ kr
H ′1(Tr)
)
6 x
r∏
j=1
(
(H1(Tj) + 2)
kj
kj!
e−H1(Tj)
)
,
where, for each T ,
H ′1(T ) =
∑
p∈T
1
p− 1 .
The next corollary is known to the experts but has never been explicitly written down in the
literature to the author’s knowledge. It follows easily from standard estimates for the tail of the
Poisson distribution (see, e.g. Norton [11]); see also Ch. 0 of Hall and Tenenbaum [6]). Here
Q(t) = t log t− t+ 1,
and we note that Q(1 + t) > 1
3
t2 for |t| 6 1.
Corollary 3. Let T be any set of primes in [2, x]. Uniformly for sets T and 0 6 λ 6 1, we have
Px
(
ω(n, T ) 6 λH1(T )
)≪ e−Q(λ)H1(T )
1 + |λ− 1|√H1(T ) .
Let λ0 > 1. Uniformly for T and 1 6 λ 6 λ0, we have
Px
(
ω(n, T ) > λH1(T )
)≪λ0 e−Q(λ)H1(T )
1 + |λ− 1|√H1(T ) .
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In particular, uniformly for T and 0 6 ψ 6
√
H1(T ), we have
Px
(
|ω(n, T )−H1(T )| > ψ
√
H1(T )
)
≪ e− 13ψ2 .
If we restrict attention to integers with ω(n) = k, we may also obtain analogous theorems about
the distribution of ω(n, T ). We focus on the “normal” case when k ≍ log log x. We expect that
ω(n, T ) will have roughly a binomial distribution with parameter α = H1(T )/H1(S), where S is
the set of all primes in [2, x], and H1(S) = log log x+O(1) by Mertens’ theorem.
Theorem 4. Fix A > 1 and suppose that (1/A) log log x 6 k 6 A log log x. Let T be a nonempty
subset of the primes in [2, x] and define let α = H1(T )/H1(S). For any 0 6 ψ 6
√
αk we have
P
(
|ω(n, T )− αk| > ψ
√
α(1− α)k
∣∣∣ ω(n) = k)≪A e− 13ψ2 ,
the implied constant depending only on A.
2. THE KUBILIUS MODEL OF SMALL PRIME FACTORS OF INTEGERS
Our restriction to primes below xo(1) comes from an application of a probabilistic model of
prime factors, called the Kubilius model, and introduced by Kubilius [8, 9] in 1956. We compute
Px(vp = k) =
1
⌊x⌋
(⌊
x
pk
⌋
−
⌊
x
pk+1
⌋)
=
1
pk
− 1
pk+1
+O
(
1
x
)
,
the error term being relatively small when pk is small. Moreover, the variables vp are quasi-
independent; that is, the correlations are small, again provided that the primes are small. By
contrast, the variables vp corresponding to large p are very much dependent, for example the event
(vp > 0, vq > 0) is impossible if pq > x.
The model of Kubilius is a sequence of idealized random variables which removes the error term
above, and is much easier to compute with. For each prime p, define the random variable Xp that
has domain N0 = {0, 1, 2, 3, 4, . . .} and such that
P(Xp = k) =
1
pk
− 1
pk+1
=
1
pk
(
1− 1
p
)
(k = 0, 1, 2, . . .).
The principal result, first proved by Kubilius and later sharpened by others, is that the random
vector
Xy = (Xp : p 6 y)
has distribution close to that of the random vector
Vx,y = (vp : p 6 y),
provided that y = xo(1).
In [14], Tenenbaum gives a rather complicated asymptotic for dTV (Xy,Vx,y) in the range
exp{(log x)2/5+ε} 6 y 6 x, as well as a simpler universal upper bound which we state here.
Lemma 2.1 (Tenenbaum [14, Théorème 1.1 and (1.7)]). Let 2 6 y 6 x. Then, for every ε > 0,
dTV (Xy,Vx,y)≪ε u−u + x−1+ε, u = log x
log y
.
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3. POISSON APPROXIMATION OF PRIME FACTORS
For a finite set T of primes, denote
UT = #{p ∈ T : Xp > 1}, WT =
∑
p∈T
Xp,
which are probabilistic models for ω(n, T ) and Ω(n, T ), respectively. For any T which is a subset
of the primes 6 y = x1/u, Lemma 2.1 implies that for any ε > 0,
(3.1) dTV (UT , ω(n, T ))≪ε u−u + x−1+ε, dTV (WT ,Ω(n, T ))≪ε u−u + x−1+ε.
We next prove a local limit theorem for UT andWT , and then use this to establish Theorem 1.
Theorem 5. Let T be a finite subset of the primes, and let YT = UT or YT = WT . LetH1 = H1(T )
andH2 = H2(T ). Then
P (YT = k)− P(Z(T ) = k)≪


H2e
−H1 H
k
1
(2− k
H1
)k!
(
1
k+1
+
(
k−H1
H1
)2)
if 0 6 k 6 2H1 − 1
kH2
(
eH1
2k
)
if k > 2H1 − 1.
Proof. When k = 0, P(Z(T ) = 0) = e−H1 and
P(YT = 0) = P(∀p ∈ T : Xp = 0) =
∏
p∈T
(
1− 1
p
)
= e−H1(1 +O(H2)),
and the desired inequality follows.
For k > 1, we work with moment generating functions as in the proof of Halász’ theorem (1.2);
see also [2, Ch. 21]. For any complex w,
EwZ(T ) = e(w−1)H1 .
Uniformly for complex w with |w| 6 2 we have
EwUT =
∏
p∈T
(
1 +
w − 1
p
)
= e(w−1)H1
(
1 +O
(|w − 1|2H2))
and uniformly for |w| < 2 we have
EwWT =
∏
p∈T
(
1 +
w − 1
p− w
)
= e(w−1)H1
(
1 +O
( |w − 1|2H2
|2− w|
))
.
6 KEVIN FORD
Write e(θ) = e2piiθ. Then, for any 0 < r < 2,
P(YT = k)− P(Z(T ) = k) = 1
2pii
∮
|w|=r
EwYT − EwZ(T )
wk+1
dw
=
1
rk
∫ 1
0
e(−kθ)
[
E (re(θ))YT − E (re(θ))Z(T )
]
dθ
=
1
rk
∫ 1
0
e(−kθ)e(re(θ)−1)H1 · O
( |re(θ)− 1|2H2
2− r
)
dθ
≪ H2
rk(2− r)
∫ 1/2
0
|re(θ)− 1|2e(r cos(2piθ)−1)H1 dθ.
Now, for 0 6 θ 6 1
2
,
r cos(2piθ)− 1 = r − 1− 2r sin2(piθ) 6 r − 1− 8rθ2
and
|re(θ)− 1|2 = (r − 1− 2r sin2(piθ))2 + sin2(2piθ)≪ (r − 1)2 + θ2,
so we obtain
P(YT = k)− P(Z(T ) = k)≪ H2 e
(r−1)H1
rk(2− r)
∫ 1/2
0
((r − 1)2 + θ2)e−8rθ2H1 dθ
≪ H2 e
(r−1)H1
rk(2− r)
(
(r − 1)2√
1 + rH1
+
1
(1 + rH1)3/2
)
.
(3.2)
When 1 6 k 6 2H1 − 1, we take r = k/H1 in (3.2) and obtain, using Stirling’s formula,
P(YT = k)− P(Z(T ) = k)≪ H2 H
k
1 e
k−H1
kk(2− k/H1)
(
(k/H1 − 1)2
k1/2
+
1
k3/2
)
≪ H2 e
−H1Hk1
k!(2− k/H1)
((
k −H1
H1
)2
+
1
k
)
.
When k > 2H1 − 1, take r = 2− 1k in (3.2) and conclude that
P(YT = k)− P(Z(T ) = k)≪ kH2e
H1
2k
√
1 +H1
. 
Remarks. When YT = UT we may prove Theorem 5 using a combinatorial argument, that is,
starting with the middle expression in (1.1), which equals P(UT = k). We chose the complex
analytic method in order to deal more effectively with the case YT = WT .
Corollary 6. Let T be a finite subset of the primes, and let YT = UT or YT =WT .
dTV (YT , Z(T ))≪ H2(T )
1 +H1(T )
.
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Proof. Again, write H1 = H1(T ) and H2 = H2(T ). We begin with the identity
dTV (YT , Z(T )) =
1
2
∞∑
k=0
∣∣P(YT = k)− P(Z(T ) = k)∣∣.
Consider two cases. First, ifH1 6 2, we have by Theorem 5,∑
k>0
|P(YT = k)− P(Z(T ) = k)| ≪ H2 +
∑
k>2H1−1
kH22
−k ≪ H2.
If H1 > 2, we have∑
k>1.8H1
|P(YT = k)− P(Z(T ) = k)| ≪ H2
∑
k>2H1−1
keH1
2k
+H2e
−H1
∑
1.8H1<k62H1−1
k
Hk1
k!
≪ H2e−0.2H1
by Stirling’s formula. For k 6 1.8H1, (k −H1)2 = k(k − 1) + k − 2kH1 +H21 and we see that∑
k61.8H1
|P(YT = k)−P(Z(T ) = k)| ≪ H2e−H1
∞∑
k=0
Hk1
k!
[
1
k + 1
+
(
k −H1
H1
)2 ]
= H2e
−H1
∞∑
k=0
[
Hk1
(k + 1)!
+
Hk−21
(k − 2)! +
Hk−21
(k − 1)! − 2
Hk−11
(k − 1)! +
Hk1
k!
]
= H2e
−H1
(
eH1 − 1
H1
+ eH1 +
eH1
H1
− 2eH1 + eH1
)
6 2
H2
H1
,
as required. Here we adopt the notation 1
s!
= 0 for s < 0. 
We use Theorem 5 to deal with prime factors in an arbitrary collection of subsets, using the
standard triangle inequality
dTV ((X1, . . . , Xm), (Y1, . . . , Ym)) 6
m∑
j=1
dTV (Xj , Yj),
valid if X1, . . . , Xm are independent, and Y1, . . . , Ym are independent, with all variables living on
the same set Ω.
Corollary 7. Let T1, . . . , Tm be disjoint sets of primes, and for each i let YTi = UTi or YTi =WTi .
Then
dTV ((YT1 , . . . , YTm), (Z(T1), . . . , Z(Tm)))≪
m∑
j=1
H2(Tj)
1 +H1(Tj)
.
Combining Corollary 7 with (3.1) and the triangle inequality, we see that
dTV
(
(f1, . . . , fm), (Z(T1), . . . , Z(Tm))
)
≪
m∑
j=1
H2(Tj)
1 +H1(Tj)
+ u−u + x−0.99.
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Wemay remove the term x−0.99, because if y 6 x1/3 thenH2(Ti)≫ x−2/3 andH1(Ti)≪ log log x,
while if y > x1/3 then u−u ≫ 1. This completes the proof of Theorem 1.
4. A UNIFORM UPPER BOUND
Proof of Theorem 2. Let
Lt(x) =
∑
h6x
ω(h;Tj)=kj−1j=t (16j6r)
1
h
(0 6 t 6 r),
where 1A is the indicator function of the condition A. We use the “Wirsing trick”, starting with
(log x)#{n 6 x : ω(n;Tj) = kj (1 6 j 6 r)} =
∑
n6x
ω(n;Tj)=kj (16j6r)
log(x/n)+
∑
n6x
ω(n;Tj)=kj (16j6r)
∑
pa‖n
log pa.
Using the crude bound log(x/n) 6 x/n, the first sum is6 xL0(x). In the double sum, let n = pah
and observe that ω(h, Tj) = kj − 1 if p ∈ Tj and ω(h, Tj) = kj otherwise. Hence
(log x)#{n 6 x : ω(n;Tj) = kj (1 6 j 6 r)} 6 xL0(x)+
r∑
t=0
∑
h6x
ω(h;Tj)=kj−1j=t (16j6r)
∑
pa6x/h
log pa.
Using Chebyshev’s Estimate for primes, the innermost sum over pa is O(x/h) and thus the right
side above is O(x(L0(x) + · · ·+ Lr(x))); if kj = 0, then the corresponding term is omitted. This
gives
#{n 6 x : ω(n;Tj) = kj (1 6 j 6 r)} ≪ x
log x
(
L0(x) +
∑
16j6r:kj>0
Lj(x)
)
.
Now we fix t and bound the sum Lt(x). Write the denominator h = h1 · · ·hrh′, where, for
1 6 j 6 r, hj is composed only of primes from Tj , ω(hj;Tj) = mj := kj − 1t=j , and h′ is
composed of primes below x which lie in none of the sets T1, · · · , Tr. For 1 6 j 6 r we have∑
hj
1
hj
6
1
mj !
(∑
p∈Tj
1
p
+
1
p2
+ · · ·
)mj
=
H ′1(Tj)
mj
mj !
,
and, using Mertens’ estimate,
∑
h′
1
h′
6
∏
p6x
p 6∈T1∪···∪Tr
(
1− 1
p
)−1
≪ (log x)
∏
p∈T1∪···∪Tr
(
1− 1
p
)
.
Thus,
Lt(x)≪ (log x)
r∏
j=1
H ′1(Tj)
mj
mj !
∏
p∈T1∪···∪Tr
(
1− 1
p
)
.
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We conclude that
P
(
ω(n;Tj) = kj (1 6 j 6 r)
)
≪
r∏
j=1
H ′1(Tj)
kj
kj !
(
1 +
r∑
j=1
kj
H ′1(Tj)
) ∏
p∈T1∪···∪Tr
(
1− 1
p
)
.
Finally, using the elementary inequality 1 + y 6 ey, we see that the final product is at most
e−H(T1)−···−H(Tr), and this proves the first claim.
Next,
r∏
j=1
H ′1(Tj)
kj
kj!
(
1 +
r∑
j=1
kj
H ′1(Tj)
)
6
r∏
j=1
(H ′1(Tj) + 1)
kj
kj!
and we haveH ′1(T ) 6 H1(T ) +
∑
p
1
p(p−1)
6 H1(T ) + 1. This proves the final inequality. 
To prove Theorem 4 we begin with standard tail bounds for the binomial distribution. A proof
may be found in Ash [1, Lemma 4.7.2].
Lemma 4.1 (Binomial tails). LetX have binomial distribution according to k trials and parameter
α ∈ [0, 1]; that is, P(X = m) = ( k
m
)
αm(1− α)k−m. If β 6 α then we have
P(X 6 βk) 6 exp
{
−k
(
β log
β
α
+ (1− β) log 1− β
1− α
)}
6 exp
{
− (α− β)
2k
3α(1− α)
}
.
Replacing α with 1− α we also have for β > α,
P(X > βk) 6 exp
{
− (α− β)
2k
3α(1− α)
}
.
Proof of Theorem 4. Without loss of generality, we may assume that H1(T ) 6 12H1(S), else re-
place T by S \ T . Apply Theorem 2 with two sets: T1 = T and T2 = S \ T . Also use that
Px(ω(n) = k)≫A (log log x)
k−1
(k − 1)! ,
see, e.g. Theorem 6.4 in Chapter II.6 of [16]. NowH1(T2) > 12 log log x+O(1), hence
(H1(T2) + 2)
k2 ≪A H1(T2)k2
for any k2 6 k. Likewise, for h 6 2αk we have (H1(T ) + 2)h ≪A Hh1 . Then, for 0 6 h 6 2αk,
P
(
ω(n, T ) = h
∣∣ω(n) = k)≪ (k − 1)!
(log log x)k−1
H1(T )
h
h!
· H1(S \ T )
k−h
(k − h)!
≪A αh(1− α)k−h
(
k
h
)
.
The theorem now follows from Lemma 4.1, taking β = α± ψ√α(1− α)/k. 
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