We present an algorithm for approximating the Laplace-Beltrami operator from an arbitrary point cloud obtained from a k-dimensional manifold embedded in the d-dimensional space. We show that this PCD Laplace (Point-Cloud Data Laplace) operator converges to the Laplace-Beltrami operator on the underlying manifold as the point cloud becomes denser. Unlike the previous work, we do not assume that the data samples are independent identically distributed from a probability distribution and do not require a global mesh.
Introduction
The problem of analyzing and inferring underlying structure from collections of data samples is ubiquitous in various problems of science and engineering. In many cases, the input data resides or is thought to reside on or near a low-dimensional submanifold in a higher dimensional ambient space. A standard example of such data is images of an object taken under fixed lighting conditions with a rotating camera, where the dimension of the ambient space is the number of pixels, while the intrinsic dimensionality of the manifold is just two. The problem of recovering the low-dimensional manifold structure from data samples has attracted a large amount of attention recently, including the study of manifold reconstruction in the field of computational geometry, and of manifold learning in the machine learning community.
A popular class of manifold learning methods makes use of the Laplace-Beltrami operator associated to the underlying manifold. The Laplace-Beltrami operator is a fundamental geometric object and has many properties useful for practical applications. Eigenfunctions of the Laplacian form a natural basis for square integrable functions on the manifold analogous to Fourier harmonics for functions on a circle (i.e. periodic functions). Thus Laplace eigenfunctions allows one to construct a basis reflecting the geometry of the manifold, which were used to perform various tasks like dimensionality reduction [4] , motion tracking [15] , and intrinsic symmetry detection [18] , and other applications in machine learning, computer graphics and other areas [14, 23, 24, 20, 22] In addition, eigenvalues of the Laplace operator form the spectrum of the manifold, and can be used to estimate many important quantities of the manifold, such as manifold surface volumn and total scalar curvature. Many geometric invariants of the manifold can be reconstructed from its Laplace-Beltrami operator. For example, for a 2-manifold in R 3 , its mean curvature flow can be computed by applying the Laplace-Beltrami operator to the coordinate x, y, z, considered as functions on the manifold [10] . Finally, the Laplace operator is intimately related to heat diffusion on manifolds, and is connected to a large body of classical mathematics, connecting geometry of a manifold to the properties of its heat flow (see, e.g., [21] ).
However, in most of the applications, the underlying manifold is not accessible. Instead, we are typically given a set of points from a manifold obtained through some sampling process. For example, in computer graphics, an object may be digitized by using 3-D scanning equipment. In many machine learning problems we may reasonably assume that independent identically distributed (iid) samples are drawn from some underlying unknown probability distribution. Thus, in order to take advantage of the properties of the Laplace-Beltrami operator, one needs to build a faithful approximation of the Laplace-Beltrami operator on the underlying object from the (given) point cloud.
In this paper, we propose and implement an algorithm for provably reconstructing the Laplace-Beltrami operator in arbitrary dimensions from point cloud data. Unlike the previous work, we do not need to construct a global mesh for the data (which is challenging in high dimensions, even when the manifold is low-dimensional) or assume that the data is sampled at random iid from a probability distribution (which may not be the case in many applications, e.g. object scanning, where sampling is obtained by a certain deterministic physical process and the samples are not independent).
Prior work. For surfaces in R 3 , several discretizations of the Laplacian have been proposed from their approximating meshes [9, 16, 19, 25, 26, 20] . One of the most popular method is so-called cotangent scheme [19] , which is a form of the finite element method, applied to the Laplace operator on a surface. It is shown that while convergence can be established from special classes of meshes [26] , cotangent scheme does not provide convergent approximation 1 in general [13, 27, 28] .
Recently Belkin, et al [6] proposed a new discrete scheme with convergence guarantees for arbitrary meshes. That scheme can be easily extended to high dimensions. It is easy to extend their scheme to high dimensional meshes. However, although there are efficient algorithms [2, 3] for converting a point cloud from surface in R 3 into a mesh, the mesh construction problem is rather expensive in high dimensions. The best existing such algorithms [7] take time exponential in the dimension of the ambient space, which is potentially much higher than the intrinsic dimension of the manifold. It is desirable to construct the Laplace operator directly from the point cloud, with running time depending only mildly on the ambient dimension.
Another line of work, originating in machine learning, studies the behavior of the weighted adjacency graph corresponding to the input points. Such graphs are of independent interest and appear in a variety of machine learning problems, including dimensionality reduction, spectral clustering and semi-supervised learning. Belkin and Niyogi [5] showed that by choosing Gaussian weights with proper bandwidth,the corresponding graph Laplacian converges to the Laplace-Beltrami operator on the manifold if the point cloud is drawn from the uniform distribution. For point clouds from arbitrary probability distribution, it converges to a weighted Laplacian [5] or to manifold Laplacian up to a multiplicative factor [14] .
Contributions. We present a construction of point cloud data (PCD) Laplace operator from an arbitrary point cloud P sampled from a k-dimensional manifold M in IR d , where k is typically much smaller than d.
1. We present the first algorithm for provable reconstruction of the Laplace operator from arbitrary point cloud data. The convergence result for the PCD Laplacian is established without assuming that the data is sampled iid from a probability distribution, and holds for any sufficiently dense point cloud.
2. Unlike the previous work [6] , we do not need a global mesh for the data (which is difficult to obtain in high dimensions and requires complexity exponential in the dimension of the ambient space) using instead a certain local meshing procedure in the tangent space. The final complexity is linear in the ambient dimension and exponential in the intrinsic dimension.
3. We provide encouraging experimental results, showing good convergence on several test data sets. In fact, in three dimensions the results of our algorithm come close to those in [6] with a global mesh. Interestingly, we show that reasonably accurate approximations of geometric invariants, specifically the surface area, can be made directly from point clouds by reconstructing the so-called heat trace.
The main idea behind our approach is to construct the PCD Laplace operator by building a local patch around each data point and estimating the heat kernel on each patch. Although such local patches do not form a global mesh, theoretical results of this paper show that they are sufficient to approximate the manifold Laplacian. Indeed, the experimental results show that our PCD Laplacian works well for various point clouds, and converges faster than the graph Laplacian even for points sampled from a uniform distribution. We also demonstrate the use of our PCD Laplace operator by providing some interesting preliminary results in manifold area estimation.
The Algorithm

Problem Definition
Consider a smooth manifold M of dimension k isometrically embedded in some Euclidean space IR d , equipped with a natural metric induced from the Euclidean metric. We assume that M is connectedLaplacian for a fixed function or for Laplacian eigenfunctions, two cases which are of most interest in practical applications.
manifolds with multiple components can be handled by applying our results in a component-wise manner.
The medial axis of M is the closure of the set of points in IR d that have at least two closest points in M . For any w ∈ M , the local feature size at w, denoted by lfs(w), is the distance from w to the medial axis. The reach (also known as the condition number) ρ(M ) of M is the infinum of the local feature size at any point in M . In this paper, we assume that the manifold M has a positive reach. Given a twice continuously differentiable function f ∈ C 2 (M ), let ∇ M f denote the gradient vector field of f on M . The Laplace-Beltrami operator ∆ M of f is defined as the divergence of the gradient; that is,
, then the Laplacian has the familiar form
∂y 2 . Given a set of points P ∈ IR d , we say that P is an ε-sampling of M if p ∈ M for any p ∈ P , and for any point x ∈ M , there exists q ∈ P such that x − q ≤ ε. The goal of this paper is to compute a point-cloud Laplace (PCD Laplace) operator L t P from an ε-sampling P of M which "approximates" ∆ M . Note that in this discrete setting, the input is a function f : P → IR. The PCD-Laplace operator performs on f and produces another function L t P f : P → IR. The construction of L t P will be described shortly in Section 2.2. The main result of this paper is that as the sampling becomes denser, L t P converges to ∆ M . Note that in the theorem below, ε goes to 0 implies that t(ε) also goes to 0.
Theorem 2.1 Let the point set
where the supremum is taken over all ε-sampling of M .
In the remainder of the paper, let T q denote the tangent space of M at point q. For a fixed point p, denote by π and Π the projection from R d onto T p and its approximation T p (to be introduced shortly), respectively. The angle between two subspaces X and Y in R d is defined as ∠(X, Y ) = max u∈X min v∈Y ∠(u, v), where u and v range over all unit vectors of X and Y .
Construction of PCD Laplace Operator
We now describe our reconstruction of the Laplace operator from a point cloud P sampled from M . Specifically, given a point cloud P and a parameter t, our PCD Laplace operator takes a function f : P → IR as input and produces another function L t P f : P → IR as output. Let N be the size of P . A function f can be represented as an
Since the Laplace operator is a linear operator, the PCD Laplace operator can be represented by an N × N matrix.
Given two sets of points X and Y , let d H (X, Y ) = sup x∈X inf y∈Y x − y denote the (one-sided) Hausdorff distance from X to Y . We assume that we know the intrinsic dimension k of the underlying manifold M . To construct the matrix L t P , we first describe how to compute L t P f (p) for each p ∈ P . Algorithm PCDLaplace(P, t, p, f ) S1: TANGENT SPACE APPROXIMATION. Set r = 10t 2+ξ for any positive number ξ. Consider the set of points P r ⊆ P within distance r away from p, i.e., P r = P ∩ B(p, r) where B(p, r) is the ddimensional ball centered at p with radius r. Let Q * be the best fitting k-plane passing through p such that d H (P r , Q * ) is minimized. Using the algorithm in Har-Peled and Varadarajan [12] , we construct a 2-approximation T p of Q * , i.e., T p is an k-plane passing through p, and d(P r , T p ) ≤ 2d(P r , Q * ). We return T p as an approximation of the tangent space T p of M at p.
S2: LOCAL MESH CONSTRUCTION. Fix a constant δ. Consider the set of points P δ that are within δ away from p, i.e., P δ = P ∩ B(p, δ). Build the Delaunay triangulation
S3: INTEGRAL APPROXIMATION. For a sufficiently small δ, the restriction of Π to P δ → T p is injective. Let Φ : Π(P δ ) → P δ be its inverse. Let K δ 2 be the subcomplex of K δ containing simplices whose vertices are within
where σ is a k-dimensional face in K δ , A(σ) is its volume, and V (σ) is the set of vertices of σ. (1) is linear in f . Thus for p i ∈ P , it can be written as
Construction of the PCD Laplace operator. Note that Eqn
is the (negation of the) summation of all other elements in R i . On the other hand, observe that R i is simply the ith row of the matrix L t P . Hence performing the above procedure N times for every point in P , we obtain the PCD Laplace operator L t P . We remark that the resulting matrix is positive semi-definite. Since each row sums up to zero, the operator is an averaging operator, and the maximum principle holds for the harmonic functions of L t P (i.e, functions such that
is the time to compute P r . Performing it for every point in P leads to an algorithm that constructs L t P in O(N 2 d + N |P r | ⌈k/2⌉ ) time, depending exponentially on the intrinsic, instead of the extrinsic dimension.
Convergence of PCD Laplace Operator
In this section, we prove our main theoretical result (Theorem 2.1). Specifically, given a point cloud P that ε-samples a k-dimensional submanifold M in IR d , we fix a point p ∈ P , and show that L t P f (p) as computed by Algorithm PCDLaplace converges to ∆f (p) for any function f ∈ C 2 (M ). Let ρ be the reach of M . Recall that π and Π are the projection from IR d to T p and T p , respectively.
Approximate Tangent Space
In the first step (S1) of Algorithm PCDLaplace, we compute an approximate best-fitting k-plane T p of the set of points P r = P ∩ B(p, r), where r = 10t 2+ξ . We now show that T p is close to the tangent space T p of M at p. This approach to approximate the tangent space locally was previously used in [11] for dimension detection from point clouds, and the following result was shown there (Lemma 6).
Lemma 3.1 ([11])
For any point q ∈ M with p − q < ρ, we have that sin ∠(pq, T p ) ≤ q−p 2ρ , and that the distance from q to T p is bounded by q−p 2 2ρ . 2 In fact, any triangulation in b
Tp works for our theoretical result, as long as longest edge in the triangulation is bounded by O(ε).
Theorem 3.2 Compute T p as in Algorithm
PCDLaplace. ∠(T p , T p ) = O(r/ρ) for r < ρ/2 and r ≥ 10ε.
Proof: Recall that T p 2-approximates the best fitting k-plane Q * of P r through p, implying that d H (P r , T p ) ≤ 2d H (P r , Q * ) ≤ 2d H (P r , T p ). This, combined with Lemma 3.1, implies that for any point q ∈ P r , the distance from q to T p satisfies d(q, T p ) ≤ r 2 /ρ. To show that ∠(T p , T p ) = O(r/ρ), we will show that any unit vector from T p forms a small angle with the k-plane T p . First, let M r denote the intersection between the manifold M and the ball B(p, r − ε). That P is an ε-sampling of M implies that P r is an ε-approximation of M r ; that is, for any point q ′ ∈ M r , there is a point q ∈ P r such that d(q, q ′ ) ≤ ε.
Let B(x, a) denote a ball in T p , centered at x, with radius a. We claim that B(p, r/2) ⊆ π(M r Collect the set of points U = π(P r ) ∩ B 2 . We now show that q u is contained inside the convex hull C u of U .
More specifically, suppose that q u / ∈ C u . Then there exists a hyperplane H in T p passing through q u , such that H cuts B 2 into two halves, where one half contains C u , and the other half does not contain any point from U and thus nor from π(P r ). This implies that there is a ball of radius ε in B 2 empty of points from π(P r ), which impossible, as π(P r ) is an ε-approximation of B 2 . Hence q u ∈ C u .
Suppose that pointsq 0 ,q 1 , . . . ,q k ∈ U span the k-simplex σ ∈ C u containing q u . Let q i ∈ P r be some pre-image ofq i under the projection map π,
On the other hand, we have stated at the beginning of the proof
The last inequality follows from the fact thatq i ∈ B(p, r/2) for each i.
by the convexity of the projection distance function, we have that d(q u , T p ) ≤ 2r 2 /ρ. It then follows from this and that d(p, q u ) = r/4 (as q u ∈ ∂B 1 ), that the angle between u and T p , which is the same as the angle between pq u and T p , is arcsin
Since this holds for any unit direction u in T p , it implies that ∠(T p , T p ) = max u∈Tp ∠(u, T p ) = O(r/ρ). Thus proves the lemma.
Corollary 3.3
For any point q ∈ M with p−q < ρ/4, and for r < ρ/4, let T p be the approximate tangent space at p computed from P r = P ∩ B(p, r) as in Algorithm PCDLaplace. We have that p − π(q) ≤ p − q ≤ 2 p − π(q) .
Approximate M Locally
We now turn our attention to the second step of Algorithm PCDLaplace. Here we consider the local patch of M around p, M δ = M ∩ B(p, δ) for some fixed constant δ. The projection Π : M δ → T p is injective for a sufficiently small δ and recall Φ : Π(M δ ) → M δ is its inverse. The main result in this section bounds the Jacobian of the map Φ. First, we need the following two results: the first one bounds the angle between tangent spaces at close by points on M (see Appendix for its proof), and the second one provides an explicit form for a certain projection map between two k-dimensional planes in IR d . 
Lemma 3.4 For any two points
where
Proof: First h is a bijective map, as otherwise there would be a vector in X perpendicular to Y and hence ∠X, Y = π/2. Observe that without a loss of generality we can assume that X ∩ Y = {0}. Indeed, if the intersection is not zero, take any orthogonal basis in the intersection. The projection matrix is identity in that basis. One proceeds by restricting X and Y to the orthogonal complement to the intersection. Set s = m − dim(X ∩ Y ). We now assume that X and Y are s-dimensional. Let e 1 be the unit vector in X such that e 1 forms the maximal angle with Y . Let f 1 = h(e 1 )/ h(e 1 ) . Set α 1 = ∠e 1 , f 1 and thus h(e 1 ) = f 1 cos α 1 . By inductively choosing a unit vector e k in X perpendicular to e i for any 1 ≤ i < k with the maximal angle with Y , and letting f k = h(e k )/ h(e k ) , we obtain {e i } s i=1 and {f i } s i=1 such that e i · e j = δ ij and h(e i ) = f i cos α i . Obviously {e i } s i=1 is an orthonormal basis for X. We now show, by induction on s, that {f i } s i=1 is an orthonormal basis for Y . Assume f i · f j = δ ij for 1 ≤ i, j < k. It suffices to show f k · f i = 0 for any 1 ≤ i < k. Set n i = e i − h(e i ) = e i − f i cos α i . We first show e k · n i = 0 for any 1 ≤ i < k. Let e ′ = (e k · n i )e k + (e i · n i )e i . If e ′ = 0, we are done since e k ⊥ e i . Otherwise consider the unit vector u = e ′ / e ′ , which is in the orthogonal complement of span(e 1 , · · · , e i−1 ) in X. By construction of e i , u forms an angle with Y no bigger than e i does, which means |u · n i | ≤ |e i · n i |, forcing e k · n i = 0. Thus f i · e k = 0 since f i is the linear combination of e i and n i . We also have f i · n k = 0 since n k ⊥ Y . Hence f i · f k = 0 as f k is the linear combination of e k and n k .
By the definition of the angle between any two subspaces in R d , α 1 = ∠X, Y < π/2. From the construction, α 1 ≥ · · · ≥ α s . The lemma follows since h(e i ) = f i cos α i for 1 ≤ i ≤ s.
Theorem 3.6
For any x ∈ Π(M δ ) ⊂ T p , there exist orthonormal bases of T p and T Φ(x) , such that
). The Jacobian of the map Φ at any point x ∈ Π(M δ ) ⊂ T p can be bounded as follows:
Proof:
Since Φ is the inverse of a projection map, n is a normal vector field on T p . It then follows that the derivative of Φ is DΦ = I + Dn. Note that DΦ| x is a linear map from the tangent space of T p at p, which coincides with T p , to the tangent space of M δ at Φ(x), which is T Φ(x) . To compute DΦ| x , we consider DΦ|
where Π x : T Φ(x) → T p is the restriction of the projection map Π on T Φ(x) . As long as ∠T Φ(x) , T p < π/2 (as guaranteed by Lemma 3.4), Π x is bijective and its inverse Π −1
x is well defined. We now show that Π x • DΦ| x is in fact the identity map, and thus DΦ| x = Π −1
x . Indeed, let {e i } m i=1 be an orthonormal basis for T p . We have that DΦ| x (e i ) = e i + Dn| x (e i ), and thus the projection of DΦ| x (e i ) on the vector e j is:
The second equality follows from the fact that n · e i ≡ 0. Furthermore, since T p is a flat space, De j (e i ) ≡ 0 and hence DΦ| x (e j ) · e i = δ ij . This implies that Π x • DΦ| x is the identity map. It then follows from 
Proof of Theorem 2.1
We start with citing the following result which was shown in [5] .
Lemma 3.7 ([5])
There exists a sufficiently small δ > 0 such that for any fixed neighborhood
Intuitively, the above lemma reduces the approximation of ∆ M f (p) to within a local neighborhood N p around p. To show that our PCD Laplace at p as computed by Eqn(1) converges to ∆ M f (p), we first prove that the integral in Eqn(5) can be approximated by considering only the approximate tangent space T p . Recall that Φ : Π(M δ ) → M δ is the inverse of the restricted projection map Π :
Note that this definition of Φ is consistent with its use in Step 3 of Algorithm PCDLaplace (there, since we do not have the underlying manifold M , Φ is restricted to the set of projected points Π(P δ )). The proof of the following lemma is in Appendix. 
Proof of Theorem 2.1. We now show that the integral computed in Eqn(1) of Step 3 approximates the right-hand side of Eqn(6), thereby implying that in the limit, L t P f (p) converges to ∆ M f (p) for any p. There are several parameters involved in the algorithm. To summarize, given an ε-sampling P of M , we choose t = ε 1 2+ξ . The size of the neighborhood used to approximate the tangent space T p is r = 10t 2+ξ . The size of the neighborhood to construct the triangulation is a fixed constant δ < ρ/4 independent of t. Easy to verify that when ε goes to 0, all the conditions in previous lemma and theorems can be satisfied 3 .
Recall that K δ is the Delaunay triangulation of the set of projected points Π(P δ ) = Π(P ∩ B(p, δ)) in T p . We claim that each simplex σ ∈ K δ 2 has diameter at most 2ε. This is because that since P is an ε-sampling of M , it can be verified that the Voronoi cell of any vertex q ∈ K δ 2 is contained in the k-ball in T p centered at q with radius ε. As such, the length of any edge in σ is at most 2ε. Now consider a simplex σ ∈ K δ 2 , and let q be a vertex of σ. We claim that for any point y ∈ σ, Φ(q) − Φ(y) = O(ε). 
. It then follows that:
Theorem 2.1 then follows from the above inequality and Lemma 3.8.
Experiments and Applications
In this section, we compute the PCD Laplacian for different data, showing its convergence as the point cloud becomes denser, and comparing its performance with the weight graph Laplacian and mesh Laplacian. We also present some preliminary results on manifold area estimation using the spectrum of PCD Laplacian. Note in the implementation, we estimate tangent spaces using the Principal Component Analysis PCA. Although PCA does not provide theoretical guarantees due to the possibility of highly skewed sampling, it a standard method, easy to implement and is more robust to outliers.
Experimental setup.
To analyze the convergence behavior, we need the "ground truth", that is, we need to know the Laplace operator for the underlying manifold from which the point cloud is sampled. This somewhat limits the type of surfaces that we can experiment with. In this paper, we consider 2-sphere S 2 , flat 2-torus T 2 and flat 3-torus T 3 , see Appendix for detailed description of these manifolds. We obtain the point clouds that sample S 2 both uniformly and non-uniformly. See Appendix C.2 for a description on how we achieve the sampled data.
Given an input function f : M → IR defined on a manifold M , and a point cloud P sampling M , we evaluate the manifold Laplacian and the PCD Laplacian at each point in P , and obtain two vectors U and U , respectively. To measure the error of the PCD Laplacian, we consider the commonly used normalized L 2
. Notice that our theoretical result is that our PCD Laplacian converges under the L ∞ norm (i.e, point-wise convergence), which is a stronger result than the L 2 -convergence. So we also show
Results on fixed functions. We experiment three different functions: f = x, f = x 2 and f = e x . Their manifold Laplacian can be computed explicitly (see Appendix for their formulas). We compare the PCD Laplacian and the weighted graph Laplacian [14] with the manifold Laplacian. Table 1 shows the comparisons for uniform point clouds of the 2-sphere S 2 . As we can see, both discrete Laplace operators show convergence behavior in this case. However, the PCD Laplacian converges much faster than the weighted graph Laplacian. The approximation error of PCD Laplacian is more than one magnitude smaller. Note that the approximation error of PCD Laplacian is in fact comparable with that of mesh Laplacian (the error of the mesh Laplacian for spheres is reported in [6] ). Similar results are observed for non-uniformly sampled points as shown in Table 2 , our PCD Laplacian converges much faster than the weight graph Laplacian. On flat torus T 2 and T 3 , we observe the similar convergence results. Due to the space limit, we only show the normalized L 2 error for the non-uniform sampling; see Table 3 . Results on manifold area estimation. Our estimation of the manifold area is based on the so called heat trace [8] . The heat trace of a manifold Z(t) = i e −λ i t is a spectral invariant where λ i is the ith eigenvalue of its Laplace-Beltrami operator. It has an asymptotic expansion as t → 0 + : Z(t) = (4πt) −k/2 ∞ i=1 a i t i where a i 's are integrals over M of polynomial in curvature and its covariant derivatives. In particular, we have a 0 = Area(M ) and a 1 = 1 6 M S where S is the scalar curvature. We can take (4πt) k/2 z(t) as zero order approximation of a 0 = Area(M ). Table 4 shows the manifold area estimation via the heat trace estimated by the first 200 smallest eigenvalues. function 2500 7500 10000 15000 2500 7500 15000 20000 
Discussion
In this paper, we provide the first provable reconstruction of the Laplace-Beltrami operator from an arbitrary set of points. The time complexity of our algorithm depends exponentially on the intrinsic, rather than the extrinsic dimension of the underlying manifold (as a straightforward generalization of the algorithm in [6] would). We remark that it appears possible to choose δ in our algorithm to be t 1−β for any positive β. This would imply that the time complexity of our algorithm can be further improved to O(N ( 1 ε ) O(k) ) (that is, the dependency on the number of points is linear). This is one of the future work.
Based on recent results by Belkin and Niyogi [1] , eigenfunctions of our PCD Laplacian also converges to the eigenfunctions of the Laplace operator on the underlying manifold. It thus makes it promising to use our PCD Laplacian to approximate spectral invariant quantities such as manifold area (as demonstrated in our paper) and total scalar curvature. It will be interesting to future investigate this direction.
A Proof of Lemma 3.4.
Proof: The proof follows from the proof of Proposition 6.2 in [17] . Specifically, modify Eqn(3) there by using the cosine-law to obtain that cos(θ) ≥ 1 − 2 w 2 in that proof. Using the same bound for w from the proof of Proposition 6.2, together with Proposition 6.3, our claim follows.
Note that our modification improves the upper bound of cos∠T p , T q from linear to quadratic, which is optimal and necessary for our purpose. In addition, from Theorem 3.2, we can have the following corollary saying that the Euclidean distance approximates the geodesic distance for two close by points on a submanifold up to the third order, which improves the linear order approximation given in Proposition 6.3 in [17] . 
Let RHS(I) denote the right-hand side of Eqn I. To show that Eqn 6 holds, it suffices to show that |RHS(6) − RHS ( 
