Strain within grains and at grain boundaries (GBs) in polycrystalline thin-film absorber layers limits the overall performance because of higher defect concentrations and band fluctuations. However, the nanoscale strain distribution in operational devices is not easily accessible using standard methods. X-ray nanodiffraction offers the unique possibility to evaluate the strain or lattice spacing at nanoscale resolution. Furthermore, the combination of nanodiffraction with additional techniques in the framework of multimodal scanning X-ray microscopy enables the direct correlation of the strain with material and device parameters such
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as the elemental distribution or local performance. This approach is applied for the investigation of the strain distribution in CdTe grains in fully operational photovoltaic solar cells. It is found that the lattice spacing in the (111) direction remains fairly constant in the grain cores but systematically decreases at the GBs. The lower strain at GBs is accompanied by an increase of the total tilt. These observations are both compatible with the inhomogeneous incorporation of smaller atoms into the lattice, and local stress induced by neighboring grains.
I. INTRODUCTION
T HE TECHNOLOGY to manufacture photovoltaic solar cells with a polycrystalline CdTe absorber is highly mature. Hence, CdTe modules dominate the thin-film photovoltaics market and compete with multicrystalline silicon modules. Yet, the efficiency of modules lags significantly behind the efficiency of individual cells and the efficiency potential [1] .
Grain boundaries (GBs) in CdTe are known to limit the performance as a result of increased recombination. Recrystallization and passivation during CdCl 2 treatments can reduce this GB recombination but not eliminate it entirely [2] - [7] . The extent to which lattice strain and stress play a role with respect to impurity segregation, diffusion, and ultimately charge-carrier kinetics is still being investigated.
At a macroscopic scale, early work studied lattice strain (the average change of the lattice parameter) using X-ray diffraction (XRD) and optical methods [8] - [10] . Strain was observed to contribute to band tails, and recrystallization during CdCl 2 treatments has been shown to relax this strain [10] . At the subnanometer scale, local lattice distortions, also called microscopic strain, have been studied at interfaces, and individual defects have been observed using transmission electron microscopes [11] , [12] . In conjunction with density functional theory calculations, lattice distortions at dislocations were shown to produce recombination-active midgap states that Cl can help to mitigate [12] . Within large grains of very thick (>200 μm) CdTe material, nonuniformities have been examined using a combination of electron backscattered diffraction, electron-beam-induced current, cathodoluminescence, and Laue XRD. The origin of this nonuniformity was speculated to result from film and grain 2156-3381 © 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. growth interactions between grains, although elemental nonuniformity could not be excluded [13] . For this article, we have utilized the unique capabilities of X-ray nanoprobes to investigate for the first time the strain in CdTe crystallites in the absorber layer of actual photovoltaic devices with sub-100-nm resolution. Using a multimodal X-ray microscopy approach [14] , [15] , we have measured the latticespacing distribution in (111) direction using Bragg diffraction, in combination with compositional measurements by X-ray fluorescence (XRF) and lock-in amplified X-ray beam induced current (XBIC) [16] , [17] and X-ray beam induced voltage [18] , [19] in a similar approach as previously applied to Cu(In,Ga)Se 2 solar cells [20] .
II. EXPERIMENTAL

A. Sample Preparation
The thin-film photovoltaic device used in this article has been fabricated using the conventional superstrate configuration for CdTe solar cells, which employs traditional interface and absorber layers [21] , [22] based on optimized synthesis conditions. The full device stack is illustrated in Fig. 1 . Commercial transparent conducting oxide (TCO) coated soda-lime glass, Pilkington NSG TEC TM 12 D, is used for structural support and front contact. The TCO is a bilayer stack consisting of 500 nm of conducting SnO 2 :F with a 100-nm insulating layer of undoped SnO 2 . Onto the TCO, 80 nm of CdS is sputter deposited in an oxygen containing argon environment. This layer serves as an n-type buffer [23] , [24] . Next, the p-type CdTe absorber is deposited by close space sublimation in an oxygen containing ambient to a thickness of approximately 5 μm [25] . Absorber recrystallization, passivation, and buffer interdiffusion are then achieved through a CdCl 2 treatment at 420 • C using a vapor source [26] . The back contact is formed with 2.5 nm of evaporated Cu followed by 375 nm of ZnTe and 500 nm of Mo, the latter two deposited by sputtering. A back contact anneal at 230 • C diffuses Cu into the CdTe and ZnTe for additional cation site doping [21] . Individual test cells are isolated by scribing, and In bus bars are applied to the exposed TCO. Though produced on a small scale, this device structure is consistent with the majority of CdTe photovoltaic modules in service today. The device examined in this article exhibited approximately 850 mV open-circuit voltage, 22 mA/cm 2 short-circuit current density, and 75% fill factor resulting in 14% conversion efficiency under standard measurement conditions (1000 W/m 2 intensity, AM1.5G spectrum) [27] .
B. X-Ray Microscopy Measurements
In Fig. 1 , the setup for the scanning X-ray microscopy measurement is laid out. At the Hard X-Ray Nanoprobe (HXN) Beamline 3-ID [28] , [29] of the National Synchrotron Light Source II, a monochromatic X-ray beam with 9.0 keV photon energy was focused to 100 nm (full width at half-maximum) beam diameter using a Fresnel zone plate. Upstream of the focusing optics, an encoded rotating X-ray chopper modulated the X-ray beam at a frequency of 1.977 kHz. The back contact of the solar cell facing the incident and excident X-ray beam was grounded to avoid contributions to the XBIC signal from replacement currents because of photoelectrons ejected from the surface [14] . Using an MFLI lock-in amplifier from Zurich Instruments with included current amplifier, the XBIC signal was demodulated to the chopper frequency, yielding the local electrical solar cell response with high signal-to-noise ratio [16] that can be quantified as described elsewhere [17] .
For XRF measurements, a three-element silicon drift detector was looking at the beam-sample interaction point from inboard under 90 • relative to the incident beam.
The sample was mounted in the focal plane of the zone plate on the three-axis scanner. The scanner was mounted on the goniometer, with the region of interest being aligned to the center of rotation for the vertical rotation axis (angle θ). Note that the coordinates (x 0 , y 0 , z 0 ) denote the absolute beamline coordinate system with x 0 pointing outboard, y 0 upward, and z 0 along the incident X-ray beam, whereas (x, y, z) denote the sample scanner coordinate system that coincides with the beamline coordinate system for θ = 90 • when the sample surface is perpendicular to z 0 .
For the measurement of X-rays diffracted by the CdTe crystallites, geometric constraints occluded large angles between the sample surface and the incident beam, which would maximize the spatial resolution and minimize the convolution of scanned directions in the sample coordinate system. Under the constraints of fixed-angle XRF detector, limited-angle X-ray exit windows in the vacuum chamber, and the X-ray in-transparent sample substrate, we have chosen to investigate the (111) orientation of CdTe with a Bragg angle of θ Bragg = 10.61 • . This was achieved by aligning the sample surface to θ Bragg relative to the incident beam (i.e., setting θ = θ Bragg ), and a combined displacement of the XRD detector by θ CCD This enabled the raster scanning of grains satisfying the Bragg condition using scan motors z (inner loop, roughly moving the sample outboard) and y (outer loop, moving the sample upward). These scans were repeated for a series of rocking angles θ covering the entire θ-range around θ Bragg with a diffraction signal above the noise level. The resulting dataset is known as a rocking curve.
Given the diversity of grain orientations in the CdTe absorber, only a small subset of grains was expected to satisfy the Bragg diffraction condition. This allowed the clear isolation of the diffraction signal from individual grains that were identified in coarse overview scans. For this article, five grains were selected for high-resolution measurements.
The selected grains had a diameter between 1 and 3 μm and a height of 3-5 μm, which is typical for the CdTe grains spanning most of the absorber layer.
Note that the scan direction y = y 0 corresponds to a purely lateral movement of the sample perpendicularly to the beam. In contrast, the scan direction z can be interpreted not only as a movement along the growth direction z but also along the sample surface x. Therefore, a sample translation by Δz results in a shift of the beam-sample interaction point in the sample plane by Δx, with
as indicated in Fig. 1 . The rocking curves of the five measured grains are shown in Fig. 2 . Because of varying grain size, width of the rocking curve, and time constraints, the scan steps in all three scan dimensions (Δz, Δy, Δθ) have been adapted; they are reported as insets in Fig. 2 for all five measured grains. The dwell time was kept constant at 100 ms throughout all measurements.
III. ANALYSIS AND RESULTS
A. Analysis
The goal of the nanodiffraction analysis is to extract the structural information about the (111) crystalline planes from the XRD measurements. In particular, one can deduce the displacement field modulating the lattice spacing between the crystalline planes and their tilt with respect to their averaged position, from the reciprocal-space coordinates of the center of mass (CoM) of the three-dimensional (3-D) Bragg peak, the so-called centroid. To achieve this goal, we have pursued the following process.
In the first step, the Cu area density from the XRF measurements (Cu K -lines) is utilized to align the XRD maps across the entire θ-range by image registration. Specifically, sharp and prominent features apparent in the XRF maps at all the rocking angles were used as references for the alignment. This step requires the calculation of the real-space coordinates in the reference frame of the sample surface (x, y) from the fixed beamline coordinates (z 0 , y 0 ) using (1) and y = y 0 . For maximum resolution, we projected the maps to a supergrid with two orders of magnitude more points than the original scan map, which allows sub-scan-step image registration. Best alignment was achieved using χ 2 -minimization of the difference of Cu K XRF intensity for maps shifted in the sample plane (x, y). The alignment of the Cu K maps was then transferred to the simultaneously measured XRD and XBIC data.
The small relative flux variations (< 5% within a given map) and the large variations of the measures of interest (e.g., > 20% XBIC variation within that same map) justify a linear normalization of the measured signal to the X-ray flux using the following normalization factor: where I 0 (x, y, θ) is the X-ray flux measured in the ion chamber between the optical chopper and the focusing optics (see Fig. 1 ). It was evaluated at each sample coordinate (x, y) and angle (θ) of the raster map. Median[I 0 Grain1,θ=7.2 • ] is the median of I 0 over all (x, y) positions of the map with maximum diffracted intensity (cf., Fig. 2 ) at θ = 7.2 • for grain 1. As second step, the normalization by I Norm (x, y, θ) [see (2) ] was applied to all XRF, XRD, and XBIC measurements.
The third step consists of the integration of the aligned and normalized XRD intensity (Λ CCD (x, y)) maps across the entire θ-range
where Λ CCD (x,y) (x 0 , y 0 , θ) is the intensity measured at detector pixel (x 0 , y 0 ) when the beam illuminates the grain at the sample position (x, y) with a sample angle of θ. The resulting XRD maps are displayed in Fig. 3 for all the grains, and an example of a θ-integrated diffraction pattern for a single pixel is shown in the top panel of Fig. 4 . The edges of the grains are determined using a 5%-of-maximum contour of the integrated Bragg intensity map. Note that the Bragg diffraction intensity increases toward the right, i.e., for larger z values. This gradient of intensity is a direct result of absorption effects. The attenuation length for a 9-keV X-ray beam in CdTe is L ≈ 9 μm. In our experimental scattering geometry, the maximum path travelled by the X-rays within a grain of 5 μm thickness with an incident angle of θ Bragg = 10.61 • is approximately 6 × L, including the incident and excident paths. Therefore, the incident and diffracted X-ray beams are attenuated by less material at large z values than at low z values. Note that these absorption artifacts only affect the X-ray beam intensity but have negligible impact on the strain and tilt measurement that is based on a CoM analysis.
The fourth step consists of the calculation of the Bragg peak centroid for each pixel of the integrated Bragg intensity map. The centroid position relative to the nominal position of the (111) Bragg peak in the reciprocal space unveils the structural deviation of the (111) crystalline planes from the equilibrium structure. This is illustrated in the top panel of Fig. 4 where we show the θ-integrated diffracted intensity as recorded in the detector plane for a single measurement spot. In this particular case, we observe that the diffraction intensity displays pronounced fringes reminiscent of a smaller scattering object within the grain, whose size is comparable to the beam size and coherent length. The presence of fringes offers the opportunity to reconstruct in three dimensions crystalline distortions within grain 1. This sort of analysis can be achieved through an inversion algorithm [30] - [34] , which retrieves the phase of the complex diffracted field from the oversampled diffracted intensity recorded with the detector. However, in this article, we will not attempt such an analysis, and we will focus on the evaluation of the XRD intensity centroids, in order to retrieve information about the local strain and tilt distribution at the nanoscopic level. Fig. 5 relates the position of the detector in the reciprocal space with the sample coordinate system in real space when the scattering geometry matches the Bragg diffraction condition. The center of the detector is at the position of the (111) Bragg reflection, indicated by the vector Q Bragg . A modulation in the lattice spacing d (111) arising from a strain field provokes a shift of the centroid from the nominal position on the detector in the radial direction θ radial . Conversely, a tilt of the crystalline planes with respect to an axis contained in the (x, y) plane of the sample surface generates a shift of the centroid along the azimuthal (θ azimuthal ) and the out-of-plane (θ out-of-plane ) directions, respectively. The coordinates of the centroid in the (x 0 , y 0 ) reference frame can directly be translated in their angular coordinates (θ radial , θ azimuthal ) based on the known setup geometry (see Fig. 1 ). The resulting maps for the centroid coordinates in the (x 0 , y 0 ) and the (θ radial , θ azimuthal ) coordinate system are shown in the lower part of Fig. 4 . Finally, the out-of-plane component θ out-of-plane is calculated as the CoM of the single pixel rocking curve, in an analogous way to the calculation of the detector Bragg intensity centroid.
The fifth and final step is the calculation of the lattice spacing and total tilt for each pixel (x, y) of the integrated Bragg intensity map. The resulting maps for grain 1 are shown in Fig. 6 . Fig. 6 . Result of the multimodal analysis for grain 1. It consists of a set of elemental maps including fluorescence spectra (Cd L , Te L , and Cu K maps), the electrical performance in terms of XBIC (local photocurrent), and the 3-D Bragg peak structural information (lattice tilt and spacing).
The lattice spacing d (111) can be directly deduced from θ radial by inverting Bragg's law
where λ is the X-ray wavelength. The tilt of the crystalline planes is calculated as the difference between the centroid azimuthal and out-of-plane coordinates and their value averaged over all pixels of the grain
Finally, the total lattice tilt of the crystalline planes is calculated as the norm of a vector with coordinates Δθ azimuthal and Δθ out-of-plane Δθ = (Δθ azimuthal ) 2 + (Δθ out-of-plane ) 2 .
B. Results Fig. 6 exemplarily shows the outcome of the multimodal measurement for grain 1. From the XRF measurements, the area densities of the absorber elements Cd and Te were extracted using the L-lines, whereas the Cu distribution was extracted from the K-lines. Based on the XRF detector position with respect to the sample surface (see Fig. 1 ), the maximum path for emitted XRF photons is 5 μm CdTe; other layers are negligible. The first three maps of Fig. 6 represent the spatial distribution of the Cu, Cd, and Te based on the Cu K , Cd L , and Te L emission lines at 8.0, 3.4, and 4.1 keV. The corresponding attenuation lengths are 7.1, 4.4, and 2.4 μm. Therefore, the XRF maps are more sensitive to the compositional profile closer to the surface facing the XRF detector. Furthermore, XRF photons of low-Z elements such as S or Cl are absorbed by the top layers of the device and rarely reach the XRF detector. To enable compositional measurements of low-Z elements, it would be necessary to alter the stack or measurement geometry. From the lock-in amplified XBIC measurements, the photocurrent was extracted. Although to lesser extent than the Cd and Te measurement, the XBIC quantification also suffers from limited sensitivity to the glass side of the absorber because of the shallow incident angle. Therefore, a pixel-by-pixel correlation of the XRF, XBIC, and XRD data as we performed in other experiments [20] is not adequate in this case.
However, the distribution of lattice spacing and tilt is worth a more detailed analysis. The insets of Fig. 7 show the distribution of the lattice spacing and tilt for all grains.
For a quantitative and statistically significant analysis, each grain has been segmented according to the contours of the integrated diffraction intensity map. As the diffraction intensity is in first approximation proportional to the beam/grain interaction volume, the intensity is highest in the grain core and lowest at the GB. Therefore, the diffraction intensity-normalized to its maximum for each grain-is a measure of the proximity to the GB. Furthermore, GBs have an increasing impact on the lattice spacing and tilt for smaller diffracting volumes.
Therefore, the lattice spacing and tilt have been analyzed separately in bins of 1% normalized diffraction intensity for each grain. The values for lattice spacing and tilt for all pixels within the corresponding contour have been weighted with the diffraction intensity, which corresponds to weighting with the volume from where the signal originates. Accordingly, the error bars have been calculated as the weighted standard deviation of the lattice spacing and total lattice tilt.
The result of this analysis is shown in the left part of Fig. 7 . In the grain core with > 50% diffracted intensity, the lattice spacing remains constant to within less than a picometer. However, we observe a consistent trend of a decreasing lattice constant toward the GBs independent of the absolute lattice spacing in the grain core.
This decrease of the lattice constant toward GBs is accompanied by an increase of the total tilt shown in the right part of Fig. 7 . This trend is pronounced in grains 1-3. In the case of grains 4 and 5, local tilt variations are present that obscure the trends seen in grains 1-3.
IV. DISCUSSION
The increasing total tilt at GBs can be interpreted as a side effect of the decreased lattice constant: Any anisotropic change of the lattice spacing necessarily leads to tilt because of geometric reasons.
The varying lattice spacing itself is of greater interest and likely to have a significant impact on device performance, both by promoting defects and leading to potential variations. We put forth two possible mechanisms that could explain the decreased lattice spacing at GBs.
First, Cd and/or Te could be replaced by smaller atoms, leading to a smaller lattice constant. One possibility is the higher concentration of Cl there [35] : Cl replacing the larger Te atoms would be expected to compress the lattice slightly. CdS is also known to interdiffuse with CdTe during the CdCl 2 treatment, and enhanced S concentrations have been found at GBs near the interface [36] - [38] . With lattice parameters for CdTe and CdS of 6.481 and 5.851Å [39] , respectively, increased S concentrations would also be expected to reduce the lattice constant near GBs. Furthermore, ZnTe, with a lattice parameter of 6.104Å [39] , may also interdiffuse with CdTe near the back during the contact anneal. However, our measurements exclude strain being limited to the ZnTe/CdTe interface; in contrary, the maps shown in Fig. 7 indicate a decreased lattice constant on all grain sides.
Second, external pressure could locally lead to compressive stress and a reduced lattice spacing. This is most likely to happen during the absorber recrystallization through the CdCl 2 treatment at elevated temperatures. With grains being enlarged during this process, the grain-to-grain interaction can lead to enhanced compressive stress at GBs. Such strong relative lattice spacing variation > 1% over hundreds of nanometers would likely be accompanied by high dislocation density, which is compatible with the enhanced total tilt observed at GBs.
While both hypotheses can explain the presented results, further studies are required for their discrimination or corroboration.
V. CONCLUSION
This article demonstrates that nanodiffraction analysis is a powerful method to unveil details about the local morphology and the structure of crystallites that are buried in complex structures. Using scanning X-ray microscopy to extract the Bragg peak centroid position from within micrometer-sized CdTe grains in fully operational photovoltaic devices, we have evaluated the distribution of lattice spacing along the (111) direction and the relative tilt of the crystalline planes. Throughout all five mapped grains, we have consistently found strong spatial variations of strain and tilt between the grain core and GBs: compared with the grain core, GBs showed a decreased lattice constant in (111) direction, accompanied by enhanced tilt of the lattice planes.
Future experiments will have to show how the observed lattice distortions at CdTe GBs evolve under processing conditions, and what their impact is on the device performance. Correlation of structure (strain, defects), XBIC (performance), and chemical composition leads to an understanding of the interplay between these factors on a local level. By applying this approach to devices synthesized under different conditions, the correlation analysis could be extended to include the synthesis history of the device. The identification of the optimal synthesis strategy from a device performance standpoint would enable to link device performance to the most relevant structural or compositional local variations. In this context, in situ X-ray microscopy is ideally suited to track the grain evolution during crystallization [40] , and the performance-composition relationship can be established by correlative XBIC/XRF mapping of solar cells as established in a statistically significant manner in [41] .
Beyond the CoM analysis shown here, there is more structural information encoded in the distribution of diffracted intensity around the Bragg peak in Fig. 4 . In particular, the fringes arise from the illumination of finite and distorted crystalline structures including GBs with a coherent beam [30] - [32] . Bragg ptychography [33] , [34] enables the extraction of this information through a more sophisticated analysis.
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