It is proved that, in the Misra-Prigogine-Courbage Theory of Irreversibility using the Internal Time superoperator, fixing its associated non-unitary transformation Λ, amounts to rigging the corresponding Hilbert-Liouville space. More precisely, it is demonstrated that any Λ determinates three canonical riggings of the Liouville space L: a first one with a Hilbert space with a norm greater than the relative one from L; a second one with a σ-Hilbertian space, which is a Köthe space if Λ is compact and is a nuclear space if Λ has certain nuclear properties; and finally a third one with a smaller σ-Hilbertian space with a still stronger topology which is nuclear if Λ n is Hilbert-Schmidt, for some positive integer n. Viceversa: any rigging of this type, originated in a dynamical system having an Internal Time superoperator, defines a Λ in a canonical way.
A. The classical case.
Let us consider an abstract dynamical system [17] [18] [19] . Let Ω be the states space (for example, the phase space), B the σ-algebra of measurable sets of Ω, and µ the corresponding measure (e.g. Liouville measure). Let S t : Ω → Ω be the time-evolution operator on phase space, with t ∈ G, where G will be R for the flows (i.e. continuous dynamical systems)and Z for the cascades (discrete dynamical systems). L:= L 2 (Ω, B, µ) will denote the Hilbert space of the equivalent classes "a.e." (almost everywhere) of measurable functions of Ω in C of square integrable modulus with respect to µ. Then, S t induce an unitary evolution U t over L, i.e. a unitary representation of the group (G, +) over L, defined as: (U t ρ)(ω) = ρ(S −t (ω)) , provided ρ ∈ L, and ω ∈ Ω
where U t is known as the Koopman operator. D will denote the subspace of dimension one generated by the constant function 1:
D := {α1/α ∈ C; 1 : Ω → C1(ω) = 1, if ω ∈ Ω} and we will write L = D ⊥ . Then:
The positive ρ ∈ L (i.e.ρ(ω) ≥ 0 for every ω ∈ Ω), which are also normal ( in the sense of the L 1 norm, i.e.
Ω ρ(ω)dω = 1), will be the "probability density functions" or the Gibbs "ensembles" of the system. If µ is normalized, in such a way that Ω dµ = µ(Ω) = 1, then the constant function equal to one is an invariant density under U t as a consequence of eq. (2.1). Furthermore it can be demonstrated that if the dynamical system is mixing U t ρ → 1 in a weak sense. Therefore 1 is called the equilibrium density and it is symbolized as 1 = ρ eq . Also U t | L → 0 in a weak sense [17] [18] [19] .
If G = R, and being U t unitary in L, there is a self-adjoint generator L such that:
If S t is also a hamiltonian flux, with a hamiltonian function H , then L is call the Liouvillian, and (2.1) is equivalent to the Liouville differential equation:
where L = i{H, .} and {,} is the Poisson bracket.
B. The quantum case.
Non-trivial quantum systems have a continuous spectrum. In this case the equilibrium state is not an ordinary state but a "singular diagonal" state [15] [16] [25] . These facts force us to use an extension of the usual quantum mechanics formalism. Following the line of thought of the cited papers, and taking into account eq. (2.2) we postulate that our state space is:
Then the ρ ′ s will evolve under a generalized Liouville equation [15] . Space D contains the information about the probability density of the states. Space L contains the information about correlations, coherent state superposition, and covariance between observables [16] [18] . Then, if the dynamics is mixing we will have ρ t → ρ eq , and ρ c t → 0, in a weak sense [17] [18] . Let us now consider a quantum system defined in a Hilbert states space H and its "complete set of commuting observables". Let D A be the maximal abelian von Neumann algebra that contains this set. We will call I to its unit element. If some observables are essentially selfadjoint unbounded operators, we shall consider the algebra generated by their spectral projections, which are bounded. Let A = L = {Hilbert-Schmidt operators over H}, with respect to the scalar product ρ|σ L = T r(ρ † σ). As it is well known, this space is a Hilbert space. Let us now consider the algebra of observables of the system: A =D A ⊕ A, where D A is the diagonal part of the algebra, and A the non diagonal part of it. Let us define L as the dual space of A, namely: The ρ = ρ d + ρ c are non-negative, in the sense that for any A ∈ A , we have:
and they are normal in the sense that ρ(I) = 1 (as I ∈ D A , ρ(I) = ρ d (I)). These ρ will be considered as the possible states of the system. The ρ d which are non-negative as linear functional over the von Neumann algebra D A and normal in the sense of ρ d (I) = 1, will be the diagonal states, as are, e.g., the equilibrium states. Let us observe that if we would take A as the set of compact operators over H, as in ref. [16] , its dual space would be the space of nuclear operators, which is a subset of the Hilbert-Schmidt operators [17] , namely A ⊂ L. ii) Λ transforms ensembles into ensembles, namely Λ preserves the positivity and the normalization. Therefore Λ must be non negative and symmetric. As the domain of Λ is the whole L, Λ must be self adjoint [20] .
iii)Λ is not a "coarse-graining", namely it doesn't neglect information as a "coarse-graining"-projector. It is only a "change of representation" that "reorganizes", or "redefines" the information content of the densities, in such a way that the resulting theory is closer to actual experimental possibilities and to physical reality. This last requirement is attained by making Λ an injective and dense range application (states with "infinite information content" are not in the range of Λ).
In fact, properties i) and ii) above, plus the injectivity, assure that the range of Λ must be either L or dense in L [20] . If the range of Λ is L, then Λ −1 is continuous and therefore it is an isomorphism and a homeomorphism, and then ΛU t Λ −1 is a dynamical system equivalent to U t . On the contrary, if the range of Λ is dense in L then Λ −1 is unbounded [20] and this singularity of Λ −1 is essential because it gives new properties to Λ that can be considered as "catastrophic" (i.e. with strong "qualitative changes" [21] ). Precisely the hamiltonian system U t is transformed by the Λ into a stochastic process W t = ΛU t Λ −1 . As now Λ −1 is unbounded its domain can be extended beyond the range of Λ.
Nevertheless, there is not reason for the positivity of W t (and therefore for its markovian character), for any t ∈ G beyond the range of Λ. So the unboundedness of Λ −1 is the crucial "detail" that makes that the W t do not form a group and breakes the time-symmetry [1] [3] .
iv) W t = ΛU t Λ −1 , t ≥ 0 is the evolution operator of a strong Markov process, namely a monotonously convergent process to the null vector in the Hilbert topology of L (and not only in a weak sense as in the mixing dynamics). I.e.: ||W t ρ|| L ↓ 0 if t → ∞, for any ρ ∈ Dom(Λ −1 ). This property is similar to a Markov exact process
2 is a decreasing Liapounov variable of the considered dynamics in the following sense:
where ρ t = U t Λ −1 ρ. Accordin to the Brussels group a dynamical system is intrinsically or essentially random if there exists a Λ :L → L with the properties above. In order that this happens it is necessary the mixing character of dynamic, and it is sufficient the existence of an age or internal time operator [25] . For the flows T is a kind of "time-position operator", similar to the "space-position" operator Q of quantum mechanics, but it acts in space L instead of space H [2] .
The Liouville operator L is the "canonical conjugate momentum" of T :
This last equation between the "internal time" and the "external time" t, which can also be used for cascades, can be considered as a general definition of T :
The construction of operator T is completely similar to that of operator Q. T exist iff the unitary representation U t of (G,+) in L is imprimitive with respect to G . This means that there is a spectral measure E, defined over a σ-algebra B of G, and whose values are orthogonal projectors of L [20] [23], such that:
In such a case:
From eq. (2.8), for all ρ ∈ L, the numerical measure ∆ → ρ|E(∆)ρ L , is translational invariant. Then, if G = R, it is equivalent to the Lebesgue measure [13] . In other words, for flows, the spectrum of L must be absolutely continuous and uniform [19] [6] . This condition is fulfilled for classical and quantum K-flows [3] [25] [26] . Going back to the general case, any B-measurable function λ :
Since operator T fulfills eq. (2.7), we have:
where λ 2 (T ) = Λ 2 is the decreasing Liapounov variable.
III. THE RIGGED HILBERT SPACES.
Let L be a separable Hilbert space (e.g. a Liouville space, but here it will be considered in a general sense). Let Ψ be a proper vector subspace of L. Let us suppose that in Ψ it is defined a countable family of Hilbert norms {||.|| n } n∈N , where ||.|| n = .|. 1 2 n , N ⊂ Q + (the set of rational non negative numbers, therefore the set N is countable), such that: (i) n 1 ≤ n 2 =⇒ ||.|| n1 ≤ ||.|| n2 and both norms are compatible, meaning that if {ρ n } is a Cauchy sequence in both norms, and if ||ρ m || n1 → 0 then ||ρ m || n2 → 0.
(ii) N has a minimum element, that wil be assumed to be zero (for simplicity), ||.|| 0 = ||.|| L , and Ψ is dense in L (meaning that the completion of (Ψ,
In such a case, the completion of Ψ with ||.|| ni will be denoted Φ ni , whose elements are the equivalence classes [{ρ m }] ni of the Cauchy sequences {ρ m } of Ψ, where:
assures the injectivity and continuity of the canonical applications i n2,n1 :
, and condition (ii) that they have a dense range.
Let us now consider the local convex topology defined by the family of norm on Ψ. In other words the topology such that:
There are three possibilities: A) N has a maximumñ. In this case, from condition (i) we have:
N has a supremeñ, butñ / ∈ N . In this case we do not get a Hilbert space, but a σ−Hilbertian space [12] , that we shall call Φ K (because, as we shall see later, this is a Köthe space, if Λ is compact). In particular, if N has a maximumñ, but we only consider the family of norms {||.|| n } n∈N −{ñ} , we get a space Φ K = ∩{Φ n : n ∈ N − {ñ}} such that Φ H ⊂ Φ K . C) N is not bounded from above. In this case we get a smallest σ−Hilbertian space with a stronger topology than Φ K (and therefore easier to transform in a nuclear topology, by endowing Λ with more properties). We shall call this space Φ. Precisely, there is a sequence of subsets of N , {N p }, such that: N 1 ⊂ N 2 ⊂ ..., and p N p = N. In this way we can obtain a sequence of spaces Φ Hp as in paragraph (A). Now, condition (i) assures that the canonical mappings i Hp : Φ Hp → L, defined as the i n2,n1 when n 2 = 1, n 1 = 0, and the mapping i : Φ → L, defined as: i( ρ) = i Hp ( ρ), for every ρ ∈ Φ and every p, are all of them injectives and continuous, and condition (ii) assures that they have a dense range.
In any of these cases it is usual to say that we have rigged the Hilbert space L with another Hilbert space Φ H or with a σ−Hilbertian space, either Φ K or Φ. Really we must also consider the corresponding antidual spaces (of continuous antilinear functions) that we shall call Φ
In fact, as the topologies of Φ H , Φ K , and Φ are stronger than that of L, they make possible the existence of larger sets of continuous antilinear functionals. Therefore we have:
where the corresponding inclusions are continuous and their images are dense.
Let us consider a rigging of type (A). Let R : Φ × H → Φ H be the Riesz representation: to every antilinear continuous functional F it associates the vector ρ F such that:
It is known that R is an isometric isomorphism. Nevertheless, Φ H = Φ × H if we consider these spaces just like sets. Then:
It is easy to see that R| L = R is a non negative operator. In fact, from Riesz representation of L × in L, all ρ ∈ L can be considered as an antilinear continuous functional on L,
On the other hand, as L ⊂ Φ × H the same ρ can be thought as a functional:
Then:
If, in particular, σ = R(ρ), then:
Therefore R is non negative and thus it has a square root J = R 1 2 , which also is non negative, continuous and self-adjoint in L, injective and with dense range. Furthermore it is proven in ref. [11] that:
in such a way that J turns out to be an isometry. Viceversa., if we have an operator J : L → L with the same properties as above, then the relation:
defines a scalar product on Ψ = Ran(J), whose completion is a Hilbert space Φ H which riggs L in a canonical way. Let us remark that giving a rigging type (A) is equivalent to giving an operator J with the properties listed above, that we shall call the associated operator to the rigging. Let us also observe that, as the range of J is dense, J −1 is unbounded. Furthermore, an operator J defines a canonical rigging of type (B) and another one of type (C). In fact, let N B = {n = p/p + 1 : p = 0, 1, 2, ...} and let N C = {0, 1, 2, ...}. Let us also define on Ψ the Hilbert norms:
where n ∈ N B in the first case, and n ∈ N C in the second one. (If we had chosen as N B any other subset of rational, non-negative numbers with a supreme equal to 1, we would have had another equivalent sequence of norms, yielding the same Φ K . If we had chosen as N C another growing sequence of rational numbers we would have had the same space Φ). Even if J : L →Φ H is an isometry, this would not be the case for J, considered as an operator J : L → L. In fact, the difference between the second operator and the first one, is that the latter establishes the "deformation power" of the former. For instance, the first one maps the unit sphere S of L in the unit sphere S H of Φ H. On the other hand, if the second one is bounded or continuous, S H is only a bounded set of L. But if it is compact [11] [13] , S H will be an ellipsoid whose semiaxis go to zero, i.e. the action of J is more "drastic". If it is Hilbert-Schmidt or nuclear [11] [13] [17] , S H will be an ellipsoid with semiaxis going to zero in l 2 or in l 1 , respectively. Example 1. Let us suppose that J : L → L is a compact operator. Then we will show that Φ K is a Köthe space [11] [13] . As J is compact, there is an orthonormal basis {ρ k } of L and a sequence of numbers λ k ≥ 0, λ k ↓ 0, such that:
Then for any n ∈ N B , we have:
In other words:
and Φ K = n∈NB Φ n , endowed with the sequence of Hilbert norms of all these spaces Φ n , is by definition, a Köthe-Toeplitz space. Furthermore if J is not only compact but also satisfies the condition:
(which in particular, using the quotient theorem for series, implies that ∞ k=1 λ k < ∞, and therefore that J is nuclear) then it is attained a necessary and sufficient condition for Φ K being a Köthe nuclear space, namely: for every n 1 ∈ N B there exists a n 2 ∈ N B , 0 ≤ n 1 < n 2 < 1, such that:
In fact, using the same quotient theorem, but now in the serie (3.10), we have:
But from eq. (3.9) and considering that n 2 − n 1 > 0 we have:
Let us now consider the most typical quantum mechanics rigging, as explained in [14] . The physical quantum system is represented by an algebra of observables, acting on a vector space with an inner product .|. . R n will denote the eigenspace of the eigenvalue n of the hamiltonian of the system. N will be the "number of modes" operator of the system. If N C = {0, 1, 2, ...}, let Ψ = n∈NC R n , be the set of all those states that are finite linear combinations of the energy eigenstates of the system. For each n ∈ N C , let us define a scalar product .|. n on Ψ as:
n ψ for every pair φ and ψ of Ψ (26) or which is equivalent, if J = (N + I)
In this way we have defined a family of Hilbert norms:
and the corresponding rigging of the Hilbert space H obtained by the completion of Ψ with the norm (3.15) for n = 0. In this case, the associated mapping J , has the spectrum:
Then, J −1 has spectrum { √ k + 1 : k = 1, 2, ...}, which is an unbounded set, and therefore J −1 is an unbounded operator. Furthermore, it is obvious that, even if J is neither a nuclear operator (since
, the powers of J are nuclear operators. In fact, as J 2 is a Hilbert-Schmidt operator, it follows that J n is nuclear for every n ≥ 4. That's why, in this case, we have rigged H with a nuclear space. It's important to remark that this is a rigging of H, not of L, and that this system is dynamically stable. So, this J is not a Λ in the sense of the Brussels group.
Finally let us observe that there exists riggings of more general types [11] , i.e. using nonmetrizable spaces. But they are not relevant for this paper.
IV. EQUIVALENCE Λ(T )-COHERENT RIGGING.
From all we have said it is obvious that, given a dynamical system with an internal time operator T and a Λ = I D ⊕Λ such that Λ = λ(T ), then there is a canonic operator J defined as J = Λ, endowed with the necessary properties to define a rigging of L of each one of the three types (A), (B), and (C). This rigging is deeply related with the dynamics, since it is defined through a Λ, and eq. (2.8) is valid. This means that a relation exists between that family of growing norms, defined by Λ via eqs. (3.6) or (3.8) and the time evolution of the dynamics. In fact, both Λ and the Liapunov variable Λ 2 = R, are "decreasing functions" of T, in the sense that they are respectively equal to λ(T ) and λ 2 (T ), being λ(t) ↓ 0 for t → ∞. In these cases we will say that the rigging is coherent with the dynamics.
Since a Λ defines a type (A) rigging, we have a base to say that the stochastic process whose semigroup of contracting operators is W t = ΛU t Λ −1 in L is, in some sense, "equivalent" (for t > 0) to the dynamical system whose group of unitary evolution is U t . In fact, as we have said Λ : L →Φ H is an isometry and therefore, in Φ H , the above process is the isometric image, for t ≥ 0, of the U t dynamics. Something very similar, but not so "perfect", happens if we use the type (B) rigging. In this case we have a sequence of isometries {Λ n : L → Φ n } with n ∈ N B , being Λ n → Λ if n → 1 (n = p/p + 1 if p → ∞). Thus W t turns out to be the limit of a sequence of isometric images of U t .
Let us now consider any rigging of L, which is coherent with a dynamic that has an internal time T . This rigging may be of any of the three types (A), (B), or (C), and it must be defined by a unique J = Λ = λ(T ), with λ : R → [0, 1] endowed with the properties listed above the eq. (2.6). Then let us define : Λ = I D ⊕ Λ. In this way we have all the properties of Λ with the exception of the normalization and the monotonous convergence of ||W t ρ|| to zero.
The normalization turns out to be trivial in the quantum case, since it is defined by the diagonal part: if ρ is normal then:
In the classical case, if ρ is normal, namely if Ω ρdµ = 1, then:
(for the same reason Ω ρ c dµ = 0). Let us now consider W t = ΛU t Λ −1 , where
Then, for any ρ in the domain of Λ −1 , we have:
2 non negative and bounded by the integrable function 1. As
λ(s) goes monotonously to 0 (see above eq. (2.6)), from the Lebesque dominated convergence theorem [20] we have that ||W t ρ|| ↓ 0.
V. SYNTHESIS OF BOTH FORMALISMS.
In this section, we will relate the formalism of the Λ with the formalism of a rigging with Φ H . Let us consider the Koopman operator of the dynamic U t : L → L, with certain Λ : L → L We have proved that this is equivalent to a rigging of L with a Hilbert space Φ H with an inner product: 
where, for simplicity, only for L we have made the identification:
namely the Riesz representation (already defined in eq. (3.1)), which is related with the former operator by:
5) Λ −1 as an extension of the Λ inverted operator, or which is the same thing:
We also obtain some important operators combining the rigging with the dynamics: 6) W t = ΛU t Λ −1 , t ∈ G + , namely the evolution operator of the Markov semigroup that we have already considered and on which is based the Λ formalism. 7) U t : Φ × H → Φ × H , t ∈ G + , namely the extension of a semigroup of U t to Φ × H , defined by:
which is the base of the rigging formalism. 8) Y t : L → L, t ∈ G + defined as:
9) V t : Φ × H → Φ × H , t ∈ G + defined as:
10) Z t : Φ H → Φ H, t ∈ G + defined as:
11) X t : Φ × H → Φ × H , t ∈ G + defined as:
The following propositions make clear the deep relation among all these operators. Theorem: For any t ∈ G + , we have:
vi) Z t defines a dynamic which is equivalent to U t .
Demonstration:
Let t ∈ G +, F ∈ Φ × H , and ρ ∈ Φ H . Then we have:
and so (i) is demonstrated. As Riesz representation is an isometric isomorphism, then X t in Φ × H is equivalent to W t in Φ H . Now, we have just demonstrated that V t = X t , so (ii) is also demonstrated.
In order to demonstrate (iii), it is enough to show that:
Now, it is:
while:
As we know that Λ do not commute with U −t (see (2.12)), it turns out that the r.h.s. of the two last equations are not equal for all F and for all ρ. Therefore eq. (5.12) is proved. So (iii) is demonstrated. As (Λ × ) −1 is a bijection , we have:
which proves (iv). Finally, if we take into account (i), plus the relation that can be obtained from eq. (5.10), and the fact that R is bijective:
The last part is similar to the proof of (ii).
