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Summary
Free space optical (FSO) communications provide high data rate transmission with higher
security and higher flexibility compared with conventional wireless communications. Due
to the complexity of phase and frequency modulation, intensity modulation (IM) is used
for most current FSO communication systems. However, atmospheric turbulence and
pointing errors cause fluctuations in the intensity of the received signal and degrade FSO
link performance. This thesis studies methods for improving system performance in two
aspects, i.e., robust receiver design and parameter optimization via performance analysis.
To detect IM signals, two photon detection schemes are commonly used, namely,
direct detection and photon counting. For both of them, the channel state information
(CSI) is required for reliable signal detection. Besides the CSI, if there exists background
radiation, it should also be known at the receiver side. Using pilot symbols to estimate
these two quantities results in both spectral and energy inefficiency. In this thesis,
based on the generalized likelihood ratio test (GLRT) principle, for each situation
(photon detection method and system operation environment), we develop an optimum
sequence receiver that can estimate the unknown but necessary quantities (the CSI and/or
the background radiation) and detect the data sequence accordingly. These receivers
require very few pilot symbols, and therefore, do not significantly reduce the bandwidth
efficiency. To implement the sequence receivers efficiently with long observation windows,
a Viterbi-type trellis-search algorithm is adopted, which can reduce the search complexity
to a level independent of the observation window size. Furthermore, to prevent the
denominator of the decision metrics to be zero, we develop specific selective-store
strategies corresponding to different receivers. The error performance of each receiver
has been analyzed theoretically and verified by simulation. The results have shown
vii
Summary
that the performance of each sequence receiver can approach that of detection with
perfect channel knowledge, as the length of the observation window used for forming
the decision metric increases. However, though we have reduced the implementation
complexity to a very low level that is independent of the observation window size, the
search complexity of the Viterbi-type trellis-search algorithm still grows quadratically
with the modulation order. As a result, the sequence receivers are inefficient in
detecting high-order modulated signals. To further simplify the implementation, we
derive more efficient decision-feedback symbol-by-symbol receivers which retain the same
error performance as that of corresponding sequence receivers.
Optical tracking and pointing systems for free space optical communications suffer
from vibration, which causes the pointing error. This leads to a radial displacement
between the detector center and the beam center. Thus, the beam waist is a key
parameter that affects the system performance, especially for long-distance links, such
as inter-satellite links. For laser inter-satellite links, we propose a dynamic beam waist
adjustment scheme based on detection of the radial displacement caused by the pointing
error. A simple algebraic expression of the dynamic beam waist value is obtained. It can
be computed easily at the transmitter side, and we have shown that our dynamic beam
waist adjustment scheme outperforms its fixed counterpart.
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The use of light to transmit signals dates back to 3000 years ago. At that age, smokes
and fire are used to transmit predefined military information [1]. The most famous
stories involving the beacon fire are “the fall of Tory” in Greece and “tricking the
marquess with beacon fires by King You of Zhou” in China. The beacon-fire system
was gradually developed and used for military purpose for thousands of years worldwide.
Besides smoke-and-fire signals, ship flag and semaphore system were also regarded as
ancient forms of optical wireless communications (OWC). The photophone, which was
invented by Alexander Graham Bell in 1880 and known as the first wireless voice
communication system worldwide, is considered as a key revolution in technology [1].
Though Bell believed that the photophone was his most important invention, it was
never commercialized. Since the invention of laser in 1960 [2] and the light-emitting
diode (LED) in 1962 [3], the OWC is regarded as one of the most promising applications
of light.
For OWC applications, the most commonly used light sources are laser diodes
(LD) and LED’s . Before any significant laser communication demonstration, MIT
Lincoln Labs transmitted television signals over 48 km, using a GaAs LED, in 1962.
In 1960, just months after the first public announcement of the working laser, two
Bell Labs scientists transmitted their new ruby laser signals through 40 km of clear
air [4]. In fact, since the laser fired only one pulse at a time, we could not say that a
continuous communication link was built, but the experiment showed that the potential
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was there. In November 1962, shortly after the He-Ne laser was discovered, a Hughes
group demonstrated the transmission of voice signals over 30 kilometres. This may be
the first long-distance communication link that was built using lasers. Slightly later in
1963, a laser communication link, on which voice signals were transmitted over 190 km,
was built [5]. The technology of using laser to transmit signals was continuously studied
and developed from 1960 to 1970. However, due to the severe path loss and intensity
fluctuation caused by various types of atmospheric phenomena, communication quality
and reliability of laser communications were frustrating. After Corning developing the
low-loss fiber optics in 1970, optical fiber communications became the obvious choice
for long distance optical transmission and thus the research attention and passion were
shifted away from OWC systems.
From 1970s, the OWC technology seems to only interested covert military
applications and space applications. In 1990s, several communication techniques using
the infrared carrier were developed, but due to the inconvenience of having to be with
line-of-sight (LOS) transmission, it seems that the remote controller is the only survivor.
In the recent decade, since the radio frequency (RF) band gets more and more congested
and the cost of laser and light detection devices decreases, the attention is gradually
focused on the OWC again which has a much higher bandwidth.
In terms of the deployment location, the OWC is mainly classified into two categories,
i.e., the indoor visible light communication (VLC) and the outdoor optical wireless
communication, which is also referred to as the free-space optical (FSO) communication.
The VLC commonly serves people using the same device that is also used for lighting. The
development of VLC systems mainly benefits from the fact that LED’s, on which data can
be modulated at a relatively high frequency, are widely adopted for lighting. VLC systems
are designed to provide communication service while maintaining the same luminance,
and are challenged by complicated interferences, e.g., interferences from multi-paths and
other light sources. The major task of VLC systems is to provide end users additional
bandwidth besides RF to allow higher data transmission rate. The data rate of VLC
systems is commonly around 100 Mbps, which is sufficient for common end users.
In this thesis, we focus on the FSO system, where lasers are most commonly adopted
2
Ch. 1. Introduction
as its light source due to benefits such as large bandwidth and narrow beamwidth. In this
chapter, we first briefly introduce the FSO system including the advantages, potential
applications and the factors that affect its performance. After that, several technologies
which can be used to mitigate the effects and further improve the system performance
are reviewed. Furthermore, the main contribution of this thesis is summarized and a brief
introduction of the organization of this thesis is given.
1.1 Overview of Free-Space Optical Communication
Systems
In the 21st century, the development of the human society is progressing at an unprecedent
speed. It is realized that the information amount produced each year grows almost
exponentially [6]. In this information age, all the information are recorded, and
spread digitally, which brings human a huge challenge of data transmission. Studies
on optical-fibre communications have been conducted for over half a century and the
technology started to be commercialized nearly 40 years ago. The features such as
light weight, low path loss, high bandwidth and high power efficiency, have helped the
optical-fibre system to defeat the conventional radio frequency (RF) wired communication
systems and make them appear only in museums. Nowadays, the backbone of the
Internet are all constructed using optical-fibre systems. Though optical-fibre technology
can provide very high data rate and the cost is affordable, the deployment is expensive
and time-consuming and it cannot provide wireless connection. The conventional radio
frequency (RF) spectrum is nearly used up and since the Shannon capacity is almost
achieved, significant increase of the data rate is barely possible. Using light to transmit
signals wirelessly seems to be a potential and promising solution.
FSO communications use light as the carrier wave to transmit data between
communication terminals, which are generally composed of electrical circuits and optics
lens. The data is modulated onto the light waveform, which is emitted into the channel.
The receiver optics lens collects the light and then focus it to a photodetection device,
which can generate electrically processable signals. The receiver circuit finally recovers
3
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the data according to the signals given by the photodetector. Due to the simplicity, most
current FSO systems adopt intensity modulation (IM) and direct detection (DD). Lasers
are widely used as the light source due to its high bandwidth and narrow beam width. In
common terrestrial applications, the distance of FSO links is mainly between hundreds
to thousands of meters [7]. However, for some advanced space systems, links with up to
45,000 km have been developed and demonstrated [8].
Compared with its RF counterparts, the FSO system uses a very high carrier
frequency and thus allow a much higher bandwidth for data transmission. Commercial
products that are already available in the market can provide communications over 10
Gbps data rate. In research labs, studies are continuously conducted on increasing the
data rate [9, 10]. The RF band is recently getting more congested and the allocation of
frequency use is increasingly difficult and expensive. Since the carrier frequency used by
the FSo system is above 30 THz (corresponding to 20µm wavelength), which is unlicensed
worldwide, users do not pay additional license fees [11]. Using an unregulated frequency
band as carrier also helps avoid product incompatibility since companies do not have to
customize products for any specific country or region.
In addition, FSO signals do not introduce any electromagnetic (EM) interference into
the environment and thus can be used in EM-sensitive places such as hospitals. Since
the laser beam is narrow and no EM radiation on directions other than the LOS signal
transmission path, the security of FSO links is also inherently higher than that of RF
links. The FSO system is also immune to EM interference, which allows it to be used
together with current deployed cellular (RF) systems and other wireless systems such as
WiFi systems and blue-tooth systems.
Further advantages of FSO communications include the low cost, the small size, and
the high power efficiency. This is achieved due to the fact that FSO systems can adopt
the same opto-electronic devices that have been invented, developed and improved for
optical-fibre communications over the past decades. This is also the reason why most
FSO system uses the same carrier with 1.55 µm wavelength as that of fibre systems [12].
Based on the advantages, FSO systems can be used as a potential solution of
the the “last mile” problem and to provide high data rate communications between
4
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nearby buildings, wireless data transmission for video surveillance and monitoring,
redundant link for backup and quick communication service recovery from disaster and
broadcasting of high definition television (HDTV). Currently, a couple of companies,
such as Canon (Japan), Cassidian (Germany), Eurocontracts (Czech), fSONA (Canada),
GeoDesy (Hungary), Laser ITC (Russia), LightPointe Communications (USA), Mostcom
(Russia), MRV (USA), Northern Hi-Tec (UK), Novasol (USA), Omnitek (Turkey),
Plaintree Systems (Canada), and Wireless Excellence (UK), can provide outdoor FSO
laser communication solutions [13].
In spite of the advantages of the FSO communication, it is not without drawbacks.
Due to the fact that LOS transmission is required, FSO links are susceptible to blocking
from objects, which can result in the disruption of links. FSO signals also suffer from
large attenuation caused by atmospheric phenomena such as fog, haze, rain and snow
that further reduce the range of the system. Moreover, the received optical intensity
fluctuation caused by the atmospheric turbulence, geometric spread and pointing errors,
severely deteriorates the link performance. In addition, since the receiver aperture is
commonly exposed in environments where other sources of illumination are present, the
part of the background illumination that is in the same frequency band used by FSO
system introduces noise in the photodetector, which limits the range of the system. In
this thesis, we mainly focus on studying methods from the receiver-side signal processing
perspective which can be used to mitigate all the effects caused by factors mentioned
above. In the next section, related works are briefly reviewed.
1.2 Literature Review
In most current FSO communication systems, for reasons of simplicity, IM/DD is
used. To recover data in FSO IM signals reliably with DD, the accurate channel state
information (CSI), i.e., the instantaneous value of the channel gain (also called the channel
attenuation) is required. The most straightforward idea is to continuously estimate the
CSI and then to perform detection accordingly. In previous studies, pilot symbols are the
most commonly used for the CSI acquisition [14–17]. Maximum likelihood (ML) detection
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can then be performed based on the estimate of the CSI. It has been shown that the
method using pilot symbols to estimate channels is effective. However, since pilot symbols
need to be inserted frequently for accurate channel estimation, the use of them leads to
loss of both spectral efficiency and power efficiency. In [18], a co-propagating reference
light beam is used to estimate the CSI and the performance is theoretically analyzed in
[19]. Similarly, since the co-propagating reference light does not carry data, the use of it
results in a system spectral efficiency reduction and energy overheads. Besides, since the
co-propagating reference light used for estimating the channel has a different frequency
than the signal-bearing light, the estimation result may not be accurate. Therefore,
these two methods are not so suitable in practice. The receiver design problem remains
challenged by the fact that the CSI is hard to acquire at the receiver side if no pilot
symbols and no co-propagating reference light are used.
Since both pilot symbols and co-propagating reference light are not preferred, for
FSO IM/DD systems, detection algorithms which requires no knowledge of the CSI have
attracted abundant attention. For example, the authors of [20] develop a maximum
likelihood (ML) symbol-by-symbol receiver with the assumption that the receiver knows
the channel model information (CMI) perfectly. Term CMI here refers to the exact
statistical distribution of the channel gain as well as the parameter values of this
distribution. If the temporal correlation of the channel gain is also known, ML sequence
detection (MLSD) could be used and this is also studied in [20]. Since the MLSD
method is too complicated, a further complexity-reduced algorithm was studied by the
same authors in [21]. For these two receivers, the CSI is not necessary when making
decisions but the receivers must have perfect knowledge of the CMI, which still makes
the implementation of them impractical. The authors of [22, 23] have developed a
multi-symbol detection (MSD) receiver and a symbol-by-symbol decision-feedback (DFB)
receiver for the FSO IM/DD system. The MSD receiver is performed block-by-block, and
a fast search algorithm and an efficient method for evaluating the decision metric are given
in [22, 23]. The performance of these receivers is better than that in [20], but the receivers
are not practically implementable since they also require perfect CMI.
A blind detection (BD) method is proposed in [24] assuming the absence of both
6
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the CSI and the CMI. This receiver performs block-by-block detection. It can achieve
the performance of ML detection with perfect CSI (PCSI) if the observation window is
sufficiently large. However, if small observation windows are used, it incurs performance
loss and is limited by an error floor. If long observation windows are used, it introduces
significant system delay. For this BD receiver and the MSD receiver proposed in [23],
which are both performed block-by-block, the channel estimation result of the previous
block is not carried over to the current block, and hence the receiver does not exploit
the continuity of the channel fading process.
In general, the background radiation can also introduce a photocurrent component
through the photodetector optical-to-electrical conversion process of FSO IM/DD
systems. This current component is noisy and thus can impair the link performance.
In some circumstances where the amount of the background radiation that arrives at the
receiver photodetector is negligible, atmospheric turbulence and pointing errors are the
major factors that affect the system performance. If the amplitude of the background
induced photocurrent is increased to the same order of circuit thermal noise, the system
error performance can be significantly degraded [25]. Since most systems operate with
a receiver-side signal-to-noise ratio (SNR) over 20 dB, compared with the signal light
intensity, such strength of background radiation is still considered weak. In addition,
if the power of background radiation is higher than the signal power, it brings strong
shot noise, which reduces the receiver-side SNR [26] and the receiver sensitivity [27].
Furthermore, if the background radiation is extremely strong and cannot be effectively
suppressed before it reaches the photodetector, it can saturate the photodetector and
thus causes communication outage [28].
A well-designed lens hood can reject background light that does not irradiate
through the LOS signal transmission path; and an optical filter can reject light that is
not in the same band as the signal light [29]. However, these two methods can only
reduce the background radiation and there is always some residual amount of noisy
light impinging the photodetector and thus introducing an undesired photocurrent
component. Besides, the photodetector itself has dark current that cannot be reduced
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by optics. In addition, the laser modulator at the transmitter side cannot be completely
turn off when an “off” symbol is transmitted. This also results in some undesired
light arriving at the receiver photodetector and causes an additional photocurrent
component. These three current components together cause an offset of the receiver-side
constellation. Pulse-position modulation (PPM) can be adopted since it is immune to
the offset which can be considered as a constant over all subslot intervals of a PPM
symbol interval. Another method is to use pilot symbols or line codes [30] to estimate
the offset, which is the superposition of the three current components, and cancel it
accordingly in the signal processing procedure. However, the use of any of pilot symbols,
line codes and PPM reduces the system spectral efficiency and power efficiency drastically.
Besides conventional optical-to-electrical conversion detection methods, such as the
direct detection introduced in previous paragraphs, the photon-counting (PC) method
can also be used to detect signals. In [31, 32], pulse position modulation (PPM) is
used, which does not require CSI and the background information for data detection
but has less spectral efficiency compared with the IM. To reliably detect IM signals, the
PC system also requires accurate knowledge of the CSI and the background radiation.
With the assumption that the receiver perfectly knows the background information
and the CMI, in [33], a MLSD receiver for the FSO IM/PC system is proposed. This
sequence receiver adopts the same search algorithm as in [23], which is called the MSD
algorithm. With this MSD algorithm, the receiver performs block-by-block detection
and the implementation complexity per bit detection is reduced to O(log(L)) operations,
where L denotes the block length. However, the requirement of the accurate CMI and
background information can hardly be satisfied in practice. Later, a generalised MLSD
(GMLSD) receiver, which requires no CMI and has a simpler form, is proposed in [34]
where the same MSD algorithm as that in [33] for efficient implementation is suggested.
It works with neither CSI nor CMI, but requires the knowledge of background radiation,
which still limits its applicability in time-varying environments. In addition, for the
receiver in [34], an undesired error floor problem is observed.
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Optical tracking and pointing systems for FSO communication suffer from vibration,
which causes the pointing error, denoted by θ (in rad). This leads to a radial displacement
d between the detector center and the beam center, since we have d = θ × z, where z is
the link distance. Mechanical engineers put abundant effort in designing high-accuracy
tracking and pointing systems, i.e.,to minimize θ, and so far θ can be restricted at the
range of 0 - 100 µrad for advanced systems such as satellite laser communication systems
[35]. However, within this range, inaccurate pointing can still degrade the system bit error
probability (BEP) performance. The loss and fluctuation of power due to geometric
spread and misalignment have been studied in [7, 36]. The Gaussian beam model is
widely accepted for the laser beam, and the radial displacement between centres of the
beam and the detector is projected to the elevation and the horizontal directions, both
of which are modelled as mutually independent Gaussian distributed random variables.
In [36], the pointing error is modelled as a superposition of two components: a fixed
error called boresight and a random error called jitter. One of the elevation and the
horizontal displacements is modelled as a non-zero mean Gaussian random variable (r.v.)
and the other is modelled as a zero-mean one. It is assumed that both Gaussian r.v.’s
have the same variance and this leads to the total displacement to be Rician distributed.
In [7], only jitter is considered and the elevation and the horizontal displacements are
modelled as independent and identical zero-mean Gaussian r.v.’s. Therefore, the total
displacement is considered to be Rayleigh distributed.
In [37], possible methods to compensate the effects caused by geometric spread
and misalignment are discussed. From the mechanical system design perspective,
vibration isolators are suggested to reduces the transmission of vibrations from the
upholder to the optics system [38, 39]. From the control perspective, a self-tuning
feedforward jitter-rejection technique is proposed in [40, 41]. In this method, a miniature
accelerometer is adopted to monitor the vibration and disturbance propagating along the
mechanical path, and an electrical compensation is performed accordingly before they
affect the communication system. From the transmission strategy perspective, reducing
the transmission data rate, when the pointing error is severe, is suggested to increase the
system error performance since this can increase the energy allocated on each data bit
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if the transmit power stay unchanged [37]. Another method is to adapt the transmitter
power and the gain according to the vibration amplitude [42, 43].
The methods mentioned in the previous paragraph are all effective, while the system
performance can still be further improved by the optimization of the transmitter optics
system. An alternative, which is to find the optimum laser beam waist that minimizes
the BEP, has attracted abundant interests. References [44–47] consider the long-term
fixed optimum beam waist problem. However, it requires the accurate statistics of the
pointing error, which may not be available in practice. In addition, [44–47] do not provide
closed-form solutions, and rely on numerical methods and thus consume high computation
power.
1.3 Main Contributions
1.3.1 Receiver Design for the FSO IM/DD System
As introduced in the previous section, atmospheric turbulence and pointing errors cause
the intensity fluctuation of FSO signals and impair the link performance. Several
receiver structures which could mitigate the signal fluctuations were proposed in the
past, but these existing receivers depend highly on the channel model and the model
parameters. The performance deteriorates if the channel model or the model parameters
are inaccurate.
Because the time scales of the fading processes caused by atmospheric turbulence
and pointing errors are of the order of 10−3s to 10−2s, the channel gain can be considered
as a constant over Lc consecutive data intervals, where Lc is defined as the channel
coherence length and is of the order of 106 for high data rate (multi-Gbps) FSO systems.
We propose in this thesis a sequence receiver based on the generalized likelihood ratio
test (GLRT) principle that jointly detects the data sequence and estimates the unknown
channel gain. Since it is designed for the IM/DD system, for simplicity, we call this
receiver the GLRT-IMDD sequence receiver. This receiver requires no knowledge of the
CSI, the CMI and the transmitted signal power to recover the data sequence. It uses
the past detected data symbols to help estimate the instantaneous channel gain and the
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transmitted power. By adjusting the decision metric adaptively, it is more robust than the
parameter preassigned receivers and can be used in various time-varying conditions with
better error performance. That is, with any channel gain value and transmitted power,
the receiver has a correspondingly optimized decision metric to minimize the BEP. As
the memory length used for forming the decision metric of the GLRT-IMDD sequence
receiver increases, the BEP performance of this receiver approaches that of ML detection
with PCSI.
To efficiently implement this new receiver, a Viterbi-type trellis search algorithm is
given. A further simplification of the receiver is proposed, resulting in a decision-feedback
(DFB) symbol-by-symbol receiver with lower implementation complexity and higher
memory efficiency, which automatically adjusts the decision threshold based on the
estimated channel gain. Both our Viterbi-type trellis-search GLRT-IMDD sequence
receiver and DFB receiver do not suffer from error floors because of a new selective-store
strategy that we develop.
1.3.2 Background Radiation Cancellation for the FSO IM/DD
System
Besides atmospheric turbulence and pointing errors which cause the signal intensity
fluctuation, background radiation also impairs the FSO IM/DD link performance by
introducing a noisy photo current component in the receiver. Methods such as using
some specific optics systems, using pilot symbols or line codes to estimate the background
information and cancel it accordingly and PPM, can be adopted to compensate the
impact of background radiation. However, purely depending on the optics system, the
background radiation can only be reduced, but not completely cancelled; and any use of
pilot symbols, line codes and PPM reduces the system spectral efficiency drastically.
In this thesis, we have studied the performance degradation due to background
radiation by simulation. Additionally, based on the GLRT principle, we develop a
Viterbi-type trellis-search sequence receiver (the GLRT-IMDD-BC sequence receiver,
BC here is the acronym of background cancellation) that can estimate the unknown
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channel gain and the background radiation simultaneously, and detect the data sequence
accordingly. This receiver requires very few pilot symbols, and therefore, does not
significantly reduce the bandwidth efficiency. Its error performance can approach
that of detection with perfect information of the channel state and the background
radiation, as the observation window length used for forming the decision metric increases.
To implement the receiver efficiently with a long observation window, a Viterbi-type
trellis-search algorithm is adopted, which can reduce the search complexity to a level
independent to the observation window size. A corresponding selective-store strategy is
proposed for the avoidance of error floors caused by channel estimation ambiguity.
However, the search complexity of the GLRT-IMDD-BC sequence receiver grows
exponentially with the modulation order. To further simplify the implementation, we
derive a more efficient DFB symbol-by-symbol receiver which retains the same error
performance as that of the GLRT-IMDD-BC sequence receiver, but reduce the search
complexity to the level that is independent of both the observation window size and the
modulation order.
1.3.3 Receiver Design for the IM/PC System
The GLRT principle is a very powerful approach for receiver design in the presence of
unknown channel parameters. Having applied it to the IM/DD system, we also apply it
to the IM/PC system and obtain a robust sequence receiver which can automatically and
continuously estimate the CSI and the background radiation and detect the data sequence
accordingly. A Viterbi-type trellis-search algorithm similar to that we have introduced
for the IM/DD system, which reduces the search complexity to a level that is independent
of the observation window length, is also adopted for efficient implementation. SS
Besides, we use a selective-store strategy to overcome the error floor problem observed
in [34]. To further reduce the implementation complexity, a decision-feedback (DFB)
symbol-by-symbol receiver is developed.
To distinguish our two receivers from others, we call our sequence receiver the
GLRT-IMPC sequence receiver and our DFB receiver the GLRT-IMPC DFB receiver.
The simulation and analytical results show that as the observation window length
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increases, both our sequence receiver and DFB receiver can achieve the genie bound,
which is defined as the BEP of the receiver with perfect CSI and background information.
Additionally, we slightly modify the GMLSD receiver in [34] to make the metric
evaluation more efficient and simulate it using our Viterbi-type trellis-search algorithm
and selective-store strategy. The result shows that the error floor can be completely
avoided. We also further simplify the GMLSD receiver in [34] to a DFB receiver. We
call the original receiver in [34] the GMLSD sequence receiver, and call our simplification
the GMLSD DFB receiver. Particular comparisons and discussions are given in the
corresponding chapter and the advantages of our GLRT-IMPC (sequence and DFB)
receivers over the existing receivers are explained.
1.3.4 Performance of Laser Inter-Satellite Links with Dynamic
Beam Waist
Inspired by the facts that the pointing error angle θ (and thus d, since we have d = θ×z)
can be measured at the transmitter side [48, 49] and the laser beam waist ω0 can be
adjusted sufficiently fast [50, 51], we propose to adjust the beam waist ω0 dynamically
according to the instantaneous value of the radial displacement d. Using a square to
approximate the circular detector region, we obtain a closed-form expression for the
optimum adaptive beam waist, which can be easily computed at the transmitter side.
We show that the dynamic optimum beam waist solution outperforms the long-term
fixed solution.
Since our method does not assume the transmit power or the telescope gain remains
constant and the beam waist is adjusted according to the instantaneous values of z and θ
(or d), it can also be used without any further modification when the transmitter power
and telescope gain adaptation proposed in [37] is also in use. These two methods are
introduced from different perspectives and can be adopted simultaneously to achieve a
higher system performance. Further joint optimization is unnecessary.
13
1.4 Organization of the Thesis
1.4 Organization of the Thesis
The remainder of the thesis is organized as follows.
In Chapter 2, we introduce the FSO system in details and give a mathematical
expression of the signal model.
In Chapter 3, detection with perfect knowledge of the CSI and the background
information is investigated. Error performance of these ideal receivers is also analysed.
In Chapter 4, we develop a sequence receiver for the FSO IM/DD channel and
further simplify it to a more efficient symbol-by-symbol receiver. The performance of
both receivers are analysed and numerical results are given.
In Chapter 5, the background radiation cancellation issues are investigated for the
FSO IM/DD systems. Numerical results have shown the effectiveness of the method that
we proposed in this chapter.
In Chapter 6, we develop several receivers for the FSO IM/PC system, which is more
efficient than the IM/DD system. Corresponding performance results and discussions are
given.
In Chapter 7, we study the optimum beam waist problem for laser inter-satellite
links. We propose an dynamic beam waist adjustment approach for the laser inter-satellite
link with pointing errors, based on detection of the radial displacement caused by the
pointing error. It is shown that our dynamic optimum beam waist solution is practically
implementable and more effective than the fixed-waist solution.
Finally, the concluding remarks are drawn in Chapter 8 and potential future work












Modulated laser beam Fog
Figure 2.1: An outdoor point-to-point FSO system.
As shown in Fig. 2.1, the FSO system is exposed in environments where background
radiation and atmospheric phenomena such as rain, fog, cloud and turbulence are both
present and affect the system performance. Besides, the geometric spread and pointing
errors caused by the vibration of the upholder of the FSO system cause additional loss
and fluctuation of the optical power. In this chapter, we analyse the effect of each factor
detailedly and at the end give a mathematical model of the FSO system.
2.1 Channel Attenuation
The transmission of laser beams through atmosphere is affected by atmospheric factors
such as rain, snow, cloud, fog, haze and turbulence. Absorption, scattering, and
refractive-index fluctuations are considered as the three primary atmospheric processes
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that affect the optical wave propagation. Among them, absorption and scattering by the
constituent gases and particulates of the atmosphere give rise primarily to attenuation
of the laser beam. Refraction-index fluctuations, which are caused by atmospheric
turbulence, lead to fluctuations of received optical intensity. Whenever the output
power of a laser beam is low, atmospheric effects are considered linear, i.e., the output
power of the channel is proportional to the input power. However, when the output
power of the laser is sufficiently high, new atmospheric effects arise that can only be
characterized by nonlinear relationships [52]. In this thesis, since we study the use of laser
for communications, the power is very low and only these linear effects are concerned.
Besides atmospheric turbulence, geometric spread and pointing errors can also cause
signal attenuation and intensity fluctuations [36]. Similar to the atmospheric effects, the
effects caused by geometric spread and pointing errors are also linear. Thus, the overall
attenuation on the optical signal is linear and this attenuation is denoted by h. In this
thesis and some other literature, h is also referred to as the channel gain or the channel
state.
In this channel model, three factors determine h: path loss hl, atmospheric turbulence
ha and geometric spread and pointing errors hp [7]. The channel state h can be formulated
as
h = hlhahp. (2.1)
In the subsections blow, hl, ha, and hp will be introduced separately.
2.1.1 Path Loss Due to Atmosphere
The attenuation factor hl is considered as a constant during a relatively long period of time
(at least, seconds level) [7]. It depends on the atmospheric condition (the distribution
of scattering particles) and the carrier wavelength. Since the transmission properties of
the radiation penetrating the atmosphere are very similar in the visible and the near-IR
wavelength ranges, visibility, which can be measured directly from the atmosphere, can
also be used to characterize the atmosphere loss as well [53, 54].
Under clear weather conditions, the delay spread of the FSO channel is almost
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negligible [55]. This leads to the channel to be a frequency non-selective channel, i.e.,
a flat fading channel. Fog, moderate cloud, and rain may cause temporal broadening of
optical pulses, which in turn, introduce inter-symbol interference (ISI) and deteriorate
the link performance [56]. However, compared with the typical symbol interval of FSO
systems, the delay spread caused by beam scattering in fog or rain is practically negligible
[57]. Consequently, the channel can confidently be considered as frequency non-selective
and introducing no ISI [13].
The attenuation of laser power through the atmosphere is described by the
BeersLambert Law in [58] and is studied based on the Mie scattering theory in [59]. Since
we mainly study the receiver detection algorithm and hl is considered as a constant and
introduces no ISI, in this thesis, we regard hl as 1 constantly. Studies on attenuation of
various wavelengths under different atmospheric conditions can be found in [53, 54, 57–61].
2.1.2 Atmospheric Turbulence
The atmospheric turbulence causes the received signal intensity fluctuation and thus ha is
modelled as a random variable (r.v.). In [24], log-normal distribution is adopted to model
ha for weak turbulence, Gamma-Gamma distribution for moderate to strong turbulence,
and the negative exponential distribution for strong turbulence. Since in [62], it has been
shown that the Gamma-Gamma distribution can nicely fit the channel fading statistics of
all turbulence regimes, in this thesis, we only consider ha as a Gamma-Gamma distributed










, h > 0, (2.2)
where Ka(·) is the modified Bessel function of the second kind, and 1/β and 1/α are
the variances of the small and large scale eddies, respectively. Further details of the
parameters in (2.2) can be found in [7] and [62].
Scintillation index (SI) is a key metric for FSO communications and measures the
normalised intensity variance caused by the atmospheric turbulence. It is defined as the
normalised variance of the irradiance fluctuations [63]. Note that, in our model, pointing
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but not E[h2]/E2[h]− 1. Specifically, for the Gamma-Gamma distribution model, the SI











According to [52], the turbulence with SI < 1 is in weak irradiance fluctuations regime;
and the turbulence with SI ≥ 1 is in moderate to strong irradiance fluctuations regime.
In the simulation and numerical analysis of this thesis, we adopt SI=0.1244 (α = 17.13,
β = 16.04) [62] and SI=1.3890 (α = 2.23, β = 1.54) [34] as examples for weak turbulence
and strong turbulence channel conditions, respectively.
2.1.3 Geometric Spread and Pointing Errors
Notation hp is used to denote the channel gain due to geometric spread and pointing
errors. Since the transmitter and receiver optics suffers from continuous vibrations, hp is
modelled as a random parameter. To study the distribution of hp, we need to first start
from the Gaussian beam, for which, the normalized spatial distribution of the transmitted










where ρ is the radial vector from the beam center, and ωz is the beam radius at which
the intensity drops to e−2 of the axial value at a distance z. The beam radius ωz is also
referred to as the spot size, and achieves the minimum value ω0 at z = 0, known as the









where λ is the laser wave length. It should be noted that the Gaussian beam model fails
if wave fronts are tilted by over approximate 0.5 rad, which corresponds to ω0 ≤ 2λ/pi
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Figure 2.2: Detector and beam footprint with misalignment.
[65, P. 630]. Thus, the Gaussian beam model is valid only for beams with waists larger
than about 2λ/pi.
Consider a circular optical detector C with radius a located on the received beam
plane, as shown in Fig. 2.2. The distance between the center of C and the beam center,
i.e., the radial displacement caused by the pointing error, is denoted by d. The fraction
of power that detector C can collect is hp. Since it is related to d, a, ω0 and z, we denote
it as hp(d, a, ω0, z). Clearly, the value of hp(d, a, ω0, z) can be obtained by performing a
double integral over the detector region, i.e.,




2 + y2;ωz)dxdy, (2.7)
where d, a, ωz, ω0 and λ are all non-negative parameters. In general, the detector radius
2a is far smaller than the beam width ωz and thus we can assume the power distribution
over detector C to be uniform. Thus, hp(d, a, ω0, z) can be calculated approximately by
hp(d, a, ω0, z) ≈ A0Ibeam(x2 + y2;ωz), (2.8)
where A0 is the fraction of the collected power when no pointing error occurs. By
modelling the elevation and the horizontal displacement as two independent and







2−1, 0 < h < A0, (2.9)
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where γ is the ratio between the equivalent beam radius at the receiver and the pointing
error displacement standard deviation at the receiver.
Since hl is deterministic while hp and ha are stochastic, in this thesis, we incorporate
hl into ha which amounts to setting hl = 1. Finally, the channel gain h can be
regarded as the product of two independent random variables ha and hp, and by using










da, h > 0. (2.10)
Since the time scales of these fading processes caused by the atmospheric turbulence and
pointing errors are of the order of 10−3s to 10−2s, which is far larger than the bit interval
(≈ 10−9s for multi-Gbps systems), h is considered to be constant over a large number
(≈ 106) of symbol intervals [7, 67]. Thus, if the background radiation is negligible, the
channel coherence length Lc, which is defined as the number of symbol intervals over
which h can be regarded as constants, could be assumed of the order of 106.
2.2 Background Radiation
Unlike fibre systems, FSO signals are transmitted through the “free space”. Thus, other
non-signal light, which is also referred to as the background radiation, can also arrive
at the receiver photodetector through the free space. As introduced in Chapter 1, a
well-designed optics system can reduce the background radiation but not completely reject
it. For FSO IM/DD systems, if the residual amount of background light is non-negligible,
its induced noisy photocurrent can still degrade the system performance [26–28, 68, 69].
The photocurrent component due to background radiation is time-varying and with
low frequency range [70]. The spectrum of the photocurrent due to various types of
background radiation are studied and measured in [71–74]. The power spectral density
(PSD) of the photocurrent due to background radiation extends from DC to typically a
few tens of kilohertz, exceptionally a few hundreds of kilohertz, depending on the type
of source [70]. Compared with the typical data rate of the FSO system, we can model
the background component as constant over a number consecutive symbol intervals. It
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should be emphasized that the interaction of the signal with background radiations due
to the non-linear characteristic of photodetectors can practically be neglected [75].
Besides the photocurrent due to background radiation, some modulators cannot
completely turn off the laser when an “off” symbol is transmitted. The phenomenon is
also known as the finite extinction ratio. The photocurrent due to this incomplete turning
off is related to the channel state and the transmit power. Since the channel fading
processes are of the order of 10−2-10−3s, this current is also time-varying with a relatively
low frequency and can be regarded as constant over a large number of consecutive symbol
intervals.
In addition, there is always a dark current generated by photodectectors. In most
previous studies, the dark current is very weak and can be considered as negligible.
Besides, since the dark current can be measured, it can be assumed to be known and
cancelled perfectly. However, for systems with very large path loss, such as inter-satellite
links or links under strong fog, the received signal power is extremely low and the system
can only operate with a relatively lower data rate. In this case, the impact of dark current
is no longer negligible. Furthermore, the dark may not be constant permanently and may
vary according to the external voltage, the temperature, and the age of photodetectors.
Thus, cancelling based on the pre-measurement is not perfect.
In this thesis, for the FSO IM/DD system, the superposition of these three
components, i.e., the photocurrent due to background radiation, the photocurrent due
to the transmitter incomplete turning off and the dark current, is referred to as the
background component. Thus, for systems disturbed by both fading and background
radiation, the channel coherence length Lc is defined as the number of symbol intervals
over which both the channel gain and the background component can be regarded as
constant. If the background is non-negligible, the channel coherence length Lc can be
safely regarded of the order of 103.
If the background radiation is extremely strong, it can saturate the receiver
photodetector and thus cause communication outage. In this scenario, the signal light
completely falls into oblivion in the background and cannot be detected. Even if the
receiver photodetector is not saturated, strong background also brings strong shot noise,
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which is no long negligible compared with the circuit thermal noise, and thus severely
reduce the receiver SNR. In this thesis, for FSO IM/DD systems, our study for the
background radiation is based on the assumption given below.
Assumption 1. In this thesis, for FSO IM/DD systems, we assume that the background
radiation has been reduced by the well-designed lens optics and the photocurrent due to
the residual background radiation is on the same order of the electrical circuit thermal
noise.
Under this assumption, we can ensure that the receiver photodetector is not saturated
and the shot noise introduced by both communication signal light and background
radiation is still negligible. The analysis of how the background radiation affects the
system performance and the method to mitigate it, given in this thesis, is based on this
assumption.
For the FSO IM/PC system, since the receiver photodector can directly output
the number of photons that arrive at the receiver aperture during each symbol interval,
no dark current component exists. The superposition of the photon counts due to the
background radiation and the transmitter incomplete turning off is referred to as the
background component. The channel coherence length Lc is also on the order of 10
3.
For PC systems, since the thermal noise does not affect the system, the system is more
sensitive to the background radiation. We will show that even very weak background
radiation can degrade the system performance severely.
2.3 Photodetection
In optical communications, optical signals should be converted to their electrical
counterparts that can be processed by conventional electronics to recover the transmitted
information. To detect optical signals, methods, based on various physical phenomena
such as photon effects, thermal effects and wave interaction effects, have been developed.
Among these physical phenomena, photon effects can be used to achieve excellent
performance and almost all practical optical communication systems are developed based
on them [76, Ch. 2]. The remaining parts of this thesis are based on this technique.
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Figure 2.3: A photodetector model.
I I M I
Figure 2.4: The signal constellation of the optical PAM at the transmitter side.
As shown in Fig. 2.3, the photosensitive material absorbs photons through atomic
interactions and produces free electrons. An external voltage is applied to force the free
electrons to drift in a given direction, forming a current as the detector output. The
conventional electronics can process the current signal or the voltage signal of the load
resistor. The conversion from the light to the electrical current is naturally stochastic,
and thus the photodetector output is always a random process in time. In this thesis,
we consider the two commonly-used receiver structures for detecting intensity-modulated
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Figure 2.5: The block diagram of a optical receiver using the direct detection.
2.3.1 Direct Detection
We consider an IM/DD link using M -ary pulse amplitude modulation (M-PAM). In
conventional electrical communication systems, PAM refers to the modulation scheme
where the amplitudes of different signals are equally spaced. For example, 4-PAM and
8-PAM refer to modulation with 4 and 8 amplitude levels, respectively. The amplitude
distance between adjacent levels should be kept the same. In optical communications,
M-PAM is used to refer to multilevel intensity modulation, even though this is not
strictly accurate [77]. In optical PAM, the intensity distance between adjacent levels is a
constant, resulting in that after the optical-to-electrical conversion, the electrical-domain
amplitude distance between adjacent levels is a constant. Specifically, the transmitter side
constellation is shown in Fig. 2.4, where I denotes the minimum signal intensity distance
and the instantaneous transmitted power according to symbol M − 1 is (M − 1)I. The
transmitter average power is defined as power averaged over all possible signals, and can
be calculated via P¯ = 1
M
∑M−1
j=0 jI assuming all symbols are equiprobable.
Inside the receiver, as shown in Fig. 2.5, there is an integrator that integrates the
photo current for each symbol period Ts. For the kth symbol interval ((k − 1)Ts, kTs),
the received electrical signal r(k) is obtained by sampling the integrator at time t = kTs.
Since the photocurrent can be assumed to be constant during the integration time, if a





TsRIb + n(k), (2.11)
where R is the responsivity of the photodetector and h denotes the instantaneous channel
gain. In (2.11), Ib denotes the received light power due to background radiation. The
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transmitted data symbol m(k) takes on any value from set {0, 1, ...,M − 1} with equal
probability, and Gray mapping of bits onto the levels is assumed. In practice, multiplying
the received signal by the normalizing basis φ0(t) =
√
1/Ts, which is shown in Fig. 2.5,
is not necessary. We use it here because we want to simplify later performance analysis
by normalizing the discrete additive white Gaussian noise (AWGN) term n(k) such that
E[n(i)n(j)] = δijN0/2 conditioned on that the continuous noise term n(t) is an additive
white Gaussian random process with mean zero and two-sided PSD N0/2.





In (2.12), η is the quantum efficiency; e is the elementary charge; λ is the carrier
wavelength; hPlank is the Planck constant; and c is the light speed in vacuum.
By defining A =
√
TsRhI as the instantaneous receiver-side electrical-domain
minimum signal distance and Bc = ηIb
√
Ts, r(k) can be modelled as [78]
r(k) = Am(k) +Bc + n(k). (2.13)
Since atmospheric turbulence and pointing errors cause fluctuations in the intensity of
the received signal, i.e., h is time-varying, therefore, A is time-varying and is modelled
as A = hd where d denotes the minimum signal distance when h = 1, i.e., d =
√
TsRI,







M − 1 . (2.14)
In this thesis, we use A and hd to represent the instantaneous receiver-side
electrical-domain minimum signal distance interchangeably. Specifically, for receiver
design, A is used more commonly; and for performance analysis, hd is used more
commonly.
The AWGN noise is the superposition of electrical circuit thermal noise and the shot
noise. The PSD of the total AWGN N0 is
N0 = N0,t +N0,s, (2.15)
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where N0,t denotes the PSD of the thermal noise and N0,s the PSD of shot noise. In
electrical circuit, thermal noise exists inherently and the PSD in Watt/Hz is 2kBT ,
where kB is the Boltzmann constant and T is the absolute temperature. Since we perform
analog-to-digital conversion of the electrical current signal, N0,t here is
N0,t = 2kBT/RL, (2.16)
where RL is the receiver circuit load resistance. The PSD of the shot noise is related to
the incident optical power. For pin diode, N0,s is calculated via
N0,s = 2e(RhIm(k) + IbR + id), (2.17)
where e is the elementary charge, R is the photodetector responsivity, Ib is the received
background radiation power and id is the photodetector dark current. At this point, from
(2.17) it is clear why strong background radiation brings strong shot noise. In general,
for pin detectors, the shot noise is tens of decibels lower than the thermal noise, and thus
is negligible.




Ts(hIm(k) + Ib) + n(k), (2.18)
where n(k) is still the AWGN. The thermal noise PSD keeps the same as that given in
(2.16). The PSD of the shot noise for APD detectors is
N0,s = 2qG
2FA(RhIm(k) + IbR + id), (2.19)
where FA is given in
FA(G) = kAG+ (1− kA)(2− 1
G
) (2.20)
In (2.20), kA is a parameter between 0 and 1, and is related to the detector materials. In
this case, since the shot noise is amplified by a factor of G2FA, it is no longer negligible
compared with the thermal noise. From (2.19), we can see that the noise of APD systems
is signal dependent.
In this thesis, for IM/DD systems, our study focuses on systems adopting pin diodes
as photodetectors. Studies on systems adopting APD diodes are considered as future
works.
26
Ch. 2. System Model
( )r k
Figure 2.6: The block diagram of a optical receiver using the photon counting.
2.3.2 Photon-Counting Detection
Another detection method is the photon-counting (PC) scheme. The device is assumed
to be able to count the exact number of photons that arrive at the photodetector over
a symbol interval. In this case, the detector outputs the counts directly and thus the
system is no longer affected by circuit thermal noise. PC is considered as a very efficient
and effective way for signal detection, especially for the detection of weak signals. It
has been used in the National Aeronautics and Space Administration (NASA) Lunar
Laser Communications Demonstration (LLCD) [79]. The cost of using high-speed PC
devices is very high since the system should operate in some extraordinary conditions.
For example, in the NASA LLCD, the detectors are cooled to 2.6K [79]. Thus, this
technology is commonly used in space applications. The performance of PC system is
also referred to as the quantum limit [80].
In this thesis, for the PC systems, on-off keying (OOK), which is a special case of
the M-PAM when M = 2, is considered. The system block diagram is shown in Fig.
2.6. At each time k, the received signal r(k) is a discrete Poisson random variable with
probability mass function (PMF) [31–34]




where h denotes the channel gain, ns and nb are the mean count parameters due to the
transmitted signal and the background radiation, respectively. Notation m(k) is used to
denote the transmitted data bit, which takes on either the value “0” or “1” with equal
probability. Here, we define nr = hns as the the effective count parameters due to the
received signal and in later parts of this thesis, nr and hns are used interchangeably.
27
2.3 Photodetection
Consequently, P (r(k)|m(k), h, ns, nb) and P (r(k)|m(k), nr, nb) are used interchangeably.
The receiver-side average signal-to-noise ratio (SNR), which is defined as the ratio of
the squared expected mean of the information bearing component to the total variance







Ideal Detection and Performance
Analysis
In this chapter, we introduce the optimum detection method with ideally perfect
channel information for both the FSO IM/DD system and the FSO IM/PC system.
Theoretical performance analysis has been given and numerical results are presented.
The performance results of these ideal receivers is used as benchmarks when analysing
the receivers that are designed to be practically implementable.
In Section 3.1, we introduce the optimum receiver with ideal channel information for
the FSO IM/DD system. The performance analysis and numerical results of this receiver
are given in Section 3.2. Similarly, the optimum receiver with ideal channel information
for the FSO IM/PC system is given in Section 3.3, and its performance is analyzed in
Section 3.4
3.1 Ideal Detection for IM/DD Systems
We assume that the ideal receiver knows both the CSI and the background component
Bc perfectly. Thus, ML detection is performed by setting the decision mˆ(k) as
mˆ(k) = arg max
m(k)
p(r(k)|h, d,m(k), Bc), (3.1)
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where p(r(k)|h, d,m(k), Bc) is the pdf of r(k) conditioned on h, d, Bc and m(k), which
is given by









Substituting (3.2) into (3.1) and eliminating irrelevant items, we have the decision rule
as
mˆ(k) = arg min
m(k)
(r(k)− hdm(k)−Bc)2. (3.3)
In principle, to perform (3.3), one has to compute the value of (r(k)−hdm(k)−Bc)2
with all possible m’s (0,1, ..., M − 1) and choose the one with minimum value. In that
way, the search complexity increases with M . To reduce the complexity, we can further
simplify the decision rule (3.3) to
mˆ(k) =







M − 1 , r(k) > (M − 1)hd+Bc
(3.4)
where b·c is the floor function. In contrast to implementing (3.3), implementing (3.4)
is much simpler. First, we need to compare r(k) with Bc and (M − 1)hd + Bc. If
r(k) < Bc or r(k) > (M − 1)hd + Bc, the decision is made. If Bc < r(k) < (M −
1)hd + Bc, we can substitute r(k) into b r(k)−Bchd + 12c and obtain the decision. Totally,
the computational complexity is much lower and is independent of the modulation order
M . After performing (3.4), an additional reverse Gray mapping is required to recover
the transmitted information in bits.
At this point, we see that, the product of h and d, i.e., the receiver-side minimum
signal distance A, and Bc are both essential to perform ML detection. More intuitively, we
give the electrical-domain signal constellation at the receiver side as well as the optimum
decision boundaries in Fig. 3.1, from which we can see that the instantaneous values of
A and Bc are both required for reliable signal detection.
If the background radiation component Bc is negligible, we can regard Bc = 0 and
30








M A B 
( 1) cM A B ( 2) cM A B 
...
Figure 3.1: The electrical-domain signal constellation of M-PAM at the receiver










M − 1 , r(k) > (M − 1)hd
. (3.5)
Since this receiver (3.5) requires the perfect CSI, we call it the PCSI receiver. Similarly,
since the receiver given in (3.4) can further cancel the background radiation, it is referred
to as the PCSI-BC receiver.
From (3.4) and Fig. 3.5, we can clearly see that if the background Bc is perfectly
known at the receiver side, it can be subtracted accordingly. The implementation of (3.4)
can also be performed by first subtracting the background component from the received
signal (after the integrator) and then substituting it into (3.5). Since we consider the
pin diodes as the receiver photodetector for IM/DD systems, the system is operating in
thermal noise limited region. Though additional shot noise is brought by the background
radiation, it is negligible compared with the electrical circuit thermal noise, and thus,
the system noise PSD N0 is independent of the incident optical power. Therefore, the
performance of background radiation free case can be achieved. For IM/PC systems,
the story is different since the PC photodetector is not disturbed by the thermal noise
and can directly output the photon counts. As shown in later chapters, the background
radiation cancellation can only be done for IM/DD systems; and for IM/PC systems,
we can only compensate the background radiation by adjusting the decision threshold
accordingly but not completely cancel it.
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3.2 BEP Performance of IM/DD Systems
We first consider the AWGN channel, in which the value of h is always 1. The symbol


























Thus, the SEP of the PCSI receiver over the FSO channel conditioned on a fixed value
of h is












There are two types of PAM: as shown in [82, Fig. 3.2-1], the first type has a
constellation that is symmetric about the origin; the other constellation is asymmetric
as shown in Fig. 2.4. The mappings from the energy per bit Eb to the minimum signal
distance d for the two types of PAM are different. With the same minimum signal distance
d, the error performance of both symmetric PAM and asymmetric PAM are the same.
The BEP of symmetric PAM systems over the AWGN channel has been given in [83, Eq.’s
(9) and (10)] , in terms of the energy per bit and the AWGN PSD. Based on the mapping
from the energy per bit to the signal minimum distance for the symmetric PAM given
in [83, Eq. (2)], we can obtain the reverse mapping which is from the signal minimum
distance to the energy per bit. Substituting this reverse mapping into [83, Eq.’s (9) and
(10)], we derive the general BEP expression in terms of the minimum signal distance d
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It should be noted that since the BEP given in (3.9) is expressed in terms of d and N0, it applies
to both symmetric and asymmetric PAM signals over the AWGN channel.
The BEP of the ideal receiver conditioned on a given value of h is












Due to the complexity of ph(h) in (3.11), this average BEP is computed by numerical integration.
Since (3.11) is the ABEP expression of the ideal detection with perfect channel knowledge, it
is also referred to as the genie bound.
If only adjacent symbol errors occur, one symbol error leads to only one bit error. Since
log2M bits are transmitted when one symbol is transmitted, the BEP is 1/ log2M times of
the SEP. Thus, if only adjacent symbol errors are considered, the BEP of PAM signals can be














for the FSO channel [85] [86, Sec. 3.3].
For the most commonly used OOK system, the average SEP is the same as the average
BEP since one data symbol carries exactly one information bit. The ABEP / ASEP is thus
given by







The value of d can be calculated using (2.14). In the parts of this thesis that shows
numerical results, we plot ABEP versus average received optical power curves. The average
received optical power is E[h]P¯ , where P¯ is the average transmitted optical power. It should be
noted that the average transmitted optical power is obtained by averaging the instantaneous
power over all possible signals conditioned on that the minimum signal power distance I does
not change. The average received optical power is obtained by averaging the instantaneous
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received power over all possible channel states conditioned on that the average transmitted
optical power keeps unchanged.
In some references such as [23, 87, 88], the performance results are presented using ABEP




Notation Eb denotes the electrical-domain energy per bit. For conventional electrical digital





(id)2 = Eb log2M, (3.15)




(M − 1)(2M − 1) . (3.16)
Thus, from (2.14) and (3.16), we have
Eb =
2(2M − 1)TsR2P¯ 2
3(M − 1) log2M
. (3.17)
Substituting (3.16) into (3.11), we may find that the ABEP depends only on the value of EbN0 and
the distribution of h. This is reasonable, since for conventional electrical digital communication
systems, with a fixed EbN0 value, the error performance is not related to the data rate. That is to
say, for a certain error probability requirement, the energy consumed on each bit is fixed, and
the transmitted power is linear to the data rate. This is true in the electrical domain. However,
the story is different if we study the optical energy consumption on each data bit.
If we use Eob to denote the optical energy consumed on each bit, E
o














2R2(2M − 1)Rdata . (3.20)
Since the value of N0 is a constant for some specific receiver, to achieve some error probability,
we may consume a certain value of Eb. Therefore, if the value of Eb in (3.20) is unchanged,
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we find that the increase of the data rate Rdata leads to the reduction of the optical energy
consumed on each bit, i.e., reducing the value of Eob .
This is because the amplitude of the photodetector output current is proportional to
the incident light power [89]. That means if we increase the optical power by S times, the
electrical-domain signal amplitude is increased by S times, and the electrical-domain signal
power is increased by S2 times. When we use a larger bandwidth, say K times of before, to
achieve a higher data rate, the noise power, which is the product of the noise power spectral
density and the bandwidth, is increased by K times. To keep the error probability same, the
electrical-domain signal power is also required to be increased by K times, corresponding to
increasing the optical signal power by
√
K times. Since the transmission rate is increased by
K times, the required time for transmitting the same amount of data is shortened to 1K times
of before, and thus the total optical energy consumption is
√
K × 1K = 1√K times of before. In
conclusion, we suggest using a higher bandwidth since it saves energy.
It should be emphasized that all the analysis and conclusions in the previous paragraph
are based on several basic assumptions:
1. The photodetector is a pin diode, i.e., thermal noise can be regarded as the dominant
noise souse and shot noise is negligible
2. The photodetector will never be saturated by the signal pulse that is with the highest
power level
3. The photodetector can respond as fast as the user requires, i.e., the photodetector
bandwidth is not smaller than the system symbol rate
4. The FSO channel is always in a linear regime, where the output power is proportional to
the input signal power
Without any of the abovementioned assumptions, the analysis and conclusions may not be true.
For the assumption 1, it is more like a premise rather than an assumption. For a communication
system, one can control the transmit power to ensure that the receiver photodetector is not
saturated by the pulse with the highest power, and thus assumption 2 is realistic. In this
thesis, the photodetector bandwidth is required to be no larger than 10 GHz, which can be
easily satisfied by a modern commercially available product. This ensures that the assumption
3 holds and in the previous chapter, we have argued that the FSO channel is in a linear regime.
These assumptions are also used for later chapters dealing with IM/DD systems.
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For the most commonly used OOK system, the electrical-domain minimum signal distance
d equals
√
2Eb, i.e., d =
√
2Eb, thus the instantaneous BEP / SEP expression in terms of the
instantaneous SNR per bit is given by




















For higher order PAM systems, the instantaneous or average BEP can be obtained by
substituting (3.16) into (3.9) or (3.11).
Table 3.1: Parameter values for numerical results
Parameter Symbol Value Remarks
Parameters of (2.2) (α, β)
(17.13, 16.04) corresponding to SI=0.1244




Parameters of (3.9) (γ2, A0) (2.8071, 0.0198)
Carrier wavelength λ 1.55 µm
Quantum efficiency η 1
Thermal noise N0 7.9621×10−23 A2/Hz = -174 dBm/Hz ÷ 50 Ω
Parameter values for the numerical results are given in Table 3.1. Accurate values of
physical constants such as the Planck’s constant, the elementary charge, and the light speed in
vacuum, can be found in the National Institute of Standards and Technology (NIST) website
Fundamental Physical Constants from NIST [90]. In Fig. 3.2 and Fig. 3.3, we plot the BEP
versus average received optical power curves of the ideal receiver. We see that if we keep the
data rate unchanged and increase M to save bandwidth, to achieve the same error probability,
we need to increase the transmit power. This means that bandwidth and power are a pair
of contradictions. We can hardly minimize both of them simultaneously, but we can select
appropriate values according to practical requirements. Another interesting observation is that
if we keep M unchanged and use a larger bandwidth to achieve a higher data rate, to achieve
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the same level error probability, the multiple of the power growth is the square root of that of
the data rate growth. Specifically, we can see that for M = 4, if we increase the data rate from
10 Gbps to 20 Gbps, the corresponding power increment is less than 3 dB, approximately 1.5
dB.
We observe that the approximate BEP expression (3.13) is more accurate for lower-M -value
cases. This is because that in (3.13), only adjacent symbol error is considered. For
lower-M -value cases, the total number of possible non-adjacent error symbols is low. A typical
example is that when M = 2, i.e., for OOK systems, only adjacent symbol errors exist. We also
observe that (3.13) is more accurate at lower BEP regions, i.e., weaker turbulence channels
or higher average received optical power regions. This is because in lower BEP regions,
non-adjacent symbol errors occur less frequently compared with the adjacent symbol error.
3.3 Ideal Detection for IM/PC Systems
Similar to the ideal receiver of IM/DD systems, its counterpart of IM/PC systems is assumed
to have accurate values of nb (≥ 0) and nr (> 0), for detection. Since only OOK is considered,
based on the ML principle, the decision rule is given by the likelihood ratio test (LRT), which
is
P (r(k)|0, h, ns, nb)





where mˆ(k) denotes the decision on m(k). When nb = 0, obviously, we have
P (r(k)|0, h, ns, nb) =
 1 , r(k) = 00 , elsewhere . (3.24)
Thus, the decision rule when nb = 0 is
mˆ(k) =
 0 , r(k) = 01 , elsewhere . (3.25)
When nb > 0, by substituting the signal PMF (2.21) into (3.23) and simplifying it, the decision
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(a) M=2, 4, and 16































(b) M = 8 and 32.
Figure 3.2: Performance of detection with ideal channel information for the FSO
IM/DD system, SI=0.1244.
38
Ch. 3. Ideal Detection and Performance Analysis






























(a) M=2, 4, and 16





























(b) M = 8 and 32.
Figure 3.3: Performance of detection with ideal channel information for the FSO
IM/DD system, SI=1.3890.
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where the decision threshold is given by







Similarly, since this receiver (3.26) requires perfect knowledge about the CSI and the
background radiation and detects signals accordingly, it is referred to as the PCSI-BC receiver
for the IM/PC system. However, since this receiver cannot completely cancel the effects caused
by the background radiation, term BC here should be interpreted as background compensation.
3.4 BEP Performance of IM/PC Systems
The average bit error probability (BEP) over all possible channel states is given by
P (e|ns, nb) =
∫ ∞
0
P (e|0, h, ns, nb) + P (e|1, h, ns, nb)
2
ph(h)dh, (3.28)
where P (e|0, h, ns, nb) is the probability that a “0” is transmitted but a “1” is the decision made
by the receiver, conditioned on a given channel parameter combination (h, ns, nb); similarly,
P (e|1, h, ns, nb) is the conditional probability that a “1” is transmitted but a “0” is detected.
The value of P (e|0, h, ns, nb) and P (e|1, h, ns, nb) can be evaluated by
P (e|0, h, ns, nb) = P (r(k) > τ) = 1− F (τ, nb) (3.29)
and
P (e|1, h, ns, nb) = P (r(i) < τ) = F (τ, hns + nb), (3.30)
where F (k, λ) is the cumulative distribution function (cdf) of a Poisson distribution with
parameter λ. In (3.29) and (3.30), τ denotes the decision threshold, i.e., τ = nr/ ln (1 + nr/nb).
Due to the complexity of ph(h) and F (k, λ) in (3.28), this average BEP is computed by numerical
integration. The average BEP of this ideal receiver (3.26) obtained from (3.28) is also referred
to as the genie bound. Term genie bound represents the ABEP of ideal detection with perfect
channel knowledge and is commonly used as a benchmark when analysing other receivers.
Therefore, since the ABEP expressions given in (3.11) and (3.28) are both referred to as the
genie bound, when the performance of IM/DD system receivers is discussed, the genie bound
refers to (3.11); and when the performance of IM/PC system receivers is discussed, the genie
bound refers to (3.28).
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From (3.28) - (3.30), we see that the error probability is related to ns, nb, and the pdf of h.
Unlike some other systems, the SNR value alone cannot determine the ABEP. For example, if
nr = 50, nb = 25, the corresponding SNR is 12.5 and ABEP is 1.17×10−4; if nr = 100, nb = 150,
the corresponding SNR is till 12.5 but ABEP changes to 1.80× 10−4.
Also, we see that increasing the value of nb will decrease the SNR and thus degrade the
system performance, even for the ideal receiver. For example, if the instantaneous photon counts
due to received signal is nr = hns = 20 and the photon counts due to background radiation
is zero, i.e., nb = 0, the system instantaneous BEP is 2.06 × 10−9. If the photon counts due
to background radiation is increased to 5, i.e., nb = 5, still with nr = 20,the system error
performance is severely degraded to BEP=0.0205. This example is based on the ideal receiver
(3.26). For receivers using an inaccurate value of nb, the error performance is further degraded.
We will show that our proposed receivers can approach the ideal receiver’s performance, but
not completely cancel the background radiation.
Numerical results of (3.28) are given in Fig. 3.4, where the value of nb is set to be 39
[31]. The PC system is more efficient than the DD system in terms of power consumption.
For example, we can read Fig. 3.4 and see that for SI=0.1244, 25 dB SNR corresponds to
BEP 10−5. If nb = 39, according to the SNR definition given in (2.22), we can obtain the
average received photon counts due to signal is E[h]ns ≈ 635. If the carrier wave length is 1.55
µm, data rate is 10 Gbps, corresponding average received optical power is approximately -33.9
dBm. We can read Fig. 3.2 and know that with BEP to be 10−5, for the IM/DD system (with
M = 2) operating over the SI=0.1244 channel, the required average received optical power is
approximate -17 dBm. The performance gain of the IM/PC system is approximately 16.9 dB
compared with the IM/DD system.
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Receiver Design for the FSO IM/DD
System
Atmospheric turbulence and pointing errors cause intensity fluctuations of FSO signals and
impair link performance. Several receiver structures which could mitigate the signal fluctuations
were proposed in the past [14, 20, 21, 23], but these existing receivers depend highly on the
channel model and the model parameters. The performance deteriorates if the channel model or
the model parameters are inaccurate. In [87], we develop a Viterbi-type trellis-search sequence
receiver based on the GLRT principle for the FSO OOK/DD system. This receiver is robust
in that it continuously performs maximum likelihood (ML) estimation of the unknown channel
gain without the knowledge of the channel model, and adapts the decision metric accordingly.
It works well in a slowly time-varying environment and its error performance approaches that of
ML detection with perfect knowledge of the channel gain, as the memory length used for forming
the decision metric increases. A new, decision-feedback, symbol-by-symbol receiver with lower
implementation complexity and higher memory efficiency is obtained as an approximation to
the sequence receiver in [87].
Later, we generalize our sequence receiver for the FSO M-PAM/DD system in [78] and
the DFB receiver in [91]. The generalized receivers retain all the benefits of the original ones
such as high efficiency and low complexity, and have been shown to be able to achieve the
performance of detection with perfect channel knowledge. In this chapter, to save space and to
avoid tedium caused by reintroducing the same theory, we introduce our receiver design work
for the M-PAM/DD system directly. In Section 4.1, we derive our sequence receiver, which is
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called the GLRT-IMDD sequence receiver, and in Section 4.2, we show the performance of this
sequence receiver with low modulation orders. The simplification of the sequence receiver is
given in Section 4.3, where the GLRT-IMDD DFB receiver is developed. In Section 4.4, we give
the performance results of the DFB receiver. The concluding remarks are given in Section 4.5.
In this chapter, the background radiation is considered as negligible. We will discuss the
background cancellation work in the next chapter.
4.1 The GLRT-IMDD Sequence Receiver Decision
Metric
We consider a subsequence with L immediate past symbols of the entire sequence, where
L is much smaller than the channel coherence length Lc. At time k, the transmitted data
subsequence is denoted by m(k, L) = [m(k−L+ 1), ...,m(k)] where m(i) ∈ {0, 1, ...,M − 1} for
any integer i. Similarly, r(k, L) = [r(k − L + 1), ..., r(k)] and n(k, L) = [n(k − L + 1), ..., n(k)]
are used to denote the corresponding received signal subsequence and noise subsequence. For
simplicity of notation, we drop the index terms k and L, and denote these quantities as m, r
and n. Since the background radiation is negligible and L is far smaller than Lc, the received
subsequence could be modelled as
r = Am + n. (4.1)
Due to the independence of the fading gains and the AWGN, the conditional pdf of r is









Our GLRT-IMDD sequence receiver jointly decides on m and A that maximize p(r|m, A) [92,
93]. We use mˆ and Aˆ to denote the detection result on subsequence m and the estimated value
of A, respectively. From (4.2), the decision rule is reduced to
(mˆ, Aˆ) = arg min
m,A
‖r−Am‖2. (4.3)
For a given m, by differentiating ‖r − Am‖2 with respect to A and letting the derivative be





Ch. 4. Receiver Design for the FSO IM/DD System
Here, it should be emphasized that Aˆ(m) is the ML estimate of A conditioned on a hypothesised




= ‖r‖2 − (r ·m)
2
‖m‖2 . (4.5)
The right hand side of (4.5) gives the minimum value of ‖r − Am‖2 for each subsequence m.
Thus, to minimize ‖r−Am‖2, we only need to maximize (r·m)2‖m‖2 with respect to m. The decision
rule (4.3) now is reduced to
mˆ = arg max
m




After (4.6), a reverse Gray mapping, which is from symbols to bits, is required to recover the
transmitted data information in bits.
Here, we can see that the our GLRT-IMDD sequence receiver has the benefits below:
• Only a simple evaluation of the decision metric value, where no integrals and no
requirement of values of Eb and N0 are involved, is required
• The estimation of A in (4.4) is implicit
• That the channel model information is not required in (4.6) makes it robust and enables
it to operate in any slowly time-varying environment, regardless of the distribution of h
4.2 The Viterbi-Type Trellis-Search Algorithm
4.2.1 An Example for the OOK System
In Appendix 4.A, we show theoretically that as L becomes large, the error probability of this
sequence receiver (4.6) approaches that of the genie bound. In principle, to implement (4.6),
one has to compare ML possible L-symbol subsequences and choose the one with the highest
metric value. If L increases, the search complexity increases exponentially. Nevertheless, a large
value of L is preferred. Thus, to use a large value of L and to keep the implementation simple,
a Viterbi-type trellis-search algorithm is given in this section.
We consider the simplest OOK modulation as our example. As shown in Fig. 4.1, a trellis
with 2 nodes at each time point k is constructed. Each node is labeled by the values assumed by
data symbol “0” or “1” . All the branches, leading into the same node, represent transmission
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Figure 4.1: Trellis diagram of OOK signals.
Figure 4.2: Memory usage without the selective-store strategy.
of the symbol corresponding to that node at time point k. The metric of the path m(k, L) at
time k is computed based on (4.6) with only the L most recent data symbols m(k, L) and the
L most recent received signals r(k, L). Assume that the paths of two hypothesized sequences
enter the same node at time k. The algorithm computes the metrics of the two hypothesized
sequences, then saves the sequence with a higher metric value and discards the sequence with
a lower metric value. The same is repeated for all paths entering the same node, and the path
with the largest metric is saved as the survivor. The decision on a bit is only made when the
tails of all survivors have merged at a node. The entire trellis-search algorithm works in the
same way as the Viterbi algorithm.
Since at each node, only one survivor exists, and at each time point, only two nodes exist,
the receiver is required to store the two survivors’ paths, which are denoted by m0(k, L) =
[m0(k − L + 1), ...,m0(k)] and m1(k, L) = [m1(k − L + 1), ...,m1(k)]. Likewise, because the
received signal vector r is required in (4.6), the receiver must store r. As shown in Fig. 4.2, in
implementation, we define three memory arrays A0m, A
1
m and Ar inside the receiver. Arrays
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A0m and A
1
m are used to store the two survivors’ paths which are two binary sequences. Array
Ar is used to store the L most recent received signals which are a sequence of real numbers.
Quantities ‖m‖2 and (r ·m), which are the denominator and the square root of the numerator of
the decision metric (4.6), can be systematically calculated by adding and subtracting the values
or the product of two relevant values stored in A0m, A
1
m and Ar, which are refreshed at each
time corresponding to the beginning and the end of the sliding detection window. Specifically,
at each time k, the receiver first computes the decision metrics of four potential paths, discards
two of them, then outputs the detection result if necessary (if two survivors merge), drops
the values m0(k − L), m1(k − L) and r(k − L), and stores m0(k), m1(k) and r(k) into the
corresponding memory arrays.
In practice, to choose an appropriate value of L, two aspects need to be considered. One
is to retain complete survivors after the most recent merge node. We use k∗ to denote the time
location of the most recent merge node. Alternatively, we say that the distance from current
time k to the last merge node is (k − k∗). Obviously, (k − k∗) is a random number. From
simulation observations, the mean of (k − k∗) is no larger than 2, and a safe value for L to
ensure that (k−k∗) is always much smaller than L is 20. Meanwhile, (k−k∗) is also the system
delay due to signal processing. Compared to some other complicated algorithms which involve
block-by-block detection, this level of delay is very low and is considered acceptable. If some
application is very sensitive to delay, the DFB receivers are recommended due to lower delay
and higher efficiency.
Because the decision metric λ(m(k, L)) is a ratio, we have to ensure that the denominator
of λ(m(k, L)) is not zero for all times k. One “on” symbol has to be inserted at the beginning
of each packet to initialize the receiver. This will avoid a zero denominator at the start of the
receiver operation. It is possible that a packet contains more than L successive “0” symbols.
In this case, the denominator is zero, and the GLRT-IMDD sequence receiver fails to detect
the information. We say that an All-Zeroes event occurs if there are more than L successive
“0” symbols in the data stream. In order to reduce the probability of the occurrence of an
All-Zeroes event, one way is to increase the memory length L, since this probability is on the
order of 2−L. This is the second consideration in choosing an appropriate value of L. The value
of 2−L is essential to be about three orders of magnitude lower than the required BEP. If a
desired value of BEP is given, the value of L can be obtained accordingly. For example, if the
BEP is required to be less than 10−6, L should be 30 at least.
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Figure 4.3: Trellis diagram of 4-PAM signals.
4.2.2 Generalization to Systems with Higher Modulation
Orders
For higher order modulations, the Viterbi-type trellis-search algorithm is similar. The trellis
diagram forM = 4 is given in Fig. 4.3, and trellis diagrams for higher value ofM can be obtained
accordingly. The Viterbi-type trellis-search algorithm can reduce the search complexity to a
very low level that is independent of the observation window length. This enables us to use a
long observation window to improve the performance. However, comparing Fig. 4.1 and Fig.
4.3, we find that the search complexity of this Viterbi-type trellis-search algorithm increases
significantly if M grows. Particularly, if the modulation order is M , there will be M nodes
at each time point and M paths entering each node. Thus, for each symbol detection, one
has to compute the decision metrics of all the M ×M = M2 paths and keep the ones with
highest metric value for each node. Overall, the search complexity per bit detected is on the
order of M2/ log2M . As M increases, the complexity of this GLRT-IMDD sequence receiver
increases almost quadratically, which is computationally demanding. We will promote our
decision-feedback receiver as a solution later.
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4.3 The Selective-Store Strategy
4.3.1 An Example for the OOK System
We still use the OOK modulation as the example to illustrate our selective-store strategy in
this section. As we just argued, it is possible to encounter a large number of successive zeros in
the data stream filling the whole observation window, which would lead to a zero denominator.
Increasing the value of L can only reduce the probability of incurring a zero denominator but can
not avoid it completely. In the previous section, we have argued that increasing the value of L
can reduce the occurrence probability of a zero denominator of decision metric (4.6). However,
this method is still still unable to completely avoid the zero denominator. Error floors, which
are caused by this All-Zeroes event, have been observed in [24] and [34]. We propose here
another method which prevents the All-Zeroes event from affecting our system.




2. We see that the received signals, which are detected to carry symbol
“0”, are not contributing to the decision metric. Therefore, we only store the received signals
which are detected to carry symbol “1”. We change the memory structure from the one shown
in Fig. 4.2 to the one shown in Fig. 4.5. We define another array Adm inside the receiver.
Inside Adm, we store the L most recent received signals which are detected to carry symbol “1”.
Arrays A0m, A
1
m and Ar are used to store the two survivors’ paths after the last merge node
and the corresponding received signals, respectively. For example, as shown in Fig. 4.4, paths
m0 and m1 are two survivors at time k, and their tails merge at the node labeled 1 at time k
∗.
Inside Adm, we store L received signals which are all detected to carry “1”. These L received
signals are taken consecutively from time k∗ backward. In Ar, we store the received signals
after time k∗. The decision based on these received signals has not been made. The parts of
the two survivors after time k∗ are stored in A0m and A1m, respectively. Now, the receiver has
the memory of a sequence which contains exactly L “1” symbols before the last merge node.
We use L′ to denote the length of this sequence and define it as the observation window length.
Quantity L′ is a random variable and is definitely larger than L. Now, we use the decision
metric
λ(m(k,L′)) =
(r(k, L′) ·m(k, L′))2
‖m(k, L′)‖2 . (4.7)
In this way, the denominator of λ(m(k, L′)) will never be zero. This implementation method
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Figure 4.4: Two survivors in a trellis diagram.
is called the selective-store strategy here. Note that the length of arrays A0m, A
1
m and Ar must
be the same. After adding the new length-L array Adm, it is not necessary to keep the same
length for arrays A0m, A
1
m and Ar as before. They are only used to store the survivors’ paths
and the received signals after the last merge node. We use l to denote their length. In practice,
as discussed above, l = 20 is sufficient to run the system. As L′ is usually not too large, say,
approximately two times of L from the observation of the simulations, we can still regard the
channel gain as a constant value over the period of this selective store.
Each decision metric is formed by a subsequence, which can be divided into two parts.
For example, as shown in Fig. 4.4, we call the part before k∗ the detected part; similarly, we
call the part after k∗ the ongoing part. Then the square root of the numerator of λ(m), i.e.,
(r ·m), can be calculated as (r ·m) = (r ·m)detected +(r ·m)ongoing. Once the two survivor paths
merge at some node, (r ·m)detected is refreshed by adding the received signals which are most
recently detected to carry symbol “1” and subtracting a corresponding number of the oldest
symbols, and the detected part that are just added into (r ·m)detected should be subtracted from
(r·m)ongoing. When the two survivor paths have not merged, (r·m)ongoing is refreshed by adding
the product of the hypothesized symbol, i.e., “0” or “1”, and the received signal. Similarly, the
denominator can be calculated as ‖m‖2 = L + ‖m‖2ongoing. Note that there is no need to use
the notation ‖m‖2detected, because it always equals L. Thus, in each evaluation of the decision
metric, four additions, one squaring operation and one ratio calculation are performed. On the
average, to renew quantity (r · m)detected, one addition and one subtraction per “1” symbol
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Figure 4.5: Memory usage with the selective-store strategy.
detected are required. As shown in Fig. 4.1, there are two nodes at each time k, and there are
two paths entering each node. At each time point k, for each node, we calculate two metrics,
compare them and discard the path corresponding to the metric with the smaller value. Thus,
at each time k, we evaluate the values of four metrics. Clearly, after adopting the selective-store
strategy, the complexity of both the trellis search and the metric evaluation is not increased. It
is still very low and independent of the observation window length.
4.3.2 Generalization to Systems with Higher Modulation
Orders
For M-PAM systems, to prevent the decision metric denominator from being zero, at each time
k, we can also discard element mˆ(i) = 0 and the corresponding element r(i) for any i. In
this way, a zero-denominator of the channel estimator will never occur, leading to completely
avoiding the channel estimation failure. Unlike the case introduced for the OOK system, if the
length of the memory used in the receiver is Lm, we can only store Lm/2 non-zero detection
results and corresponding signals. This is because for M-PAM systems, non-zero symbols are
not unique and can take any value from set {1, 2, ...,M − 1}. Thus, when storing the received
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signals that are detected to carry non-zero symbols, corresponding decisions are also required
to be stored. We still use Lw to denote the corresponding observation window length. Quantity
Lw is on the order of
Lm
2 · MM−1 . Thus, if the receiver memory size Lm is smaller than the
channel coherence length Lc, we can ensure that the channel gain over observation window is
unchanged.
To achieve a higher memory efficiency, we can store the Lm most recent received signals
that have been detected to carry symbol M − 1. Thus, all the signals correspond to the same
data symbol M −1, store of detection results is unnecessary. This selective-store strategy is the
most efficient in terms of memory usage, since it uses signals with the highest power to estimate
the channel state and avoid the storing of detection results. However, the observation window
length Lw is on the order of MLm. For systems operating under circumstances where the
channel coherence length Lc is not large, we still suggest the selective-store strategy introduced
in the previous paragraph.
A more general description of the selective-store strategy is given as follows. We selectively
store the Lm most recent received signals that correspond to detection results mˆ ≥ α. Clearly,
α takes value from set {1, ...,M − 1} and is an important parameter. For simplicity, we call the
selective-store strategy with the storing criteria mˆ ≥ α, the SSS-α, where SSS is the acronym of
term selective-store strategy. Thus, the selective-store strategies introduced shortly in the two
previous paragraphs are two extreme cases with α = 1 and α = M−1, and are named the SSS-1
and the SSS-(M − 1). For the case α 6= M − 1, both detected data symbols and corresponding
signals are required to be stored; if α = M − 1, since only signals that are detected to carry
M−1 are required to be stored, the best memory efficiency is achieved. Also, with a fixed value
of Lm, a higher value of α leads to better performance. It should be emphasized that we should
always keep the observation window length Lw smaller than the channel coherence length Lc.
The selective-store strategy introduced in this chapter is effective under circumstance where
the background radiation is negligible. In later chapters, the idea of selectively storing the
received signals will be also adopted, but the specific strategy should be modified.
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Figure 4.6: Performance of the fixed-threshold receiver with matched and
mismatched CMIs.
4.4 Performance Results of the GLRT-IMDD
Sequence Receiver
Before presenting the performance of our GLRT-IMDD sequence receiver, we may examine the
performance of the fixed-threshold receiver proposed in [20] first for later comparison. This
ML detection with perfect CMI uses a fixed decision threshold that is optimized according to
the CMI. The performance results of this receiver with perfect CMI and inaccurate CMI have
been given in Fig. 4.6. We refer to the receiver as the ZK receiver following the authors’
names of [20]. In Fig. 4.6, the ZK-W receiver refers to the ZK receiver with a fixed threshold
that is optimized for the weak turbulence channel (SI = 0.1244); similarly, the ZK-S receiver
represents the receiver that is optimized for strong turbulence channel (SI = 1.3890). It can
be seen that even in the ideal case, where the perfect CMI is available, the ZK receiver still
suffers from some power loss compared with the genie bound. In a more practical scenario,
where perfect CMI is not available or inaccurate, the performance of the ZK receiver is further
severely deteriorated. Thus, using an optimized decision threshold according to the CMI is not
only difficult to implement due to the unavailability of the CMI, but also vulnerable due to
the CMI mismatch. On the contrary, the implementation/design of our GLRT-IMDD sequence
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receiver depends on neither the CMI nor the CSI. We will soon show that it is robust and has
a better error performance.
Since the channel coherence length Lc is on the order of 10
6, which is far larger than the
memory size we use here. Thus, we use the SSS-(M − 1), which allows us to simultaneously
achieve a higher performance and a higher efficiency, to implement our GLRT-IMDD sequence
receiver.
We plot our simulation results of the GLRT-IMDD sequence receiver in Fig. 4.7. In this
figure and later figures, abbreviation “num.” is the short form for numerical integration and
“sim.” is the short form for simulation. It can be clearly seen in Fig. 4.7(a) and Fig. 4.7(b),
where weak turbulence and strong turbulence are considered seperately, that the performance
of our GLRT-IMDD sequence receiver can approach the genie bound. Compared with the genie
bound, our GLRT-IMDD sequence receiver’s performance loss with an extreme short memory
length, i.e., Lm = 1, is very small. For the M = 2 case, operating over both weak and strong
turbulence channels, the power loss is around 0.5 dB and for the M = 4 case, the power loss
is approximately 1 dB. When Lm is increased to 12 for SI=0.1244 and 16 for SI=1.3890, the
performance loss can hardly be observed, i.e., the genie bound is almost achieved.
It should be noted that our GLRT-IMDD sequence receiver implemented using the
trellis-search algorithm and the selective-store strategy is not limited by an error floor. This
is because when implementing the receiver with the trellis-search algorithm, our selective-store
strategy is adopted to prevent an All-Zeroes event from affecting our system. The RSL-BD
receiver in [24] and the GMLSD receiver in [34] suffer from error floors, which are caused
by the All-Zeroes or All-Ones events. However, no methods have been proposed in [24] or
[34] to overcome this issue. Using the trellis-search approach with a sliding window for metric
evaluation enables us to devise the selective-store strategy to overcome the effect of an All-Zeroes
event. For block-by-block detection, no strategy can be devised to overcome the effect of
All-Zeroes or All-Ones events.
As we have argued, the search complexity increases with M almost quadratically. Thus,
we only show performance results with M = 2 and M = 4 for the sequence receiver. For higher
modulation orders, the decision-feedback (DFB) receiver, which will be introduced shortly, is
suggested since it is simpler and more efficient. Performance results of the DFB receiver with
higher modulation orders will be given in later sections.
In Fig. 4.7 and later parts of this thesis, the BEP results that are obtained via simulations
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(b) SI = 1.3890.
Figure 4.7: Performance of the GLRT-IMDD sequence receiver over channels with
different SI values.
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are only down to 10−6. This is due to the computational capability limitation of our simulation
computer. Generally, in our simulations, our computer can simulate around one million symbols
of transmission per second. To measure the BEP accurately, we do not compute the bit error
rate unless 5000 errors are collected. Thus, measuring a BEP that is around 10−6 consumes
1.5 hours; similarly, BEP around 10−7 for 15 hours and 10−8 for 150 hours ... In summary,
measuring extremely lower BEP values consumes much more time and computing power, which
is not affordable. As we have argued, our algorithm does not suffer from any error floor, and
thus can be used to achieve any arbitrary low BEP. For real systems, the common BEP is below
10−7, and most systems are operated with BEP below 10−9.
4.5 The GLRT-IMDD Decision-Feedback Receiver
Our GLRT-IMM sequence receiver has to evaluate the decision metrics of all possible
subsequences and choose the one with largest metric value as the decision. Here, we assume
that at each time k, all the detections before time k have been completed. At time k, for any
s ≤ k, we use mˆ(s) to denote the decision on symbol m(s) and [mˆ(k−1, L),m(k)] to denote the
subsequence whose first L elements are mˆ(k−L), mˆ(k−L+ 1), ..., mˆ(k−1) and last element is
m(k). Thus, at time k, the detection rule given in (4.6) can approximate to choosing the m(k)
that maximizes the decision metric value of subsequence [mˆ(k − 1, L),m(k)]. Specifically, the
approximately simplified detection, which is suboptimal, is performed by
mˆ(k) = arg max
m(k)
λ([mˆ(k − 1, L),m(k)]). (4.8)
We use [r(k − 1, L), r(k)] to denote the received signal subsequence r(k, L + 1). Substituting
the decision metric function into (4.8), we have
mˆ(k) = arg max
m(k)
([r(k − 1, L), r(k)] · [mˆ(k − 1, L),m(k)])2
‖[mˆ(k − 1, L),m(k)]‖2 . (4.9)
Since [r(k − 1, L), r(k)] is independent of the detection result, the detection rule shown above
in (4.9) is equivalent to
mˆ(k) = arg min
m(k)
(
‖[r(k − 1, L), r(k)]‖2 − ([r(k − 1, L), r(k)] · [mˆ(k − 1, L),m(k)])
2








Ch. 4. Receiver Design for the FSO IM/DD System
As shown in the earlier subsection, with a hypothesised data subsequence m, the ML estimation
on A is Aˆ(m) given in (4.4). Comparing (4.4) and (4.10), we find that
[r(k − 1, L), r(k)] · [mˆ(k − 1, L),m(k)]
‖[mˆ(k − 1, L),m(k)]‖2 = Aˆ([mˆ(k − 1, L),m(k)]) (4.11)
is the ML estimate of A using subsequence [mˆ(k − 1, L),m(k)]. Thus, after substituting (4.11)
into (4.10), the decision rule in (4.10) can be expressed as
mˆ(k) = arg min
m(k)
∥∥∥[r(k − 1, L), r(k)]− Aˆ([mˆ(k − 1, L),m(k)])[mˆ(k − 1, L),m(k)]∥∥∥2 (4.12)
The channel coherence length Lc is on the order of 10
6, which is a very large number. The
instantaneous signal distance A can be safely considered unchanged from time point k− 1 to k.
Thus, we can use the ML estimation on A based on mˆ(k − 1, L), which is
Aˆ(mˆ(k − 1, L)) =r(k − 1, L) · mˆ(k − 1, L)‖mˆ(k − 1, L)‖2 (4.13)
to approximate that based on [mˆ(k − 1, L),m(k)] with very high accuracy. In that way, the
detection rule in (4.10) is approximated with very high accuracy as
mˆ(k) = arg min
m(k)
∥∥∥[r(k − 1, L), r(k)]− Aˆ(mˆ(k − 1, L))[mˆ(k − 1, L),m(k)]∥∥∥2
= arg min
m(k)
(∥∥∥r(k − 1, L)− Aˆ(mˆ(k − 1, L))mˆ(k − 1, L)∥∥∥2 + ∥∥∥r(k)− Aˆ(mˆ(k − 1, L))m(k)∥∥∥2)
(4.14)
Since term
∥∥∥r(k − 1, L)− Aˆ(mˆ(k − 1, L))mˆ(k − 1, L)∥∥∥2 is independent of m(k), we eliminate it
and simplify the decision rule as
mˆ(k) = arg min
m(k)
(r(k)− Aˆ(mˆ(k − 1, L))m(k))2. (4.15)




0 , r(k) < 0
b r(k)
Aˆk
+ 12c , elsewhere
M − 1 , r(k) > (M − 1)Aˆk
. (4.16)
A reverse Gray mapping is then performed to recovery information bits. In (4.16), we use Aˆk
to denote the estimated value of A at time k. Clearly, the implementation complexity of (4.16)
is very low and is independent of M .
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4.6 Performance Results of the DFB Receiver
4.6.1 Performance Analysis of the Channel Estimator
As mentioned before, if all the elements of the detected subsequence mˆ(k − 1, L)) are zeros,
the denominator of Aˆ(mˆ(k − 1, L)) is zero, resulting in a channel estimation failure. Thus,
selective-store strategies is also required in this DFB receiver. If we use the SSS-1, i.e., storing
the most recent Lm/2 non-zero data symbols and corresponding received signals, the estimation
of A is
Aˆk = Aˆ(mˆ(k − 1, Lw)) = r(k − 1, Lw) · mˆ(k − 1, Lw)‖mˆ(k − 1, Lw)‖2 . (4.17)
Since in mˆ(k − 1, Lw), there are always Lm/2 non-zero data symbols, the denominator of
Aˆ(mˆ(k− 1, Lw)) will never be zero, leading to completely avoiding channel estimation failures.
Now, we analyse the system performance of our DFB receiver with SSS-1. We first assume
that the decisions before time k are all correct, namely, mˆ(i) = m(i) for all i < k. Substituting
r(k−1, Lw) = Am(k−1, Lw) +n(k−1, Lw) into (4.17) and simplifying the expression, we have
Aˆ(mˆ(k − 1, Lw)) = A+ n(k − 1, Lw) ·m(k − 1, Lw)‖m(k − 1, Lw)‖2 . (4.18)
Clearly, Aˆ(mˆ(k − 1, Lw)) is a Gaussian distributed random variable and its mean and variance
are the true value of A and N0
2‖m(k−1,Lw)‖2 , respectively. Since in mˆ(k − 1, Lw), there are Lm/2
non-zeros data symbols, the value of ‖m(k − 1, Lw)‖2 is lower bounded by Lm/2 (the case
when all the Lm/2 non-zero data symbols are “1”). In addition, since Var(Aˆ(mˆ(k − 1, Lw))) =
N0
2‖m(k−1,Lw)‖2 is positive, we have
0 < Var(Aˆ(mˆ(k − 1, Lw))) = N0

















Var(hˆ(mˆ(k − 1, Lw))) = 0. (4.21)
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From [66, Sec. 14.1], we see that for a random variable X, if E(X−a)2 = 0, where a is a constant,
the random variable X equals a with probability one. Thus, since Var(Aˆ(mˆ(k − 1, Lw))) =





Aˆ(mˆ(k − 1, Lw)) = A (4.22)
with probability one. Comparing (3.5), (4.16) and (4.22) , we can say that the BEP of our DFB
receiver with SSS-1 approaches the genie bound as Lm goes to infinity.
To achieve a better performance with a fixed memory length, we need to minimize the
estimation variance N0
2‖m(k−1,Lw)‖2 , or equivalently, maximize ‖m(k− 1, Lw)‖2. We have argued
that ‖m(k − 1, Lw)‖2 is lower bounded by Lm/2; similarly, we can see that ‖m(k − 1, Lw)‖2 is
upper bounded by (M − 1)2Lm (the case where all the Lm non-zero data symbols are “M − 1”
and the decision results are not stored). It is not possible that all the most recent non-zero
data symbols are “M − 1”, but we can selectively store the received signals that are detected
to carry data “M − 1” to perform the channel estimation, i.e., the SSS-(M − 1). Using this





i,k × (M − 1)





Lm(M − 1) , (4.23)
where rM−1i,k is defined as the ith most recent received signal at time k that is detected to
carry data M − 1. Also, we assume that all the decisions before time k are correct. Thus,
we have rM−1i,k = A(M − 1) + ni,k, where ni,k is the corresponding AWGN term. Substituting
rM−1i,k = A(M − 1) + ni,k into (4.23) and simplifying the expression, we have
Aˆk =
A(M − 1)Lm +
∑Lm
i=1 ni,k
Lm(M − 1) = A+
∑Lm
i=1 ni,k
Lm(M − 1) . (4.24)
Obviously, with SSS-(M − 1), Aˆk is a Gaussian random variable and its mean and variance are
the true value of h and N0
2Lm(M−1)2 , respectively. Apparently, with the same value of Lm, the
variance of the channel estimation given by (4.23) is no larger (in most cases, smaller) than that
given by (4.22). Thus, when Lm goes to infinity, Aˆk also approaches the true vale of A with
probability one, and the BEP of our DFB receiver with SSS-2 approaches the genie bound and
the convergence rate of our DFB receiver with SSS-(M − 1) is not slower (in most cases, faster)
than that with SSS-1.
It is not difficult to understand that when M = 2, the SSS-1 and the SSS-(M − 1) are
exactly the same. In the later section, we will compare the two selective-store strategies for
other values of M by simulations.
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Though our DFB receiver uses detected data symbols to estimate the channel, when it
starts to operate, Lm pilot symbols are required to obtain an initial value of Aˆ. After that, no
further pilot symbols for channel estimation are required. Thus, it does not significantly reduce
the spectral and power efficiency.
4.6.2 Numerical Results
In Fig. 4.8 and Fig. 4.9, we plot the BEP versus average received power curves with different
values of M . The SSS-(M − 1) is adopted. In Fig. 4.8, weak turbulence corresponding to
SI=0.1244 is considered and in Fig. 4.9, strong turbulence sorresponding to SI=1.3890 is
considered. Since the implementation complexity of the GLRT-IMDD DFB receiver is very
low and is independent of the modulation order, we are able to efficiently simulate systems with
higher modulation orders. To avoid overcrowding and to make figures clear, for each SI value,
we plot performance results of group {M = 2,M = 4,M = 16} and group {M = 8,M = 32}
into two different figures. Performance of systems with a same modulation order but different
data rates are also presented.
From Fig. 4.8 and Fig. 4.9, we see that if the number of detected data symbols used for
channel estimation is very small, for example Lm = 1, the BEP of our DFB receiver is slightly
higher than the genie bound, and the performance loss compared with the genie bound is
approximately 0.5 dB for M = 2 and 1 dB for higher modulations. If the value of Lm increases,
the BEP decreases and eventually achieve the genie bound. We can observe that when Lm = 12
for SI=0.1244 and Lm = 16 for SI = 1.3890, the performance loss of our DFB receiver compared
with the genie bound can hardly be observed. Comparing Fig. 4.8(a) with Fig. 4.7(a), Fig.
4.9(a) with Fig. 4.7(b), we find that the performance loss of the our DFB receiver compared
with the original sequence receiver cannot be observed. Similar to our GLRT-IMDD sequence
receiver, our GLRT-IMDD DFB receiver is not limited by error floors.
It is common that for most systems with decision-feedback assistance, the received signals
may be seriously corrupted due to feedback of error decisions. However, in our simulation, the
BEP range that we paid attention to is from 10−1 to 10−6. In this range, we observe no running
away problem or burst errors of our receivers even with only Lm pilot symbols for initializing
and no further frequent insertions.. This is because the estimation quantity is always positive.
For long memory case, the estimation is not sensitive to feedback of error decisions: for short
memory case, the estimation accuracy is sensitive to feedback of errors, but it will be refreshed
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sim., GLRT-IMDD DFB, Lm = 1






(a) M = 2, 4 and 16


























sim., GLRT-IMDD DFB, Lm = 1





(b) M=8 and 32
Figure 4.8: Performance of the GLRT-IMDD DFB receiver over the channel with
SI = 0.1244.
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sim., GLRT-IMDD DFB, Lm = 1






(a) M = 2, 4 and 16
























sim., GLRT-IMDD DFB, Lm = 1





(b) M=8 and 32
Figure 4.9: Performance of the GLRT-IMDD DFB receiver over the channel with
SI = 1.3890.
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sim., GLRT-IMDD DFB, SSS-1
sim., GLRT-IMDD DFB, SSS-(M − 1)
num., genie bound
Figure 4.10: BEP performance with different values of Lm; M = 8, SI=1.3890 and
the average received power is 5 dBm.
very quickly. Thus, our DFB receivers only suffer from a slight power loss but no running away
problems.
To further study the receiver performance with more values of memory lengths, we plot
Fig. 4.10, where we use M = 8, SI=1.3890 and the average received power 5 dBm. In Fig.
4.10, performance of the DFB receiver with the SSS-1 and the SSS-(M −1) is given. Clearly, as
the value of Lm increases, both the BEP curves approach the genie bounds. The convergence
rate of SSS-(M − 1) is much higher than that of SSS-1. However, we have to note that with
the same value of Lm, the observation window length Lw for the SSS-(M − 1) is far larger
than that for SSS-1. Our design and analysis is based on the assumption that the observation
window length Lw is smaller than the channel coherence length Lc. Thus, the SSS-(M − 1) can
be adopted only if Lw  Lc. In our examples, for the SSS-1, we choose the highest value of M
is 32 and the highest value of Lm is 120, thus Lw is on the order of 32× 120/31 ≈ 124. For the
SSS-(M − 1), Lw is on the order of 32× 120 = 3840. For both the two selective-store strategies,
Lw is far smaller than Lc = 10
6. Thus, we can safely use the SSS-(M − 1) to achieve a better
performance. However, for example, if the average received power is very low and the system
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(d) Lm = 8.




= 20dB, instantaneous received power is -21.465 dBm.
operates with a relatively low data rates, say 100 Mbps, if the Lc reduces to 10
4. In this case,
the SSS-(M − 1) is not appropriate here but we can use the SSS-1 safely.
Thus, if the DFB receiver operates under circumstances with long channel coherence length,
the SSS-(M − 1) is highly suggested due to its extremely high memory efficiency. Otherwise,
the SSS-1 can be adopted if the channel coherence length is small to take full advantage of the
detected signals to estimate the channel.
In Fig. 4.11, we plot the value of Aˆ with different memory lengths. We assume OOK
modulation, with which the SSS-1 and SSS-(M − 1) are exactly the same. The instantaneous
SNR is chosen to be A
2
N0
= 20 dB. The numerical results given in Fig. 4.11 completely agree
with the theoretical analysis given in the previous section. Thus, we have shown that, by both
theoretical analysis and simulation, with a higher value of Lm, the estimation of A, is more
accurate. This enables the BEP of our DFB receiver to approach the genie bound.
As shown in this section and section 4.4, for different SI values, to achieve the best
performance, the required memory length is different. Thus, for a real FSO system, which
may operate in a time-varying environment, the built-in memory should be sufficiently large
for most cases, whether the atmospheric turbulence is weak or strong. Furthermore, for better
performance, we suggest using exact the same number as the memory length of pilot symbols
for initialization. Since no frequent insertion is required, this will not significantly reduce the
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spectral and power efficiency.
4.7 Concluding Remarks
Since the coherence time of channel fading processes is of the order of 10−3s, for muti-Gbps
systems, the channel gain can be safely regarded as a constant over Lc ≈ 104 symbol intervals.
Therefore, we can use the detected data symbols to estimate the unknown channel gain instead
of using pilot symbols which will cause the system spectral efficiency reduction. In this chapter,
we first derive the GLRT-IMDD sequence receiver for M-PAM systems. It is robust, simple and
with high performance. However, the implementation complexity of the GLRT-MLSD receiver
increases quadratically with the modulation order M . Based on its sequence receiver decision
metric, we propose a DFB symbol-by-symbol receiver. The implementation complexity of the
new DFB receiver is very low and is independent of the modulation order. Since it also uses
detected data symbols to perform ML estimation on the unknown channel gain and requires few
pilot symbols, it does not reduce the system spectral efficiency significantly. The implementation
is simple and the spectral efficiency is high.
4.A Appendix - Performance Analysis of the
GLRT-IMDD Sequence Receiver
Since the decision metric of a path (corresponding to a subsequence) given in (4.6) is not the
sum of all branch metrics, the optimality of the detector output cannot be guaranteed. In this
appendix, we prove that the BEP of this suboptimal detection method can approach the genie
bound as the observation window length increases.
We suppose that the actual transmitted data subsequence at time k+1 is m0(k+1, Lw) =
[m0(k − Lw + 2), ...,m0(k + 1)], and m1(k + 1, Lw) = [m1(k − Lw + 2), ...,m1(k + 1)] is an
alternative subsequence, where m0(i) and m1(i) can take any value from set {0, 1, ...,M − 1}
with equal probability. Subsequence m0 differs from m1 only at time k; i.e., m0(k−1, Lw−2) =
m1(k − 1, Lw − 2), m0(k + 1) = m1(k + 1), and m0(k) 6= m1(k). We further assume that exact
Lm non-zero data symbols exist in subsequence m0(k − 1, Lw − 2) . Vector r(k + 1, Lw) =
dhm0(k + 1, Lw) + n(k + 1, Lw) is the received signal subsequence, where n(k + 1, Lw) =
[n(k − Lw), ..., n(k + 1)] is the noise subsequence. For simplicity of notation, in this appendix,
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we drop the index terms k + 1 and Lw and use m0, m1 r and n to denote the subsequences.
We know that paths of m0 and m1 merge at time k − 1, i.e., the decisions before time k − 1
(including k−1) have been made. From the decision rule (4.6), the receiver will decide mˆ = m1
only if the decision metric of m1 is higher than that of m0. The pairwise error probability, i.e.,
the probability of the event that the receiver decides in favor of m1 given that m0 is transmitted
and m1 is the only other alternative sequence, is given by







∣∣∣∣m = m0, h)
=P
(
(m+ · r)(m− · r) > 0
∣∣∣∣m = m0, h), (4.25)
where m+ = ‖m0‖m1+‖m1‖m0, and m− = ‖m0‖m1−‖m1‖m0. We use X+ to denote m+ ·r,
and X− to denote m− · r. By the law of total probability, we have
P (ε|m = m0, h) = P (X+X− > 0|h)
=P (X− > 0|X+ > 0, h)P (X+ > 0|h)+
P (X− < 0|X+ < 0, h)P (X+ < 0|h) (4.26)





+m2(k + 1). (4.27)
Obviously, we have Lm ≤ S ≤ (M − 1)2(Lm + 1), ‖m0‖2 = S+m20(k), ‖m1‖2 = S+m21(k) and
m0m1 = S +m0(k)m1(k). We then examine the statistics of X+ and X−. Since r = dhm0 + n
and the components of the noise vector n are independently and identically Gaussian distributed
with mean zero and variance N0/2, X+ = m+r and X− = m−r are Gaussian random variables.
The mean and variance of X+ are given by
E[X+] = E[m+ · r] = E[m+ · (dhm0 + n)]
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and
Var[X+] = Var[m+ · r] = Var[m+ · (2dhm0 + n)]











respectively. Similarly, the mean and variance of X− are
E[X−] = dh(m− ·m0)






















respectively. For simplicity, we define






Therefore, the probability P (X+ > 0|h) and P (X− > 0|h) can be easily obtained as:




















































P (X+ > 0) = 1, (4.37)
lim
Lm→∞
P (X+ < 0) = lim
L→∞










To calculate the limit of P (ε|m = m0, h) as L goes to infinity, we need a lemma first.
Lemma 1. For any events A and B, if P (B) = 1, then P (A|B) = P (A).
Proof. We use B¯ to denote the complementary event of event B. Since P (B) = 1, we have
P (B¯) = 1− P (B) = 0.
P (A) = P (A|B)P (B) + P (A|B¯)P (B¯)
= P (A|B)× 1 + P (A|B¯)× 0
= P (A|B)
From (4.26), (4.37), (4.38), (4.39) and the Lemma 1, we see that the conditional pairwise
error probability of our GLRT-MLSD receiver when L goes to infinity is
lim
Lm→∞
P (ε|m = m0, h)
= lim
Lm→∞
[P (X− > 0|X+ > 0, h)P (X+ > 0|h) + P (X− < 0|X+ < 0, h)P (X+ < 0|h)]
= lim
Lm→∞






The conditional pairwise error probability of the PCSI receiver is [95, Eq. (4)]






Comparing (4.40) and (4.41), we can draw our conclusion: if the number Lw of detected
symbols used for forming the decision metric is sufficiently large, the error performance of our





for the FSO IM/DD System
Besides atmospheric turbulence and pointing errors which cause the signal intensity fluctuation,
background radiation also impairs the FSO IM/DD link performance by introducing a noisy
photocurrent component in the receiver. In the previous chapter, we have studied receiver
design issues for circumstances where the background radiation is negligible. Methods such as
adopting a lens shade, an optical filter, or an electrical filter can effectively reduce the impacts
caused by the background radiation. However, these methods are not perfect: the lens shade
can only remove the light that has a different direction with the signal light; the optical filter
can only remove the light with a different spectral band; and the electrical filter may also
cause signal energy loss. Thus, if a fraction of the background light has the same transmission
direction and the same frequency as that of the signal-bearing light, it can still arrive at the
receiver photodetector and cause an undesired photocurrent component. In addition, for the
IM/DD system, the transmitter cannot completely turn off the laser when a zero bit (symbol)
is transmitted, resulting in a residual current component, which cannot be removed by any of
the methods mentioned above. Besides, all photodetectors suffer from a dark current, which
though sometimes can be regarded as negligible but still affects low-power systems.
In this chapter, we study the receiver design issue for situations where the background
component is non-negligible. The superposition of the photocurrents due to the background
radiation and the transmitter incomplete turning off, and the dark current, is referred to as
the background component. In literature, pilot symbols and line codes are used to estimate
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the background information, which is then cancelled accordingly. Pulse-position modulation
(PPM) can also be adopted since it is immune to the background radiation. However, any use
of pilot symbols, line codes and PPM reduces the system spectral efficiency drastically. In this
chapter, based on the GLRT principle, we develop a Viterbi-type trellis-search sequence receiver
(the GLRT-IMDD-BC sequence receiver) that can estimate the unknown channel gain and the
background radiation simultaneously and detect the data sequence accordingly. This receiver
requires very few pilot symbols, and therefore, does not significantly reduce the bandwidth
efficiency. Its error performance can approach that of detection with perfect information of the
channel state and the background radiation, as the observation window length used for forming
the decision metric increases. Since a Viterbi-type trellis-search algorithm is adopted, the search
complexity is very low and is independent of the observation window size. However, the search
complexity of the GLRT-IMDD-BC sequence receiver grows exponentially with the modulation
order. To further simplify the implementation, we derive a more efficient decision-feedback
symbol-by-symbol receiver which retains the same error performance as that of the sequence
receiver.
The current chapter is organized as follows. The impact of the background radiation on the
PCSI receiver is studied in Section 5.1. In Section 5.2, based on the GLRT principle, we develop
our GLRT-IMDD-BC sequence receiver. The performance results of the GLRT-IMDD-BC
sequence receiver is also given in this section. By a further simplification from the sequence
receiver, a symbol-by-symbol decision-feedback receiver is obtained in Section 5.3, and the
theoretical performance analysis and simulation results are also given in this section. In Section
5.4, we draw our final conclusions.
5.1 Impacts of the Background Radiation on the
PCSI Receiver
To study the impact of background radiation on the PCSI receiver given in (3.5), we plot Fig.
5.1. For simplicity, we only show the simulation results of systems using on-off keying (OOK),
which is a special case of PAM, i.e., the 2-PAM. The value of Bc ranges from zero to five times of
the system AWGN root mean square value. We can see that, for both weak and strong turbulent
conditions, the BEP grows as the background radiation goes higher. The background radiation
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(a) M = 2, SI = 0.1244.
































Figure 5.1: The BEP of the PCSI receiver with different background radiation
strengths.
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power corresponding to Bc =
√







−32.97 dBm. Compared with the average received optical power of signals, Ib = −32.97 dBm
is regarded as relatively low. In Fig. 5.1, we show that the performance degradation due
to weak but non-negligible background radiation. In fact, if the background radiation keeps
increasing, the system error performance will be severely degraded. At lower received power
regions, even weak background radiation may lead the system BEP to grow to half, resulting
in link disruption.
5.2 The GLRT-IMDD-BC Sequence Receiver
5.2.1 The GLRT-IMDD-BC Sequence Receiver Decision Metric
We consider a subsequence with L immediate past symbols of the entire sequence, where
L is much smaller than the channel coherence length Lc. At time k, the transmitted data
subsequence is denoted by m(k, L) = [m(k−L+ 1), ...,m(k)] where m(i) ∈ {0, 1, ...,M − 1} for
any integer i. Similarly, r(k, L) = [r(k − L + 1), ..., r(k)] and n(k, L) = [n(k − L + 1), ..., n(k)]
are used to denote the corresponding received signal subsequence and noise subsequence. As L
is far smaller than Lc, the received subsequence could be modelled as
r(k, L) = Am(k, L) + n(k, L) +Bcu(L). (5.1)
In (5.1), u(L) is a unit vector whose L components are all ones. Obviously, u(L) is independent
of time index k. For simplicity of notation, from (5.2) to (5.10) , we drop the index terms k and
L, and denote these vectors in (5.1) as r, m, n and u. Due to the independence of the fading
gains, the background component and the AWGN, the conditional pdf of r is









Our GLRT-IMDD-BC sequence receiver jointly decides on m, A and Bc that maximize
p(r|m, A,Bc) [87, 92, 93], i.e.,
(mˆ, Aˆ, Bˆc) = arg max
m,A,Bc
p(r|m, h,Bc). (5.3)
We use mˆ, Aˆ and Bˆc to denote the detection result on subsequence m and the estimates of A
and Bc, respectively. After substituting (5.2) into (5.3) and eliminating irrelevant terms, the
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decision rule is reduced to
(mˆ, Aˆ, Bˆc) = arg min
m,A,Bc
‖r−Am−Bcu‖2. (5.4)
For given m and Bc, by differentiating ‖r − Am − Bcu‖2 with respect to A and letting the
derivative be equal to zero, we find that ‖r−Am−Bcu‖2 achieves its minimum value at
Aˆ(m, Bc) =
m · r−Bcm · u
‖m‖2 . (5.5)
Substituting (5.5) into ‖r−Am−Bcu‖2 , we differentiate ‖r−Aˆ(m, Bc)m−Bcu‖2 with respect
to Bc and let the derivative be equal to zero. We find that ‖r − Aˆ(m, Bc)m − Bcu‖2 achieves
its minimum value at
Bˆc(m) =
(r · u)‖m‖2 − (m · r)(m · u)
‖m‖2‖u‖2 − (m · u)2 . (5.6)
After substituting (5.6) into ‖r− Aˆ(m, Bc)m−Bcu‖2 , we get
‖r− Aˆ(m, Bˆc(m))m− Bˆc(m)u‖2 = ‖r‖2 −
∥∥(r · u)m− (m · r)u∥∥2
‖m‖2‖u‖2 − (m · u)2 . (5.7)
The right hand side of (5.7) gives the minimum value of ‖r−Am−Bcu‖2 for each subsequence
m. Thus, to minimize ‖r − Am − Bcu‖2 with respect to m, we only need to maximize the
decision metric
λ(m) =
∥∥(r · u)m− (m · r)u∥∥2
‖m‖2‖u‖2 − (m · u)2 (5.8)
with respect to m. The decision rule (5.4) now is reduced to
mˆ = arg max
m
λ(m). (5.9)
Here, we can see evidently that the GLRT-IMDD-BC sequence receiver only calculates the
decision metric in (5.8). The estimations of A and Bc are implicit. No integrals are involved in
this metric, resulting in low computational complexity. Moreover, the exact knowledge of the
distribution of h and Bc , and the indicidual values of Eb and N0, are not required in (5.8).
This makes it robust, and enables it to operate in any slowly time-varying environment.
By substituting (5.6) into (5.5) and simplifying the result, we obtain the estimate of A as
Aˆ(m) =
(m · r)‖u‖2 − (m · u)(r · u)
‖m‖2‖u‖2 − (m · u)2 (5.10)
If the transmitter requires a feed-back estimated value of h from the receiver for power adaption,
the receiver can dynamically substitute the most recent detection results mˆ(k, L) into (5.10)
and then send back the result. Then the transmitter can calculate the value of hˆ(mˆ(k, L))
accordingly since d is available at the transmitter side.
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5.2.2 Implementation
In principle, to implement (5.9), one has to compare ML possible subsequences and choose the
one with highest metric value. If L increases, the search complexity increases exponentially.
Nevertheless, a large value of L is preferred to make the receiver BEP achieve the genie bound.
Thus, to use a large value of L and to keep the implementation simple, a similar Viterbi-type
trellis search algorithm to the ones in [78, 87] is adopted. The Viterbi-type trellis-search
algorithm keeps the same as introduced in the previous chapter and we will not reintroduce
the algorithm in this chapter. The trellis diagram for M = 2 is given in [87] and the one for
M = 4 in [78]. It should be noted that the search complexity is on the order of M2, i.e.,
the complexity grows quadratically with M . Thus, this method can be used for systems with
lower-order modulations.
Observing the decision metric given in (5.8), we notice that a large number (> L) of
successive same data symbols in the data stream, which makes m and u parallel to each other,
lead to a zero denominator of (5.8) and thus cause a consequent error floor problem. Similar to
[78, 87, 91], we use a selective-store strategy here to avoid the occurrence of a zero denominator
of (5.8). The idea of selectively storing the detected signals in the memory remains the same
as that introduced in Chapter 4. However, since the decision metric (5.8) that is derived in
this chapter is different from (4.6), the particular selective-store strategy should be modified
accordingly to make it appropriate for the background radiation cancellation.
In the implementation of the Viterbi-type trellis-search algorithm, each survivor can be
divided into two parts by the most recent merge node: the detected part and the ongoing part.
Since the detection on the ongoing part is not completed, all survivors should be exactly stored
in the memory because each one is possible to be the detector output. We selectively stores the
detected signals in the memory. Since signals carrying symbol “0” can also be used to estimate
the background component, unlike that proposed in [78, 87, 91], in this selective-store strategy,
we do not discard signals carrying “0”s. In [91], only signals with the highest power are put
into the memory. This method is effective and very efficient in terms of the memory usage.
However, it requires a relatively long channel coherence length. For example, if we use Lm to
denote the memory length, the corresponding observation window length Lw is on the order
of MLm/2. If a higher order modulation format and a large memory size are adopted, say
M = 32 and Lm = 100, the effective subsequence length is on the order of 1600 and excesses
the channel coherence length Lc = 10
3. Thus, in this background cancellation application, for
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each data symbol m ∈ {0, 1, ...,M − 1}, we store an equal number of its corresponding received
signals. Specifically, for each data symbol m, we store its most recent Lm/M corresponding
received signals. As it should be, the memory size Lm is a integer multiple of the modulation
order M . As we have shown in the appendix 5.A, the corresponding observation window length
is shorter, and thus we can use a relatively large memory to achieve a higher performance.
After adopting the selective-store strategy, the new subsequence m′, formed by re-combing the
symbols stored in the memory, will never be parallel to u and thus we can completely avoid
the decision metric based on m′ to have a troublesome zero denominator. In the evaluation of
(5.8), the values of r ·u, m · r, m ·u , ‖u‖2 and ‖m‖2 are required. Among them, r ·u and m · r
can be evaluated by recursively adding in the most recent signals and subtracting the oldest
ones stored in the memory; and m · u , ‖u‖2 and ‖m‖2 are constant, which are unnecessary
to be refreshed dynamically. Therefore, adopting this selective store strategy does not increase
the implementation complexity.
5.2.3 Performance Results
We plot average received power versus BEP curves of OOK and 4-PAM systems in Fig. 5.2.
It can be seen that with Lm = 32, the performance of the GLRT-IMDD-BC sequence receiver
achieves the genie bound perfectly. With different background radiation strengths, i.e., different
values of Bc, the performance degradation due to the background radiation has been completely
mitigated. When Lm is small, we can still see some performance loss. This is because with
fewer receiver memory, the estimation of both the channel gain and the background component
is not accurate sufficiently. Compared with the background radiation free case discussed in
Chapter 4, we see a larger memory is required here to let the system error performance achieve
the genie bound. This is reasonable since we have one more quantity, i.e., the background
component, to estimate. The phenomenon that the performance depends on the memory size
but not on the background radiation strength is because the estimation of Bc is unbiased, and
the estimation accuracy depends on the memory length. Explanation in details will be given in
the later section.
As discussed in the previous subsection, the search complexity of the Viterbi-type
trellis-search algorithm grows quadratically with the modulation order M . Thus, in this section,
we only show the performance results of M = 2 and M = 4. We will propose a new simpler
symbol-by-symbol detection method later and show performance results with higher modulation
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Figure 5.2: Performance of the GLRT-IMDD-BC sequence receiver.
76
Ch. 5. Background Radiation Cancellation for the FSO IM/DD System
orders using that receiver.
5.3 The GLRT-IMDD-BC DFB Receiver
5.3.1 The GLRT-IMDD-BC DFB Receiver
As introduced in the previous section, with the Viterbi-type trellis-search algorithm, the
search complexity increases quadratically with the modulation order M . In this section, we
further simplify the receiver structure to reduce the implementation complexity. Before the
simplification, we assume that at each time k, all the detections before time k have been
completed. At time k, for any s ≤ k, we use mˆ(s) to denote the decision on symbol m(s) and
[mˆ(k−1, L),m(k)] to denote the subsequence whose first L elements are mˆ(k−L), mˆ(k−L+1),
..., mˆ(k − 1) and last element is m(k). Thus, at time k, the detection rule given in (5.8) can
approximate to choosing the m(k) that maximizes the decision metric value of subsequence
[mˆ(k − 1, L),m(k)]. Specifically, the approximately simplified detection, which is suboptimal,
is performed by
mˆ(k) = arg max
m(k)
λ([mˆ(k − 1, L),m(k)]). (5.11)
From (5.4), (5.6) - (5.8) and (5.10), we have
mˆ(k) = arg max
m(k)
λ([mˆ(k − 1, L),m(k)])
= arg min
m(k)
‖r(k, L+ 1)− Aˆ([mˆ(k − 1, L),m(k)])[mˆ(k − 1, L),m(k)]
− Bˆc([mˆ(k − 1, L),m(k)])u(L+ 1)‖2, (5.12)
where Aˆ([mˆ(k−1, L),m(k)]) and Bˆc([mˆ(k−1, L),m(k)]) are the estimates of A and Bc based on
the subsequence [mˆ(k−1, L),m(k)] formed by the most recent detected subsequence mˆ(k−1, L)
and a hypothesized transmitted symbol m(k). Since h (thus A) and Bc can be regarded as
constants over a large number Lc of symbol intervals, it is reasonable to assume that the true
values of A and Bc stay unchanged from time point k − 1 to k. Thus, we can use Aˆ(mˆ(k −
1, L)) and Bˆc(mˆ(k− 1, L)) to approximate Aˆ([mˆ(k− 1, L),m(k)]) and Bˆc([mˆ(k− 1, L),m(k)]),
respectively. Thus, after these approximations, the detection rule is reduced to
mˆ(k) = arg min
m(k)
‖r(k, L+ 1)− Aˆ(mˆ(k − 1, L))[mˆ(k − 1, L),m(k)]
− Bˆc(mˆ(k − 1, L))u(L+ 1)‖2. (5.13)
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The norm square at the right hand side of (5.13) can be expanded to
‖r(k, L+ 1)− Aˆ(mˆ(k − 1, L))[mˆ(k − 1, L),m(k)]− Bˆc(mˆ(k − 1, L))u(L+ 1)‖2
= ‖r(k − 1, L)− Aˆ(mˆ(k − 1, L))mˆ(k − 1, L)− Bˆc(mˆ(k − 1, L))u(L)‖2
+
(
r(k)− Aˆ(mˆ(k − 1, L))m(k)− Bˆc(mˆ(k − 1, L))
)2
. (5.14)
Clearly, in (5.14), the value of term ‖r(k − 1, L) − Aˆ(mˆ(k − 1, L))mˆ(k − 1, L) − Bˆc(mˆ(k −





with m(k) is sufficient, resulting
in our further simplified decision rule as
mˆ(k) = arg min
m(k)
(
r(k)− Aˆ(mˆ(k − 1, L))m(k)− Bˆc(mˆ(k − 1, L))
)2
. (5.15)
From (5.15), (3.3) and (3.4), we see that (5.15) can be implemented in a more efficient way,
which is given by
mˆ(k) =






M − 1 , r(k) > (M − 1)Aˆ(mˆ(k − 1, L)) + Bˆc(mˆ(k − 1, L))
(5.16)
Clearly, the complexity of implementing (5.16) is very low and is independent of M and L.
Comparing (3.4) and (5.16), we see that our GLRT-IMDD-BC DFB receiver uses previous
detected data signals to estimate the unknown A and Bc, and then substitutes these estimated
results to the optimum receiver. Thus, we can say that if the estimated values of A and Bc can
approach their true values, the performance of our GLRT-IMDD-BC DFB receiver can approach
the genie bound. Furthermore, since our GLRT-IMDD-BC DFB receiver is an approximate
simplification of our GLRT-IMDD-BC sequence receiver, the sequence receiver can approach
the genie bound if the GLRT-IMDD-BC DFB receiver can. In next subsection, we will analyze
the performance of the channel estimators.
5.3.2 The Channel Estimator and the Selective-Store Strategies
In this subsection, we analyse the performance of the channel estimators. As introduced in the
previous subsection, the ML estimators of A and Bc based on a hypothesized subsequence m
are given in (5.10) and (5.6), respectively. Here, we further assume that the detected results
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before time k are all correct, i.e., mˆ(k − 1, L) = m(k − 1, L). This assumption is valid if
the system operates at a low BEP region and is only used in this subsection for theoretical
performance analysis. In the simulation, channel estimation is only based on decisions where
both correct decisions and error decisions exist. The potential power loss caused by feedback
of error decisions is not observed.
For simplicity, we drop the dependence on k and L. Substituting (5.1) into (5.10), we have
Aˆ(m) = A+
‖u‖2m− (m · u)u
‖m‖2‖u‖2 − (m · u)2 · n. (5.17)




∥∥∥∥ ‖u‖2m− (m · u)u‖m‖2‖u‖2 − (m · u)2
∥∥∥∥2 = N02‖m‖2(1− cos2 < m,u >) , (5.18)
where < m,u > is the angle between vectors m and u. Similarly, substituting (5.1) into (5.6),
we have
Bˆc(m) = Bc +
‖m‖2u− (m · u)m
‖m‖2‖u‖2 − (m · u)2 · n. (5.19)









2‖u‖2(1− cos2 < m,u >) . (5.20)
From (5.6) and (5.10), we observe that if the entities of m are all the same, e.g., all zeros or all
ones, the denominators of (5.6) and (5.10) are both zeros, resulting in an channel estimation
failure. In order to avoid this estimation failure, we adopt the exactly same selective-store
strategy as that introduced in Section 5.2. In that way, the corresponding observation window
length Lw is smaller than the channel coherence length Lc with a very high probability. This
selective-store strategy may not be the optimum one in terms of minimizing the memory
required. In simulation, we have seen it sufficiently efficient to let both the GLRT-IMDD-BC
sequence and DFB receivers achieve the genie bound with Lm < Lc. The optimization of the
selective-store strategy remains as a future research topic in order to reduce the system memory
requirement.
After adopting this selective store strategy, for a given M , cos2 < m,u > is constantly
equal to 3(M−1)2M(2M−1) . Thus, clearly, as Lm increases to infinity, the limitations of variances of
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both Aˆ and Bˆc are zero. Consequently, as Lm increases to infinity, Aˆ and Bˆc approach their
true values. Thus, we can then draw one of our conclusions: the error performance of both the
GLRT-IMDD-BC sequence and DFB receivers approaches the genie bound, as the memory size
increases.
From (5.19), we see that the estimation of Bc is unbiased; and from (5.20), we see that its
estimation error is related to the memory size and independent of the true value of Bc. This
explains the phenomenon observed in Fig. 5.2 that the performance depends on the memory
size but not the background radiation strength.
Though our DFB receiver uses detected data symbols to estimate the channel, when it
starts to operate, Lm pilot symbols are required to obtain initial values of Aˆ and Bc. After
that, no further pilot symbols for channel estimation are required. Thus, the spectral efficiency
and energy efficiency are not significantly reduced.
5.3.3 Performance Results
In Fig. 5.3, we plot the average received power versus BEP curves of 16-PAM systems
with different channel conditions, different background radiations, and different memory sizes.
We can observe that different background radiation strengths do not affect the system error
performance. This verified our argument given in the previous subsection. From Fig. 5.3,
we can also see that as the value of Lm increases, the error performance of our DFB receiver
achieves the genie bound.
In Fig. 5.4, we give the performance results of M = 8 and M = 32. To make the figures
clear to read, only results with Bc = 3
√
N0/2 are given since different background radiation
strengths do not affect the system error performance. We can clearly see that as the value of
Lm increases, the error performance of our DFB receiver achieves the genie bound. For the M
value ranging from 2 to 32, we can see that the memory size Lm = 64 is sufficient. Since the
channel coherence length Lc is of the order of 10
3, Lm = 64 can absolutely ensure that during
this observation window, h and Bc can be regarded as constants.
To further study the receiver performance with more values of memory lengths, we plot
Fig. 5.5. In this figure, the curve with label “GLRT-IMDD DFB” represents the performance
of the GLRT-IMDD DFB receiver introduced in Chapter 4, where the background radiation is
considered as negligible. Label “SSS-all” represents the selective-store strategy that stores the
most recent Lm/M signals corresponding to each symbol; while “SSS-highest” represents the
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Figure 5.3: Performance of the GLRT-IMDD-BC DFB receiver; M = 16.
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selective-store strategy in which only the most recent Lm/2 signals corresponding to mˆ = 0 and
mˆ = M − 1 are stored; “SSS-(M − 1)” represents the selective-store strategy in which only the
most recent Lm signals corresponding to mˆ = M−1 are stored, and this selective-store strategy
is for the GLRT-IMDD DFB recevier.
Clearly, from Fig. 5.5, as the value of Lm increases, the BEP of all receivers approaches the
genie bound. Besides, the performance of the GLRT-IMDD-BC DFB receiver that is introduced
in this chapter with background cancellation function is not affected by the background strength.
These two phenomena agree with our theoretical analysis given in the previous section. Also, for
the GLRT-IMDD-BC DFB receiver, the “SSS-highest” has a better memory efficiency than the
“SSS-all”. Since the “SSS-highest” requires a larger channel coherence length, it is suggested
to be used under circumstances with larger channel coherence lengths. For example, it can
be used when the background radiation source causes a very low-frequency (DC to kilo-hertz)
photocurrent in the receiver circuit.
From Fig. 5.5, we can also see that if no background radiation affects the system, i.e.,
Bc = 0, with the same memory length, the GLRT-IMDD DFB receiver that is introduced
in Chapter 4 outperforms its counterpart that is introduced in this chapter with background
cancellation function. This is because with the background cancellation function, one more
quantity, i.e., Bc, needs to be estimated. The estimation accuracy is not as high as the case
where only one quantity, i.e., the channel state, is estimated. With the additional background
cancellation function that the GLRT-IMDD DFB receiver does not have, the GLRT-IMDD-BC
DFB receiver introduced here requires more memory. Thus, if the background radiation
is negligible, the GLRT-IMDD DFB receiver, which can achieve higher memory efficiency,
is suggested. If the background radiation does affect the system, whether continuously or
intermittently, the GLRT-IMDD-BC DFB receiver introduced in this chapter is suggested since
it is more robust.
In Fig. 5.6, we plot the values of Aˆ and Bˆc with different memory lengths. We assume
OOK modulation. The instantaneous received optical power is -21.4645 dBm, corresponding
to the instantaneous SNR A
2
N0
= 20 dB and the real Bc value is chosen to be Bc = 5
√
N0/2.
We can clearly see that as Lm increases, the estimation of both A and Bc are more accurate.
This result completely agrees with the theoretical analysis given in the previous section. Thus,
we have shown that, by both theoretical analysis and simulation, with a higher value of Lm,
the estimations of A and Bc, are more accurate. This enables the BEP of our DFB receiver to
83
5.3 The GLRT-IMDD-BC DFB Receiver






























sim., GLRT-IMDD-BC DFB, SSS-all, Bc = 0
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√
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sim., GLRT-IMDD-BC DFB, SSS-highest, Bc = 0
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sim., GLRT-IMDD DFB, SSS-(M − 1), Bc = 0
num., genie bound
Figure 5.5: Performance of receivers with different values of Lm, M = 8; the average








































(d) Lm = 16.
Figure 5.6: Channel estimation with different values of Lm; M = 2, Bc =
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approach the genie bound.
5.4 Concluding Remarks
In FSO communications, the background radiation deteriorates link performance. In this
chapter, we first show how the performance degrades by simulation. Since the channel coherence
length can be safely regarded as Lc ≈ 103 symbol intervals, we can use detected data symbols
to estimate the unknown channel gain and the background component. We propose our
GLRT-IMDD-BC sequence receiver. However, though its performance can achieve the genie
bound, the implementation complexity increases quadratically with the modulation order M .
Based on its decision metric, we propose a DFB symbol-by-symbol receiver. The implementation
complexity of the new DFB receiver is very low and is independent of the modulation order.
Since it also uses detected data symbols to perform ML estimation on the unknown channel gain
and the background component and requires few pilot symbols, it does not reduce the system
spectral efficiency significantly. The implementation is simple and spectrally efficient. From
both theoretical analysis and simulation, we have shown that as the number of the detected
data symbols used to estimate the channel increases, the BEP of our DFB receiver approaches
the genie bound.
One key assumption we have made in this chapter is the Assumption 1 (given in Chapter
2) that the background radiation has been reduced by the well-designed lens optics and the
background component is on the same order of the electrical circuit thermal noise. However,
if the background component is too large, the shot noise introduced by the background
radiation can no longer be neglected. The receiver-side SNR will be reduced compared with
the background radiation free case. For strong background radiation, our GLRT-IMDD-BC
receivers can still be used to remove the DC (or low frequency) component, but not reduce the
system noise, which is dominant by shot noise. Thus, our GLRT-IMDD-BC receivers can only
completely mitigate the effects caused by weak background radiation, where the shot noise is
negligible.
The shot noise limited system is similar to the photon-counting (PC) system which will be
introduced in the next chapter. For the PC system, since the receiver can directly count how
many photons arrives during a symbol interval, the electrical circuit thermal noise no longer
affects the system performance and the uncertainty of the received signal comes from both
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the noisy background radiation and the transmitted signal itself. In that way, we can only
compensate it but not cancel it. The existence of background radiation still deteriorates the
performance of the PC system, and after adopting our method introduced in the next chapter,
this deterioration can be suppressed but not completely removed.
5.A Appendix - On the Selective-Store Strategies
In this chapter, for each data symbol, we store its most recent Lm/M corresponding received
signals in the memory. The corresponding observation window with length Lw, contains at
least Lm/M entities for each data symbol. Thus, Lw is a discrete random variable and we
need to study its probability distribution and to see if Lw < Lc can be guaranteed with a high
probability.
The study of Lw is related to the coupon collector’s problem [96, Sec. 3.6]. In the coupon
collector’s problem, there are n coupons and each coupon is equally likely to be chosen at a trial
with replacement. Notation T denotes the number of trials. The coupon collector’s problem
studies the relationship between T and the probability of that each coupon has been drawn at
least once. A generalization of the coupon collector’s problem when k copies of each coupon
needs to be collected is studied in [97, 98]. Let Tk be the first time k copies of each coupon are
collected. In [98], it is showed that the expectation of Tk satisfies:
E(Tk) = n lnn+ (k − 1)n ln lnn+O(n),
as n→∞. (5.21)
In [97], the probability that Tk is smaller than some value is given by
P (Tk < n lnn+ (k − 1)n ln lnn+ cn)→ e−e−c/(k−1)!,
as n→∞. (5.22)
Obviously, the study of Lw is exactly a generalised coupon collector’s problem with M
coupons and Lm/M copies of each coupon need to be collected. According to (5.21), the
expectation of Lw satisfies
E(Lw) = M lnM + (Lm/M − 1)M ln lnM +O(M),
as M →∞. (5.23)
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According to (5.22), the probability that Lw is smaller than some value is given by
P (Lw < M lnM + (Lm/M − 1)M ln lnM + cM)→ e−e−c/(Lm/M−1)!,
as M →∞. (5.24)
We use the “worst case” to examine if the observation window length Lw is smaller than
the channel coherence length Lc. In later subsection where numerical results are presented, the
highest modulation order used in this chapter is M = 32 and the longest memory length we
use is Lm = 64. The average length of the observation window, which is denoted by E[Lw], is
151. We set the number c in (5.24) to be c = 26, which leads to Lw < M lnM + (Lm/M −
1)M ln lnM + cM ≈ 983. With M = 32 and Lm = 64, the probability of that Lw is smaller
than M lnM + (Lm/M − 1)M ln lnM + cM ≈ 983 is P (Lw < 983) ≈ 1 − 5.1 × 10−12 . Thus,
we can see that Lw < Lc can be guaranteed with a very high probability.
Furthermore, we use a case that is even worse than the “worst case” mentioned above to
test our selective-store strategy. The modulation order M is still 32 and the memory length Lm
is set to be 160. We set the number c in (5.24) to be c = 22, which leads to Lw < M lnM +
(Lm/M − 1)M ln lnM + cM ≈ 974. With M = 32 and Lm = 160, the expectation of Lw is
E(Lw) ≈ 270 and the probability of that Lw is smaller than 974 is P (Lw < 974) ≈ 1−1.16×10−11
. Thus, we can still see that Lw < Lc can be guaranteed with a very high probability. The
applicability of our selective-store strategy is verified.
In addition, notations such as n, T and k that are used in this appendix to introduce the
coupon collector’s problem denote completely different quantities than elsewhere they are used.
In other parts of this thesis, n, T and k are used as introduced in chapters 2 and 3.
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Chapter 6
Receiver Design for the FSO IM/PC
System
Since atmospheric turbulence and pointing errors cause signal intensity fluctuations and the
background radiation surrounding the FSO receiver contributes an undesired noisy component,
the receiver requires accurate CSI and background information to adjust the detection threshold.
In most previous studies, for CSI acquisition, pilot symbols were employed, which leads to
reductions of spectral and energy efficiency; and an impractical assumption that the background
radiation component is perfectly known is made. In this chapter, we develop an efficient and
robust sequence receiver, which acquires the CSI and the background information implicitly
and requires no knowledge about the channel model information. It is robust since it can
automatically estimate the CSI and background component and detect the data sequence
accordingly. Its decision metric has a simple form and involves no integrals, and thus can
be easily evaluated. A Viterbi-type trellis-search algorithm is adopted to improve the search
efficiency, and a selective-store strategy is adopted to overcome a potential error floor problem
as well as to increase the memory efficiency. To further simplify the receiver, a decision-feedback
symbol-by-symbol receiver is proposed as an approximation of the sequence receiver. By
simulations and theoretical analysis, we show that the performance of both the sequence receiver
and the symbol-by-symbol receiver, approaches that of detection with perfect knowledge of the
CSI and background radiation, as the length of the window for forming the decision metric
increases.
This chapter is organized as follows. In Section 6.1, we briefly illustrate the existing
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receivers, i.e. the MLSD receiver introduced in [33], and the GMLSD sequence receiver
introduced in [34]. We also give a brief discussion of them. In Section 6.2, we present our
GLRT-IMPC sequence receiver and the Viterbi-type trellis-search algorithm as well as our
selective-store strategy. The GLRT-IMPC DFB receiver is introduced in Section 6.3, and the
GMLSD DFB receiver is developed as a special case of the GLRT-IMPC DFB receiver. The
performance results of all the receivers and discussions are given in Section 6.4. In the last
Section 6.5, our conclusions are drawn.
6.1 Existing Receivers
6.1.1 The MLSD Receiver
A MLSD receiver for the multi-input-multi-output (MIMO) photon-counting system has been
introduced in [33], and here we just introduce its single-input-single-output (SISO) case. It
assumes that at the receiver side the channel model information, together with the value of nb
which is 39 constantly, is available perfectly. At each time k, we consider a subsequence m(k, L)
of the immediate past L transmitted data symbols given by m(k, L) = [m(k−L+ 1), ...,m(k)],
where m(i) ∈ {0, 1}, ∀i. Similarly, r(k, L) = [r(k − L + 1), ..., r(k)] is used to denote the
corresponding received signal subsequence. The MLSD receiver performs joint detection on the
transmitted subsequence based on
mˆ(k, L) = arg max
m(k,L)







P (r(i)|m(i), h, nb)ph(h)dh. (6.1)
By eliminating irrelevant terms in (6.1), the decision rule is reduced to










+ 1)Ron(m(k,L)) × exp(−(nsNon(m(k, L))h+ nbL))ph(h)dh (6.3)
denotes its decision metric for subsequence m(k, L). Notation mˆ(k, L) is used to denote the












For simplicity of notation, we drop the dependence on m(k, L) for Non(m(k, L)) and
Ron(m(k, L)) and use Non and Ron instead, but it should be emphasized that Non and Ron
are functions of m(k, L). This MLSD receiver performs block-by-block detection using a
multi-symbol detection (MSD) algorithm [33]. Blocks with length L are considered. To find the
optimal MSD solution in practice, we first let
g(1) ≥ g(2) ≥ ... ≥ g(L) (6.6)
denote the sorted values of r(k), ordered from the largest to the smallest. Secondly, we define





To determine what value of Non maximizes the MSD metric, (6.3) must be evaluated for each
Non = 0, 1, ..., L, using its partner Ron = Gon(Non). According to [33], the MSD sequence will
correspond to the estimate Nˆon which satisfies
Nˆon = arg maxλ0(Non, Gon). (6.8)
By using the reverse mapping of the sorting associated with (6.6), the final decision mˆ(k, L)
can be generated. Specifically, ones will be assigned to the indices corresponding to the largest
values of r(k) in r, and zeros will be assigned to the remaining L− Nˆon elements of mˆ(k, L).
In summary, O(L log2 L) operations are required for sorting, O(L) to calculate Gon(Non)
for all Non, and O(L) to perform the L metric evaluations. Thus, the algorithm has an overall
complexity of O(L log2 L) operations per L symbol decisions, or O(log2 L) operations per symbol
decision, and is only logarithmically dependent on L. This is a significant reduction relative to
the complexity of a brute force search, which is O(2L/L) on a per symbol decision basis.
6.1.2 The GMLSD Receiver
This GMLSD receiver is proposed in [34]. It assumes that the channel model information is
unavailable at the receiver side; but the value of nb is 39 constantly and known by the receiver.
91
6.1 Existing Receivers
This GMLSD receiver jointly decides on m(k, L) and h that maximize P (r(k, L)|m(k, L), h, nb),
which is the PMF of the received subsequence and is given by




P (r(i)|m(i), h, ns, nb) (6.9)
We use hˆ to denote the estimate of h. For a given m, the solution of equation
dP (r(k, L)|m(k, L), h, ns, nb)
dh
= 0, (6.10)










makes P (r(k, L)|m(k, L), h, ns, nb) achieve its maximum value. By substituting h = hˆ(m(k, L))






exp(−Ron + nbNon) (6.12)
Similar to (6.2), this GMLSD receiver is performed by
mˆ(k, L) = arg max
m(k,L)
λ1(m(k, L)). (6.13)
It also performs block-by-block detection and uses the MSD algorithm introduced in [33] and
briefly introduced in the previous subsection.
6.1.3 A Brief Summary and Discussion
In implementation, the ideal receiver given in (3.26) must have exact values of h, ns and nb.
However, in practice, without channel estimation, knowing these values is impossible. Using
pilot symbols to estimate these parameters reduces bandwidth and energy efficiency, and thus
is not desirable. In this chapter, we do not consider channel estimation with pilot symbols.
The performance of the ideal receiver is just referred to as a benchmark when analyzing other
receivers’ performance. The benefit of the MLSD receiver proposed in [33] is to obviate the
need for accurate values of h. Nevertheless, the evaluation of its decision metric which involves
complicated integrals demands high computational capability of the receiver hardware. The
search complexity of the MSD algorithm increases with the number of symbol decisions in the
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block. As long blocks are preferred for better performance, a large complexity seems inevitable
and receiver hardware with very high computational capability is a prerequisite. Besides, when
performing block-by-block detection, using a large block length L brings a long system delay.
Even if a powerful processor is available, the requirements of the exact distribution of h and the
exact value of nb make the implementation impractical. The GMLSD receiver, introduced in
[34], does not require the distribution of h to be known. Another benefit is that the evaluation
of its decision metric can be easily performed since no integrals are involved. However, the
undesired features due to the MSD algorithm, such as a high search complexity and a large
system delay, still exist. Besides, an error floor problem is observed in [34]. Furthermore, since
the accurate value of nb is required, the performance of this GMLSD receiver may deteriorate
when the receiver is exposed to time-varying ambient light.
In later sections of this chapter, we will develop new receivers, and propose new
implementation methods to overcome all the problems mentioned above.
6.2 The GLRT-IMPC Sequence Receiver
6.2.1 Decision Metric Design Based on the GLRT Principle
As discussed previously, the receiver is likely to be exposed to ambient radiation, which is
unknown and time-varying. Though by employing a well-designed shade, an optical filter, or
both, the ambient light component can be decreased. Nevertheless, a residual component with
weak but time-varying intensity is inevitable. Since the value of nb is unavailable at the receiver
side, the GLRT-IMPC sequence receiver jointly decides on m(k, L), nr (= hns) and nb that
maximize P (r(k, L)|m(k, L), nr, nb).
At time k, the PMF of the received subsequence is
P (r(k, L)|m(k, L), nr, nb) =
k∏
i=k−L+1
P (r(i)|m(i), nr, nb) (6.14)
For a given m(k, L), the solution of the simultaneous equations
dP (r(k, L)|m(k, L), nr, nb)
dnr
= 0, (6.15)
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makes P (r(k, L)|m(k, L), nr, nb) achieve its maximum value. We first get the solution of (6.15),
which is







By substituting the solution nr = nˆr(m(k, L)) back into P (r(k, L)|m(k, L), nr, nb), we have







exp(−Ron + nbNon), (6.18)
where Non and Ron have been defined in (6.4) and (6.5), respectively. Next, we differentiate
P (r(k, L)|m(k, L), nˆr, nb) with respect to nb; and then, similarly, the solution of equation (6.15)
is obtained as














Similar to Non and Ron, for simplicity of notation, we also drop the dependence on m(k, L)
and use Noff and Roff instead. After substituting the solution nb = nˆb(m(k, L)) back into









However, in simulation, we observe that the value of some parts in the metric (6.22) would
become too large and cause a memory overflow problem on the computer (larger than 10500).
Hence, by taking ln() of the right side of (6.22), we obtain our GLRT-IMPC sequence receiver’s
decision metric
λ2(m(k, L)) = ln(λ
′











Similar to (6.2) and (6.13), the decision of this GLRT-IMPC sequence receiver is made by
performing
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It should be noted that when the observation window size is very small and the background
radiation is very weak, i.e., the nb value is very small, Roff is very likely to be zero. When
Roff = 0, for both receiver hardware and simulation software, there might be an ambiguity in





of the decision metric (6.23). Thus, we use the limit of that















which can easily be shown to be zero.
Clearly, no integrals are involved in the GLRT-IMPC sequence receiver decision metric
(6.23), resulting in low computational complexity. It does not require any knowledge of the
fading distribution, and therefore is robust and practical. Additionally, since the value of nb is
not required in (6.23), compared with the GMLSD receiver proposed in [34], our GLRT-IMPC
sequence receiver is more practical for implementation. In a later section, we will show it is
robust in slowly time-varying environments, regardless of the distributions of h and the value
of nb.
6.2.2 Implementation
In implemention, we adopt the Viterbi-type trellis-search algorithm and the selective-store
strategy similar to what we have introduced in Chapter 4. The trellis diagram is exactly the
same as the one shown in Fig. 4.4, where there are two nodes at each time k and each node is
labelled corresponding to data symbol “0” and “1”. For each node, there are two paths entering
it and the Viterbi-type trellis-search algorithm keeps the one with a higher metric value and
discards the other. Thus, at each time k, only two paths exist as survivors and the tail before
the merge point of the two survivors gives the firm output decisions.
The idea of selectively storing the received signals is similar to what we have introduced
in previous chapters but the specific strategy is modified here. We name the part before the
merge node the detected part, and the part after, the ongoing part. Also, we name signals
that are detected to carry data symbol “1” the 1-detected signals; and similarly, the 0-detected
signal is defined as the signal that is detected to carry data symbol “0”. Clearly, Ron can
be obtained as Ron = Ron−detected + Ron−ongoing, and similarly for Non, Roff and Noff . In
this selective-store strategy, we keep the values of Non−detected and Noff−detected the same, i.e.,
Non−detected = Noff−detected = Lm/2. Notation Lm here is used to denote the length of the
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Figure 6.1: Memory usage with the selective-store strategy of the GLRT-IMPC
sequence receiver.
memory storing the detected part. As shown in Fig. 6.1, A0dr and A
1
dr are two memory arrays in
the receiver. We selectively store the most recent Lm/2 0-detected signals in A
0
dr, and the most
recent Lm/2 1-detected signals in A
1
dr. In operation, when a new 1-detected (0-detected) signal
is detected, the system drops the oldest 1-detected (0-detected) signal stored in A1dr (A
0
dr) and
puts the new signal in. In this way, the values of Ron−detected and Roff−detected can be calculated
by recursively subtracting the oldest and adding the newest. For the on-going part, we use
arrays A0om and A
1
om to store the two survivors and array A
0
or to store the undetected signals.
The values of Ron−detected, Roff−detected, Non−detected and Noff−detected are calculated based on




or. In Fig. 6.1, k − k∗ and l are the lengths of the
sequence ongoing part and the memory array for storing the ongoing part. Apparently, k − k∗
is a random variable. In simulations, we observe that the average value of k − k∗ is smaller
than 3 and to ensure k − k∗ < l, we set l = 30 in implementation. We can see that the metric
evaluation complexity with our selective-store strategy is still very low and independent of Lm.
After adopting the selective-store strategy, the receiver is probably not using a subsequence
with consecutive signals to form the decision metric (6.23) because it is with a high probability
that there are unequal numbers of 0-detected signals and 1-detected signals in a subsequence
with length Lm. We use L
′ to denote the length of the effective subsequence, in which
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min{# of zeros,# of ones} = Lm/2. Thus, the whole observation window length Lw is
Lw = L
′ + k − k∗. In order to perform robust data detection, we should ensure Lw  Lc.
Apparently, Lw is of the same order of magnitude of Lm and since Lm  Lc, we have Lw  Lc.
6.3 The GLRT-IMPC DFB Receiver
6.3.1 The GLRT-IMPC DFB Receiver
In this subsection, we propose a DFB symbol-by-symbol receiver to further reduce the
implementation complexity. We use mˆ(k) to denote the decision result at time k, and
mˆ(k − 1;L) = [mˆ(k − L), ..., mˆ(k − 1)] to denote the decision result vector at time k − 1
with length L.
As symbol-by-symbol detection is performed here, at time k, all the detection results before
k should be available at the receiver side. Thus, when detecting the kth symbol, we can consider
two hypothesis sequences, which are [mˆ(k − 1, L), 1] and [mˆ(k − 1, L), 0]. By comparing the
two corresponding decision metrics, and discarding the one with smaller value, we can make
the decision. Formally, the detection at time k can be made by performing




λ2([mˆ(k − 1, L), 0]). (6.26)
We simplify (6.26) and then obtain























































As this DFB receiver (6.27) is obtained by simplifying (6.24), we call receiver (6.27) the
GLRT-IMPC DFB receiver. As this is a symbol-by-symbol receiver, trellis-search is not required
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here; while the selective-store strategy is adopted. We store the Lm/2 most recent 1-detected
data symbols as well as the Lm/2 most recent 0-detected data symbols. In this way, Noff and
Non both equal Lm/2, constantly. It is obvious that the implementation complexity of receiver
(6.27) is lower than that of receiver (6.24), because each time only one metric is required to be
evaluated and no searching is performed. In later sections, we will compare the performance of
the two receivers. In the same way, based on (6.13), we develop a DFB receiver, which can be
seen as a special case of (6.27).
In Appendix A of this chapter, we analytically show that as Lm increases, the BEP of
the GLRT-IMPC DFB receiver can approach the genie bound. Since the GLRT-IMPC DFB
receiver is a simplified version of the GLRT-IMPC sequence receiver, apparently, so does the
GLRT-IMPC sequence receiver.
6.3.2 A Special Case - The GMLSD DFB Receiver
Similar to (6.26), detection can also be made by performing




λ1([mˆ(k − 1, L), 0]). (6.30)
After simplifying (6.30), we obtain
















− r(k) + nb. (6.32)
Similarly, this receiver is called the GMLSD DFB receiver and it is with lower
implementation complexity compared with (6.13).
Since Roff is not involved in (6.32), storing of 0-detected signals is unnecessary. Thus, we
selectively store the Lm most recent 1-detected signals and Non equals Lm constantly.
6.4 Simulations and Results
6.4.1 Sequence Receivers
When implementing the GMLSD sequence receiver, the MSD algorithm proposed in [33] is
adopted by the authors of [34], where an error floor is observed with low L values. Unlike Lm
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GMLSD seq., MSD, L = 2
GMLSD seq., MSD, L = 4
GMLSD seq., MSD, L = 8
MLSD, MSD, L = 4
GMLSD seq., Viterbi, Lm = 1
GMLSD seq., Viterbi, Lm = 8
genie bound
Figure 6.2: Comparison of the MSD algorithm and the Viterbi-type trellis-search
algorithm for the GMLSD sequence receiver; α = 2.23, β = 1.54, i.e., SI = 1.3890, but
pointing error is not considered.
that is used by us to denote the memory length, quantity L here denotes the block length. We
also simulate the GMLSD sequence receiver using our Viteri-type trellis-search algorithm with
selective store strategy and plot the results in Fig. 6.2. Since in [34], pointing error is not
considered, for fair comparison, in Fig. 6.2, we do not consider pointing errors. We can clearly
see that, with our implementation method, the GMLSD sequence receiver performs much better.
The adoption of the selective-store strategy helps us efficiently use the memory and completely
avoid the potential error floor.
In Figs. 6.3-6.5, we plot the performance of the GMLSD sequence and the GLRT-IMPC
sequence receiver with different nb values. Both receivers are implemented with the Viterbi-type
trellis-search algorithm with the selective-store strategy.
In Fig. 6.3 where nb = 39, we can see that when Lm = 1, the power loss of the GMLSD
sequence receiver (with the precise knowledge of nb = 39) compared with the genie bound is very
small, approximately 0.3 dB; and the power loss of the GLRT-IMPC sequence receiver when
Lm = 2 is slightly larger, at approximately 1 dB. When the value of Lm increases to 8, the power
loss of the GMLSD sequence receiver cannot be observed; i.e., the performance achieves that
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sim., GMLSD seq., Lm = 1
sim., GMLSD seq., Lm = 8
sim., GLRT-IMPC seq., Lm = 2
sim., GLRT-IMPC seq., Lm = 8




















Figure 6.3: Performance of sequence receivers with nb = 39.
of the PCSI-BC receiver (3.26). For the GLRT-IMPC sequence receiver, to achieve the genie
bound, Lm needs to be no less than 32. This is because the GLRT-IMPC sequence receiver has
to estimate two channel parameters (nr and nb), but the GMLSD receiver only estimates one
(nr). When the system memory length increases, both sequence receivers can estimate unknown
channels almost perfectly and thus achieve the genie bound. We are interested in how the two
sequence receivers will perform if nb is not perfectly known at the receiver.
In Fig. 6.4 where nb = 20 and Fig. 6.5 where nb = 60, we show the simulation results
for both sequence receivers. Similar to that in Fig. 6.3, our GLRT-IMPC sequence receiver
suffers from an approximate 1 dB power loss compared with the genie bound when Lm = 1,
and achieves the genie bound when Lm = 32. However, we can see that the performance of the
GMLSD receiver deteriorates whenever nb increases or decreases. Even with a very large value
of Lm, i.e., Lm = 100, since it does not know that the nb value has been changed from 39, its
performance cannot converge to the genie bound.
Since we adopt the Viterbi-type trellis-search algorithm, we can simulate both the GMLSD
and the GLRT-IMPC sequence receivers efficiently with any arbitrary large value of Lm (Lm 
Lc) to achieve the optimum performance. For example, we can simulate the GMLSD sequence
receiver with Lm = 100 as given in Fig.s 6.4 and 6.5.
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sim., GMLSD seq., Lm = 1
sim., GMLSD seq., Lm = 8
sim., GMLSD seq., Lm = 100
sim., GLRT-IMPC seq., Lm = 2
sim., GLRT-IMPC seq., Lm = 8
sim., GLRT-IMPC seq., Lm = 32
SI=0.1244
SI=1.3890
Figure 6.4: Performance of sequence receivers with nb = 20.

























sim., GMLSD seq., Lm = 1
sim., GMLSD seq., Lm = 8
sim., GMLSD seq., Lm = 100
sim., GLRT-IMPC seq., Lm = 2
sim., GLRT-IMPC seq., Lm = 8
sim., GLRT-IMPC seq., Lm = 32
SI=0.1244
SI=1.3890
Figure 6.5: Performance of sequence receivers with nb = 60.
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6.4.2 DFB Receivers
By simulation, using the same channel conditions (turbulence conditions, SNR, nb value and L
value), we find that the DFB receivers have almost the same performance as their corresponding
sequence receivers. Thus, readers are suggested to refer to Fig.s 6.3-6.5 and we do not replot
them. Here, we present the DFB receivers’ performance where nb is chosen randomly from 10 to
100 with equal probability. Since the background radiation condition (the statistical distribution
of the radiation strength) might be different in various situations, in our work here, we just use
this randomly chosen nb to test the robustness of our receivers. First, in Fig. 6.6, we plot the
simulation results of both our GLRT-IMPC DFB receiver and the GMLSD DFB receiver. We
can see that our GLRT-IMPC DFB receiver achieves the genie bound with Lm = 32, but the
GMLSD DFB receiver cannot.
Next, we plot the performance results of the GLRT-IMPC DFB receiver in Fig. 6.7
compared with the GLRT-IMPC sequence receiver. We can see that the GLRT-IMPC sequence
receiver performs slightly better than the GLRT-IMPC DFB receiver when Lm = 2. When Lm
increases, the BEP of the GLRT-IMPC DFB receiver can also approach genie bound.
In Fig. 6.8, we plot the GLRT-IMPC DFB receiver’s performance with different values
of Lm. It can be seen that, as Lm increases, the performance approaches the genie bound
asymptotically.
6.4.3 Discussion
Based on the results shown in the previous subsection, we have shown that sequence receivers can
be implemented using the Viterbi-type trellis-search algorithm and the selective-store strategy
with lower complexity and better performance compared with the MSD algorithm. The error
floor problem, which is observed in [34] and cannot be mitigated by the MSD algorithm, is now
overcome completely.
When nb is a constant and known at the receiver side and the value of Lm is small,
the GLRT-IMPC receivers cannot perform as well as the GMLSD receivers, because the
GLRT-IMPC receivers always regard the value of nb as unknown and have to estimate it with
insufficient samples. Thus, the GMLSD receivers are suggested only when the receiver memory
size is a constraint and the value of nb is constant and accurately known at the receiver side.
Otherwise, the GLRT-IMPC receivers, with more robust performance and require no knowledge
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sim., GMLSD DFB, Lm = 1
sim., GMLSD DFB, Lm = 8
sim., GMLSD DFB, Lm = 100
sim., GLRT-IMPC DFB, Lm = 2
sim., GLRT-IMPC DFB, Lm = 8
sim., GLRT-IMPC DFB, Lm = 32
(a) SI=0.1244.
























sim., GMLSD DFB, Lm = 1
sim., GMLSD DFB, Lm = 8
sim., GMLSD DFB, Lm = 100
sim., GLRT-IMPC DFB, Lm = 2
sim., GLRT-IMPC DFB, Lm = 8
sim., GLRT-IMPC DFB, Lm = 32
(b) SI=1.3890.
Figure 6.6: Performance of DFB receivers, where nb is randomly chosen from 10 to
100.
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sim., GLRT-IMPC Seq., Lm = 2
sim., GLRT-IMPC DFB, Lm = 2
sim., GLRT-IMPC Seq., Lm = 4
sim., GLRT-IMPC DFB, Lm = 4
sim., GLRT-IMPC DFB, Lm = 32
SI = 1.3890
SI = 0.1244
Figure 6.7: Performance of both GLRT-IMPC receivers, where nb is randomly
chosen from 10 to 100.






























Figure 6.8: Performance with different memory lengths; SI=0.1244, nb = 70, SNR =
17 dB.
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of nb, are highly suggested.
Though the DFB receivers do not perform as well as their corresponding sequence receivers
at the same value of Lm, the DFB receivers are recommended because of much lower memory
requirements. We always have to preserve several memory arrays for the sequence receivers to
store the ongoing part of survivors. Besides, the sequence receivers have a potential to introduce
a long system delay when the two survivors are very long before they merge. On the contrary,
since the DFB receivers perform symbol-by-symbol detection, memory arrays to store survivors
are not necessary and no system delay exists. In addition, we observed that by increasing the
value of Lm very slightly, the DFB receiver can perform better than the sequence receiver.
6.5 Concluding Remarks
To mitigate the effects of atmospheric turbulence, pointing errors and background radiation,
we have introduced new GLRT-IMPC receivers (the GLRT-IMPC sequence receiver and
the GLRT-IMPC DFB receiver) for FSO photon counting systems. These GLRT-IMPC
receivers both can perform ML estimation of the unknown channel gain and background
radiation implicitly, and detect the data accordingly, while requiring no prior knowledge
about the channel and the environment. Thus, they are robust and work well in any slowly
time-varying environment. Using the Viterbi-type trellis-search algorithm as well as the
selective-store strategy, the GLRT-IMPC sequence receiver can be implemented efficiently; while
the GLRT-IMPC DFB receiver is a more efficient option. By simulation and theoretical analysis,
we have shown that the performance of the GRT receivers approaches the genie bound as the
observation window length increases.
When the background radiation is constant and perfectly known at the receiver side, the
performance of the GMLSD receivers (the GMLSD sequence receiver and the GMLSD DFB
receiver) can also achieve the genie bound as the observation window length increases. By
adopting the Viterbi-type trellis-search algorithm and the selective-store strategy, for both
GLRT-IMPC and GMLSD sequence receivers, the error floor problem has been completely
avoided.
Additionally, in Appendix A of this article, we argue that the intuitive detection method
will have an error floor problem, and thus is not recommended.
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6.A Appendix - Performance Analysis of the
GLRT-IMPC DFB Receiver





















































































Since we adopt the selective-store strategy, if Lm goes to infinity, we have Ron → ∞, Roff →











































































































































Comparing (6.42) with (3.26) and (3.27), we can see that (6.42) with (3.26) have the exactly
same structure and the only difference is that (6.42) uses estimated parameter values but (3.26)
uses ideally accurate ones.









where r0i,k is defined as the ith most recent received signal at time k that is detected to carry
data symbol 0. If we ignore the impact of feedback errors and consider all ri,k’s as the received
signal corresponding to the data symbol 0, r0i,k is a random variable with mean nb and variance
nb. Therefore, nˆb is a random variable with mean nb and variance 2nb/Lm. Clearly, if Lm goes
to infinity, 2nb/Lm goes to zero and nˆb approaches the true value of nb. Similarly, it can be
shown that as Lm increases, nˆr approaches its true value nr. Thus, we can conclude that as the
observation window length increases, the BEP of the GLRT-IMPC DFB receiver can approach
the genie bound, and apparently, so does the GLRT-IMPC sequence receiver.
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Chapter 7
Performance of FSO Links with
Dynamic Beam Waist
Atmospheric turbulence and pointing errors cause the received optical power fluctuations, which
degrades the link performance. Without consuming more transmission power, we focus our
attention on the receiver side signal processing algorithm design in the earlier chapters of this
thesis. Besides this, by dynamically setting the transmit laser beam waist to appropriate values,
the receiver can collect more power, which can obviously improve the link performance. Both
pointing error and atmospheric turbulence can cause the receiver side beam footprint wandering,
However, the study of the combining effects is very complicated and no effective mathematical
model is currently available. In this chapter, we consider turbulence-free channels, of which the
laser inter-satellite link is a perfect example. An effective and efficient mathematical method
to calculate the dynamic optimum value of the beam waist is given and the performance of a
link with this dynamic adjustment scheme is studied.
Optical tracking and pointing systems for FSO communications suffer from vibration,
which causes the pointing error, denoted by θ (rad). This leads to a radial displacement d
between the detector center and the beam center, since d is the product of tan θ (≈ θ, since θ is
very small) and the link distance z, i.e., d = tan θ ·z ≈ θ ·z. Mechanical engineers put abundant
efforts in designing high-accuracy tracking and pointing systems, i.e., to minimize θ, and so
far θ can be restricted at the range of 0 - 100 µrad for satellite applications [35]. However,
since the inter-satellite link distance is commonly very large, within this range, inaccurate
pointing can still degrade the system BEP performance. This effect can be reduced by methods
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High-speed, high-accuracy 
pointing error measurement device

0.opt High-speed beam waist adjuster
Transmitter Telescope





Figure 7.1: A brief block diagram of the optical transmitter system of a satellite.
such as adapting the transmitter power and telescope gain according to vibration amplitude
[37]. These methods are effective but consume more transmission power and involve intensive
numerical computation. An alternative, which is to find the optimum laser beam waist that
minimizes the BEP, has attracted abundant interests.
References [44–47] consider to use a long-term fixed beam waist. Since the pointing error
is caused by platform vibration, the pointing error angle θ is a time-varying random variable.
This fixed beam waist value is chosen such that the system average BEP is minimized. In fact,
the optimized fixed beam waist may not be the real optimum one at all the time, but the system
with this beam waist value can achieve better average error performance than that with any
other fixed beam waist values. However, since the optimization of the fixed beam waist aims
to minimize the average BEP, it requires the accurate statistical distribution of the pointing
error, which may not be available in practice. In addition, [44–47] do not provide closed-form
solutions, and rely on numerical methods and thus consume high computation power.
Inspired by the facts that the pointing error angle θ can be measured at the transmitter
side [48, 49] and the laser beam waist ω0 can be adjusted sufficiently fast [50, 51], in this
chapter, we propose a dynamic beam waist adjustment scheme and study the performance of
laser inter-satellite links with this scheme. The beam waist value ω0 is chosen such that the
system BEP is minimized at each instant. Thus, it is adjusted in a timely manner according
to the estimated value of the instantaneous pointing error angle θ. The statistical distribution
of the pointing error is not required, but an additional pointing error measurement device is
required at the transmitter side as shown in Fig. 7.1. The module “High-speed beam waist
adjuster” is studied in [50, 51], and the module “High-speed, high-accuracy pointing error
measurement device” is studied in [48, 49]. In this chapter, we do not study the design of
these two modules. We mainly investigate the acquisition of the optimum instantaneous ω0,opt
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value (i.e., the module “ω0,opt Calculation”) and the link performance with this dynamic beam
adjustment scheme.
As we will show, using a square to approximate the circular detector region, we obtain a
simple algebraic expression for the optimum dynamic beam waist. Due to the simplicity of this
solution, it can be computed easily at the transmitter side. Since at each instant, the system
with dynamic beam waist values performs better1 than that with a fixed beam waist value,
the overall average BEP performance is improved. We also show that our dynamic beam waist
adjustment scheme is more robust than the fixed beam waist scheme due to the fact that it
does not depend on the transmission power, the telescope gain and the statistical distribution
of the pointing error angle.
The remainder of this chapter is organized as follows. Section 7.1 introduces the Gaussian
beam model. In section 7.2, we shows the dynamic adjustment approach and derives the
algebraic-form expression for the optimum beam waist. Section 7.3 gives the numerical results
and conclusions are drawn in section 7.4.
7.1 The Gaussian Beam Model
For general free-space optical systems, the overall channel gain is determined by the geometric
spread and the pointing error, the atmospheric turbulence, and the path loss [87, 99, 100]. In
this chapter, we consider the inter-satellite laser link, which is outside the earth’s atmosphere,
and thus, is under a turbulence-free environment. Therefore, the overall channel gain depends
only on the geometric spread and the pointing error. To study the channel gain denoted by hp,
we need to start from the Gaussian beam, for which, the normalized spatial distribution of the










where ρ is the radial vector from the beam center, and ωz is the beam radius at which the
intensity drops to e−2 of the axial value at the distance z. The beam radius ωz is also referred
1To be accurate, instead of saying “better”, we should say that the system with dynamic beam waist
values performs no worse than the one with a fixed beam waist value. However, since the fixed beam
waist is invariant and thus is only the optimum corresponding to a single value of θ, for most time, the
system with dynamic waist values performs better. We keep the word “better” in the main context.
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Figure 7.2: (a) Detector and beam footprint with misalignment. (b) A square
approximation to the circular detector.
to as the spot size, and achieves the minimum value ω0 at z = 0, known as the beam waist.









where λ is the laser wavelength. It should be noted that the Gaussian beam model fails if wave
fronts are tilted by over approximate 0.5 rad, which corresponds to ω0 ≤ 2λ/pi [65, P. 630].
This leads to ω0 > 2λ/pi as a constraint in finding the optimal beam waist. From (7.2), it is
observed that the beam radius ωz increases almost linearly with z in the far field, i.e., where
z  piω20/λ, resulting in a cone-shaped beam. Therefore, the divergence angle Dv of the laser
beam in the far field is approximated by the ratio of the beam radius ωz and the transmission






From (7.3), we can see that each of the three variables ω0, ωz and Dv can determine the other
two. Thus, adjusting the beam waist is equivalent to adjusting the beam width, adjusting the
spot size, or adjusting the divergence angle, which have been discussed in [44–47].
Consider a circular optical detector C with radius a located on the received beam plane, as
shown in Fig. 7.2(a). The distance between the center of C and the beam center, i.e., the radial
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displacement caused by the pointing error, is denoted by d and we have d = tan θ · z ≈ θ · z.
Apparently, the fraction of power that detector C can collect is hp. Since it is related to θ, a,
ω0 and z, we denote it as hp(θ, a, ω0, z). Obviously, the value of hp(θ, a, ω0, z) can be obtained
by performing a double integral over the detector region, i.e.,




2 + y2;ωz)dxdy, (7.4)
where θ, a, ωz, ω0 and λ are all non-negative parameters. Since we have (7.2), in this chapter,
we use hp(θ, a, ω0, z) and hp(θ, a, ωz) interchangeably.
We use Eb to denote the average electrical-domain energy per bit at the receiver side if
hp = 1 and denote the one-sided power spectral density of the additive white Gaussian noise as
N0. Assuming that OOK is adopted, the BEP conditioned on θ is expressed as [87]
Pb(e|θ) = Q
(









Pb(e|θ = x)pθ(x)dx, (7.6)
where pθ(x) is the pdf of θ.
References [44–47] study the optimum fixed beam waist with which the system achieves




where the solution depends highly on pθ(x). In previous studies, e.g., [47], it is assumed that
the pointing error angles in azimuth and elevation are independent and identically Gaussian
distributed, resulting in the total pointing error angle to be Rayleigh distributed if the bias
pointing error is zero, and Rician distributed if the bias pointing error is non-zero. However,
this assumption is only for the ease of analyzing the problem mathematically, and in most cases
the pointing error angles in azimuth and elevation are non-identically distributed. Another
drawback of this fixed-beam-waist scheme is the difficulty of acquiring the parameter values
of pθ(x) accurately. If wrong parameter values are used for optimizing the beam waist, the
system may use a mismatched beam waist. As we will show later, the fixed beam waist scheme
is very sensitive and the system suffers a serious performance degradation when the waist
value is mismatched. In addition, [44–47] do not provide closed-form solutions, and therefore,
numerically solving (7.7) requires a communication terminal with very high computation power,
and thus may increase the weight and size of the terminal and consume more energy.
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7.2 Dynamic Beam Waist Adjustment
Recent works in [48, 49] show that the pointing error angle θ can be measured accurately.
Therefore, we study the performance of links with a dynamic beam waist ω0 which is adjusted
corresponding to θ in a timely manner, to minimize the conditional BEP Pb(e|θ) given in (7.5).
Using the fact that the Gaussian Q-function is a monotonically decreasing function, minimizing




hp(θ, a, ω0, z),
s.t. ω0 > 2λ/pi. (7.8)
At this stage, we can see clearly that with the optimum dynamic ω0 value, the receiver can
achieve the highest received optical power. This will lead to the best error performance not
only for OOK, but also for other modulation formats. Also, the maximization of receiver power
leads to the achievement of the highest channel capacity and the minimum outage probability.
Thus, dynamic beam waist adjustment can bring significant performance improvement in terms
of error probability, outage probability, and channel capacity.
To solve (7.8), let us consider two cases:
Case 1 : When d < a, the beam should be as narrow as possible, such that the detector
collects the highest percentage of power. The ideal case is to concentrate all the optical energy
on the central axis, resulting in an ultra narrow beam, i.e., ωz = 0. Thus, the detector can
collect all the transmitted power. Nevertheless, from (7.2), we see that ωz = 0 is not achievable.
Therefore, we find the minimum ωz value, which is obtained by solving equation dωz/dω0 = 0.
The optimum ω0 is given by ω0 =
√




Case 2 : When d > a, to find the optimum ω0, we first find the optimum ωz value that
maximizes hp(d, a, ω0, z), and then find the optimum ω0 according to (7.2). Therefore, we need
to solve equation dhp(d, a, ωz)/dωz = 0.
Let X and Y denote two independent and identically Gaussian distributed random
variables with mean zero and variance ω2z/4. Thus, if we let ρ = (x, y), the joint pdf of X
and Y is exactly the same as (7.1). Hence, the fraction of power that the detector C can
collect, equals the probability that (X,Y ) falls in C, i.e., hp(θ, a, ωz) = P{(X,Y ) falls in C}.
Since hp(θ, a, ωz) can hardly be expressed in a simple and mathematically tractable form, as
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shown in Fig.7.2(b), we use a square C′, whose side length is 2s =
√
2a, to approximate the
circular region C. Thus, hp(θ, a, ωz) ≈ P{(X,Y ) falls in C′}. Since X and Y are independent
and identically distributed, the joint distribution of X and Y is circularly symmetric. By this
symmetry, the power that detector C can collect is only related to d, but not related to angle
ϕ, which is shown in Fig. 7.2(a). To keep this symmetry property, we let the extension line of
one of C′’s diagonals always cross the origin by rotating C′ according to ϕ, as shown in Fig.
7.2(b). Therefore, the value of P{(X,Y ) falls in C′} remains the same with all values of ϕ.
For ease of analyzing mathematically, we calculate P{(X,Y ) falls in C′} at ϕ = pi/4. Thus,
the fraction of power that the detector can collect is approximately expressed in terms of the
Gaussian Q-function as













Here, it should be noted that d must be larger than
√
2s, which corresponds to the case d > a.
Based on (7.9), we solve the equation dhp(θ, s, ωz)/dωz = 0 and choose the ωz value that satisfies






If an ωz value that is obtained from (7.10) is smaller than ωz.min, it is also non-achievable. In
this case, we set ωz to ωz.min by setting ω0 to
√
λz/pi. Summarizing all cases and substituting
d = θ · z, we have the overall optimum ωz expression as
ωz.opt =
{
















)} , θ ≥ √2s/z (7.11)










With z =20,000 km, and θ = 50 µrad, we figure out that the two optimum ω0 values are
approximately 8mm and 2km. For satellite platforms, a transmitter aperture size over 1km









2 decreases monotonically with ωz.opt. Since it has to























Figure 7.3: A block diagram of the module “ω0,opt Calculation”.
Substituting (7.11) into (7.13) will give the optimal ω0. Since most mechanical vibrations are
at low frequencies (up to 100 Hz)[35], ω0 can be adjusted sufficiently fast using the technology
reported in [50, 51].
We give a brief block diagram of the module “ω0,opt Calculation” in Fig. 7.3. As we
have shown in Fig. 7.1, a high-speed and high-accuracy pointing error measurement device is
required to continuously and precisely acquire the instantaneous pointing error angle θ and feed
θ to the module “ω0,opt Calculation”. The module “ω0,opt Calculation” calculates corresponding
beam waist ω0.opt and then feeds the ω0.opt value to the beam waist adjuster. The calculation
of ω0.opt is performed in two steps: 1) substituting the values of θ, s and z into (7.11) to obtain
ωz.opt; 2) substituting ωz.opt and ωz.min into (7.13) to obtain the value of ω0.opt. The value of s
and ωz.min are constant and are thus easily known at the transmitter side. The link distance
z can be calculated according to the instantaneous locations of the transmit terminal and the
receive terminal, which can be obtained by checking the known ephemeris data. Since (7.11)
and (7.13) are both simple algebraic expressions where none of integrals, differential equations,
iterations are involved, the overall complexity is very low and thus the dynamic beam waist
adjustment scheme we proposed here is practically implementable.
7.3 Numerical Results
In this section, we start to present and discuss the numerical results. We regard θ as a Rayleigh
distributed random variable with the scale parameter σθ, as in [47], for numerical results in this
chapter. It should be emphasized that the dynamic beam waist adjustment given in (7.13) does
not depend on any specific model of θ or d. The lengths of inter-satellite links are commonly
between 1,000 km and 80,000 km and we choose z = 20,000 km in our simulation. The accuracy
of the satellite tracking and pointing system allows θ to range from 1 to 100 µrad and thus we
set σθ = 10 µrad. The receiver aperture diameter (2a) is set to be 0.25 m; and the carrier
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Table 7.1: Parameter values for numerical results
Parameter Symbol Value Remarks
Link distance z 20,000 km
Receiver load resistance Rload 179,700 Ω [101]
Noise temperature K 300 K [101]
Thermal noise PSD N0 -174 dBm / Hz
Receiver aperture diameter 2a 2a = 0.25m
Pointing scale parameter σθ 10 µ rad
Carrier wavelength λ 1.064 µm
Quantum efficiency η 0.95
Data rate 1 Gbps
wavelength is λ = 1.064µm. The data rate in simulation is set to be 1 Gbps and OOK is
assumed. The parameters are also summarized in Table 7.1.
Fig.7.4 shows the system ABEP of our adaptive beam waist adjustment strategy and
that of fixed beam waist with different waist values. We can see that our adaptive beam
waist adjustment outperforms its fixed counterpart, even when the fixed beam waist has been
optimized. Also, for the fixed beam waist scheme, the ABEP changes drastically with the beam
waist around the optimum point. A slight mismatch in the beam waist would severely degrade
the ABEP from the optimum value.
The ABEP versus transmit power curves of our dynamic adjustment approach, the fixed
approach with accurately optimized waist value and the fixed approach with mismatched waist
value are given in Fig. 7.5. Since we do not have a closed-form expression for the optimum
fixed beam waist, the optimum beam waist for the fixed approach is obtained via point-by-point
numerical search. For the mismatched case, the beam waist value is set to be ω0 = 10.41mm,
which is the optimum waist value for the first point (24 dBm) of the curve. We can see that
our dynamic approach outperforms slightly the fixed approach that operates with an accurately
optimized waist value. However, if the waist value is not optimized, i.e., for the mismatched
case, the system suffers from a severe power loss. In practice, the values of transmit power, z
and σθ may vary during a continuous transmission. An on-line numerical search for the fixed

























Figure 7.4: ABEP comparison between fixed and dynamic beam waist systems;
transmit power 30 dBm, z = 20,000km and σθ = 10µrad.



























Figure 7.5: ABEP comparison between dynamic, fixed-and-optimised and
fixed-but-mismatched beam waist.
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Figure 7.6: Channel gains with different values of θ of dynamic beam waist
adjustment and fixed beam waist system (ω0 = 10.41 mm).
a huge three-dimensional table storage with small incremental parameter values. Since our
mathematical expression of the dynamic beam waist is in a simple algebraic form, this solution
can be easily implemented on-line.
Furthermore, since the ABEP is obtained by averaging the instantaneous BEP over all
possible d values (or θ values since d = θ × z), it may not indicate the performance difference
at most times when the instantaneous pointing error is not too crucial. In Fig. 7.6, we plot
the instantaneous channel gain value corresponding to different θ values. We can see, at most
times, the hp value of our dynamic approach is several orders higher than that of the fixed one.
This means, the communication quality of systems adopting our dynamic beam waist control
scheme is much better than that of fixed beam waist. The point where two curves meet in Fig.
7.6 is where the fixed beam waist happens to be the optimum dynamic value.
Generally, for a fading channel, the outage probability equals P (hp < h∗), where h∗ is some
benchmark value to define the outage. In Fig. 7.7, we plot the curve of the outage probability
versus h∗ values, which is also the cumulative distribution function (cdf) of hp. We can clearly






















Figure 7.7: The cdf’s of the channel gains of dynamic beam waist adjustment and
fixed beam waist system (ω0 = 10.41 mm).
beam waist control is much lower than that with fixed beam waist.
7.4 Concluding Remarks
Since our method does not assume the transmit power or the telescope gain remains constant
and the beam waist is adjusted according to the instantaneous values of z and θ (or d), it can
also be used without any further modification when the transmitter power and telescope gain
adaptation proposed in [37] is also in use. These two methods are introduced from different
perspectives and can be adopted simultaneously to achieve a higher system performance. For
the fixed long-term optimum beam waist adjustment scheme, the optimum waist value varies
with the transmit power and thus with the telescope gain. Thus, the results cannot be used
without further modification when the transmit power and the telescope gain are also being
adjusted. Further joint optimization should be considered.
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Summary of Contributions and
Future Work
8.1 Summary of Contributions
To reliably recover data from signals that are randomly attenuated by atmospheric turbulence
and pointing errors, for the FSO IM/DD system, we develop a Viterbi-type sequence receiver
based on the GLRT principle. This receiver, which is referred to as the GLRT-IMDD sequence
receiver, has a very simple decision metric. The evaluation of this sequence receiver decision
metric does not involve numerical integration or numerical iteration, and thus is simple and
practically implementable in high-speed systems. To efficiently implement the GLRT-IMDD
sequence receiver, a Viterbi-type trellis-search algorithm is adopted which allows us to use
a large observation window size to achieve higher performance. We have shown that the
error performance of this sequence receiver can approach that of detection with perfect
channel information. In addition, the error floor problem, which has been observed in the
literature, has been completely avoided due to the use of the selective-store strategy. However,
though the search complexity of this sequence receiver is very low and is independent of the
observation window size, it grows almost quadratically with the modulation order. Therefore,
for higher order modulation systems, its efficiency is limited. We further approximately simplify
this GLRT-IMDD sequence receiver to a decision-feedback symbol-by-symbol receiver, whose
implementation complexity is reduced and is independent of the modulation order. We have
also shown that the performance loss of this DFB receiver compared with the sequence receiver
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is negligible and the performance of detection with perfect channel information can be achieved
by using a relatively large observation window.
Besides the atmospheric turbulence and pointing errors, the background radiation can
also impair the link performance. In this thesis, we analyse the impact of the background
radiation and discuss various methods to suppress it. Most existing methods are effective, but
still cannot completely mitigate the effects caused by the background radiation. Still based
on the GLRT principle, we propose a method from the signal processing perspective to cancel
the background radiation, resulting in a GLRT-IMDD-BC sequence receiver. This receiver can
automatically estimate the unknown channel state and the background component, and detect
signals accordingly without using line codes or frequent insertion of pilot symbols. Therefore,
it is robust and efficient. Similar to the GLRT-IMDD sequence receiver, a Viterbi-type
trellis-search algorithm and a selective-store strategy are used for efficient implementation. The
performance results show that it can completely cancel the impact of background radiation,
and achieve the performance of detection with perfect channel information and no background
radiation. A further simplified DFB receiver with negligible performance loss is developed for
the efficient implementation of higher modulation order systems.
In addition to direct detection, photon-counting detection can also be used to detect
intensity-modulation signals. For the PC receiver, the instantaneous value of the channel
gain and the average photon counts due to the background radiation is required. Using pilot
symbols to estimate the channel leads to reductions of both the spectral efficiency and the power
efficiency. In this thesis, we develop an efficient and robust sequence receiver, which acquires the
CSI and the background information implicitly and requires no knowledge about the channel
model information. It is robust since it can automatically estimate the CSI and background
component and detect the data sequence accordingly. Its decision metric has a simple form and
involves no integrals, and thus can be easily evaluated. A Viterbi-type trellis-search algorithm
is adopted to improve the search efficiency. Also, a selective-store strategy is used to overcome
a potential error floor problem as well as to increase the memory efficiency. To further simplify
the receiver, a decision-feedback symbol-by-symbol receiver is proposed as an approximation of
the sequence receiver. Using simulations, we show that the performance of both the sequence
receiver and the symbol-by-symbol receiver approaches that of detection with perfect knowledge
of the CSI and background radiation, as the length of the window for forming the decision metric
increases.
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Besides robust signal detection algorithms, choosing appropriate values for adjustable
parameters can also improve the system performance. In this thesis, we give an example for
properly adapting the laser beam waist at the transmitter side to achieve a higher performance.
Optical tracking and pointing systems for free space optical communications suffer from
vibration, which causes the pointing error. This leads to a radial displacement between the
detector center and the beam center. Mechanical engineers put abundant efforts in designing
high-accuracy tracking and pointing systems to minimize the pointing error, which has been
so far successfully restricted to a very small range. However, since the inter-satellite link
distance is commonly very large, within this range, inaccurate pointing can still degrade the
system performance severely. We propose a dynamic beam waist adjustment approach based on
detection of the radial displacement caused by the pointing error. Using a square to approximate
the circular detector region, we obtain a simple algebraic expression for the adaptive beam waist.
Due to the simple form of the solution, it can be computed easily at the transmitter side. It is
shown that our dynamic optimum beam waist solution outperforms the fixed solution.
8.2 Future Work
The following aspects, from our point of view, may become future hot topics in FSO systems.
In the future, we will extend our current work in these aspects.
8.2.1 Coherent Systems
In previous studies, IM/DD schemes are mainly considered. However, coherent systems are able
to increase the bandwidth efficiency and therefore to increase transmission data rate compared
with IM/DD systems. Recently, coherent communications have attracted increasing attentions
over FSO links [102–104].
In FSO coherent communications, the turbulent atmosphere will cause both intensity
scintillation and phase fluctuation to the laser beam. There are different models to describe
the effect of the atmosphere to the intensity scintillation of the laser beam [105]. In [67],
phase fluctuation of the laser beam is proved to satisfy Gaussian distribution. Moreover, for
FSO systems, the correlation time of signal variations in turbulent atmosphere is a function of
transversal wind velocity, which can be shown to be on the order of millisecond [105]. Therefore,
characterized by high speed transmission (multi-Gbps), one can assume a frozen atmosphere
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model. In [67], both the intensity scintillation and phase fluctuation are supposed to satisfy this
assumption, and the slow varying characteristic of the power spectrum density of the normalized
laser intensity is verified by experiment.
Studies on phase modulation including phase-shift-keying (PSK) and differential PSK
(DPSK) are limited to the study of BEP performance considering only the intensity scintillation
of the atmosphere without phase fluctuation [17, 106, 107]. In [107], phase noise caused by the
laser linewidth and intensity noise is considered but the phase noise caused by atmosphere is
neglected, and the low-pass characteristic of the atmosphere is not mentioned.
In [67], the Mach-Zehnder interferometer (MZI) based DPSK transmission system is
employed. The authors of [67] find that to guarantee the performance of the coherent system,
measures should be taken to compensate the intensity of the signal when the Rytov variance is
over 1.0. However, measures based on pilot symbols reduce the bandwidth efficiency. Based on
the GLRT principle, receivers that jointly detect data sequences and estimate both the intensity
and phase fluctuations are expected to be developed.
8.2.2 Diversity Reception and MIMO
Atmospheric turbulence caused by variations in the refractive index due to inhomogeneities
in temperature, pressure fluctuations, humidity variations, and motion of the air along the
propagation path of the laser beam introduces irradiance fluctuations in the received signal.
Spatial diversity reception with multiple receivers can be used to overcome turbulence-induced
fading [20]. In contrast to spatial diversity for wireless systems, spatial diversity for atmospheric
optical systems can be readily implemented since the coherence length is of the order of
centimeters, i.e., the multiple transmitters or receivers only need to be placed centimeters
apart to see approximately independent channel fades. Also, it has been shown that similar
to RF communications, the effect of fading in FSO can be substantially reduced by creating a
MIMO FSO system with multiple lasers at the transmitter and multiple photodetectors at the
receiver[108].
For FSO IM/DD channel, diversity reception has been studied in [20] and [88] in terms of
error probability. In [109], outage probability is used as a performance metric when analyzing
the spatial diversity systems. For coherent systems, diversity reception has been studied in
[102] , [108] and [110]. In most studies, CMI or instantaneous channel gain are assumed to be
known exactly. However, this assumption is impractical and we expect a better system which
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can demodulate or decode the information with neither CMI nor the instantaneous channel
gain. As discussed in Chapter 2, channel gain is a slowly varying random variable. For diversity
reception or MIMO systems, the channel gain is a vector or a matrix instead of a single scalar,
but the slow varying property does not change. By using the GLRT principle, the channel gain
vector or matrix can be estimated without too many pilot symbols and the decision metric will
be adjusted accordingly. For a more advanced coherent MIMO system, the phase fluctuation of
the received optical signals can also be estimated. For diversity reception, MIMO systems and
coherent MIMO systems, receivers are expected be developed by using the GLRT principle. As
the systems themselves might be quite complicated, simplification of sequence receivers may
provide great benefits.
8.2.3 Relay Systems
Intensive research has been conducted to the RF relay-assisted cooperative communication [111–
113], where one or more relay nodes are placed between the source and the destination to
enhance the communication quality. Two forms are commonly adopted for relay systems, i.e.,
amplify-and-forward (AF) and decode-and-froward (DF). In the AF scheme, the relay node
amplifies the received signal from the source and then forwards the amplified signal to the
destination. The relay node decodes the signal from the source and forwards the re-encoded
signal to the destination in the DF scheme. The destination decodes the received signal from
both the relay and the source.
Due to the requirement of LOS transmission, the FSO system cannot be used to provide
point-to-point communication service if there exist obstacles (such as mountains and buildings)
that block signals between the transmitter and the receiver. Cooperative transmission can be
considered as an effective approach to provide non-line-of-sight (NLOS) FSO communications.
Recently, relay-assisted FSO communications have attracted considerable research interests,
being recognized as a very promising solution for future outdoor optical wireless systems [114].
Well-designed relay systems with proper relay node deployment and relay transmission strategies
can significantly improve the system reliability and the communication quality.
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8.2.4 Hybrid RF/FSO Systems
For FSO links, we have studied methods to mitigate the impacts of atmospheric turbulence and
pointing errors, which may deteriorate the system performance severely. However, atmospheric
phenomena such as fog and haze may completely block FSO signals and cause outages. In this
case, RF links can still be used to transmit data. As we have argued, the FSO system has
some advantages over the RF counterpart. For example, RF links are susceptible to heavy rain
conditions, but FSO links are not affected notably. Thus, the integration of FSO and RF links
can be a very effective method to provide higher reliability and availability [115].
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