Abstract-An estimation of change-proneness of parts of a software system is an active topic in the area of software engineering. Such estimates can be used to predict changes to different classes of a system from one release to the next. They can also be used to estimate and possibly reduce the effort required during the development and maintenance phase by balancing the amount of developers' time assigned to each part of a software system. This research work proposes a novel approach to predict changes in an object-oriented software system. The rationale behind this approach is that in a well-designed software system, feature enhancement or corrective maintenance should affect a limited amount of existing code. Our goal is to quantify this aspect of quality by assessing the probability that each class will change in a future generation. Our proposed probabilistic approach uses the dependencies obtained from the UML diagrams, as well as other code metrics extracted from source code of several releases of a software system using reverse engineering techniques. These measures, combined with the change log of the software system and the expected time of next release, are used in an automated manner to predict whether a class will change in the next release of the software system. The proposed systematic approach has been evaluated on a multiversion medium sized open source project namely JFlex, the Fast Scanner Generator for Java. The obtained results indicate the simplicity and accuracy of our approach in the comparison with existing methods referred in the literature.
I. INTRODUCTION
Software engineering deals with "the construction of multi-version software" which will undergo a number of revisions either to enhance functionality or to fix bugs [1] . The modularity of object-oriented programs aims to reduce the impact of addition of new functionality or bug fixes in such systems. If the modification of a class method imposes code changes to a number of existing classes, the object-oriented design will be of limited value [2] . In a nutshell, predicting source code changes has become a crucial factor, since a number of studies conclude that the largest percentage of software development effort is spent on rework and maintenance. This research work aims to address the problem of correctly predicting changes in a software system. Correct prediction of changes can help managers to allocate resources more appropriately; this results in a reduction of costs associated with software development and maintenance, as well as more evenly distributed workload among the developers and testers. Correct prediction of changes also brings some insight on the design of the software. For example, if changes in one module have a considerable effect on other parts of the system, then the coupling between the modules may need to be reduced. We aim to determine the probabilities of change of classes within a system, which can also be used to assist maintenance and to observe the evolution of stability through successive generations.
The goal of this research is to predict the probability that each class will change in a future generation. Our proposed probabilistic approach can be applied when a few successive versions of an application are available. In order to calculate these probabilities, axis of time, through which a change in one class can affect another class of the design, is identified. We apply our technique on an object-oriented open source project, JFlex [3] . Obtained results validate that the proposed analysis offers improved prediction accuracy compared to a model that simply considers information from changes in past generations. It should also be noted that our proposed model provides the prediction in an automated manner. This is a considerable improvement over the related work, as discussed later in the paper. This paper is organized as follows. Section II discusses previous approaches which directly or indirectly address the same problem in the literature. The analysis process for predicting source code changes along with some background information about the probability theory and the notation used in this paper are presented in Section III. A case study and its statistical analysis results are discussed in Section IV. Finally, Section V provides conclusions and Section VI gives some insight into future work.
II. RELATED WORK
Several researchers have proposed the use of historical data related to a software system to assist developers gain a better understanding of their software system and its evolution. Zimmermann et al. [4] and Ying et al. [5] use data gathered from logs of version control systems in order to predict changes in several open source software systems. Their goal is very similar to ours, but they exploit a much larger set of input data than we do. Due to this fundamental difference, we do not compare our methods with [4] or [5] Arnold and Bohner give an overview of several formal models of change propagation [6] . The models propose several tools and techniques that are based on code dependencies and algorithms such as slicing and transitive closure to assist in code propagation.
In [7] , a change impact model has been proposed for changeability assessment with primary goal to investigate the relationship between existing design metrics (e.g., Weighted Methods per Class) and the impact of change. Although it is useful to know which classes would be impacted by a given change, one has to know the actual changes that have occurred in a system to assess the probability of change for a certain class. The relationship between metrics and maintainability has also been studied in [8] . In [9] , a set of algorithms that determine what classes are affected by a given change is proposed. The methodology represents a system as a set of data dependency graphs, which is an effective approach for objectoriented designs. However, as in any change impact model, reports about the potential impact of a given change can be generated only after the user explicitly specifies the changes.
Briand et al. [10] empirically investigate whether coupling measures are related to ripple effects, using a commercial OO system. The aim is to rank classes according to their probability of containing ripple effects, while the approach proposed in this paper aims at identifying classes that are highly probable to change in a future generation, regardless of whether the change is internal or due to a ripple effect. An advantage of using coupling measures is that they are inherently related to ripple effects since common changes are usually due to relationships between classes. However, ripple effect-prone classes cannot be used for predicting whether they will change in a future release since changes originating in the class itself are neglected.
Hassan and Holt [11] tackle this problem in a different manner. They devise a technique in which a stand-alone system learns from changes to a software product, by associating the files that change in one commit [12] to a version control system. As developers modify the code in parts of that product, their proposed learning system suggests other files which may need to be modified due to the propagation of changes. Kim et al. [13] use a similar method by caching classes that have recently caused changes and faults. These classes along with those nearby them are considered prime candidates for causing faults soon.
Graves et al. [14] have a slightly different goal of predicting faults, which are a subset of changes, in aged software systems. They find the change-history of the system to be a better predictor than code metrics. In that model, Graves et al. assign weights to the perceived changes, with the most recent receiving the most. These weighted values provide a trend that is used to predict the number of faults in an upcoming period.
Mockus and Weiss [15] attempt to predict faults in a software system based on information extracted from changes to the system (e.g., lines of code modified, the changed components, etc.). This approach differs from many of other the related work in the respect that it uses changes to the state of the system, rather than the state itself. The authors apply their method on several updates to a software system to predict likely faults in future updates. Kagdi and Maletic [16] propose combining results from impact analysis with those from mining source repositories [4] to achieve a better accuracy in prediction of future changes. A case study has not been presented in that work, but the foundations of the framework are described there. We use a similar method and combine the metric-based and history-based probabilities to predict changes.
The work of Basili et al. [17] , which focuses on validation of a software metrics suite [18] , gives correlations between values of a software metric suite and the number of bugs and fixes that appear in a software system. While this study is not directly related to prediction of changes, it does provide useful information as to which metrics are good indicators of a change due to a software bug.
A recent work of Girba et al. [19] proposes an approach to summarize the changes in the history of a system that can offer a solid basis for starting a reverse engineering effort. The methodology consists of identifying the classes that were changed the most in the recent history and at the same time checking whether the same classes are among the most changed ones in the successive versions. However, only the addition or removal of methods is considered as changes. Arisholm et al. [20] investigate the use of dynamic coupling measures as indicators of change proneness. Their approach is based on correlating the number of changes to each class (a continuous variable which represents change proneness) with dynamic coupling measures and other class-level size and static coupling measures. Consequently, it cannot be considered a prediction model since no attempt is made to correlate the proposed measures with changes/no changes in the next generation. In addition, requirement changes have been factored out since they are not driven by design characteristics.
Our research was inspired by the work of Tsantalis et al. [21] , in which they propose a technique for prediction of changes in an object-oriented system. Their underlying principles are very similar to that of our work. Tsantalis et al. divide changes to a class into two categories: internal and external. Internal changes to a class are those that are initiated within that class, and external changes are those that occur due to changes in neighboring classes. Thus, the probability of change of a class is the probability of the union of internal and external changes.
The values of probability of internal change of a class in [21] are defined as the percentage of past releases in which there was an internal change in that class. Classification of changes into internal and external is done by manual inspection of the source code from previous releases of the software product which limits extensibility of that model. In Section III-A, we discuss a technique that estimates the probabilities of internal change, based on OO metrics that can readily be extracted from the source code. Our proposed approach automates the process of calculating the probability values.
External changes to a class A depend on two events: i) a neighboring class of A changing, and ii) that change propagating to class A. Thus, to calculate the probability of an external change in class A due to a change in its neighbor B, the probability of a change propagating from B to A has to be known. Tsantalis et al. assign a uniform probability value for propagation of changes between all pairs of classes that are dependent on each other (two classes are defined to be dependent, if there exists a direct dependency between them in the UML diagram of the software system). That probability value is defined as the percentage of changes in the past releases of the system that have propagated, and is obtained by manual inspection of changes. In Section III-B, we propose methods to estimate the propagation probabilities between pairs of classes, based on the number and types of dependencies between them. Our methods not only automate the process of obtaining these probabilities, but also yield more accurate predictions about changes in the next release of the system.
The construction presented in [21] leads to solving a nonlinear system of equations to get the probabilities of change. Solving that system of equations becomes difficult, if there exists a set of classes which form a cycle in the dependency graph of the software system. Tsantalis et al. present an approximation method to bypass that difficulty. We propose additional techniques in Section III-C to deal with cyclic dependencies. We also bring into the picture the axis of time, where we consider the time between consecutive releases as a parameter that will affect the probabilities of change (see Section III-D). We observe through empirical evaluation, that the inclusion of time as a parameter results in better predictions about changes in future releases.
Prior to [21] , Xia and Srikanth [22] introduced the idea that a change initiate in a class and then ripples to that class's neighbors with a probability r. Thus, as we get further from the changed class, the probability of a propagated change reduces by factors of r. The value of r mirrors the conditional probabilities defined in [21] .
III. THE PROPOSED PROBABILISTIC APPROACH
In order to determine which classes will change in the next release of a software system, we propose a probabilistic approach which uses the change history as well as the source code of the system. For notational consistency, we will use P(E) to denote the probability of event E throughout this paper. As shown in Fig. 1 , the first stage of the process estimates the likelihood that a class will be modified due to changes originating from the class itself. Such an estimation can be obtained based on a metrics suite that can measure the relevant features of the source code. We call this value the probability of internal change of the ith class, i = 1, 2, . . . , N , denoted by P s (IC), where the subscript s indicates that the probability value is based on the source code. At the second stage of the process, we extract the dependencies between classes using UML diagrams representing the design of the system. Based on the extracted data, we approximate the probabilities that a change would propagate from one class (j) to another class (i). This value is refereed as the propagation probability, α ij .
Ideally, we would like to map each kind of dependency to a unique propagation probability value, but when we have multiple dependencies between classes, we need to use alternative methods to obtain a single propagation probability between pairs of classes. As shown in Fig. 1 at the third stage of the process, the values of all P s (IC) and α ij are used to find the total probability of change of the class obtained from source code namely P s (TC i ). This probability represents the likelihood of a class being modified due to changes originating from itself, and those which propagate from the neighboring classes. It is assumed that internal and propagated changes are two independent events. Furthermore, we assume that propagation of changes from different classes are independent as well. These assumptions simplify the calculation of intersection and union of those events. Using Bayes' theorem, P s (TC i ) can be calculated as follows :
where IC i represents an internal change in class i, with P s (IC i ) representing the probability of that event; C i|j represents the propagation of a change from class j to i, with α ij representing its probability; and TC i represents the total change (internal or propagated) in class i, with P s (TC i ) as its probability. Again, the subscript s indicates that the probability values are based on the source code.
As an example, consider a simple system consisting of three classes, A, B, and C indexed by i = 1, 2, 3, which form a chain of acyclic dependencies between them namely C inherits B, which inherits A, as shown in Fig. 2 . We denote classes by circles and dependencies with arrows which point in the direction of change propagation. Assume that all classes have a probability of internal change of 0.5 and that the the propagation probabilities are given by α 21 = α 32 = 0.25. Thus, assuming that the events C i|j and TC j are independent for all i and j, the probabilities of change are calculated as follows :
Note that the calculations were done in a top-down fashion (we calculated probabilities of change in a serial manner, starting with A and finishing with C). This can be done as long as the dependency graph is acyclic. We present methods in Section III-C to calculate the probabilitis when the graph contains cycles.
As shown in Fig. 1 , the history change-log of the software system can be used to get another measure of the probability of change. In order to make use of this information, we convert the raw probabilities of change into time-normalized values. The raw probability of change of a class is defined as the percentage of past releases in which that class was changed. The time-normalized probability provides the probability of change of a class in a future release by using the raw probability value and taking into account the length of the Time Between Releases (TBR) of the past revisions and the expected Time To Release of the next version of the system (TTR). In other words, we first attempt to estimate the probability of change of a class in unit time and then use the TTR value to estimate the probability of change of that class in the next release; larger values of TTR imply that a change is more probable. We refer to this history-based timenormalized probability as P h (TC i ), where the subscript h indicates that the probability value is based on the history of the system.
Note that neither P s (TC i ) nor P h (TC i ) can provide reliable information alone. This is because the former only considers the structure of the source code, and the latter is only based on the nature of the source code by using the history change log. Thus, after calculating the values of P s (TC i ) and P h (TC i ) for all classes, we average those values and predict as to whether or not each class will change in the future release.
Our approach also uses several other measurements to provide a comparison with other solutions. While the list is as follows, it should be noted that Overall Accuracy is considered the most important measure : 
A. Estimation of P s (IC)
In [21] the probabilities of internal change are obtained by manual inspection of the source code from one revision to the next. While this procedure is applicable to small software systems, it becomes very time consuming as the size of the system increases. In this section, we propose methods that will automate this procudure and will use the code metrics and the history-log of the system to provide estimates of the abovementioned probability values. Later, we will show that these methods give prediction that are very close to those obtained by manual inspection.
The nature of the source code provides useful information regarding the stability of the software system. In order to find an estimate for P s (IC), we use a suite of metrics along with a method similar to that of Hazard Rate Functions described in [23] .
Assume that we have a real valued metric function X : S → [0, +∞), where S is the set of all the elements in the source code (methods, variable, classes, etc.). Assume that we can extract probabilities of internal changes of an element, from its corresponding metric value X.
Let us partition the axis corresponding to the values of X into small (non-overlapping) segments of length dx and compute the probability that we have a change when the value of X falls in (x, x + dx] while there has been no change for X = x. To do this, let F (x) denote the probability of change if the value of the metric X is equal to x. Expressing F (x) as the sum of the probabilities with values f (x)dx (union of disjoint events), we have
We also have,
Now, Let
.
Integrating both sides gives
It is assumed that λ(x) is a constant-value function. This would simplify the integration in (2) to
The probability function, F , does not need to be timenormalized as its input only depends on the structure of the code. Therefore, we can assume that F gives the probability of change of a class in unit time if a suitable value for λ is chosen.
Assuming that there are t units of time until the next release (i.e., TTR = t), we have
where IC i is an internal change to class i over a period of length t unit times, and IC i,τ is an internal change in the jth unity period. Assuming that internal changes in different periods are independent events, we combine (3) and (4) to get
where x i is the metric value of class i. We can define x i as a combinatin of OO metrics that are good indicators of change-proneness of a class. A simple way of doing so, is by letting x i to be a linear combination of code metrics corresponding to class i, with each metric weighted according to its correlation with past changes. We can find a suitable value for λ by using some sample values and then predicting changes in the past releases for each value. We choose the value gives predictions that correleate best with the occured changes.
In our approach, we need to select a set of objectoriented metrics that will be used to assess the changes. In order to make a selection, we first need to establish a set of criteria that should guide the selection process. Establishing these criteria requires us to consider and identify which of the metrics can be successfully used in order to assess the changes and to collect proper information from the source code features at the method or class level (depending on our choice of the level of granularity). In this respect, we focus on two criteria : i) the theoretical evaluation of the definition of the metric, and ii) the aspects of changes that we plan to predict. Table I illustrates our selected metrics at method level which will be used in the proposed approach. Note that as the value of the metrics in Table I increases, so does the probability of change of the methods [5] , [21] . Metrics in Table I can be extracted using Borland Together [26] . We have chosen to use metrics at method and data-member level, as they provide more detail about the structure of the code. We can also easily define the corresponding classlevel metrics by aggregating the lower level metrics.
B. Resolving Multiple Dependencies
The propagation probabilities are dependent on the type of the relationship between two classes. For the sake of simplicity, we wish to assign a single propagation probability to each kind of dependency. Furthermore, we want to combine multiple dependencies between classes to extract a single propagation probability between them and exploit (1) to find the probabilities of change. Relationships between classes and their respective elements are extracted using an Eclipse plug-in, called Creole [27] . A list of extracted relationships is presented in Table II . These relationships are exported using the Rigi Standard Format (RSF) [28] , which is a set of tuples that take the following format: (FromElement, ToElement, Type of Relation).
Assigning propagation probabilities becomes problematic when we have more than one dependency between two classes and their elements, as the above notation is only defined for single dependencies. In order to make the most use of the available data, we seek to incorporate all dependencies between any two classes when estimating the propagation probability between them. We propose three techniques to bypass this problem: two rely on keeping the probability calculations at the class level, while the other suggests performing calculations at the method and data-member level.
1) Normalization of Dependencies:
In this method, a mapping function m is used to map the number of dependencies between classes to a conditional probability value; since dependencies are from an element (i.e., datamember and method) to an element, m takes the following form :
where A and B are two classes with x dependencies between them. One simple way of finding a propagation probability is to normalize the number of dependencies by defining m as
This approach provides a very simple technique for obtaining conditional probability values from the relationships. On the other hand, the number of dependencies between two classes rarely gets even close to n(Elements of A) × n(Elements of B).
2) Element-wise Calculation:
In this method, the focus moves to the elements of a class which means instead of calculating the probability of change of a class, the probabilities of change of the elements of that class are calculated. Then, the probability of change of a class is the probability of the union of changes in the elements of that class. Note that there is at most one dependency (i.e., call, access, and overriding) from one element to another in a software system. Thus, moving the focus from a class to its elements removes the problem with multiple dependencies.
Using this method, we keep the simple framework of assigning uniform propagation probabilities to each type of dependency. In order to represent the structure of an object-oriented system, we consider dependencies between elements of one class to be stronger than that between elements of different classes. For example, changes to a method would probably affect the dependent elements within the same class more than those in other classes. Thus, we assign a larger propagation probability value to a dependency between two elements of the same class, than the same type of dependency between elements of different classes.
Element-wise calculation increases the number of unknowns in the non-linear system of equations that needs to be solved by 20 to 30 times. This increase, in turn, results in more complexity.
3) Merging Dependencies:
Multiple dependencies between classes can be treated as independent conditional probabilities and thus can be merged by simply finding the union of those events. Therefore, for n dependencies between classes A and B, with conditional probabilities α 1 , α 2 , . . . , α n , the equivalent probability of propagation is
This method allows us to collapse multiple dependencies between classes into one and to compute the probabilities of change at the class level as opposed to the more fine grained analysis in element-wise calculation. While the computational complexity is reduced due to the smaller size of the system of equations, we lose some accuracy when we merge dependencies compared to using element-wise calculation.
Note that all the above methods rely solely on the dependencies that are obtained from the UML diagram of the system. The proposed methods use these dependencies in a systematic way to provide an estimate of propagation probabilities; hence, these methods do not require any human intervention and can be fully automated. This is a considerable improvement with respect to [21] where a single propagation probability was used to describe all dependencies; that value was obtained by manual inspection of all the change logs of the system.
C. Calculation of P s (TC i ) and Cyclic Dependencies
As explained in Section III, we use (1) to calculate the values of P s (TC i ) for all classes. Assuming that that changes in different classes are independent, we can (1) into a nonlinear equation. Note however, that we cannot necessarily compute these values in a top-down fashion due to cyclic dependencies in the UML diagram.
Tsantalis et al. [21] use an approximation technique to get around this problem. They identify the cycles in the graph using a spanning tree [29] , and temporarily remove edges from the graph until there are no cycles left. Then, the probabilities of change can be easily computed. After this stage, the removed edges are restored, one by one, and the probabilities of change of the nodes adjacent to those edges are updated. This method provides a close approximation to the true probabilities of change, but the results seemed to be biased; during few test runs, the estimated probabilities were always smaller than the true values. In order to get a better approximation, our approach considers three techniques. While all of them rely on solving a system of equations to get the probabilities, two techniques use simplifying assumptions to reduce the complexity of the calculations by making the system of equations linear or by making the dependency graph acyclic. The details of the three techniques are elaborated further as follows.
1) Nonlinear System of Equations:
This approach uses (1) with no major simplification to calculate the probabilities of change. The only assumption associated with this approach is that changes in different classes are independent events. Assuming that events of change in different classes are independent, (1) can be negated and written as :
Using (8), a system of nonlinear equations can be constructed whose solution is the set of probabilities of change of the classes. Note that due to the nonlinearity of the system, it is more difficult to solve than linear systems. We use an implementation of Newton-Raphson Method [30] to solve a nonlinear system of equations in C++ given in [31] .
2) Linear System of Equations:
Similar to the previous method, this approach is based on (1). In this approach, however, it is assumed that changes in a class due to different sources are mutually exclusive. Based on this assumption, (1) can be written as
Note that (9) is linear and is fairly easy to solve. Nevertheless, the simplifying assumption makes the solution to the linear system of equations an approximation to the solution of (8).
3) Depth First Search Graphs:
A problem that is applicable to both of the previous methods is that they calculate probabilities for the steady state. For example consider a simple program with two classes with cyclic dependencies, as shown in Fig. 3 .
Classes A and B indexed by i = 1, 2 have internal probabilities of change of P s (IC 1 ) = 0.1 and P s (IC 2 ) = 0, respectively. The probabilities of propagation are α 12 = α 21 = 1.0. Intuitively, we would expect to have P s (TC 1 ) = P s (TC 2 ) = 0.1, because the only cause of change in the system can come from an internal change in A, which has a probability of 0.1. However, the linear system of equations becomes degenerate and gives no answers, and the nonlinear system gives P s (TC 1 ) = 1.0 and P s (TC 2 ) = 1.0; these values are out of our range of 0.1. Therefore, both the linear and the nonlinear systems give incorrect probability values. This overestimation is due to the fact that we are implicitly taking into account the possibility that a change in A will affect it, through B, over and over. We counter this, by constructing a depth-first search subgraph when calculating the probabilities of change.
GET-ALL-PROBABILITIES() 1 for each vertex
An informal description of the algorithm is as follows: consider a class A whose probability of change we are computing. We start constructing our tree by adding A as a node. Then, we add all classes which A depends on as children of A. We repeat this procedure until there are no additional classes to be added to the tree. Then, we calculate the probability of change of A using only the nodes and dependencies in the constructed subgraph, starting from the leaf nodes of the graph (those that do not depend on any other nodes). Calculation of probabilities should be straightforward as the constructed graph is acyclic by nature. A detailed description of the algorithm is given in Fig. 4 ; probabilities of change are obtained by calling the GET-ALL-PROBABILITIES procedure.
Using the DFS method, for each class i, we eliminate the cycles from the dependency graphs that are connected to i. This makes the portion of the graph that is relevant to finding the probability of change of i acyclic, and hence, the system of equations that gives the probability of change of i can be solved in a top-down fashion.
D. Axis of Time
As explained earlier, we need to normalize the raw probability values from the change history with respect to time. These raw probability values refer to the percentage of releases in which a class is changed. The values of Time Between Releases (TBR) and Time To Release (TTR) play critical roles in determining the probabilities of change based on history log. When time between consecutive releases is very short, an overestimation can be observed; the opposite is also true when this period is longer than the average. Note the proportionality between TBR and False Negative Ratio (FNR), and the inverse relationship between TBR and False Positive Ratio (FPR). In order to find P h (TC i ) in a unit time (e.g., one day), several methods were considered.
A key assumption associated with all of these methods is that internal changes made in two different time periods are independent of each other. The following sections elaborate further how our approach can deal with the axis of time.
1) Simple Conditional Estimation:
This estimation method uses Bayes' law to find a mean probability of change
where p denotes the average probability of change in unit time, and P(Change|T = t) indicates the probability of change in unit time, given that time between releases (TBR) is equal to t unit times. Using Bayes' theorem and (10) to calculate the probability of no-change gives
If the probability of a class not changing in one unit time is P(No Change|T = t) and assuming that changes in different time periods are independent events, the probability of that class not changing in a period of length t is
Simplifying (11) using (12) gives
Using this method, the probabilities of change in unit time are fairly easy to compute. However, in order to get a good estimate we need at least two releases for each time interval (otherwise P(No Change|T = t) will be either 0 or 1); this means that quite a large number of samples are needed.
2) Logarithmic Estimation:
This technique attempts to calculate the probability of no-change in unit time using the observed probability of no-change between consecutive releases. The observed probability is the probability of no-change in a given time interval and can be extracted from the change history of classes. The observed probability of no-change, q o , for a class with a TBR of length t is
where q is the probability of no-change in unit time and (14) and summing them over all periods gives
where n is the number of periods. A simple averaging of (15) yields
Note that ln q o cannot be efficiently computed when the number of past releases is small. In that case, q o (t i ) may be zero for some t i . However, these values are non-zero when we have a large number of past releases, and if the system is stable enough, most of the values of q o (t i ) will be close to 1.
For large values of q o , we have
Thus, the following estimation can be used :
Since q o = 1 − P(Change), it can be easily computed from the given data. Thus, q is
This method involves very simple calculations and its complexity does not increase much as the periods get longer or the number of revisions increases.
3) Root of Polynomial:
The average probability of nochange is
Assuming that the probability of change in unit time is constant across all releases, the conditional probability on the right-hand side of (19) can be decomposed and written using the daily probability of change. This gives
where q = 1 − p. The values of P(NC) and P(T = t) for all ts can be easily extracted from the given data, making (20) a polynomial whose degree is equal to the longest TBR; thus p can be obtained by finding the roots of (20) . A possible problem with (20) is that it may seem not to have any real roots, or to have more than one real root. However, by Theorem 3.1, it has exactly one root between zero and one.
has exactly one non-negative real root and it lies between 0 and 1.
Proof: Since the polynomial g(x) has non-negative coefficients, it is non-decreasing when x ≥ 0. Thus, g has at most one real non-negative root. We note that substituting x = 0 yields −C which is less than or equal to zero, and substituting x = 1 yields 1 − C, which is nonnegative. Therefore, by the Intermediate Value Theorem (IVT) [30] , the polynomial has at least one root between 0 and 1. Thus, it follows from the above that g(x) has exactly one non-negative root and that it lies between 0 and 1.
One drawback of this method is that it becomes very complex when the polynomial is of a high degree. We can bypass this issue by reducing the time resolution used to define a unit time (e.g., changing the unit time from 2 days to 8 days, makes the values of TBRs 4 times smaller, which results in a lower degree polynomial).
4) A Comparison:
We set up a controlled experiment using generated data to compare the abovementioned techniques. We generate values for TBRs using two pdfs namely, an exponential distribution with µ = 50, and a piecewise uniform distribution shown in Table  IV . Changes in each unit of time occur according to a Bernoulli trial scheme [23] with a probability of p. If the total probability of change over a period is greater than 0.5, we designate it as a "change"; otherwise it is a "no change". This data is then used by each of the above methods to estimate the value of p. We compare these estimates with the true values of p to determine the most accurate method. Table VI ). Thus, the Root of Polynomial method provides a more reliable estimate of the daily probability of change.
IV. EMPIRICAL EVALUATION
We now apply the proposed probabilistic approach on a medium-size system. First, the case study will be described, and then we present and discuss the results.
A. Case Study: JFlex
JFlex [3] is a Lexical Analyzer Generator for Java, written in Java, which takes a specially formatted specification file containing the details of a lexical analyzer as input and creates a Java file whose source code simulates the lexical analyzer. The source code for JFlex is publicly available, while the latest version that we examined consists of 58 Java classes; more detailed statistics regarding JFlex are presented in Fig. 5 . Twelve subsequent versions have been analyzed using the proposed probabilistic approach to predict changes. JFlex has been selected for analysis for several reasons.
• JFlex is small enough that we can easily visualize and understand the relationships between different parts of software. This helps testing our framework during the development cycle, as inefficiencies within the model can easily be spotted.
• JFlex is large enough to qualify as an ordinary software tool. This characteristic provides a good understanding of how our approach will perform on larger software tools.
• The number of merges and splits of classes in the history of JFlex were quite low, which streamlined the development of our simulations.
• Tsantalis et al. [21] use JFlex in their work as a case study as well. Thus, we can easily benchmark our model relative to theirs, using the results obtained from simulations. We use our model to predict changes in versions 1.2.2 to 1.4. In order to benchmark our model, we use the provided data for each release of JFlex, and predict changes in the succeeding release. We then compare our predictions against the actual changes from the change history and compute the Overall Accuracy, Sensitivity, FPR, and FNR corresponding to our predictions.
B. Evaluation Environment
Our procedure of evaluating our proposed methods involved several software tools and some small programs that we wrote in Java, C++ and MATLAB. We describe our environment here to show how our results can be reproduced for future research on a different software system.
Code metrics were extracted from each release of JFlex, using Borland Together, and exported in plain text format, with each line containing an element and its corresponding metric.
Dependencies between classes were extracted using Creole and exported in RSF format. This output was then parsed into an n × n matrix, where n is the number of classes or that of elements, depending on our level of granularity, and each element of the matrix contains the dependency between two classes/elements (α ij ). This matrix was then exported in plain text format, where each row of the output represents elements in a row of the obtained matrix.
Information regarding the actual changes to classes can be extracted by diffing classes from consecutive releases or by examining the logs of the code repository. Changes due to copyright or licensing updates should be ignored, as they do not have any effect on the functionality of the software tool. We did not use the above methods to extract this information about the changes, as this data was already available, courtesy of Tsantalis et al..
The above information was passed to a MATLAB program, which estimated the probability of internal change, based on the given metrics, and then using the linear/nonlinear system of equations or the depth first search graph to determine the probability of change of classes. If the calculations were done at element level, the probability of change of each class is calculated as the union of those of its elements. The MATLAB program also calculates the time-normalized probability of change using the Root of Polynomial method. It then averages the metric-based and the history-based probabilities using predefined weightings. These probabilities were first rounded to 0 and 1, using a threshold of 0.5, and then compared against the actual changes in a release of JFlex. This process was repeated for all releases of JFlex.
We see that all the above steps are designed so that they can be performed without any human intervention. Thus, we can extend our methods to larger software system, given that the input data is supplied.
C. Calculation of P s (TC i ) and Cyclic Dependencies
Nonlinear and linear systems equations, the depth first search graph (as presented in Section III-C), and the history change logs were used to compute the probabilities of change of classes in versions 1. Table VII are taken directly from [21] , and therefore, no comments about the complexity of that method can be made. While Linear System of Equations (LSE) is the simplest technique, it provides the least overall accuracy for predicting changes. Some of the probability values calculated by this method are sometimes larger than unity. This is due to the assumption that propagated changes are mutually exclusive, which therefore, is not true.
The approximation method presented in [21] , NLSE, and the depth first search method (DFS) seem to have the same level of prediction, but a closer look at the calculated probabilities reveals that there are indeed differences; these differences do not seem to have much effect on the overall accuracy, because probability values need to be rounded to 0 or 1 for predicting future changes. In terms of complexity, Non-Linear System of Equations (NLSE) and DFS seem complex in comparison with LSE, which is the simplest method. The complexity of NLSE also seems to grow faster than that of DFS with the size of the software system. Thus, DFS looks to be a better alternative when dealing with large software systems.
D. Estimation of P s (IC) and Resolving Multiple Dependencies
As mentioned earlier, the probability values provided by normalization of dependencies using a simple mapping function were too small to be able to predict any change propagation. One solution considered to resolve this problem was magnifying the probability values. Although magnification improves the prediction of propagated changes, it requires some manual searching to identify the best magnifying factor so that the magnified values are large enough to predict propagations, but not so large that they exceed their maximum limit. As this search needs to be done for each case study, it would reduce the automation and increase the complexity of the model. Therefore, while this approach provided some improvements over binary treatment of the dependencies, it was deemed not very suitable for calculation of conditional probabilities. We examined many linear combinations of metrics for the value of x for estimating P s (IC). Our results indicate that x = LOC yields the best results in terms of overall accuracy. This reflects one of the conclusions of [21] , where LOC was found to be a very capable indicator of the probability of change of a class. We ran several simulations to show that dependencies correlate with the actual propagated changes. From simulation results, it was concluded that call and access relationships correlate the best with the actual changes. Therefore, only these relations were taken into account to estimate the conditional probabilities. This resulted in a modification to (6) since dependencies were from methods to elements only.
After several tests to find the best suiting values for Element-wise Calculation, conditional probability values of 0.9 and 0.4 were assigned to access and call dependencies between elements in the same class. The conditional probability values for inter-class dependencies were 60% of those for intra-class relationships. Note that a higher probability value was associated with access, as any change in an attribute will most probably propagate to its users (e.g., change of type or name of the attribute).
The lower values associated with call is due to the fact that sometimes changes in a body of a method do not propagate to users of that method.
We followed a similar procedure to find best suiting values for conditional dependencies corresponding to call and access for class-level calculations using the depth first search graph algorithm and merged dependencies. We found that values of 0.1 and 0.05 corresponding to call and access provide fairly accurate results. Note, that the considerable difference between these values and those used for Element-wise Calculation are due to the difference in the probability of change of classes and their elements.
For a final comparison, we used Element-wise Calculation with the above parameters for computing the probabilities of internal change for each release of JFlex between 1.2.2 and 1.4 (12 releases in total). This method results in no need for resolving multiple dependencies, as there exists at most one relationship between any pair of elements. The non-linear system of equations was used to find the values of P s (TC i ). The resulting values of P s (TC i ) were averaged with the corresponding P h (TC i ) values calculated by using the Root of Polynomial Method. These average values were rounded to 0 or 1 using a cutoff value of 0.5, with 1 predicting a change and 0 predicting no change. These predictions were then compared with the actual changes and the Overall Accuracy, Sensitivity, FPR, and FNR that were calculated by our approach. The results, shown in Table VIII , indicate a 3.5% improvement over [21] and 6.2% improvement over the use of history change logs.
We computed values of P s (TC i ) again, but using the depth first search algorithm in conjunction with Merging Dependencies to resolve multiple dependencies. The history-based probabilities were calculated by the abovementioned method and the same weighting coefficients were used to combine P s (TC i ) and P h (TC i ). Results are similar to those from Element-wise Calculation with 3% improvement over [21] and just shy of 5.8% improvement over use of history change logs.
E. Lessons Learned
Our experimental studies show that the solution to the set of nonlinear probability equations and our depth first graph based method yield more accurate values for the probability of change of the classes, compared with other methods. The use of nonlinear system of equations eliminates the approximation errors when calculating the steady state probabilities (this is a problem with the linear system of equations, as the probability values may exceed unity). The depth first search method does not calculate the steady state probabilities, and assumes that a class cannot cause a change to itself through the external axis. We deem DFS to be theoretically more valid (see Section III-C.3 for an example), but NLSE and DFS yield similar results, so we consider both to be practical approaches.
An elementary analysis of the frequency of change of classes in JFlex reveals that the time between releases is an important factor to determine the probability of changes in code. We found that the Root of Polynomial method best incorporates time into our calculations. This is due to the fact that the Root of Polynomial approach provides a better approximation of time-normalized probabilities compared with Simple Conditional Estimation and Logarithmic Estimation. The complexity of the Root of Polynomial method can also be easily reduced by increasing the length of the defined time unit. Propagation probabilities are more accurately calculated based on the relationships between the elements of classes. This change incorporates the dependencies in the UML diagram more appropriately than considering relationships between classes as a binary effect. However, there is an associated increase in complexity due to the larger size of the system of equations, when we calculate probabilities at method and parameter level. We can alternatively calculate probabilities at the class level by merging multiple dependencies between classes. While this method has a lower complexity compared with element-wise calculations, it has a lower accuracy because of the difference in the level of granularity.
In order to increase the automation of the model, the method used in [21] to extract the internal-change probabilities needs to be changed. We found that LOC was the best indicator of internal changes, as it correlated best with internal changes in JFlex. A more thorough suite of metrics may be used for larger case studies. Since use of LOC only provides structural data about the software system, it should not be used as the only source of predicting changes (e.g., consider a small method that is modified often). Thus, the total probability of change of a class is calculated as a weighted average of probabilities extracted from the source code (i.e., based on code metrics and dependencies from the UML diagram) and those based on the time-normalized change history.
V. CONCLUSIONS
This paper proposes a probabilistic approach to predict changes in object-oriented systems. The proposed approach uses the axis of time to define and guide the prediction process.
We believe that this approach is noteworthy for two main reasons. First, it attempts to address a problem that has challenged the research community for several years, namely the maintenance of object-oriented mission critical systems. Second, it aims to devise a workbench in which the changes to the source code do not occur in a vacuum, but can be evaluated and fine-tuned in order to address specific quality requirements for the new target system such as enhancements in maintainability.
We plan to apply the developed model on various other software systems in a larger scale to ensure the extensibility of the proposed approach.
VI. FUTURE WORK
We made several simplifying assumptions regarding the independency of events while describing our approach (e.g., independency of the changes in different time intervals). These assumption did not seem to have any negative effect on the accuracy of our method, compared to other suggested methods, but relaxing those assumptions may improve our prediction. For example, it can be assumed that the change history of classes is not memoryless (i.e., changes are dependent). A Markov model can be used to take into account such effect.
We used several parameters in our calculations, whose values were determined empirically (e.g., parameter λ in (5) and the weights assigned to different dependencies). In future work, these parameters should be directly determined from the source code, the application domain, or any other related data.
Several possible solutions were discarded due to the lack of resources (e.g., CVS change logs for JFlex). These solutions can be reconsidered when new case studies are analyzed.
