Usually, setting the appropriate optimal gains for Stability Augmentation System and Control Augmentation System for aircrafts depends on the system knowledge by the engineer. When this setting depends on tuning gains such as Proportional Integrator Derivative control or weights as in Linear Quadratic Regulator method, the engineer will use the trial and error process, which is time consuming procedure. In this research, a study of modeling and control system design will be conducted for a business aircraft using heuristic algorithm. A linear model of Cessna Citation aircraft was designed. Then a Linear Quadratic Regulator technology was used to achieve desirable dynamic characteristics with respect to the flying qualities requirements on the stability augmentation system for the Cessna Citation X aircraft. The Proportional Integral controller was further used in the Control Augmentation System, the weighting matrix of the LQR method and the PI parameters were optimised by using the differential evolutions method. The heuristic algorithm here used has given very good results. This algorithm was used in this form for the first time to optimize linear quadratic regulation and proportional Integral controllers on an aircraft control, using one fitness function.
Introduction
The aim of the flight control system is to achieve high performances with acceptable handling qualities within the specified flight envelope. But when there is a lack in knowledge of the system by the designer, finding an optimal controller with high performances takes too much time and it will becomes a difficult task.
To design the optimal controller and obtain the optimal state feedback rate K by LQR method, we have to establish the quadratic performance index function J firstly, which means seeking for the weighting matrices Q and R by trial and error until getting the satisfying response. As in [1] , optimal control techniques such as Linear Quadratic Gaussian used to prevent Gust effects, applied on bomber aircraft.
It is possible to choose weighting matrices and obtaining the optimal control performance when this performance depends on the designer knowledge. The same process is used to tune PID controller as in [2] a proportional integral controller was designed for a linear model of a morphing wing using designer knowledge and approved experimentally on the nonlinear model [3] .In order to overcome this time consuming procedure, many researchers are using to optimize this process the genetic algorithm search.
The optimal weighting matrices Q and R were obtained by applying the LQR design on inverted pendulum system and good results were obtained by comparing the optimal obtained Q and R matrices with weighting matrices obtained through trial and error [4] . As in [5] the same algorithm is used to tune the PID controller. In [6] and [7] the same method was applied on the buck converter to improve the voltage control response and distillation column control and in the both cases they obtained better control performances given by weighting matrices found with genetic algorithm search than those found experimentally.
The authors used in [8] multi-objective optimization problem to obtain the controller performance K with using three criteria, the LQR problem solution, the Eigen structure restriction and eigenvalue sensitivity.
In this paper, a new Differential Evolution algorithm (DE) has been developed, to optimize the flight controller used in Cessna Citation X business aircraft, to enhance its controllability according to handling qualities requirements.
The DE is another powerful evolutionary algorithm to search for Q and R weights, which are used to determine the optimal gain which can stabilize the aircraft, and then the same algorithm is used to optimize a proportional integral controller (PI) for the tracking problem.
Problem statement

Aircraft control using a DE Algorithm for LQR design
In this work, we propose to use the differential evolution search algorithm to obtain the optimal weighting matrices Q and R. Then the Ricatti equation is solved to obtain the optimal control performance K, and to further optimize the PI controller.
First, the Cessna Citation X is represented by state space matrices for both longitudinal and lateral motions, and then the optimal control is applied by using LQR design to stabilize the response of the system according to the handling qualities requirements.
In the following sections, useful theories are presented: the aircraft dynamics, the differential evolution algorithm search, the LQR design and the proportional integral tracking controller. These theories will further be used in this work.
Cessna Citation X business aircraft
In this section, the Cessna Citation business aircraft is modelled in its longitudinal and lateral motions, and the handling qualities requirements, are also described.
The choice of the Cessna Citation X aircraft for this work was done due to the existence of the Aircraft Flight Research Simulator in our laboratory. The existence of this flight simulator makes it possible the validation of the numerical results with real flight test data.
In order to analyze the stability of an aircraft, there is the need to identify its model. The identification can be done to obtain a nonlinear aircraft model as in [9] , where a combination of fuzzy logic and neural network for the F/A -18 was used. However, recently a new system identification for the Cessna Citation X was recently presented in [10] and was compared with linear model of Cessna citation X obtained from the linearization method using data from the aircraft simulator.
Longitudinal and lateral aircraft dynamics
The longitudinal and lateral modes of motion of the Cessna Citation X aircraft are represented in Figure 1 . First, a non-linear model of the aircraft in six degree of freedom is given in [11] as follows.
The rates of changing positions:
The rates of changing angular positions:
The rates of changing speeds are: Figure 1 Longitudinal and lateral mode of the Cessna Citation X For the analysis of the aircraft dynamics behavior, the decoupling of the equations for the two modes (longitudinal and lateral) is required. Then the aircraft dynamics is linearized by using small disturbance method in which insignificant deviations of the airplane motion from its trim flight conditions were assumed. The equations are represented under the form of following state space system: This system is decomposed in two sub-systems representing the aircraft longitudinal and lateral motions. The longitudinal motion of the aircraft is represented by the following state space equation, where the elevator is given as input:
Where the state vector x (t) and control vector u (t) are given by:
The lateral motion of the aircraft is represented by the following state space equations, where the aileron and rudder are given as inputs:
Where In this research, the linear model of the Cessna Citation X is given for 36 flights conditions Figure 2 , and for 12 weight conditions as shown in Figure 3 . 
Handling quality requirements
The longitudinal motion of an aircraft is decomposed in two modes: 1. Those correspond to the short period representing the fast aircraft dynamics, and 2. to the long period corresponding to the aircraft slow dynamics or phygoïd mode. The lateral motion has three modes: the spiral mode, the Dutch roll and roll modes. Each one of these modes has desired criteria, expressed in terms of damping, time constant and others such as overshoot, steady state error, settling time [11] shown in Table 1 , in order to keep the aircraft's good performances within the limits of the flight envelope. 
Differential evolution
The Differential Evolution (DE) was developed in 1995 by Price and Storn [12, 13] , and was successfully used in global optimization in many disciplines. Differential Evolution (DE) algorithm is heuristic optimization algorithm using real values for representing problem parameters.
The crucial idea behind DE is the use of differential operator for generating the donor vector. In the following section, the evolutionary algorithm is given in details.
Initialization
First the number of generations is chosen as stopping criterion. Then the problem dimension is set due to the number of parameters forming the fitness function. Then, the parameters to be optimized are represented under vector form, which is equivalent to one chromosome in the genetic algorithm; at each generation, the i th vector is given as:
The individuals in the population are initialized randomly within the search space constrained by the lower and higher boundaries for each parameter in the vector given as:
. Therefore the j th component of the i th vector is initialized as: Where
Mutation
"Mutation" is either the operation of changing elements between different vectors. In DE, the target vector is equivalent to the parent vector in the genetic algorithm, and the donor vector is the vector resulting from the differential operation of mutation. Finally, the trial vector called "offspring" in genetic algorithm, results from the recombination of the trial and the donor vectors. A random sampling of three different parameter vectors is performed in the current population, where each i th target vector is used to create its corresponding donor vector. For each mutant vector, three different indices generated at random, as they are randomly chosen from the range , where NP denotes the number of population. To obtain the donor vector , the difference between two different vectors is weighted by a scalar randomly chosen and it is added to a third vector given as:
).
Crossover
To improve the diversity of the population, a crossover operation is performed, from which the donor and the target vectors exchange their components to create the trial vector:
. There are two types of crossover operation: the exponential (two points modulo) and the binomial (uniform). In the exponential crossover two integers and are chosen randomly from the range , where the dimension D refers to the number of parameters to be optimized, and then the trial vector is given as follows: 
Selection
Using the selection operation, we can determine if the trial or target vectors survive in the next generation or not, and keep the size of population constant. The selection operation is outlined as:
Else
Where is the objective function to be optimized
Iteration
The operations listed above are repeated until the stopping criteria are met, which they are listed as follows: 1. The maximum number of generations is reached; 2. The fitness functions converge. 3. The pre-specified objective function value is found.
Linear quadratic regulation (LQR) method
The LQR control method attempts to find a controller which would ensure good performance in a closed loop system by Dorato [14] , Aouf et al. [15] , [16] .
There is the need to determine a signal input which can minimize the energy of the output; the selection of weighting matrices and had to be done, where a semi definite symmetric, positive matrix is applied to the state space of the system denoted by and is a positive definite symmetric matrix applied to the control input denoted by . These matrices are chosen to minimize the Linear Quadratic Performance index function given by the following equation:
PI optimization for solving the tracking problem
The method is used first, for the stability augmentation system (SAS) the aircraft dynamics for its longitudinal and lateral motion. Then, the controller is used in the control augmentation system (CAS), to track the reference signals for both motions. The two gains has to be determined and they are: the proportional gain denoted by and the integral gain . The use of this type of controller will improve the response of the system by reducing the overshoot and by eliminating the steady state error. Actually to set the appropriate values of these two parameters, the trial and error process is used, which is a time consuming process. Methods of trial and error and other type of research were performed in the literature on the tuning of PID parameters using heuristic algorithm such as the genetic algorithms GA [17] [18], swarm particle optimization PSO [19] [20], Fruit Fly optimization algorithm [21] , fuzzy logic and neural network methods [22] , [23] , [24] and others [25] , [26] . This other type of research was done with the aim to reduce the computation time. For our work, we have chosen the DE algorithm to tune the parameters for a business aircraft control.
DE algorithm for LQR-PI problem
The algorithm used in the determination of the optimal feedback gain is the following:
Set a number of populations NP; the diagonal parameters of Q and R, matrices and k i and k p that are the PI proportional integral gains from the initial vector :
Each parameter in the initial vector belongs to an interval (i.e.) with represents the lower bound and represents the higher bound. In this algorithm the optimal gain is calculated by selecting the diagonal parameters of Q ,R , k i and k p and further by simulating the closed loop of the system in the time domain to obtain the system desired response characteristics.
If the good handling qualities are not reached, the procedure needs to be repeated, until one of stopping conditions.
Objective function
The objective function to be minimized in order to obtain the optimal solution is calculated by the LQR algorithm, in which the fitness function gives the specifications for the desired time response of the closed loop system using settling time natural frequency , damping , overshoot and integral square error as follows:
Simulation results analysis
The business aircraft Cessna Citation is represented firstly in the state space form for its longitudinal and lateral motions. The optimal control using LQR design is then applied on the Cessna Citation stability system augmentation system (SAS) to stabilize the aircraft and enhance its response. The PI controller is then applied on the control augmentation system (CAS) to track the reference signals. The open loop of the Cessna Citation X is composed of aircraft dynamics, actuators and sensors, on which two closed loops are added. These closed control loops are the inner and the outer loops for the flight control and handling qualities improvements. The inner loop consists of two closed loops, where one is done for the stability augmentation system (SAS) and another loop is done for the control augmentation system (CAS); the outer loop is given for the autopilot.
Firstly, the LQR weighting matrices are optimized for one flight condition (125 knots and 1000 ft) and the 5 th centering (26000lb /30%), further are used for all flight conditions. Then the resulting stabilized system is used in the PI controller optimization or tuning. Both of PI and LQR optimizations are made by using the differential evolution cited above with one fitness function. Results are given in the following sections for LQR weighting matrices and in Table 2 for PI parameters.
Longitudinal motion
The optimization is performed for a number of 50 populations within the range from [0 1; 0 10; 0 1] for the three parameters . The results are given at 19 th generation, then the weighting matrices for longitudinal motion are obtained as being the following:
Lateral motion
The number of populations is set to 80 within the range of [0 50; 0 20; 0 1; 0 1] for the four parameters . The results are given at 30 th generation and are presented by the weighting matrices for the lateral motion as:
PI optimization:
The control augmentation system is given by the DE optimization within the range for the longitudinal PI Table 2 . The resulting controllers SAS and CAS found for one flight condition are then applied on the whole flight envelope. Open and closed loops simulations of the Cessna Citation X longitudinal and lateral aircraft modes were performed for the whole flight envelope. The open loop and closed loop eigenvalues, damping and frequency are presented in Table 3 for the first flight condition (125 knots and 1000 ft) and the 5 th centering (26000lb /30%) shown in Figure 2 and Figure 3 .
As revealed in Table 3 , results have shown that the damping for the phygoïd mode was deficient in the open loop , therefore smaller than the damping given in Table 1 , but was enhanced by the SAS. The damping value given by the closed loop is than . The same observation for the short period mode can be done, thus the damping is in the open loop and it can be improved by the SAS to . Results expressed in terms of overshoot, steady state error, settling time and in terms of short period, phygoïd and Dutch roll damping are given in Table 4 for the closed loop of the longitudinal and lateral motions for the whole aircraft envelope.
In Table 4 results presented for the whole envelope expressed in terms of: overshoot, steady state error, settling time and damping for both longitudinal and lateral modes. It can be seen from these results shown in the Figure 4 , Figure 5 , Figure 8 and Figure 9 that the response of whole flight envelope is almost the same for all flights conditions. For this reason, we do not need to determine a PI for each flight condition; therefore the same PI parameters presented in Table 2 is used for whole flight envelope. Table 4 Closed loop results Only in some cases the response differs from the others; this difference in the response can generate a long settling time between (4sec-5sec) for the roll angle control, which is normal according to the flight condition (usually are severe flight conditions characterized by high altitudes and speeds).
Type
However, good results were obtained for the whole envelope which means 36 flight conditions and 12 centering. In the work presented here on optimization, objectives were met for both SAS and CAS systems. 
Conclusion
In this paper, two optimizations were performed using the Differential Evolution algorithm (DE). The LQR method was used to optimize the SAS design, and used the tuning of PI parameters for the CAS design. Simulations were performed using the resulting optimal gains for the longitudinal and lateral motions of the aircraft, for 36 flight conditions and 12 centering (Xcg positions) chosen to cover the whole envelope. The optimized feedback gains enhanced the aircraft closed loop performances, according to handling qualities and specifications given in Table 1 , while the DE algorithm showed a high efficiency in global optimization with minimum time convergence.
