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a b s t r a c t
Efficient methods have been developed for constructing m node-disjoint paths from one
source node to other m (not necessarily distinct) destination nodes in an n-dimensional
hypercube so that not only is their total length minimized, but their maximal length is
also minimized in the worst case, where m ≤ n. For general case, their maximal length
is not greater than the minimum of n + 1 and the maximal distance (between the source
node and destination nodes) plus two. In this paper, we show that their maximal length
can be further reduced by at least 1 if one of the two conditions holds. Besides, their
total length remains minimum, and each path remains either shortest or second shortest.
In the situation that all of the source node and destination nodes are mutually distinct,
computer simulation results show that by excluding two trivial worst cases in which the
maximal length of (previously) constructed node-disjoint paths (from the source node to
the destination nodes) is not only greater than the maximal distance but also impossible
to be further reduced, the probability that one of the two conditions holds is greater than
71%, 73%, 79%, and 85% form = n = 4, 5, 6, and 7, respectively.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Modern hardware technology has made it feasible to build a large-scale multiprocessor system involving hundreds
or even thousands of processors. One crucial step on designing a multiprocessor system is to determine the topology of
its interconnection network (network for short), because its system performance is significantly affected by the network
topology. Since the network topology plays a significant role in system performance, many possible options have been
proposed in the literature. One of the popular network topologies is the hypercube network (hypercube for short)
[11,18–20,23,24,34]. Hypercube has enjoyed the popularity due to many of its attractive properties, including regularity,
node symmetric, link symmetric, small diameter, strong connectivity, recursive construction, partition capability, and small
link complexity.
An n-dimensional hypercube (abbreviated to an n-cube) [34] consists of 2n nodes that are labeledwith 2n binary numbers
from0 to 2n−1. Twonodes are connected by a link if and only if their labels differ by exactly one bit. Fig. 1 shows the structure
of a 4-cube where two disjoint 3-cube, i.e. a left 3-cube (consisting of eight nodes labeled with trailing 0) and a right 3-cube
(consisting of eight nodes labeled with trailing 1), are connected by eight cross links. The diameter and connectivity of an
n-cube are both n. The connectivity of a network is the minimum number of nodes whose removal can make the network
disconnected or trivial [2].
Routing is a process of transmitting messages among processors, and its efficiency is crucial to the performance of a
multiprocessor system. Efficient and reliable routing can be achieved by using internally node-disjoint paths (disjoint paths
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Fig. 1. The structure of a 4-cube.
for short), because they can be used to avoid congestion, accelerate transmission rate, and provide alternative transmission
routes. Two paths are internally node-disjoint if they do not share any common node except their end nodes. The concept of
disjoint paths arose naturally from the study of routing, reliability, and fault tolerance in parallel and distributed systems.
Throughout this paper, processor and node are used interchangeably.
There are three categories of disjoint paths, i.e. one-to-one, one-to-many, and many-to-many [7]. Suppose that W is a
network with connectivity n. According to Menger’s theorem [2], there exist n disjoint paths between every two distinct
nodes ofW . They belong to the one-to-one category. Many one-to-one disjoint paths constructed for a variety of networks
can be found in the literature [6,7,9,10,21,22,25,31,35]. On the other hand, according to Theorem 2.6 in [1], there exist
n disjoint paths from one node to other n distinct nodes in W . They belong to the one-to-many category. One-to-many
disjoint paths were first studied in [33] where the Information Dispersal Algorithm (IDA for short) was proposed for the
hypercube. By taking advantages of disjoint paths, the IDA has numerous potential applications to secure and fault-tolerant
storage and transmission of information. Some examples of one-to-many disjoint paths can be found in [3,5,8,13,17,25–33].
Many-to-many disjoint paths (or named set-to-set disjoint paths), which connect two sets of nodes in W , can be found in
[4,14–17,24].
In order to reduce the transmission latency and cost, disjoint paths are desired to have their maximal length and total
lengthminimized, respectively, where the length of a path is the number of links in it. In this paper, we focus on the problem
of constructingm disjoint paths from one source node to otherm (not necessarily distinct) destination nodes in an n-cube so
that their total length and/ormaximal length areminimized. Previously, many valuable researchworks had been devoted to
solving this problem [5,13,17,27,30–33]. Among them, an outstanding result appears in [13] where Gao et al. showed thatm
disjoint paths from one source node to otherm (not necessarily distinct) destination nodes can be constructed so that their
total length is minimized and their maximal length is not greater than the minimum of n + 1 and the maximal distance
(between the source node and destination nodes) plus two, and hence, as shown in [27], their maximal length is minimized
in the worst case. Besides, each path is either shortest or second shortest.
Routing functions had been shown to be effective in deriving disjoint paths in hypercube-like networks [26–29]. In this
paper, we show that the maximal length of the disjoint paths obtained according to the construction method of [13] can
be further reduced by at least 1 if one of two conditions holds, where the two conditions are described in terms of routing
functions. Besides, their total length remainsminimum, and each path remains either shortest or second shortest. In order to
figure out the probability that one of the two conditions holds, the construction method of [13] was first tried (by executing
a computer simulation program) on the combinations of mutually distinct source node and destination nodes, and then the
two conditions were verified for the non-optimal case in which the maximal length of prior constructed disjoint paths from
the source node to the destination nodes is greater than themaximal distance. By excluding two trivial worst cases in which
the derived maximal length is impossible to be further reduced, computer simulation results show that the probability that
one of the two conditions holds is greater than 71%, 73%, 79%, and 85% form = n = 4, 5, 6, and 7, respectively.
The rest of this paper is organized as follows. In Section 2, routing functions are revisited and for a special routing
function, an optimal construction procedure is given for constructing m disjoint paths with their total length minimized.
By applying routing functions and the construction procedure, a construction method, which is equivalent to that of [13], is
also briefly described. In Section 3, we show that the disjoint paths obtained according to the construction method can be
further reduced if one of the two conditions holds. Computer simulation results are described in Section 4. In Section 5, this
paper concludes with some remarks on the construction of disjoint paths with maximal length minimized. For the brevity
of this paper, we let ‘‘disjoint’’ and ‘‘distinct’’ stand for ‘‘mutually disjoint’’ and ‘‘mutually distinct’’, respectively.
2. Construct disjoint paths with routing functions
Suppose that s is the source node and d1, d2, . . . , dm are m (not necessarily distinct) destination nodes in an n-cube,
where m ≤ n and s /∈ {d1, d2, . . . , dm}. Since an n-cube is node symmetric, we assume s =
n  
00 . . . 0 = 0n, i.e. the origin,
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without losing generality. Let D = {d1, d2, . . . , dm} be a multiset and I = {k1, k2, . . . , km} be a set of m distinct integers
ranging from 1 to n (actually, k1, k2, . . . , km denote m dimensions of an n-cube). A multiset is a collection of elements in
which multiple occurrences of the same element are allowed. In [26], a one-to-one correspondenceΦ: D → I was referred
to as a routing function, and it was shown that routing functions can be effectively used to derive mdisjoint paths from s to
d1, d2, . . . , dm, respectively, in an n-cube.
Throughout this paper, we let ekt = 0kt−110n−kt and use di,j to denote the jth bit (from the left) of di, where 1 ≤ t ≤
m, 1 ≤ i ≤ m, and 1 ≤ j ≤ n. That is, di = di,1di,2 . . . di,n is assumed. Intuitively, Φ(di) = kt means that ekt is assigned as
the immediate successor of swhen we route from s to di. It is easy to see that ekt is contained in a shortest path from s to di
if di,Φ(di) = di,kt = 1. Hence, a Φ satisfying di,Φ(di) = 1 for all 1 ≤ i ≤ m is desired when we route from s to d1, d2, . . . , dm.
Unfortunately, such aΦ does not always exist for arbitrary D and I .
In [29], a one-to-one mapping Ω: {d1, d2, . . . , dm} → {1, 2, . . . , n} was referred to as a partial routing function, where
m ≤ n. Obviously, we can obtain a routing function Φ by defining I = {Ω(d1),Ω(d2), . . . ,Ω(dm)} and Φ(di) = Ω(di) for
all 1 ≤ i ≤ m, and we have di,Φ(di) = di,Ω(di) = 1 if di,Ω(di) = 1. In [27], a partial routing functionΩ was said to bemaximal
ifΣΩ ≥ ΣΩ ′ for anyΩ ′ : {d1, d2, . . . , dm} → {1, 2, . . . , n}, whereΣΩ =mi=1 di,Ω(di). An intuitive meaning of a maximal
Ω is that an Ω having di,Ω(di) = 1 as many as possible is desired. A maximal partial routing function can be computed in
O(mn1.5) time by solving a corresponding maximum bipartite matching problem [12,27]. The following two lemmas show
the properties of a maximal partial routing function.
Lemma 1 ([27]). Suppose thatΩ : {d1, d2, . . . , dm} → {1, 2, . . . , n} is a maximal partial routing function and dw,Ω(dw) = 0,
where 1 ≤ w ≤ m. Then, d′w /∈ {d1, d2, . . . , dm}, where d′w = dw,1dw,2 . . . dw,Ω(dw)−1(1− dw,Ω(dw))dw,Ω(dw)+1 . . . dw,n.
Lemma 2 ([27]). Suppose that Ω : {d1, d2, . . . , dm} → {1, 2, . . . , n} is a maximal partial routing function, dw,Ω(dw) = 0,
and dz,Ω(dz ) = 0, where 1 ≤ w ≤ m, 1 ≤ z ≤ m, and w ≠ z. Then, d′w ≠ d′z , where d′w = dw,1dw,2 . . . dw,Ω(dw)−1(1 −
dw,Ω(dw))dw,Ω(dw)+1 . . . dw,n and d′z = dz,1dz,2 . . . dz,Ω(dz )−1(1− dz,Ω(dz ))dz,Ω(dz )+1 . . . dz,n.
For the readability of this paper, we briefly describe, in terms of routing functions, the construction method of [13] as
follows. According to [13], there are two major steps in constructingm disjoint paths from s to d1, d2, . . . , dm, respectively.
The first step is to find a special partial SDR (stands for System of Distinct Representatives) for X1, X2, . . . , Xm, where
Xi = {k|di,k = 1 and 1 ≤ k ≤ n} for all 1 ≤ i ≤ m. For consistency, the special partial SDR is replaced with a qualified
maximal partial routing function, which is described below.
Suppose thatΩ: {d1, d2, . . . , dm} → {1, 2, . . . , n} is a maximal partial routing function withΣΩ = c , where 0 ≤ c ≤ m.
Without loss of generality, we assume that di,Ω(di) = 1 for all 1 ≤ i ≤ c and dj,Ω(dj) = 0 for all c+1 ≤ j ≤ m. Define dw ⊂ dt
if dw ≠ dt and dw,k ≤ dt,k for all 1 ≤ k ≤ n, where 1 ≤ w ≤ m and 1 ≤ t ≤ m. We define thatΩ is qualified if there does
not exist dw and dt for some c + 1 ≤ w ≤ m and 1 ≤ t ≤ c such that dw ⊂ dt and there exists a partial routing function
Ωc : {d1, d2, . . . , dt−1, dw, dt+1, . . . , dc} → {1, 2, . . . , n} with ΣΩc = c . Obviously, an Ω is qualified if di,Ω(di) = 1 for all
1 ≤ i ≤ m. According to [13,27], it is not difficult to check that a qualifiedΩ can be determined in O(m2n2.5) time.
The second step is to construct m disjoint paths Q1,Q2, . . . ,Qm from s to d1, d2, . . . , dm, respectively, by the aid of a
qualified Ω and the O(mn3) construction algorithm of [13] so that their total length is minimized. Recently, the efficiency
of the algorithm was improved in [32,5,27]. Among them, an optimal O(mn) construction procedure was proposed in [27].
Let dismax denote max{|d1|, |d2|, . . . , |dm|}, where |di| denotes the number of bits 1 contained in di, i.e. the distance from s
to di. Based on the results of [13,27], we conclude the following lemma.
Lemma 3 ([13,27]). Suppose that Ω : {d1, d2, . . . , dm} → {1, 2, . . . , n} is a qualified maximal partial routing function with
ΣΩ = c, where 0 ≤ c ≤ m. Then, m disjoint paths Q1,Q2, . . . ,Qm from s to d1, d2, . . . , dm, respectively, can be constructed in
an n-cube so that their total length is minimized and equal to
m
i=1 |di| + 2× (m− c), and their maximal length is not greater
than the minimum of n + 1 and dismax + 2. Besides, Qi is either shortest with length |di| if di,Ω(di) = 1, or second shortest with
length |di| + 2 otherwise (di,Ω(di) = 0) for all 1 ≤ i ≤ m.
3. Two conditions for reducing the maximal length of disjoint paths
Suppose that Ω: {d1, d2, . . . , dm} → {1, 2, . . . , n} is a qualified maximal partial routing function with ΣΩ = c , where
0 ≤ c ≤ m. It was shown in the previous section that by Lemma 3, we can obtainm disjoint paths Q1,Q2, . . . ,Qm from s to
d1, d2, . . . , dm, respectively, in an n-cube with identical properties as that obtained by [13]. In this section, two conditions
are proposed in terms of routing functions so that if one of the two conditions holds, then m disjoint paths R1, R2, . . . , Rm
from s to d1, d2, . . . , dm, respectively, can be constructed in an n-cube so that their maximal length is less than the maximal
length of Q1,Q2, . . . ,Qm. Besides, the total length of R1, R2, . . . , Rm is minimized and Ri is either shortest or second shortest
for all 1 ≤ i ≤ m. In this section, we assume, without loss of generality, that di,Ω(di) = 1 for all 1 ≤ i ≤ c and dj,Ω(dj) = 0 for
all c + 1 ≤ j ≤ m. Besides, |dj| ≤ discm − 1 for all c + 1 ≤ j ≤ m − r and |dv| = discm for all m − r + 1 ≤ v ≤ m, where
0 ≤ r ≤ m− c and discm denotes max{|dc+1|, |dc+2|, . . . , |dm|}.
3.1. The first condition
In this section, the first condition is proposed so that if it holds, thenwe can reduce themaximal length of Q1,Q2, . . . ,Qm
obtained by Lemma 3. The idea of the first condition comes from the following observations. For domain {d1, d2, . . . , dm}
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and image {1, 2, . . . , n}, there possibly exist many qualified maximal partial routing functions. One of them may be better
than the others for constructing disjoint paths from s to d1, d2, . . . , dm with respect to the maximal length.
For an illustrative example, suppose that m = n = 5 and d1 = 00010, d2 = 01100, d3 = 11000, d4 = 10010, d5 =
11100. Define a partial routing functionΩ: {d1, d2, . . . , d5} → {1, 2, 3, 4, 5} as follows:Ω (d1) = 4,Ω (d2) = 3,Ω (d3) =
2,Ω (d4) = 1, and Ω (d5) = 5. Define another partial routing function Γ : {d1, d2, . . . , d5} → {1, 2, 3, 4, 5} as follows:
Γ (d1) = 4,Γ (d2) = 3,Γ (d3) = 2,Γ (d4) = 5, and Γ (d5) = 1. We have ΣΩ = ΣΓ = 4. It is not difficult to check that
bothΩ and Γ aremaximal and qualified. By Lemma 3, themaximal length of Q1,Q2, . . . ,Q5 is |d5|+2 = 5, i.e. the length of
Q5, because of d5,Ω(d5) = d5,5 = 0. Similarly, by Lemma 3 (substitute Γ , R1, R2, . . . , R5 forΩ,Q1,Q2, . . . ,Q5, respectively),
the maximal length of R1, R2, . . . , R5 is |d4| + 2 = 4, i.e. the length of R4, because of d4,Γ (d4) = d4,5 = 0. Since 4 < 5, Γ is
better thanΩ for constructing disjoint paths (from s to d1, d2, . . . , d5) with Lemma 3. The first condition is formally stated
below.
Condition I. First, discm ∈ {dismax − 1, dismax}, and then there exist r nodes of d1, d2, . . . , dc , which are assumed to
be dc−r+1, dc−r+2, . . . , dc without loss of generality, so that |dc−r+q| < discm for all 1 ≤ q ≤ r, x ⊄ y for all
x ∈ {dc−r+1, dc−r+2, . . . , dm−r} and all y ∈ {d1, d2, . . . , dc−r , dm−r+1, . . . , dm}, and there exists a partial routing function
Ωc : {d1, d2, . . . , dc−r , dm−r+1, . . . , dm} → {1, 2, . . . , n} such thatΣΩc = c.
Refer to the example above, the partial routing function Ω makes Condition I hold as described below. We have
dismax = 3, di,Ω(di) = 1 for all 1 ≤ i ≤ 4, d5,Ω(d5) = 0, c = ΣΩ = 4,Ω is maximal and qualified, and discm = |d5| = 3.
Obviously, we have discm = 3 ∈ {2, 3} = {dismax − 1, dismax}. Condition I holds because there exists r = 1 node of
d1, d2, . . . , d4, say d4, so that |d4| = 2 < 3 = discm, x ⊄ y for all x ∈ {d4} and all y ∈ {d1, d2, d3, d5}, and there is a partial
routing function Ωc : {d1, d2, d3, d5} → {1, 2, 3, 4, 5} with ΣΩc = 4 when Ωc(d1) = 4, Ωc(d2) = 3,Ωc(d3) = 2, and
Ωc(d5) = 1. The following lemma comes from Condition I.
Lemma 4. If Condition I holds, then m disjoint paths R1, R2, . . . , Rm from s to d1, d2, . . . , dm, respectively, can be constructed in
an n-cube so that their maximal length is not greater than discm + 1.
Proof. We first show that a partial routing function Γ : {d1, d2, . . . , dm} → {1, 2, . . . , n} is maximal and qualified, where Γ
is defined as follows:Γ (di) = Ωc(di) for all 1 ≤ i ≤ c−r orm−r+1 ≤ i ≤ m, andΓ (dw) = kw for all c−r+1 ≤ w ≤ m−r
such that kw ∈ {1, 2, . . . , n}− {Ωc(di)|1 ≤ i ≤ c− r orm− r+1 ≤ i ≤ m} and kc−r+1, kc−r+2, . . . , km−r are distinct. Since
Condition I holds, we haveΣΩc = c , which implies di,Ωc (di) = 1 for all 1 ≤ i ≤ c− r orm− r+1 ≤ i ≤ m. By definition, we
have di,Γ (di) = di,Ωc (di) = 1, which impliesΣΓ =
m
i=1 di,Γ (di) =
c−r
i=1 di,Γ (di) +
m−r
w=c−r+1 dw,Γ (dw) +
m
i=m−r+1 di,Γ (di) =
(c− r)+m−rw=c−r+1 dw,Γ (dw)+ r = c+m−rw=c−r+1 dw,Γ (dw). We have dw,Γ (dw) = 0 for all c− r + 1 ≤ w ≤ m− r and hence
ΣΓ = c , for otherwise (ΣΓ > c)Ω is not maximal. It follows that Γ is maximal. Since Condition I assures that x ⊄ y for all
x ∈ {dc−r+1, dc−r+2, . . . , dm−r} and all y ∈ {d1, d2, . . . , dc−r , dm−r+1, . . . , dm}, we have that Γ is qualified.
Then, by Lemma 3 (substitute Γ , R1, R2, . . . , Rm for Ω , Q1,Q2, . . . ,Qm, respectively), R1, R2, . . . , Rm are disjoint, and Ri
is shortest for all 1 ≤ i ≤ c − r or m − r + 1 ≤ i ≤ m and Rw is second shortest for all c − r + 1 ≤ w ≤ m − r because
di,Γ (di) = 1 and dw,Γ (dw) = 0, respectively. The maximal length of R1, R2, . . . , Rm is not greater than discm + 1, as explained
below. Since Condition I assures discm ∈ {dismax− 1, dismax}, the length of Ri is |di| ≤ dismax ≤ discm+ 1. By assumption, we
have |dw| ≤ discm−1 for all c+1 ≤ w ≤ m−r , which implies that the length of Rw is |dw|+2 ≤ (discm−1)+2 = discm+1.
On the other hand (c − r + 1 ≤ w ≤ c), by assumption in Condition I, we have |dc−r+q| < discm for all 1 ≤ q ≤ r , which
implies |dw| < discm for all c− r+ 1 ≤ w ≤ c. It follows that the length of Rw is |dw|+ 2 ≤ (discm− 1)+ 2 = discm+ 1. 
By assumption, we have that di,Ω(di) = 1 for all 1 ≤ i ≤ c and dj,Ω(dj) = 0 for all c + 1 ≤ j ≤ m, which implies that by
Lemma 3, the length of Qi is |di| and the length of Qj is |dj|+2. The latter implies that the length of Qv is |dv|+2 = discm+2
because |dv| = discm for all m − r + 1 ≤ v ≤ m. Besides, since |dj| ≤ discm − 1 for all c + 1 ≤ j ≤ m − r , the length
of Qj is |dj| + 2 ≤ (discm − 1) + 2 = discm + 1. If Condition I holds, then we have discm ∈ {dismax − 1, dismax}, which
implies |di| ≤ dismax ≤ discm + 1. As a result, the maximal length of Q1,Q2, . . . ,Qm is discm + 2. Since the maximal length
of R1, R2, . . . , Rm is not greater than discm + 1 < discm + 2, Lemma 4 provides a method for reducing the maximal length
of Q1,Q2, . . . ,Qm. Refer to the proof of Lemma 4, we have ΣΓ = c and hence Lemma 3 assures that the total length of
R1, R2, . . . , Rm (obtained in Lemma 4) is
m
i=1 |di| + 2 × (m − c) and thus minimized, and Ri is either shortest or second
shortest for all 1 ≤ i ≤ m.
Let C(a, b) denote the number of a!/(b!× (a−b)!), where a ≥ b are two positive integers. In the following, we show that
Condition I can be verified in O(C(m − r, r) × (m2n + mn1.5)) time, where r is the number of dj’s such that |dj| = discm ∈
{dismax − 1, dismax} and c + 1 ≤ j ≤ m. Refer to Condition I, it takes constant time to determine discm ∈ {dismax − 1, dismax}
and there are at most C(c, r) different choices for selecting r nodes from d1, d2, . . . , dc . Since r ≤ m− c , we have c ≤ m− r ,
which implies C(c, r) ≤ C(m−r, r). Obviously, it takes atmost (m−c)×c×n ≤ m2n bit comparisons for checking x ⊄ y. The
existence ofΩc can be assured ifΩc is maximal andΣΩc = c. Since a maximalΩc can be computed in O(cn1.5) ≤ O(mn1.5)
time, Condition I can be verified in O(C(c, r)× (m2n+mn1.5)) ≤ O(C(m− r, r)× (m2n+mn1.5)) time.
3.2. The second condition
In this section, the second condition is proposed so that if it holds, then we can reduce the maximal length of Q1,
Q2, . . . ,Qm obtained by Lemma 3. The idea of the second condition comes from the following observations. If dm,Ω(dm) = 0,
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Fig. 2. The 5 disjoint paths (darkened links) Q1,Q2, . . . ,Q5 from s to d1, d2, . . . , d5 , respectively, obtained by Lemma 3.
then the length ofQm is |dm|+2 by Lemma3. Suppose that there exists a d˜m such that d˜m is adjacent to dm with |d˜m| = |dm|−1
and d˜m /∈ {d1, d2, . . . , dm−1}, and by the aid of Lemma3,m disjoint paths R1, R2, . . . , Rm−1, R˜m from s to d1, d2, . . . , dm−1, d˜m,
respectively, can be constructed in an n-cube so that R˜m is shortest with length |d˜m| and dm is not included internally in
R1, R2, . . . , Rm−1. Construct Rm as the combination of R˜m and link (d˜m, dm). Then, R1, R2, . . . , Rm are disjoint and Rm is shortest
with length |d˜m| + 1 = (|dm| − 1)+ 1 = |dm|, which is less than |dm| + 2, i.e. the length of Qm.
For an illustrative example, suppose that m = n = 5 and d1 = 11000, d2 = 01100, d3 = 10100, d4 = 01010, d5 =
11110. Define a partial routing functionΩ: {d1, d2, . . . , d5} → {1, 2, 3, 4, 5} as follows:Ω(d1) = 1,Ω(d2) = 2,Ω(d3) =
3,Ω(d4) = 4, andΩ(d5) = 5. It is not difficult to check thatΩ is maximal and qualified. Refer to Fig. 2, Lemma 3 assures
that the maximal length of Q1,Q2, . . . ,Q5 is |d5| + 2 = 6, i.e. the length of Q5, because of d5,Ω(d5) = d5,5 = 0. On the other
hand, by the constructionmethod described later in Lemma 6, let d˜5 = 10110, i.e. an adjacent node of d5 with |d˜5| = |d5|−1,
and define a partial routing function Ψ : {d1, d2, d3, d4, d˜5} → {1, 2, 3, 4, 5} as follows: Ψ (d1) = 1,Ψ (d2) = 2,Ψ (d3) =
3,Ψ (d4) = 5, and Ψ (d˜5) = 4. It is not difficult to check that Ψ is maximal. Define another partial routing function Γ :
{d1, d2, d3, d′4, d˜5} → {1, 2, 3, 4, 5} as follows: Γ (di) = Ψ (di) for all 1 ≤ i ≤ 3,Γ (d′4) = Ψ (d4), and Γ (d˜5) = Ψ (d˜5),
where d′4 = 01011.
We have di,Γ (di) = di,Ψ (di) = 1 for all 1 ≤ i ≤ 3, d′4,Γ (d′4) = d
′
4,Ψ (d4)
= d′4,5 = 1, and d˜5,Γ (d˜5) = d˜5,Ψ (d˜5) = d˜5,4 = 1, which
implies that Γ is maximal and qualified. Besides, by Lemma 3 (substitute Γ , d′4, d˜5, R1, R2, R3, R
′
4, R˜5 for Ω, d4, d5,Q1,Q2,
Q3,Q4,Q5, respectively), R1, R2, R3, R′4, R˜5 are disjoint and all shortest, where Ri, R
′
4, and R˜5 are the paths from s to di, d
′
4, and
d˜5, respectively. Construct R4 as the combination of R′4 and link (d
′
4, d4), and the length of R4 is |d′4|+1 = 3+1 = 4. Construct
R5 as the combination of R˜5 and link (d˜5, d5), and the length of R5 is |d˜5| + 1 = 3 + 1 = 4. Refer to Fig. 3, R1, R2, . . . , R5
are disjoint because d′4 ≠ d˜5, {d′4, d˜5} ∩ {d1, d2, d3} is empty, and both d4 and d5 are not included in R1, R2, R3, R′4, R˜5. Since
the length of Ri is |di| = 2 for all 1 ≤ i ≤ 3, the maximal length of R1, R2, . . . , R5 is equal to 4, which is less than 6, i.e. the
maximal length of Q1,Q2, . . . ,Q5. The condition is formally stated below.
Condition II. First, discm ∈ {dismax − 1, dismax}, and then there exist r nodes of d1, d2, . . . , dc , which are assumed to
be dc−r+1, dc−r+2, . . . , dc without loss of generality, so that |dc−r+q| < discm for all 1 ≤ q ≤ r, x ⊄ y for all
x ∈ {dc−r+1, dc−r+2, . . . , dm} and all y ∈ {d1, d2, . . . , dc−r}, and there exists d˜v for all m − r + 1 ≤ v ≤ m such that
d˜v ⊂ dv, |d˜v| = |dv| − 1, d˜v /∈ {d1, d2, . . . , dm}, α ⊄ d˜v for all α ∈ {dc−r+1, dc−r+2, . . . , dm−r}, d˜m−r+1, d˜m−r+2, . . . , d˜m are
distinct, and there exists a partial routing function Ωc : {d1, d2, . . . , dc−r , d˜m−r+1, d˜m−r+2, . . . , d˜m} → {1, 2, . . . , n} such
thatΣΩc = c.
Refer to the example above, it makes Condition II hold as described below. We have dismax = 4, di,Ω(di) = 1 for all
1 ≤ i ≤ 4, d5,Ω(d5) = 0, c = ΣΩ = 4,Ω is maximal and qualified, and discm = |d5| = 4. Obviously, we have
C.-N. Lai / Theoretical Computer Science 418 (2012) 82–91 87
5
~
d
Fig. 3. The 5 disjoint paths (darkened links) R1, R2, . . . , R5 from s to d1, d2, . . . , d5 , respectively, obtained by Lemma 6.
discm = 4 ∈ {3, 4} = {dismax − 1, dismax}. Condition II holds because there exists r = 1 node of d1, d2, . . . , d4, say d4,
so that |d4| = 2 < 4 = discm, x ⊄ y for all x ∈ {d4, d5} and all y ∈ {d1, d2, d3}, and there is a d˜5 = 10110 such that
d˜5 ⊂ d5, |d˜5| = 3 = |d5| − 1, d˜5 /∈ {d1, d2, . . . , d5}, α ⊄ d˜5 for all α ∈ {d4}, and there is a partial routing function
Ωc : {d1, d2, d3, d˜5} → {1, 2, 3, 4, 5} with ΣΩc = 4 when Ωc(d1) = 1, Ωc(d2) = 2, Ωc(d3) = 3, and Ωc(d˜5) = 4. The
following two lemmas come from Condition II.
Lemma 5. If Condition II holds, then a partial routing function Ψ : {d1, d2, . . . , dm−r , d˜m−r+1, . . . , d˜m} → {1, 2, . . . , n} is
maximal with ΣΨ = c, where Ψ is defined as follows: Ψ (di) = Ωc(di) for all 1 ≤ i ≤ c − r,Ψ (d˜v) = Ωc(d˜v) for all
m − r + 1 ≤ v ≤ m, and Ψ (dw) = kw for all c − r + 1 ≤ w ≤ m − r such that kw ∈ {1, 2, . . . , n} − {Ωc(di)|1 ≤ i ≤
c − r} − {Ωc(d˜v)|m− r + 1 ≤ v ≤ m} and kc−r+1, kc−r+2, . . . , km−r are distinct.
Proof. Since Condition II holds, we have ΣΩc = c , which implies that di,Ωc (di) = 1 for all 1 ≤ i ≤ c − r and d˜v,Ωc (d˜v) = 1
for all m − r + 1 ≤ v ≤ m. By definition, we have di,Ψ (di) = di,Ωc (di) = 1 and d˜v,Ψ (d˜v) = d˜v,Ωc (d˜v) = 1. It follows that
ΣΨ =c−ri=1 di,Ψ (di)+m−rw=c−r+1 dw,Ψ (dw)+mv=m−r+1 d˜v,Ψ (d˜v) = (c−r)+m−rw=c−r+1 dw,Ψ (dw)+r = c+m−rw=c−r+1 dw,Ψ (dw).
WehaveΣΨ = c because dw,Ψ (dw) = 0 for all c−r+1 ≤ w ≤ m−r , as explained below. Suppose conversely that dz,Ψ (dz ) = 1
for some c−r+1 ≤ z ≤ m−r . Define a partial routing functionΩ ′ : {d1, d2, . . . , dm} → {1, 2, , . . . , n} as follows:Ω ′(di) =
Ψ (di) for all 1≤ i ≤ c− r ,Ω ′(dw) = Ψ (dw) for all c− r + 1 ≤ w ≤ m− r , andΩ ′(dv) = Ψ (d˜v) for allm− r + 1 ≤ v ≤ m.
Since d˜v ⊂ dv and d˜v,Ψ (d˜v) = 1, we have dv,Ψ (d˜v) = 1, which implies dv,Ω ′(dv) = dv,Ψ (d˜v) = 1. Since di,Ω ′(di) = di,Ψ (di) = 1
and dz,Ω ′(dz ) = dz,Ψ (dz ) = 1, we haveΣΩ ′ =
m
i=1 di,Ω ′(di) =
c−r
i=1 di,Ω ′(di) +
m−r
w=c−r+1 dw,Ω ′(dw) +
m
v=m−r+1 dv,Ω ′(dv) =
(c − r)+m−rw=c−r+1 dw,Ω ′(dw) + r = c +m−rw=c−r+1 dw,Ω ′(dw) = c +z−1w=c−r+1 dw,Ω ′(dw) + dz,Ω ′(dz ) +m−rw=z+1 dw,Ω ′(dw) =
c +z−1w=c−r+1 dw,Ω ′(dw) + 1+m−rw=z+1 dw,Ω ′(dw) ≥ c + 1 > c = ΣΩ , which contradicts thatΩ is maximal.
In the following, we show that Ψ is maximal. Suppose conversely that there is a partial routing function Ψ ′ :
{d1, d2, . . . , dm−r , d˜m−r+1, . . . , d˜m} → {1, 2, . . . , n}withΣΨ ′ > c. Define a partial routing functionΩ ′ : {d1, d2, . . . , dm} →
{1, 2, , . . . , n} as follows: Ω ′(di) = Ψ ′(di) for all 1 ≤ i ≤ m − r , and Ω ′(dv) = Ψ ′(d˜v) for all m − r + 1 ≤ v ≤ m. Since
d˜v ⊂ dv , we have dv,Ψ ′(d˜v) ≥ d˜v,Ψ ′(d˜v), which implies dv,Ω ′(dv) = dv,Ψ ′(d˜v) ≥ d˜v,Ψ ′(d˜v). It follows thatΣΩ ′ =
m
i=1 di,Ω ′(di) =m−r
i=1 di,Ω ′(di)+
m
v=m−r+1 dv,Ω ′(dv) =
m−r
i=1 di,Ψ ′(di)+
m
v=m−r+1 dv,Ω ′(dv) ≥
m−r
i=1 di,Ψ ′(di)+
m
v=m−r+1 d˜v,Ψ ′(d˜v) = ΣΨ ′ >
c , which is a contradiction to thatΩ is maximal. 
Lemma 6. If Condition II holds, then m disjoint paths R1, R2, . . . , Rm from s to d1, d2, . . . , dm, respectively, can be constructed
in an n-cube so that their maximal length is not greater than discm + 1.
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Proof. Since Condition II holds, a maximal partial routing function Ψ : {d1, d2, . . . , dm−r , d˜m−r+1, . . . , d˜m} → {1, 2, . . . , n}
was obtained by Lemma 5. Define a partial routing function Γ : {d1, d2, . . . , dc−r , d′c−r+1, . . . , d′m−r , d˜m−r+1, . . . , d˜m} →{1, 2, . . . , n} as follows: Γ (di) = Ψ (di) for all 1 ≤ i ≤ c − r , Γ (d′w) = Ψ (dw) for all c − r + 1 ≤ w ≤ m − r , and
Γ (d˜v) = Ψ (d˜v) for allm− r + 1 ≤ v ≤ m, where d′w = dw,1dw,2 . . . dw,Ψ (dw)−1(1− dw,Ψ (dw))dw,Ψ (dw)+1 . . . dw,n. As shown
in the proof of Lemma 5, we have di,Ψ (di) = 1 for all 1≤ i ≤ c − r, dw,Ψ (dw) = 0 for all c − r + 1 ≤ w ≤ m − r , and
d˜v,Ψ (d˜v) = 1 for all m − r + 1 ≤ v ≤ m. By definition, we have di,Γ (di) = di,Ψ (di) = 1 and d˜v,Γ (d˜v) = d˜v,Ψ (d˜v) = 1. Since
dw,Ψ (dw) = 0, we have d′w,Ψ (dw) = (1− dw,Ψ (dw)) = 1, which implies d′w,Γ (d′w) = d′w,Ψ (dw) = 1. It follows that Γ is maximal
and qualified.
Besides, Lemma 3 (substitute Γ , d′c−r+1, d
′
c−r+2, . . . , d′m−r , d˜m−r+1, . . . , d˜m, R1, R2, . . . , Rc−r , R
′
c−r+1, . . . , R′m−r , R˜m−r+1
, . . . , R˜m for Ω, dc−r+1, dc−r+2, . . . , dm,Q1,Q2, . . . ,Qm, respectively) assures that R1, R2, . . . , Rc−r , R′c−r+1, . . . , R′m−r ,
R˜m−r+1, . . . , R˜m are disjoint and each of them is shortest, where Ri ends at di for all 1≤ i ≤ c − r, R′w ends at d′w for all
c − r + 1 ≤ w ≤ m − r , and R˜v ends at d˜v for all m − r + 1 ≤ v ≤ m. Construct Rw as the combination of R′w and link
(d′w, dw), and Rv as the combination of R˜v and link (d˜v, dv). Since dw,Ψ (dw) = 0, the definition of d′w assures |d′w| = |dw| + 1,
which implies that Rw is second shortest with length |d′w|+1 = (|dw|+1)+1 = |dw|+2. Since d˜v ⊂ dv and |d˜v| = |dv|−1
(in Condition II), we have that Rv is shortest with length |d˜v| + 1 = |dv|.
The maximal length of R1, R2, . . . , Rm is not greater than discm + 1, as explained below. Since Ri and Rv are both
shortest, their maximal length is not greater than dismax ≤ discm + 1 because discm ∈ {dismax − 1, dismax} was assured
by Condition II. By assumption, we have |dw| ≤ discm − 1 for all c + 1 ≤ w ≤ m− r , which implies that the length of Rw is
|dw| + 2 ≤ (discm − 1) + 2 = discm + 1. On the other hand (c − r + 1 ≤ w ≤ c), by assumption in Condition II, we have
|dc−r+q| < discm for all 1 ≤ q ≤ r , which implies |dw| < discm for all c − r + 1 ≤ w ≤ c. It follows that the length of Rw is
|dw| + 2 ≤ (discm − 1)+ 2 = discm + 1.
R1, R2, . . . , Rm are disjoint, provided that (S1) {d1, d2, . . . , dc−r} ∩ {d′c−r+1, d′c−r+2, . . . , d′m−r , d˜m−r+1, . . . , d˜m} is empty,
(S2) d′c−r+1, d
′
c−r+2, . . . , d′m−r , d˜m−r+1, . . . , d˜m are distinct, and (S3) dc−r+1, dc−r+2, . . . , dm are not included internally in
R1, R2, . . . , Rc−r and not included in R′c−r+1, R
′
c−r+2, . . . , R′m−r , R˜m−r+1, . . . , R˜m, as shown below. Since Ψ is maximal and
dw,Ψ (dw) = 0 for all c − r + 1 ≤ w ≤ m − r , we have, by Lemma 1 (substitute Ψ , d˜m−r+1, d˜m−r+2, . . . , d˜m for
Ω, dm−r+1, dm−r+2, . . . , dm, respectively), d′w /∈ {d1, d2, . . . , dm−r , d˜m−r+1, . . . , d˜m}, which implies d′w /∈ {d1, d2, . . . , dc−r}.
It follows that condition (S1) holds because d˜v /∈ {d1, d2, . . . , dc−r} can be assured by d˜v /∈ {d1, d2, . . . , dm} for all
m− r + 1 ≤ v ≤ m (in Condition II). We have that d˜m−r+1, d˜m−r+2, . . . , d˜m are distinct (in Condition II). Since dw,Ψ (dw) = 0
and dz,Ψ (dz ) = 0 for all c − r + 1 ≤ w ≤ m − r and all c − r + 1 ≤ z ≤ m − r such that w ≠ z, we have, by
Lemma 2 (substitute Ψ , d˜m−r+1, d˜m−r+2, . . . , d˜m forΩ, dm−r+1, dm−r+2, . . . , dm, respectively), d′w ≠ d′z , which implies that
d′c−r+1, d
′
c−r+2, . . . , d′m−r are distinct. Consequently, Condition (S2) holds because of d˜v /∈ {d′c−r+1, d′c−r+2, . . . , d′m−r} for all
m− r + 1 ≤ v ≤ m, as explained below.
Suppose conversely that d˜u = d′z for somem− r+1 ≤ u ≤ m and c− r+1 ≤ z ≤ m− r . Furthermore, we suppose that
eki is included in Ri for all 1≤ i ≤ c − r, ekw is included in R′w for all c − r + 1 ≤ w ≤ m− r , and ekv is included in R˜v for all
m − r + 1 ≤ v ≤ m. We have that k1, k2, . . . , km are distinct because R1, R2, . . . , Rc−r , R′c−r+1, . . . , R′m−r , R˜m−r+1, . . . , R˜m
are disjoint. Since Ri and R˜v are both shortest, we have di,ki = 1 and d˜v,kv = 1, respectively. Consider the value of
dz,kz . If dz,kz = 1, then define a partial routing function Ψ ′ : {d1, d2, . . . , dm−r , d˜m−r+1, . . . , d˜m} → {1, 2, . . . , n} as
follows: Ψ ′(di) = ki for all 1 ≤ i ≤ c − r , Ψ ′(dw) = kw for all c − r + 1 ≤ w ≤ m − r , and Ψ ′(d˜v) = kv
for all m − r + 1 ≤ v ≤ m. Since di,Ψ ′(di) = di,ki = 1, dz,Ψ ′(dz ) = dz,kz = 1, and d˜v,Ψ ′(d˜v) = d˜v,kv = 1,
we have ΣΨ ′ = c−ri=1 di,Ψ ′(di) + m−rw=c−r+1 dw,Ψ ′(dw) + mv=m−r+1 d˜v,Ψ ′(d˜v) = (c − r) + m−rw=c−r+1 dw,Ψ ′(dw) + r =
c+z−1w=c−r+1 dw,Ψ ′(dw)+dz,Ψ ′(dz )+m−rw=z+1 dw,Ψ ′(dw) = c+z−1w=c−r+1 dw,Ψ ′(dw)+1+m−rw=z+1 dw,Ψ ′(dw) ≥ c+1 > c = ΣΨ ,
which contradicts that Ψ is maximal.
On the other hand (dz,kz = 0), we have d˜u,ku = 1 becausem− r + 1 ≤ u ≤ m and d˜v,kv = 1 for allm− r + 1 ≤ v ≤ m.
Since d′z = d˜u, we have d′z,ku = 1. We also have d′z,kz = 1 because R′z is shortest. Consequently, we have dz,ku = 1 because
kz ≠ ku, dz,kz = 0, and both dz and d′z differ by exactly one bit. Since d˜u = d′z and d′z,kz = 1,we have d˜u,kz = 1. Define a partial
routing function Ψ ′ : {d1, d2, . . . , dm−r , d˜m−r+1, . . . , d˜m} → {1, 2, . . . , n} as follows: Ψ ′(di) = ki for all 1 ≤ i ≤ c − r ,
Ψ ′(dz) = ku and Ψ ′(dw) = kw for all c − r + 1 ≤ w ≤ m − r and w ≠ z, and Ψ ′(d˜u) = kz and Ψ ′(d˜v) = kv for all
m−r+1 ≤ v ≤ m and v ≠ u. Since di,Ψ ′(di) = di,ki = 1, dz,Ψ ′(dz ) = dz,ku = 1, d˜v,Ψ ′(d˜v) = d˜v,kv = 1, and d˜u,Ψ ′(d˜u) = d˜u,kz = 1,
we have ΣΨ ′ = c−ri=1 di,Ψ ′(di) + m−rw=c−r+1 dw,Ψ ′(dw) + mv=m−r+1 d˜v,Ψ ′(d˜v) = (c − r) + m−rw=c−r+1 dw,Ψ ′(dw) + r =
c+z−1w=c−r+1 dw,Ψ ′(dw)+dz,Ψ ′(dz )+m−rw=z+1 dw,Ψ ′(dw) = c+z−1w=c−r+1 dw,Ψ ′(dw)+1+m−rw=z+1 dw,Ψ ′(dw) ≥ c+1 > c = ΣΨ ,
which contradicts that Ψ is maximal.
Condition (S3) (i.e. dc−r+1, dc−r+2, . . . , dm are not included internally in R1, R2, . . . , Rc−r and not included in
R′c−r+1, R
′
c−r+2, . . . , R′m−r , R˜m−r+1, . . . , R˜m) holds, as explained below. As shown above, R1, R2, . . . , Rc−r , R
′
c−r+1, . . . , R′m−r ,
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R˜m−r+1, . . . , R˜m are all shortest. Refer to Condition II, we have x ⊄ y for all x ∈ {dc−r+1, dc−r+2, . . . , dm} and all y ∈
{d1, d2, . . . , dc−r}, which implies that dc−r+1, dc−r+2, . . . , dm are not included internally in R1, R2, . . . , Rc−r . Similarly, we
have α ⊄ d˜v for all α ∈ {dc−r+1, dc−r+2, . . . , dm−r} and d˜v /∈ {d1, d2, . . . , dm} for allm− r + 1 ≤ v ≤ m, which implies that
dc−r+1, dc−r+2, . . . , dm−r are not included in R˜m−r+1, R˜m−r+2, . . . , R˜m. Since R˜v is shortest and |d˜v| = |dv| − 1 < |dv| for all
m − r + 1 ≤ v ≤ m, we have that dm−r+1, dm−r+2, . . . , dm are not included in R˜m−r+1, R˜m−r+2, . . . , R˜m. Consequently, we
have that dc−r+1, dc−r+2, . . . , dm are not included in R˜m−r+1, R˜m−r+2, . . . , R˜m.
Finally, we show that dc−r+1, dc−r+2, . . . , dm are not included in R′c−r+1, R
′
c−r+2, . . . , R′m−r , and hence condition (S3)
holds. Suppose conversely that dp is included in R′z , where c − r + 1 ≤ p ≤ m and c − r + 1 ≤ z ≤ m− r . Furthermore, we
suppose that eki is included inRi for all 1≤ i ≤ c−r, ekw is included inR′w for all c−r+1 ≤ w ≤ m−r , and ekv is included in R˜v
for allm−r+1 ≤ v ≤ m. Obviously, k1, k2, . . . , km are distinct because R1, R2, . . . , Rc−r , R′c−r+1, . . . , R′m−r , R˜m−r+1, . . . , R˜m
are disjoint. Since Ri and R˜v are both shortest, we have di,ki = 1 and d˜v,kv = 1, respectively. Since R′z is shortest, we have
dp,kz = 1. Since d˜v,kv = 1 and d˜v ⊂ dv , we have dv,kv =1. Consider the value of p. If c − r + 1 ≤ p ≤ m − r , then define a
partial routing function Ω ′: {d1, d2, . . . , dm} → {1, 2, , . . . , n} as follows: Ω ′(di) = ki for all 1 ≤ i ≤ c − r , Ω ′(dp) = kz ,
Ω ′(dz) = kp, and Ω ′(dw) = kw for all c − r + 1 ≤ w ≤ m − r such that w ≠ p and w ≠ z, and Ω ′(dv) = kv for all
m−r+1 ≤ v ≤ m. Since di,Ω ′(di) = di,ki = 1, dp,Ω ′(dp) = dp,kz = 1, and dv,Ω ′(dv) = dv,kv = 1,wehaveΣΩ ′ =
m
i=1 di,Ω ′(di) =c−r
i=1 di,Ω ′(di)+
m−r
w=c−r+1 dw,Ω ′(dw)+
m
v=m−r+1 dv,Ω ′(dv) = (c− r)+
m−r
w=c−r+1 dw,Ω ′(dw)+ r = c+
m−r
w=c−r+1 dw,Ω ′(dw) =
c+p−1w=c−r+1 dw,Ω ′(dw)+dp,Ω ′(dp)+m−rw=p+1 dw,Ω ′(dw) = c+p−1w=c−r+1 dw,Ω ′(dw)+1+m−rw=p+1 dw,Ω ′(dw) ≥ c+1 > c = ΣΩ ,
which is a contradiction to thatΩ is maximal.
On the other hand (m − r + 1 ≤ p ≤ m), we must further consider the value of dz,kz . If dz,kz = 1, then define a partial
routing function Ω ′: {d1, d2, . . . , dm} → {1, 2, , . . . , n} as follows: Ω ′(di) = ki for all 1 ≤ i ≤ c − r , Ω ′(dw) = kw for all
c − r + 1 ≤ w ≤ m − r , and Ω ′(dv) = kv for all m − r + 1 ≤ v ≤ m. Since di,Ω ′(di) = di,ki = 1, dz,Ω ′(dz ) = dz,kz = 1,
and dv,Ω ′(dv) = dv,kv = 1, we have ΣΩ ′ =
m
i=1 di,Ω ′(di) =
c−r
i=1 di,Ω ′(di) +
m−r
w=c−r+1 dw,Ω ′(dw) +
m
v=m−r+1 dv,Ω ′(dv) =
(c − r)+m−rw=c−r+1 dw,Ω ′(dw) + r = c +m−rw=c−r+1 dw,Ω ′(dw) = c +z−1w=c−r+1 dw,Ω ′(dw) + dz,Ω ′(dz ) +m−rw=z+1 dw,Ω ′(dw) =
c + z−1w=c−r+1 dw,Ω ′(dw) + 1 + m−rw=z+1 dw,Ω ′(dw) ≥ c + 1 > c = ΣΩ , which contradicts that Ω is maximal. On the
other hand (dz,kz = 0), we have dp,kp = 1 because m − r + 1 ≤ p ≤ m and dv,kv = 1 for all m − r + 1 ≤ v ≤ m.
Since R′z is shortest, we have d′z,kz = 1. We also have d′z,kp = 1 because dp,kp = 1 and dp is included in R′z . Consequently,
we have dz,kp = 1 because kz ≠ kp, dz,kz = 0, and both dz and d′z differ by exactly one bit. Since dp is included in R′z ,
we have dp,kz = 1. Define a partial routing function Ω ′: {d1, d2, . . . , dm} → {1, 2, , . . . , n} as follows: Ω ′(di) = ki for
all 1≤ i ≤ c − r , Ω ′(dz) = kp and Ω ′(dw) = kw for all c − r + 1 ≤ w ≤ m − r and w ≠ z, and Ω ′(dp) = kz and
Ω ′(dv) = kv for all m − r + 1 ≤ v ≤ m and v ≠ p. Since di,Ω ′(di) = di,ki = 1, dz,Ω ′(dz ) = dz,kp = 1, dv,Ω ′(dv) = dv,kv = 1,
and dp,Ω ′(dp) = dp,kz = 1, we have ΣΩ ′ =
m
i=1 di,Ω ′(di) =
c−r
i=1 di,Ω ′(di) +
m−r
w=c−r+1 dw,Ω ′(dw) +
m
v=m−r+1 dv,Ω ′(dv) =
(c − r)+m−rw=c−r+1 dw,Ω ′(dw) + r = c +m−rw=c−r+1 dw,Ω ′(dw) = c +z−1w=c−r+1 dw,Ω ′(dw) + dz,Ω ′(dz ) +m−rw=z+1 dw,Ω ′(dw) =
c +z−1w=c−r+1 dw,Ω ′(dw) + 1+m−rw=z+1 dw,Ω ′(dw) ≥ c + 1 > c = ΣΩ , which is a contradiction to thatΩ is maximal. 
If Condition II holds, then we have discm ∈ {dismax − 1, dismax}, which implies, as shown in Section 3.1, that the maximal
length of Q1,Q2, . . . ,Qm is discm+2. Since the maximal length of R1, R2, . . . , Rm is discm+1 < discm+2, Lemma 6 provides
another method for reducing the maximal length of Q1,Q2, . . . ,Qm. As shown in the proof of Lemma 6, Ri and Rv are both
shortest and Rw is second shortest, where 1≤ i ≤ c − r , c − r + 1 ≤ w ≤ m− r , andm− r + 1 ≤ v ≤ m. Hence, that total
length of R1, R2, . . . , Rm is
m
i=1 |di| + 2× (m− c) and thus minimized.
In the following, we show that Condition II can be verified in O(C(m − r, r) × (m − r)r × (m2n + mn1.5)) time, where
r is the number of dj’s such that |dj| = discm ∈ {dismax − 1, dismax} and c + 1 ≤ j ≤ m. Refer to Condition II, it takes
constant time to determine discm ∈ {dismax − 1, dismax} and there are at most C(c, r) different choices for selecting r nodes
from d1, d2, . . . , dc . Since r ≤ m − c , we have c ≤ m − r , which implies C(c, r) ≤ C(m − r, r). Obviously, it takes at
most (m − c + r) × (c − r) × n ≤ m2n,m × n = mn, (m − c) × n ≤ mn, and r × r × n ≤ r2n bit comparisons for
checking x ⊄ y, d˜v /∈ {d1, d2, . . . , dm}, α ⊄ d˜v for all α ∈ {dc−r+1, dc−r+2, . . . , dm−r}, and that d˜m−r+1, d˜m−r+2, . . . , d˜m
are distinct, respectively. The existence of Ωc can be assured if Ωc is maximal and ΣΩc = c . We have that a maximal Ωc
can be computed in O(cn1.5) ≤ O(mn1.5) time. Since d˜v ⊂ dv and |d˜v| = |dv|−1, there are |dv| = discm choices for d˜v ,
where m − r + 1 ≤ v ≤ m. It follows that there are at most (discm)r different combinations of d˜m−r+1, d˜m−r+2, . . . , d˜m.
Since |dv| = discm, dv,Ω(dv) = 0, and Ω is maximal with ΣΩ = c , we have discm ≤ c for otherwise (discm > c)Ω is not
maximal because there exists a dimension k /∈ {Ω(d1),Ω(d2), . . . ,Ω(dc)} such that dv,k = 1. Since discm ≤ c ≤ m − r
and 1 ≤ r ≤ m, Condition II can be verified in O(C(c, r) × (m2n + r × discm × mn + (discm)r × (r2n + mn1.5))) ≤
O(C(m− r, r)× (m2n+ (m− r)×m2n+ (m− r)r × (m2n+mn1.5))) = O(C(m− r, r)× (m− r)r × (m2n+mn1.5)) time.
It should be noted that we have r ≤ m/2 because r ≤ m− c and r ≤ c (because C(c, r) > 0).
By Lemmas 4 and 6, we have the following theorem, which is the main result of this paper.
Theorem 1. Given non-origin nodes d1, d2, . . . , dm in an n-cube and a qualified maximal partial routing function Ω: {d1,
d2, . . . , dm} → {1, 2, . . . , n} such that ΣΩ = c, di,Ω(di) = 1 for all 1 ≤ i ≤ c and dj,Ω(dj) = 0 for all c + 1 ≤ j ≤ m,
90 C.-N. Lai / Theoretical Computer Science 418 (2012) 82–91
Table 1
The summary of computer simulation results.
n Non-optimal case (A) Two trivial worst cases (B) Condition I or II hold (C) Probability (C/(A− B))
4 158 74 60 71.42%
5 16,625 2,720 10,195 73.31%
6 4,643,732 166,907 3,540,327 79.08%
7 3,861,177,355 18,117,064 3,282,286,021 85.40%
and |dj| ≤ discm − 1 for all c + 1 ≤ j ≤ m− r and |dv| = discm for all m− r + 1 ≤ v ≤ m, where 0 ≤ c ≤ m, 0≤ r ≤ m− c,
and discm = max{|dc+1|, |dc+2|, . . . , |dm|}. If Condition I or II hold, then there exist m disjoint paths R1, R2, . . . , Rm from origin
to d1, d2, . . . , dm, respectively, in an n-cube so that their maximal length is not greater than discm + 1.
It should be noted that when discm = dismax − 1 (in Conditions I and II), Theorem 1 assures that the maximal length
of R1, R2, . . . , Rm is not greater than discm + 1 = (dismax − 1) + 1 = dismax, which implies that their maximal length is
equal to optimal dismax because dismax is the minimum. Besides, Theorem 1 can be applied to arbitrary single source node
and multiple destination nodes because hypercubes are node symmetric.
4. Computer simulations
The probability that Condition I or II hold can be evaluated by taking a computer simulation. In order to make the
computer simulation not only representative but accomplished within a reasonable short time, it was carried out in the
situation that all of the source node s and destination nodes d1, d2, . . . , dn are distinct for 4 ≤ n ≤ 7, where swas assumed
to be the origin, i.e. 0n. In this section, we first outline the process of computer simulation and then give some discussions
about the simulation results.
In the process of computer simulation, C(2n − 1, n) different combinations of d1, d2, . . . , dn were first enumerated
in a recursive way by executing a computer simulation program. For the interested reader, please visit URL ‘‘http://
mework.nkmu.edu.tw/userfilev4/4209/twocond.c’’ for the computer simulation program, which was coded in C language
and can be complied by any ANSI C/C++ compiler. For each combination, a qualified maximal partial routing function
Ω: {d1, d2, . . . , dn} → {1, 2, . . . , n} was computed. If ΣΩ = n, then we have di,Ω(di) = 1 for all 1 ≤ i ≤ n, which
implies that n disjoint shortest paths from s to d1, d2, . . . , dn, respectively, can be constructed by Lemma 3. Hence, their
maximal length is equal to dismax, which is optimal. On the other hand (ΣΩ < n), n disjoint paths Q1,Q2, . . . ,Qn from s to
d1, d2, . . . , dn, respectively, can be constructed by Lemma 3 so that the length of Qi is either |di| if di,Ω(di) = 1, or |di| + 2
otherwise (di,Ω(di) = 0) for all 1 ≤ i ≤ n. If the length of Qi is not greater than dismax for all 1 ≤ i ≤ n, then the maximal
length of Q1,Q2, . . . ,Qn is dismax, which is also optimal. Otherwise (non-optimal case), Conditions I and II were verified.
Since the maximal length of Q1,Q2, . . . ,Qn is greater than dismax in the non-optimal case, Lemma 3 assures that there
exists a 1 ≤ j ≤ n such that the maximal length is equal to |dj| + 2, i.e. the length of Qj, and |dj| + 2 > dismax. It follows
that the first trivial worst case is that ew ∈ {d1, d2, . . . , dn} for all w ∈ {k|dj,k = 1 and 1 ≤ k ≤ n}, and the second trivial
worst case is that x ∈ {d1, d2, . . . , dn} for all x ⊂ dj such that |x| = |dj|−1, because any disjoint path from s to dj in these
two worst cases has length not less than |dj| + 2, which is impossible to be further reduced. Refer to Table 1, the numbers
of combinations for non-optimal case, two trivial worst cases, and that Condition I or II hold are shown for n = 4, 5, 6,
and 7, respectively. By excluding the two trivial worst cases, the computer simulation results show that the probability that
Condition I or II hold is greater than 71%, 73%, 79%, and 85% for n = 4, 5, 6, and 7, respectively.
As shown above, two trivial worst cases are excluded in computing the probability. In fact, there exist other worst cases
in which the maximal length of any n disjoint paths from s to d1, d2, . . . , dn, respectively, is greater than or equal to the
maximal distance (between s and d1, d2, . . . , dn) plus two. For the first example, consider that n = 5 and d1 = 11000,
d2 = 01100, d3 = 10100, d4 = 00010, and d5 = 00110, and for the second example, consider that n = 5 and d1 = 10000,
d2 = 01000, d3 = 10100, d4 = 01100, and d5 = 11100. In these two examples, it is not difficult to check that there does
not exist any 5 disjoint paths from s to d1, d2, . . . , d5, respectively, so that their maximal length is less than the maximal
distance plus two. These two examples indicate that the true probability that Condition I or II hold is actually much greater
than our results if all kinds of worst cases are excluded in computing the probability. Another interesting phenomenon is
that the probability becomes higher as n gets larger, which means that Theorem 1 is more effective when n is large.
5. Concluding remarks
Routing functions had been shown effective in deriving disjoint paths in hypercube-like networks [26–29]. In this paper,
we first describe the construction method of [13] in terms of routing functions and show that by using it, m disjoint paths
Q1,Q2, . . . ,Qm from s to d1, d2, . . . , dm, respectively, can be constructed in an n-cube so that not only is their total length
minimized, but their maximal length is also minimized in the worst case. For general case, their maximal length is not
greater than the minimum of n+ 1 and the maximal distance (between s and d1, d2, . . . , dm) plus two.
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Then, we show that their maximal length can be further reduced by at least 1 according to Theorem 1 if Condition I or
II hold. Besides, their total length remains minimum, and each path remains either shortest or second shortest. In order
to figure out the probability that Condition I or II hold, a computer simulation was carried out in the situation that all of
s and d1, d2, . . . , dn are mutually distinct. According to the computer simulation results, it was shown in Section 4 that
by excluding two trivial worst cases, the probability is greater than 71%, 73%, 79%, and 85% for m = n = 4, 5, 6, and 7,
respectively. Moreover, since there exist other worst cases, the true probability is actually much greater than our results if
all kinds of worst cases are excluded in computing the probability.
Previously, most researches focused on the problem of minimizing the maximal length in the worst case. In this paper,
another research direction was proposed for dealing with this kind of problem. Instead of computing the minimum of
maximal length for general case, we study the methods for reducing the maximal length derived by current construction
methods, because it is very hard to compute theminimumofmaximal length for arbitrary s, d1, d2, . . . , dm. For an illustrative
example, suppose that m = n = 5, s = 00000, d1 = 00101, d2 = 01101, d3 = 00011, d4 = 01011, and d5 = 00111,
and a qualified maximal partial routing function Ω: {d1, d2, . . . , d5} → {1, 2, , . . . , 5} defined as follows: Ω(d1) = 5,
Ω(d2) = 3,Ω(d3) = 4,Ω(d4) = 2, and Ω(d5) = 1. Lemma 3 (i.e. the current construction methods) assures that the
maximal length of Q1,Q2, . . . ,Q5 is |d5| + 2 = 5 because of d5,Ω(d5) = d5,1 = 0. Refer to Conditions I and II, it is not
difficult to check that since d1 ⊂ d2, d1 ⊂ d5, d3 ⊂ d4, and d3 ⊂ d5 make condition ‘‘x ⊄ y’’ not hold, we have that neither
Condition I nor II holds, and hence the maximal length of Q1,Q2, . . . ,Q5 cannot be further reduced by Theorem 1. However,
let R1 = (00000, 00001, 00101), R2 = (00000, 00100, 01100, 01101), R3 = (00000, 10000, 10010, 10011, 00011),
R4 = (00000, 01000, 01010, 01011), and R5 = (00000, 00010, 00110, 00111), where Ri is the path from s to di for all
1 ≤ i ≤ m. It is easy to check that R1, R2, . . . , R5 are mutually disjoint and their maximal length is 4, which is the minimum
for this example, and 4 is less than 5, i.e. the maximal length of Q1,Q2, . . . ,Q5.
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