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Abstract
Consider complex subspaces of symmetric 2 × 2 complex matrices under real congruences (sending M
to AMAT with A real and invertible). The orbits for dimension one were classified (in different language)
two decades ago. Those for dimension two were recently classified by Coffman. It turns out that these two
problems are in fact dual to each other, and Coffman’s classification yields a simpler expression for the orbits
in dimension one.
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1. Introduction
In [2], I studied the equivalence classes of complex projective quadrics under real transforma-
tions. The results are computable in principle for any dimension, but there does not seen to be any
simple expression for them. As Coffman [1] pointed out, the question amounts to studying the
one-dimensional subspaces of symmetric complex matrices M under real congruences (sending
M to AMAT with A real and invertible). Restated in this manner, the result for 2 × 2 matrices
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in [2, p. 49] is that every nonzero M can be taken by real congruence to a complex multiple of
exactly one of the following:(
1 0
0 0
)
,
(
0 1/2
1/2 i
)
,
(
1 0
0 eiθ
)
, 0  θ  π,
(−it2 1
1 i
)
, 0 < t  1.
In [1, Theorem 5.4], Coffman proved that the two-dimensional subspaces could be taken by
real congruence to the spans of exactly one of the following pairs:(
1 0
0 0
)
and
(
0 1
1 0
)
(
1 0
0 0
)
and
(
0 0
0 1
)
(−i 1
1 i
)
and
(
1 0
0 1
)
(−i 1
1 i
)
and
(
1 is
is −s2
)
, −1  s < 1.
This short note will show that there is actually a duality connecting these two results, and Coffman’s
classification yields simpler representatives for the orbits in dimension one.
2. The duality
Let S be the symmetric 2 × 2 complex matrices. Then det
(
a b
b c
)
= ac − b2 defines a quadratic
form q on S. The corresponding symmetric bilinear form on M =
(
a b
b c
)
and M ′ =
(
a′ b′
b′ c′
)
is
s(M,M ′) = q(M + M ′) − q(M) − q(M ′) = ac′ + a′c − 2bb′. Obviously this is nondegener-
ate. Hence if we define W⊥ for a complex subspace W to be the elements orthogonal to W under
s, we get a one-to-one correspondence between subspaces of dimensions 1 and 2 inside our S of
dimension 3.
Lemma. For symmetric M and M ′ and arbitrary A, we have
s(AMAT, AM ′AT) = det(A)2 s(M,M ′).
Proof. We have q(AMAT) = det(AMAT) = det(A)2 det(M) = det(A)2q(M), and similarly for
the other terms in s. 
If we suppose now that A is invertible, we see that we have s(M,M ′) = 0 precisely when
s(AMAT, AM ′AT) = 0. Restricting to real A, we get the duality that we want:
Theorem 1. Complex two-dimensional subspaces of the 2 × 2 complex symmetric matrices are in
the same orbit for the congruence action of GL2(R) iff the one-dimensional subspaces orthogonal
to them under s are in the same orbit.
3. New representatives for dimension one
It is easy to compute the one-dimensional orthogonal subspaces for Coffman’s two-dimensional
representatives, and thus we get
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Theorem 2. Every nonzero symmetric 2 × 2 complex matrix can be taken by real congruence to
a complex multiple of exactly one of the following:(
1 0
0 0
)
,
(
0 1
1 0
)
,
(
1 i
i −1
)
,
(
1 i(s + 1)/2
i(s + 1)/2 −s
)
, −1  s < 1.
4. Remarks
(1) It is not too hard to see in general which types here correspond to the previous ones. The
first here is the same as the previous first one. The second here is the previous third type with
θ = π . The third here is the previous fourth type with t = 1. The fourth here gives the previous
second type by taking s = 0, the previous fourth type for 0 < t < 1 by taking 0 < s < 1, and the
previous third type for θ < π by taking −1  s < 0. The referee was kind enough to work out
the precise correspondences, and I gratefully include them here:
First, for s in (0, 1], we have t = 2√s/(s + 1) running through (0, 1], and(
s + 1 0
0 2s
)(−it2 1
1 i
)(
s + 1 0
0 2s
)
= −4is
(
1 i(s + 1)/2
i(s + 1)/2 −s
)
.
Second, introduce a new variable ξ in [−1, 0). Then s = −ξ2 runs through [−1, 0), and θ runs
through [0, π) when we set eiθ = −(1 + ξ)2/(1 − ξ)2 [or, equivalently, ξ = − cos(θ/2)/(1 +
sin(θ/2))]. Then we can compute
1
1 + eiθ
(
1 1
ξ −ξ
)(
1 0
0 eiθ
)(
1 ξ
1 −ξ
)
=
(
1 i(s + 1)/2
i(s + 1)/2 −s
)
.
(2) Coffman’s proof of his theorem quotes the result in dimension one, but in fact he needs only
the special case saying that the M of rank 1 can be taken to exactly one of
(1 0
0 0
)
and
(1 i
i −1
)
.
To make the new argument for Theorem 2 complete, I will add a quick proof of that fact. First,
any A
(1 0
0 0
)
AT will have real entries, and so no complex multiple of it can equal
(1 i
i −1
)
. Now
take any
(
a b
b c
)
of rank 1. Then at least one of a and c must be nonzero. Using A =
(0 1
1 0
)
if
necessary, we can assume a /= 0. Scaling by a, we can assume a = 1. Our rank 1 matrix now
must have the form
(1 d
d d2
)
. Setting d = r + is and using A =
( 1 0
−r 1
)
, we get
(1 is
is −s2
)
. We
are done if s = 0. If not, use A =
(1 0
0 1/s
)
to get
(1 i
i −1
)
.
(3) The fourth matrix family in Theorem 2 approaches the third as s → 1. Since our duality is
clearly continuous, it must also be true that the fourth two-dimensional family in Coffman’s clas-
sification must approach the third as s → 1. Trying to make this explicit leads to the observation
that we can in fact replace the second basis matrix
(1 is
is −s2
)
by
−is
1 − s
(−i 1
1 i
)
+ 1
1 − s
(
1 is
is −s2
)
=
(
1 0
0 s
)
.
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