This article discusses how a cognitive modelling approach for criminal behaviour can be related to a biological modelling approach. The discussion is illustrated by a case study for the behaviour of three types of violent criminals as known from literature within the area of Criminology. A cognitive model is discussed that can show each of the behaviours of these types of criminals, depending on the characteristics set and inputs in terms of stimuli from the environment. Based on literature in Criminology about motivations and opportunities and their underlying biological factors, it is shown by a formal interpretation mapping how the model can be related to a biological grounding. This formal mapping covers ontology elements for states and dynamic properties for processes, and thus shows how the cognitive model can be biologically grounded.
Introduction
The field of Criminology, which addresses the analysis of criminal behaviour, is a multidisciplinary area with a high societal relevance; it draws upon research from very diverse disciplines, including psychology, social sciences, and neuroscience, e.g., (Cohen and Felson, 1979; Cornish and Clarke, 1986; Gottfredson and Hirschi, 1990; Towl and Crighton, 1996; Turvey, 1999) . Criminal behaviour, which is shown by a minority of the overall population, typically comes in many types and variations, often related to specific individual characteristics. Traditionally, not many contributions in the literature can be found that address analysis of criminal behaviour via computerbased approaches (e.g., Felson, 2010) . Moreover, those articles that address computational approaches to study criminal behaviour often focus on social/environmental aspects (e.g., to analyse the displacement of crime over a city), but do not address the psychological and biological aspects; e.g., (Baal, 2004; Brantingham and Brantingham, 2004; Melo, Belchior, and Furtado, 2005; Liu, Wang, Eck, and Liang, 2005; Lee and Yu, 2010) . Nevertheless, computational methods addressing these aspects of criminal behaviour, and in particular formal modelling and simulation, can be very useful, for a number of reasons. For example, they can be used to simulate behaviour for given scenarios of circumstances occurring over time. This can be used to find out for such a given scenario of circumstances, whether a criminal of a certain type may show certain behaviour under these given circumstances. Moreover, such a model can be used in the opposite direction, i.e., given a certain behaviour, to determine what kind of scenario of circumstances could lead to this behaviour. Both of these directions may be beneficial for researchers within Criminology and related areas, to get a better insight in criminal behaviour. In addition, on the long term they may be used to develop systems to support criminal investigators in their reasoning when solving particular cases; see, e.g., (Bosse, Gerritsen, and Treur, 2007a) .
As an initial step towards the development of such a support system, and to illustrate the use of computational modelling for criminological purposes, this paper discusses a cognitive modelling approach for different types of violent criminal behaviour, and discusses how it can be related to a biological modelling approach. Having a detailed formal description of the relation between cognitive and biological aspects of criminal behaviour enables the researcher to obtain more insight in which mechanisms may be the cause of which type of behaviour. The cognitive model involves high level concepts such as motivations (in particular desires and intentions) and beliefs in opportunities; e.g., (Georgeff and Lansky, 1987; Rao and Georgeff, 1991) . Dynamical models were incorporated, addressing psychological factors relating to desires, such as levels of anxiety and excitement arousal, empathy or theory of mind (ToM), impulsiveness, and aggressiveness; e.g. . For example, certain types of criminal actions are more likely to be performed by persons that have a high impulsiveness, or a lack of empathy. Another part of the cognitive model addresses the generation of beliefs in opportunities, formalising the well-known Routine Activity Theory within Criminology; e.g., (Cohen and Felson, 1979) . This (informal) theory assumes a certain motivation of the criminal and covers opportunities based on the perceived presence of targets (e.g., potential victims) and social control (e.g., guardians), and has an important impact on developments in prevention policies (e.g., Sampson, Eck, and Dunham, 2010) , and Criminology in a wider sense. Recent application areas of this theory include Internet crime (e.g., Hutchings and Hayes, 2009; Marcum, Ricketts, and Higgins, 2010) , sex-related crime (e.g., Chan, Heide, and Beauregard, 2010; Popp and Peguero) , and fraud (e.g., Pratt, Holtfreter, and Reisig, 2010) . The resulting cognitive model covers eight categories of aspects that play a role in criminal behaviour, and dynamical system models for these aspects. To formalise the model, the modelling language TTL (Bosse, Jonker, Meij, Sharpanskykh, and Treur, 2009 ) and its executable sublanguage LEADSTO (Bosse, Jonker, Meij, and Treur, 2007) have been used.
The cognitive model as presented involves a variety of cognitive characteristics and states that affect the motivational states and hence the behaviour. A relevant, but nontrivial question is how these characteristics and states can be grounded in biological states by means of reduction relation; see also Treur, 2011; Van Oudenhove and Cuypers, 2010) . This issue is addressed in this paper by means of a formal mapping. The mapping relates ontology elements describing cognitive states to ontology elements describing biological states. Moreover, it relates temporal relationships between cognitive states, specified in the form of dynamic properties, to corresponding relationships between biological states, as a variant of the concept of interpretation mapping in Logic. Such a formal mapping may provide a basis for automated translations between cognitive and biological descriptions of criminal behaviour.
An outline of this paper is as follows. First, in Section 2, some background information will be provided about the types of violent criminals that are addressed in this paper. Next, Section 3 introduces the formal modelling approach, and Section 4 introduces the cognitive simulation model of the violent behaviour. Section 5 discusses an example simulation trace that results from the model. After that, Section 6 provides a brief overview of different approaches to reduction, and Section 7 and 8 apply one of these approaches (the interpretation mapping approach) to reduce, respectively, the static and the dynamic aspects of the cognitive model to a biological model. Section 9 demonstrates how the model can be extended in order to incorporate probabilistic interpretation mappings. Finally, Section 10 addresses verification of the model, and Section 11 is a discussion.
Three Types of Violent Criminals
Criminal behaviour is found in various different types. One distinction often made is between violent crimes (e.g. murder, rape, robbery, and assault) and non-violent crimes (e.g. property crimes). The case study addressed in this paper focuses on violent crimes, and more specifically on three types of violent offenders whose violent behaviour has a biological component: the violent psychopath, the offender with an antisocial personality disorder (APD), and the offender who suffers from an intermittent explosive disorder (IED). These types of criminals have been chosen because much information is known about their disorders, based on recent achievements in areas such as psychology, biology, criminology and neuroscience (e.g., Delfos, 2004, Towl and Crighton, 1996; Blair, 2005) . Below, these types of criminals are briefly introduced and differences between them are discussed, based on an extensive literature study:
• Violent psychopaths lack the normal mechanisms of anxiety arousal, which ring alarm bells of fear in most people. Their kind of violence is similar to predatory aggression, which is accompanied by minimal sympathetic arousal, and is purposeful and without emotion. Moreover, they like to exert power and have unrestricted dominance over others, ignoring their needs and justifying the use of whatever they feel compelling to achieve their goals. They do not have the slightest sense of regret.
• Persons with APD have characteristics that are similar to the psychopath. However, they may experience some emotions towards other persons, but these emotions are mainly negative: they are very hostile and intolerant.
• Persons with IED, in contrast, appear to function normally in their daily life. However, during some short periods (which will be referred to as episodes from now on) that are usually triggered by a mild negative experience, their brain generates some form of miniature epileptic fit. As a result, some very aggressive impulses are released and expressed in serious assault or destruction of property. After these episodes, IED persons have no recollection of their actions and show feelings of remorse.
Modelling Approach
To model the different aspects of violent behaviour as introduced in the previous section, an expressive modelling language is needed. On the one hand, qualitative aspects have to be addressed, such as beliefs, desires, and intentions, and some aspects of the environment such as the presence of certain other individuals. On the other hand, quantitative aspects have to be addressed, such as levels of aggressiveness and impulsiveness. Furthermore, it should be possible to model on a higher level of aggregation or abstraction. The predicate-logical Temporal Trace Language (TTL) (Bosse, Jonker, Meij, Sharpanskykh, and Treur, 2009 ) fulfils all of these desiderata. It allows to model at higher levels of aggregation, and it integrates qualitative, logical aspects and quantitative, numerical aspects. The TTL language is based on the assumption that dynamics can be described as an evolution of states over time. The notion of state as used here is characterised on the basis of an ontology defining a set of physical and/or mental (state) properties that do or do not hold at a certain point in time. These properties are often called state properties to distinguish them from dynamic properties that relate different states over time. A specific state is characterised by dividing the set of state properties into those that hold, and those that do not hold in the state. Examples of state properties are 'the person has a medium desire for aggressiveness', or 'the person intends to perform an assault'. Real value assignments to variables are also considered as possible state property descriptions.
To formalise state properties, ontologies are specified in a (many-sorted) first order logical format: an ontology is specified as a finite set of sorts, constants within these sorts, and relations and functions over these sorts (sometimes also called signatures). The examples mentioned above then can be formalised by n-ary predicates (or proposition symbols), such as, for example, desire_for_aggressiveness(medium) or intention(assault). Such predicates are called state ground atoms (or atomic state properties). For a given ontology Ont, the propositional language signature consisting of all ground atoms based on Ont is denoted by APROP(Ont). One step further, the state properties based on a certain ontology Ont are formalised by the propositions that can be made (using conjunction, negation, disjunction, implication) from the ground atoms. Thus, an example of a formalised state property is desire_for_aggressiveness(medium) & intention(assault). Moreover, a state S is an indication of which atomic state properties are true and which are false, i.e., a mapping S: APROP(Ont) → {true, false}. The set of all possible states for ontology Ont is denoted by STATES(Ont).
To describe dynamic properties of complex processes such as the development of violent behaviour, explicit reference is made to time and to traces. A fixed time frame T is assumed which is linearly ordered. Depending on the application, it may be dense (e.g., the real numbers) or discrete (e.g., the set of integers or natural numbers or a finite initial segment of the natural numbers). Dynamic properties can be formulated that relate a state at one point in time to a state at another point in time. A simple example is the following (informally stated) dynamic property about the circumstances in which a high desire for strong stimuli is derived:
"For all traces γ, if the person has a high desire for actions with strong stimuli, then the excitement level of the stimuli he just observed was lower than his personal excitement threshold."
A trace γ over an ontology Ont and time frame T is a mapping γ : T → STATES(Ont), i.e., a sequence of states γt (t ∈ T) in STATES(Ont). The temporal trace language TTL is built on atoms referring to, e.g., traces, time and state properties. For example, 'in trace γ at time t property p holds' is formalised by statements built using the usual first-order logical connectives (such as ¬, ∧, ∨, ⇒) and quantification (∀ and ∃; for example, over traces, time and state properties). For example, the informally stated dynamic property introduced above is formally expressed as follows:
∀γ:TRACES ∀t:TIME state(γ, t) |= desire_for_actions_with_strong_stimuli(high) ⇒ ∃t':TIME ∃x1,x2,y:REAL
Here, observes_stimulus(x1,x2) is a short notation for the event of observing a stimulus (e.g., a violent assault) which induces a level of anxiety of x1 and a level of excitement of x2. Moreover, d is a timing parameter, which expresses the maximal delay between the desire and the observation of the stimulus. In addition, language abstractions by introducing new predicates as abbreviations for complex expressions are supported.
To be able to perform simulations (as some kind of pseudo-experiments), only part of the expressivity of TTL is needed. To this end, the executable LEADSTO language (Bosse, Jonker, Meij, and Treur, 2007) has been defined as a sublanguage of TTL, with the specific purpose to develop simulation models in a declarative manner. In LEADSTO, direct temporal dependencies between two state properties in successive states are modelled by executable dynamic properties. The LEADSTO format is defined as follows. Let α and β be state properties as defined above. Then, the notation α → → e, f, g, h β means:
If state property α holds for a certain time interval with duration g, then after some delay between e and f state property β will hold for a certain time interval with duration h.
As an example, the following executable dynamic property states that "if a person has a potential anxiety threshold and experiences an episode during 1 time unit, then (after a delay between 0 and 0.5 time units) his anxiety will increase with i for a period of 5 time units":
For simplicity, in the remainder of this article, the timing parameters e, f, g, h have often been omitted.
Based on TTL and LEADSTO, two dedicated pieces of software have been developed. First, the LEADSTO simulation environment (Bosse, Jonker, Meij, and Treur, 2007) takes a specification of executable dynamic properties as input, and uses this to generate simulation traces. This environment will be used in Section 5. Second, to automatically analyse the resulting simulation traces, the TTL checker tool (Bosse, Jonker, Meij, Sharpanskykh, and Treur, 2009 ) has been developed. This tool takes as input a formula expressed in TTL and a set of traces, and verifies automatically whether the formula holds for the traces. In case the formula does not hold, the checker provides a counter example, i.e., a combination of variable instances for which the check fails. This environment will be used in Section 10. For more details of the LEADSTO language and simulation environment, see (Bosse, Jonker, Meij, and Treur, 2007) . For more details on TTL and the TTL checker tool, see (Bosse, Jonker, Meij, Sharpanskykh, and Treur, 2009 ).
The Simulation Model
In this section the simulation model that has been developed is described in more detail. For a complete overview of the formalisation, see Appendix A. The model has been built by composing three submodels: 1. a model to determine actions based on beliefs, desires and intentions (BDI-model) 2. a model to determine desires used as input for the BDI-model 3. a model to determine beliefs in an opportunity as input for the BDI-model The BDI-model bases actions on motivational states. It describes how desires lead to intentions and how intentions lead to actions, when the appropriate opportunities are there. It needs as input desires and beliefs in opportunities, generated by the other two submodels. The three submodels are explained in detail below.
The BDI-submodel
Part of the model for criminal behaviour is based on the BDI-model, a model that bases the preparation and performing of actions on beliefs, desires and intentions (e.g., Georgeff and Lansky, 1987; Rao and Georgeff, 1991; Jonker, Treur, and Wijngaards, 2003) . In this model an action is performed when the subject has the intention to do this action and it has the belief that the opportunity to do the action is there. Beliefs are created on the basis of stimuli that are sensed or observed. The intention to do a specific type of action a is created if there is a certain desire d, and there is the belief that in the given world state, performing this action will fulfil this desire:
Assuming that beliefs about how to satisfy desires are internally available, what remains to be generated in this model are the desires and the beliefs in opportunities. Generation of desires often depends on domain-specific knowledge, which also seems to be the case for criminal behaviour. Beliefs in opportunities are based on the Routine Activity Theory by (Cohen and Felson, 1979 ).
The Submodel to Determine Desires
To determine desires, a rather complex submodel is used incorporating various aspects. To model these, both causal and logical relations and numerical relations have been integrated in one modelling framework. This integration was accomplished, using the LEADSTO language as a modelling language. A variety of aspects, which were found relevant in the literature (such as Bartol, 2002; are taken into account in this submodel. These aspects can be grouped as: (a) use of a theory of mind (e.g., understanding others), (b) desires for aggressiveness (e.g., using violence), (c) desires to act (no matter which type of action) and (d) to act safely (e.g., avoiding risk), (e) desires for actions with strong stimuli (e.g., thrill seeking), (f) desires for impulsiveness (e.g., unplanned action), and (g) social-emotional attitudes with respect to others (e.g., feeling sorry for or angry towards someone). Note that these aspects are derived on the basis of (but not exactly equal to) the characteristics as described in Section 2, since not all of the aspects mentioned there could directly be related to desires. Different combinations of the elements (a) to (g) lead to different types of (composed) desires, for example:
• the desire to perform an exciting, planned, non-aggressive, non-risky action that harms somebody else (e.g., a pick pocket action in a large crowd), • the desire to perform an exciting, impulsive, aggressive, risky action that harms somebody else (e.g., killing somebody in a violent manner in front of the police department) The following LEADSTO property (LP) is used to generate a composed desire out of the different ingredients covered by (a) to (g) above; here the x1, x2, x3, x4, x5, x6, x7, x8 are either qualitative labels (e.g., high, medium, low) or numerical values (integer or real numbers):
LP23 A combination of values for theory of mind, desire for aggressiveness, desire to act, desire to act safely, desire for actions with strong stimuli, desire for impulsiveness, emotional attitude towards others(pos) and emotional attitude towards others(neg) will lead to a specific composed desire, represented as d(x1, x2, x3, x4, x5, x6, x7, x8).
∀x1,x2,x3,x4,x5,x6,x7,x8:SCALE
The parts of the submodel that are used to determine each of the ingredients (a) to (g) are shown in a visualised manner in Figure 1 . Here, the circles denote state properties, and the arrows denote causal relationships (which have been formalised in LEADSTO). An arc connecting two arrows indicates that the conjunction of state properties affects another state property. A minus sign indicates a negative influence of one state property to another. The complete set of LEADSTO rules corresponding to this model is shown in Appendix A. To give an impression, here a rough sketch of part of this submodel is given: Stimuli are labeled with two aspects, indicating the strength with respect to anxiety (risk), and with respect to excitement (thrill), respectively. For both aspects, thresholds represent characteristics of the person considered. The excitement threshold depends on other aspects in the model, such as sensitivity for (and use of) drugs and alcohol, and basic sensitivity to stimuli. A stimulus with excitement strength below the excitement threshold leads to being bored, and being bored leads to a desire for actions with strong(er) stimuli (which are often criminal actions). In contrast, a stimulus with anxiety strength above the anxiety threshold leads to internal 'alarm bells', which (depending on another characteristic, the tendency to look for safety) leads to the desire to perform only 'safe' actions (which are usually not criminal actions).
The Submodel to Determine Opportunities
Beliefs in opportunities are based on two of the three criteria as indicated in the Routine Activity Theory by (Cohen and Felson, 1979) , namely the presence of a suitable target, and the absence of social control (guardians). The third criterion of the Routine Activity Theory, the presence of a motivated offender, is indicated by the intention in the BDI-model. This way, the presence of the three criteria together leads to the action to perform a criminal act, in accordance with (Cohen and Felson, 1979) . This was specified by the following property in LEADSTO format:
LP33 When a suitable target for a certain action is observed, and no suitable guardian is observed, then a belief is created that there is an opportunity to perform this action. 
An Example Simulation Trace
The model described in the previous section has been used to generate a number of simulation traces for the different types of violent criminals addressed (using the LEADSTO simulation environment introduced in Section 3). The generation of such simulation traces can be seen as some kind of pseudoexperiments, which allow the researcher to investigate how the behavioural patterns of individuals with particular psychological characteristics might develop. In Figure 2 , an example simulation trace is depicted, addressing the case of the criminal with APD. In Figure 2 , time is on the horizontal axis; state properties are on the vertical axis. A dark box on top of the line indicates that the property is true during that time period, a lighter box below the line indicates that it is false. The initial state properties that have been set to model the person with APD are (see time point 0): low psychological self, low preparedness to look for safety, high potential aggressiveness, rather high potential anxiety and excitement threshold (resp. value 0.6 and 0.8, on a [0,1] scale), potentially a low positive and a medium negative emotional attitude towards others, a medium potential preparedness to act (value 0.5), a low potential sensitivity for stimuli (value 0.3), and (s)he drinks alcohol and is sensitive for it. These initial characteristics, combined with certain world stimuli, eventually lead to a specific composed desire d(l, h, h, l, h, h, l, m) (see time point 5), characterised by the following ingredients: low theory of mind, high aggressiveness, high desire to act, low desire to act safely, high desire for actions with strong stimuli, high impulsiveness, low positive and medium negative emotional attitude towards others. As a result, the criminal generates an intention to perform a specific type of assault (denoted by assault1), and, as soon as the opportunity is there, actually performs the assault. As a result, the stimuli as observed in the world increase, which satisfies the desires of the criminal (at least temporarily).
The Approach to Reduction Used
The psychological concepts used within Criminology to describe criminal behaviour are often complex concepts for which it is not always easy to give a precise definition. It may even be argued that for some of these concepts, there is a risk of circularity. For example, the internal state of aggressiveness may be related to aggressive or violent behaviour 1 . To clarify such issues, it may be worthwhile to have some reflection on how these concepts are embedded in reality. In three perspectives are put forward: (1) specification of functional roles, (2) specification of representation relations, cf. (Kim, 1996) , and (3) specification of realisation or reduction relations. Here (1) is already covered by the LEADSTO properties of the simulation model. Moreover, (2) can be obtained from these functional role specifications by determining their transitive closure. This is not the focus of this paper; however, see for example, (Bosse, Jonker, Schut, and Treur, 2006) . This paper focuses on the third way of grounding of the cognitive model. A mapping from the cognitive concepts in this model to biological concepts will be established, thus obtaining a reduction relation; more specifically, cognitive states will be mapped to anatomical, neurophysiological and biochemical states, and cognitive dynamics to biological dynamics. Before this mapping is actually applied (see Section 7), this section first provides a brief overview of different approaches to reduction; a more extensive presentation of these approaches and their comparison can be found in (Treur, 2011, Section 2) .
Reduction relations have been addressed in a wide variety of publications in the philosophical and logical literature; see, for example: (Balzer and Moulines, 1996; Bennett and Hacker, 2003; Bickle, 1998 Bickle, , 2003 Churchland, 1986; Hawkins and Kandel, 1984ab; Link, 2000; Kim, 1996 Kim, , 1998 Kim, , 2005 Lewis, 1972 Lewis, , 1979 Nagel, 1961; Smart, 1959; Treur, 2011; Van Oudenhove and Cuypers, 2010) .
In the classical approach, following Nagel (1961) , reduction relations are based on (biconditional) bridge principles a ↔ b that relate the expressions a in the language of a higher-level theory T 2 (e.g., a cognitive theory) to expressions b in the language of the lower-level theory T 1 (e.g., a biological theory). Kim (2005, pp. 98-102 ) calls Nagel's approach bridge law reduction, as opposed to the type of reduction he puts forward: functional reduction based on functionalisation of a target state property a in T 2 in terms of its causal task C, and relating it to a state property b in T 1 performing this causal task C. Also functional reduction is based on relationships between entities in the languages of the two theories; however, these relationships are a bit less direct than biconditional bridge principles. From the logical perspective two closely related notions to formalise reduction relations are (relative) interpretation mappings (e.g., Tarski, Mostowski, and Robinson, 1953; Schoenfield, 1967, pp. 61-65; Hodges, 1993, pp. 201-263; Niebergal, 2000; Feferman, 2000) , and translations (e.g., Feferman, 2000; Wang, 1951; Kreisel, 1955) . These approaches relate the two theories T 2 and T 1 based on a mapping ϕ relating syntactical elements a of T 2 to syntactical elements b of T 1 , in the sense that b = ϕ(a). A type of reduction relation not relating syntactical elements, but model structures is structural reduction; e.g., Balzer and Moulines (1996) . Using the structuralist perspective, Bickle (1998, pp. 199-211) discusses revisionary (or new wave) reduction. Bickle (1998, pp. 205-208) illustrates this account for the higher-level (folk psychological) and lower-level (neurobiological) explanation in the context of memory consolidation; for further development, see Bickle (2003) . The interpretation mapping approach by (Tarski, Mostowski, and Robinson, 1953) will be taken as a focus in subsequent sections.
The basic idea of an interpretation of a theory T 2 in a theory T 1 is that an appropriate mapping ϕ from the expressions of T 2 to expressions of T 1 is specified that satisfies the property that if an expression or law L can be derived from T 2 , then ϕ(L) can be derived from T 1 :
An example of such an L is the statement that an aggressive state leads to aggressive behaviour.
Additional conditions on the mapping ϕ usually express that it is defined in an effective manner and is compositional, i.e., that it preserves the compositional logical structure of the expression, for example:
These rules for preservation of compositional structure can be used to define an interpretation mapping for more complex formulae in an inductive manner, taking the mapping of atoms as a point of departure. Sometimes atoms are mapped as well according to their structure. For example, the mapping of an atom R(f(x), g(y)) with relation symbol R, function symbols f and g and variables x and y can be based on mappings between symbols
In such a way an interpretation mapping can be based on an ontology mapping, i.e., a mapping of the different basic ontological elements used. For more details on interpretations, see, for example (Tarski, Mostowski, and Robinson, 1953; Schoenfield, 1967, pp. 61-65 ; Hodges, 1993, pp. 201-263; Feferman, 2000, pp. 84-87; Joosten and Visser, 2000, pp. 3-5; Niebergall, 2000, pp. 30-31) .
In the next section, the specific reduction relations to ground the cognitive model for criminal behaviour will be defined based on an interpretation mapping.
Mapping Cognitive to Biological States
In order to provide a grounding of the cognitive model, a mapping from cognitive concepts to anatomical, neurophysiological and biochemical concepts will be established. Thus, reduction relations are formalised by an interpretation mapping (as discussed in the previous section). In the current section it is discussed how a conceptualisation based on cognitive state properties can formally be mapped onto a conceptualisation based on biological state properties. As an example, the fact that under certain circumstances states of impulsiveness and aggressiveness may lead to an impulsive, violent crime (as described in the cognitive model) can also be described in terms of biological states concerning high testosterone and low blood sugar. In the next section it is shown how this basic mapping can be extended to an interpretation mapping for the dynamics.
In literature within Criminology, often relationships between cognitive states and biological (anatomical, neurological, biochemical) states are discussed; e.g., Delfos, 2004, Towl and Crighton, 1996) . A formally defined mapping from the ontology used for cognitive conceptualisation to the ontology for a biological conceptualisation of the case study is shown in Table 1 (d(v1, v2, v3, v4, v5, v6, v7, v8) ) biological_state (v1, v2, v3, v4, v5, v6, v7, v8) 23 episode brain_state_for_anxiety_threshold ( Table 1 (e.g., negative_agent or observes_stimulus) are mapped to the identical concept in the biological conceptualisation. The mapping has been established on the basis of the information in, among others, Delfos, 2004, Towl and Crighton, 1996) .
Note that the mapping as presented above assumes that each concept in the cognitive model can be mapped in a one-to-one manner to a concept in the biological model. For the moment, this assumption is made, to keep the logical analysis manageable. Nevertheless, it might be more realistic to use a probabilistic mapping, similar to methods often used in biology and biomedicine. In Section 9, it is shown how the model can be extended in order to incorporate probabilistic mappings.
To give an impression of the type of information from the literature that the mapping is based on, the mapping in row 13, stating that preparedness to act maps to the level of adrenalin, can be related to the following quote by :
"The more adrenaline in the blood and urine, the greater the stress we are reacting to. " (p. 75) Similarly, the mapping in row 14, stating that preparedness to look for safety maps to the level of oxytocine, can be related to the following quote by : "Women on the other hand have more the tendency to act by looking for safety and help in case of danger. Under the influence of the hormone oxytocin, mainly produced by women, women are more likely to look after the nest, the children or the household and talk to friends." (p. 71) Furthermore, the mapping in row 18, stating that desire for aggressiveness maps to the level of testosterone, can be related to the following quote by "Testosterone is also connected to aggression. Researchers like van der Dennen (1992) showed that to humans, and also to animals, the fact applies that the higher the testosterone level, the more aggression is shown." (p. 65)
As a final example, the mapping in row 23, about the biological background of episodes, can be related to the following quote by :
"Most of the people who demonstrated this condition were seemingly normal personalities, who would become aggressive with very little reason. It would take only a mild trigger to produce this abnormal electrical discharge. In a small but significant group of people who show explosively violent behaviour, the explosion comes from within the brain, specifically from the limbic system and the amygdala (which control -in normal circumstancesanger, hate and other emotional responses). What seems to be happening is that the brain itself generates a form of miniature epileptic fit. An electric storm in the rage areas spreads to the rest of the brain, resulting in apparently unprovoked, unfocused violence, including serious assault and particularly violent rape. (...) There is, however, strong evidence that the tiniest amount of alcohol can set off the random electrical activity." (p.187) In order to provide some more extensive support for these mappings, a complete overview of literature references is given in Appendix B.
On the basis of this interpretation mapping, the concepts in the cognitive model (depicted in Figure  1 ) can be mapped onto concepts at a biological level, which have their own biological causal relationships, as shown in Figure 3 . Here, the circles again denote state properties, and the arrows denote the causal relationships. For simplicity, the BDI-model that was shown at the right hand part of Figure 1 has been left out of this picture.
By combining Figure 1 and 3, and drawing dotted arrows for all the concept mappings, the picture as shown in Figure 4 is created. Here, the upper rectangle represents the cognitive model, and the lower rectangle represents the biological model. For the sake of clarity, the names of the state properties have been omitted. As can be seen in the picture, each of the circles in the upper rectangle has an outgoing arrow, which shows that all of the cognitive states have been mapped to a biological counterpart. A next question to be addressed is whether and how this ontology mapping of state properties can be used as a basis for an interpretation mapping between temporal relations. This will be done in the next section.
The Interpretation Mapping for Dynamic Properties
Above it was shown how a mapping between state properties can be defined. The next question is how this mapping can be extended to temporal relationships. Having a mapping between temporal relationships may be useful, for instance, to translate statements about criminal behaviour from one domain to another. To give a simple example, the statement 'this person has become less aggressive over the past months', which could be made by a psychologist, could be translated into the following statement in biological terms: 'this person's level of testosterone has decreased over the past months'. This idea of mapping dynamic properties will be addressed in this section in the following sense:
• from a temporal relationship ψ expressed in the logical language TTL (Bosse, Jonker, Meij, Sharpanskykh, and Treur, 2009) , to a mapped temporal relationship ϕ(ψ) • from a LEADSTO (Bosse, Jonker, Meij, and Treur, 2007) relationship α → → β, to a LEADSTO relationship ϕ(α → → β)
Mapping a temporal relationship
First it is shown how the interpretation mapping for temporal relationships expressed in the dynamic modelling language TTL can be defined. As explained earlier, expressions in TTL are predicate logical formulae, built on basic atomic expressions of the form (1) state(γ, t) |= p, which indicates that state property p holds in trace γ at time point t, or (2) value and time ordering relations. The cognitive state property p can already be mapped onto ϕ(p) in the biological conceptualisation. Then the basic expression state(γ, t) |= p is mapped as follows:
When α is an atom based on an equality or ordering relation, for example of the form v1 < v2, then
After these TTL-atoms have been mapped, more complex TTL expressions as a whole can be mapped in a straightforward compositional manner:
An example mapping of a temporal relationship will be given in Section 10.
Mapping a LEADSTO relation
As explained in Section 3, LEADSTO is an executable sublanguage of TTL, which has specifically been designed for the purpose of simulation. Hence, temporal LEADSTO relationships are a specific type of relationships that can be defined within TTL. The mapping between temporal relationships in general can be restricted to mapping of LEADSTO relationships as follows, where α and β are conjunctions of literals. First define the expression α → → β in terms of TTL:
Then apply the mapping to this expression:
Next, apply the rules of the definition of the mapping ϕ.
This shows that to map LEADSTO relationships, the following simple definition can be used
Using this definition, combined with the basic mapping of the state properties described above, mappings for the dynamic LEADSTO properties of the cognitive model can be found. For example:
In this way, applied to all cognitive LEADSTO properties, a mapping is provided from the cognitive model to the biological model specified by an executable LEADSTO specification at a biological level (see Figure 3) . To illustrate the usefulness of the mapping between LEADSTO properties, the biological LEADSTO specification has been used to generate simulation traces as well. For an example of such a trace, see Figure 5 . As can be seen from this picture, this trace contains the same settings as the trace shown in Figure 2 , and the resulting behaviour is comparable to Figure 2 , but at a biological level. One of the examples of having such a description is that the concepts involved are more easily 'measurable' (e.g., it seems more natural to define a concrete measure for blood sugar than for impulsiveness). 
Probabilistic Interpretation Mappings
The approach presented so far assumes that each concept in the cognitive model can be mapped in a one-to-one manner to a concept in the biological model, with the exact same parameter value. For example, a cognitive state of high aggressiveness is mapped directly to a biological state of high testosterone. Although this assumption has several pragmatic advantages (for example, it is very easy to convert a psychological simulation trace to a biological one), it is not completely realistic. Instead, in reality the relation between psychological and biological concepts rather has a probabilistic nature (see, e.g., Kosslyn et al., 2002) , similar to relationships as often studied in biomedicine (for instance, the relation between possessing a certain gene and exhibiting a certain behaviour). Often Bayesian approaches (Jensen 2001; Pearl, 1988) are used to capture such probabilistic aspects.
In this section, an alternative approach is presented, which illustrates how the presented LEADSTO models can be related to each other in a probabilistic manner. The key assumption is that the dynamic models themselves (both the cognitive and the biological model) are still deterministic, but that the mapping between them is probabilistic. To this end, the mapping presented in Section 7 is extended. More specifically, each value used in the cognitive state properties (i.e., each v and s in the left column of Table 1 ) is mapped to a (comparable) value in the corresponding biological state property (the corresponding v's and s's in the right column) via a probabilistic relationship. For this relationship, a beta distribution is used, which is a continuous probability distribution defined on the interval [0, 1], parameterised by two positive shape parameters, denoted by α and β: f(x; α, β) = x α-1 ·(1-x) β-1 . For example, see Figure 6 , showing the behaviour of this function for α=10 and β=2. Note that the x-coordinate of the top of the figure (denoted by T) can be calculated as follows: T = (α-1) / (α+β-2). For example, for the curve shown in Figure 6 , T = 0.9. Based on this, the following algorithm can be used to convert a given cognitive model to a simulation trace at the biological level (and vice versa):
1. For each state property s in the cognitive model that involves a parameter which needs an initial value v assigned (i.e., all concepts in Figure 1 without an ingoing arrow), perform the following steps: a. Take v as a basis. b. Create a variant of the beta distribution such that T=v. c. Calculate a random value v', with a probability that is proportional to the beta distribution.
(Thus, the value of v' is most likely to become similar to v). d. Assign value v' to the parameter involved in state property s' in the biological model, which maps to s. 2. Generate a simulation trace using the biological model, with the initialisation made in step 1.
Using this algorithm, various biological simulation traces have been produced (as in Monte Carlo simulation) that are similar to the trace shown in Figure 2 , but with small variations in the values used (which can be seen as individual differences). Some examples of such simulation traces are shown in Figure 7 and 8. For the trace shown in Figure 7 , α was set to 10, whereas for the trace shown in Figure   8 , α was set to 5, which makes the probability curve as shown in Figure 6 less steep (which results in a higher variability in behaviour). Since both α and T were already filled in, the value of β could be determined based on the formula shown above. As shown in Figure 7 and 8, these simulation traces are similar to the one shown in Figure 5 , but with some small differences. For example, the person's level of adrenalin is resp. 0.85 and 0.68, whereas in Figure 5 it was 0.8. Most importantly, the composed biological states that are generated differ from Figure 5 . In Figure 7 , a biological state represented as biological_state (l, h, l, 0.85, l, l, l, m) is generated (see time point 5), and in Figure 8 , a state represented as biological_state (l, m, l, 0.68, l, l, l, l) . Since the latter is not a prerequisite (in the biological model) to perform an assault, no assaults are being performed in the trace shown in Figure 8 , even though there is an opportunity for that. This shows how probabilities in the mapping can result in variations in behaviour.
Verification
As explained in Section 3, the language TTL can be used to formally express certain global properties of a process under investigation. An example of such a global property, which is expected to hold for the cognitive model, is the following: GP1 (Representation of high desire for stimuli) "If the person has a high desire for actions with strong stimuli, then the excitement level of the stimuli he just observed was lower than his excitement threshold." ∀γ:TRACES ∀t:TIME state(γ, t) |= desire_for_actions_with_strong_stimuli(high) ⇒ ∃t':TIME ∃x1,x2,y:REAL
This property formulates the circumstances in which a high desire for strong stimuli is derived in a precise manner (where d is a constant that specifies the maximum duration of desire generation). Note that this property basically defines the backward representational content (cf. Bosse, Jonker, Schut, and Treur, 2006) of the desire for stimuli. In order to automatically check such TTL expressions against formal (e.g., simulated) traces, the TTL checker tool (see Section 3) has been developed. As mentioned earlier, this piece of software takes as input a formal TTL expression and a set of traces, and checks whether the property holds for the traces. Checking whether such dynamic properties about the expected behaviour of a model hold is an important step in the verification of the model.
In addition to GP1, a number of other hypothesis have been formulated (based on literature such as and formalised in TTL, and have been checked against simulation traces like the one shown in Figure 2 , which were generated on the basis of the cognitive model; see also (Bosse, Gerritsen, and Treur, 2007a; 2007b) . For the given traces, all of these checks succeeded, which provides support for the claim that the simulation model behaves as expected.
Using the interpretation mapping introduced in the previous section, global property GP1 is mapped to an expression at a biological level as follows (where for simplicity the sorts have been omitted):
Thus, eventually global property GP1 is mapped to the following global property (GP1'): Just as could be expected that property GP1 holds for the cognitive trace in Figure 2 , one would also expect that property GP1' holds for the biological trace in Figure 5 . Using the TTL checker tool, this indeed turned out to be the case. Also for the biological level, a number of relevant hypotheses have been formalised as TTL properties, and were found satisfied. Although this is not an exhaustive proof, it is an important indication that the models show the expected behaviour. Moreover, it provides an illustration of the usefulness of computer-based tools (in this case the LEADSTO simulation software and the TTL checker tool) within the criminological domain.
Discussion
In this paper, a method to analyse violent criminal behaviour based on cognitive modelling has been discussed and related to a biological grounding. The model focuses in particular on the behaviour of three types of violent criminals: violent psychopaths, criminals with an antisocial personality disorder (APD), and criminals who suffer from an intermittent explosive disorder (IED). Although these three types of criminals were the focus of the current paper, it is important to realise that the model can, in principle, be used to study all types of criminals with behaviour caused by certain biological and psychological deviations 2 . In addition to the three types of violent offenders addressed here, there are more types of violent offenders, e.g. rapists, sadistic murderers, or ritualistic murderers. Furthermore, there are also types of offenders that are not necessarily violent but whose offending behaviour is still (partly) determined by a biological or psychological deviation, e.g. frauds or robbers. Thus, the model can in principle be applied to these types of offenders. However, since the current model is fitted for the three types of offenders used in this research, the model would need to be extended in that case. This could be done, for example, by incorporating notions like desire for material gain. Due to the intuitive and user friendly nature of the causal relationship-based LEADSTO approach presented in this paper, the approach anticipates such further extensions. The model has been used to perform a number of simulation experiments, whereby the current paper, as an illustration, shows the behaviour of the APD specifically. These simulation experiments have pointed out that the model can indeed reproduce the behaviour as known for the three types of criminals. Within the model, various psychological aspects as found in the literature are taken into account; e.g., . By means of this model, it was shown how the internal process within the criminal subjects can be conceptualised and formalised from a cognitive perspective. However, as a main contribution, it was also shown how this model can be biologically grounded. To this end it was shown how an ontological mapping from the cognitive model to a biological formalisation can be formally defined. For example, the fact that under certain circumstances states of impulsiveness and aggressiveness may lead to an impulsive, violent crime (as described in the cognitive model) can be described in terms of biological states concerning high testosterone and low blood sugar. It has been shown in detail how ontology elements for such psychological states can be formally mapped onto ontology elements for biological states. Moreover, this formal ontology mapping has been extended to a formal mapping of temporal dynamic properties. Thus it is shown how the process description at the cognitive level relates to a process description at the biological level. Finally, it was shown how the mapping can be extended in order to incorporate probabilistic aspects. Having a mapping as described above allows one on the one hand to explain behaviour in terms of psychological concepts, but on the other hand to relate it to a biological grounding. Most of these steps have been supported by automated tools for simulation (Bosse, Jonker, Meij, and Treur, 2007) and verification of properties (Bosse, Jonker, Meij, Sharpanskykh, and Treur, 2007) .
Note that in the approach followed in this paper it is assumed that both the dynamical models at the biological and at the psychological level are deterministic. The probabilistic element is concentrated on the relation between biological and psychological states. Further research may also consider the case that both dynamical models are probabilistic as well, and, for example, can be described by Bayesian networks (Jensen 2001; Pearl, 1988) . As also the mapping is considered to have a probabilistic nature, and this has to be combined with the probabilistic aspects of each of the models, such a step would entail an interesting but far from trivial challenge; it is left for future work.
As mentioned in the introduction, dynamic models for criminal behaviour as presented in this paper are very useful for case analysis, i.e., given a certain crime case, to find out which type of person has performed this crime (see also Bosse, Gerritsen, and Treur, 2007a) . Following this idea, the current paper is part of a larger project, involving researchers from Artificial Intelligence, Criminology, and Psychology, which has as ultimate goal to develop an application that can assist police analysts in solving crime cases. The main idea is that such a system takes several characteristics of a crime as input (e.g. a time line of events, and characteristics of the criminal act, such as levels of aggressiveness and impulsiveness), and is able to help the analyst in his or her reasoning process. This can be done, for example, by generating simulations (or fictive scenarios), and matching these with the information known from the real scenario, or by ruling out certain possible scenarios by using argumentation techniques (cf. Bex et al., 2007) . The current paper contributes a small step to that project, by establishing a tighter connection between biological and psychological characteristics of offenders. This is an important contribution, since the gap between biological descriptions of a criminal's behaviour (e.g., obtained by biological and sensor measurements) and the corresponding psychological/cognitive descriptions (as often used by police analysts) is traditionally quite big. The approach presented in this paper allows the user to reason about criminal behaviour on a psychological level, but in the meantime relate this to a (up to a certain point) similar description on a biological level, based on information which can actually be measured in the physical world.
Obviously, in order to develop a system that can actually be applied, more validation is needed. In principle, validation can address both the dynamics of the cognitive model and the dynamics of the underlying biological model. Moreover, the mapping between the cognitive and the underlying biological model can be validated. In this paper, all of the mappings have been validated positively against literature on the specific types of criminals addressed. Also the resulting mappings have been discussed with our partners in criminology and psychology. In the future, we envision performing a more 'external' validation, using real measurements. Some initial steps in that direction have been made in (Both et al., 2009 ).
