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Abstract. Threshold-linear networks consist of simple units interacting in the presence of a threshold
nonlinearity. Competitive threshold-linear networks have long been known to exhibit multistability, where
the activity of the network settles into one of potentially many steady states. In this work, we find condi-
tions that guarantee the absence of steady states, while maintaining bounded activity. These conditions
lead us to define a combinatorial family of competitive threshold-linear networks, parametrized by a sim-
ple directed graph. By exploring this family, we discover that threshold-linear networks are capable of
displaying a surprisingly rich variety of nonlinear dynamics, including limit cycles, quasiperiodic attractors,
and chaos. In particular, several types of nonlinear behaviors can co-exist in the same network. Our
mathematical results also enable us to engineer networks with multiple dynamic patterns. Taken together,
these theoretical and computational findings suggest that threshold-linear networks may be a valuable
tool for understanding the relationship between network connectivity and emergent dynamics.
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1. Introduction
Dynamic networks consist of nodes and their interactions. They are commonly-used models in fields as
disparate as ecology, economics, and neuroscience. Even when the building blocks are simple, these
networks can display rich emergent dynamics, whose complexity cannot be reduced to a sum of con-
stituent parts. For this reason, dynamic networks are exemplars of complex systems. Moreover, the most
interesting dynamic phenomena that arise are fundamentally nonlinear behaviors, such as multistability,
periodic attractors, and chaos.
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Despite this, dynamic networks are often approximated using linear models – namely, linear systems
of ordinary differential equations (ODEs). This is because the accompanying mathematical theory is
extremely well-developed. Indeed, we may say that networks with linear interactions are the complex
systems we already understand. While reducing more complicated models to linear approximations can
be a useful approach, this strategy also poses severe limitations. Phenomena such as multistability,
chaos, and robust periodic attractors (limit cycles) simply do not occur in linear models. Can we replace
linear systems of ODEs with something “almost” linear – simple enough that a useful mathematical theory
can be developed, yet capable of capturing the full variety of nonlinear behavior?
Motivated by this question, we study the dynamics of threshold-linear networks. Emergent dynam-
ics in these networks are not inherited from intrinsically oscillating nodes or a fluctuating external drive
– instead, they can be attributed solely to the structure of connectivity, given by a matrix W . The non-
linear behavior stems entirely from a simple threshold at each node, which guarantees that the activity
of individual units cannot go negative. This is natural in any system where the dynamic variables repre-
sent fundamentally non-negative quantities, such as the size of a population, a chemical concentration,
or the firing rate of a neuron. Though these systems look essentially linear, the presence of the thresh-
old changes everything. With it, the entire repertoire of complex nonlinear behavior comes into play:
multistability, limit cycles, quasi-periodic behavior, and even deterministic chaos emerges.
Many things were previously known about the stable fixed points of threshold-linear networks, espe-
cially in the case of symmetric W [1, 2, 3, 4]. In this work, we were motivated by trying to find conditions
that guarantee the absence of stable fixed points, so that network activity is forced into regular (or irreg-
ular) oscillations. Our initial results led us to define a combinatorial family of competitive threshold-linear
networks, which we call the CTLN model, that is parametrized by a simple directed graph. By exploring
this family, we have discovered that threshold-linear networks are capable of displaying a surprisingly rich
variety of nonlinear dynamics. Our mathematical results have also enabled us to engineer networks with
multiple dynamic patterns, with distinct attractors corresponding to different initial conditions. Taken to-
gether, our theoretical and computational results suggest that threshold-linear networks may be a valuable
tool for studying the relationship between emergent dynamics and network connectivity.
2. Mathematical results
Competitive threshold-linear networks. A threshold-linear network is a rate model consisting of n
nodes, with dynamics governed by the system of ordinary differential equations:
dxi
dt
= −xi +
 n∑
j=1
Wijxj + θ

+
, i = 1, . . . , n. (2.1)
The dynamic variables x1, . . . , xn give the activity levels1 of nodes 1, . . . , n. The matrix entries Wij are
directed connection strengths between pairs of nodes, the parameter θ ∈ R is an external drive to each
node, and the threshold-nonlinearity [·]+ is given by [y]+ = max{y, 0}.
Although these networks have been around for decades in the neural networks community, the math-
ematical theory is still a work in progress. It began in earnest about 15 years ago, with work by Hahn-
loser, Seung, and others [1, 5]. Theirs was the first serious attempt to develop a mathematical theory
of threshold-linear networks to rival that of Hopfield networks [6]. Not surprisingly, the initial results were
confined to the case where W is a symmetric matrix. In [1], precise conditions were found to guaran-
tee that network activity always converges to a stable fixed point, and a characterization was given of
symmetric threshold-linear networks exhibiting multistability.
1If the nodes are neurons, the activity level is typically called a ‘firing rate.’
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A competitive threshold-linear network is a special case of (2.1) where we impose the additional
restrictions: Wij ≤ 0 and Wii = 0 for all i, j = 1, . . . , n, and θ > 0. It is easy to see that such networks
always have bounded activity. In particular, for each i we have
−xi ≤ dxi
dt
≤ −xi + θ,
and thus if x(0) ∈ [0, θ]n, then x(t) ∈ [0, θ]n for all t > 0. What can we say about the dynamics inside this
box?
In the simplest competitive networks, where all interactions are equal so that Wij = w for all i 6= j,
we have two extreme cases. First, note that the self-inhibition (or decay rate) of a single node, which has
been normalized to −1, provides a natural scale for the strength of inhibition. If inhibition is strong, so that
w < −1, we obtain a classical winner-take-all (WTA) network. Such a network has a stable fixed point
corresponding to each single node, and no other attractors. The activity always converges to the fixed
point of the “winning” node. If, on the other hand, inhibition is weak, so that w > −1, then the network
synchronizes and activity always converges to a single stable fixed point in which all nodes have equal
activity. Neither case is particularly exciting. When a competitive network has both strong and weak
inhibition, things get more interesting – especially for asymmetric networks with no stable fixed points.
Competitive networks with no stable fixed points. Our first new result establishes sufficient condi-
tions such that a competitive network has no stable fixed points (or steady states). The statement of
the theorem makes use of a simple2 directed graph GW on n vertices, that is defined from the n × n
connectivity matrix W as follows:
GW has an edge from j → i ⇔ Wij > −1 (for i 6= j).
Note that Wij represents the influence of node j on node i. The edges of GW correspond to inhibitory
interactions that are weaker than the self-inhibition of each node.
Recall that a graph is oriented if there are no bi-directional connections, and a sink is a vertex with no
outgoing edges. We can now state our first theorem, whose proof is given in Section 4.
Theorem 2.2. Consider a competitive threshold-linear network with connectivity matrix W and associated
graph GW . Suppose that:
(i) GW is an oriented graph with no sinks, and
(ii) whenever j → i in GW , Wij < 1
Wji
.
Then the network (2.1) has bounded activity and no stable fixed points.
The CTLN model. Because the main relevant feature of the networks in Theorem 2.2 is the structure of
the graph GW , we now specialize to competitive networks with only two values for the connections: one
value for Wij < −1, and another for Wij > −1. To any simple directed graph G on n vertices and for any
0 < ε < 1 and δ > 0, we can associate a corresponding n × n connectivity matrix W = W (G, ε, δ) as
follows:
Wij =

0 if i = j,
−1 + ε if i← j in G,
−1− δ if i 6← j in G.
(2.3)
2A graph is simple if it has no multiple edges and no self-loops. Simple graphs have binary adjacency matrices with zeros on
the diagonal.
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Figure 1: Competitive threshold-linear networks with strong and weak inhibition. (A) (Left) All interactions between nodes in the
network are either strongly inhibitory (red arrows) or weakly inhibitory (black arrows). (Right) The graph of the network retains
only the arrows corresponding to weak inhibition. (B) The equations for a CTLN network. (C) (Left) An oriented graph on 3
nodes, with the corresponding adjacency matrix below. (Right) Network activity follows the arrows in the graph, with peak activity
occurring sequentially in the cyclic order 123. (D) Cliques correspond to stable fixed points, but only if they are target-free cliques.
The clique 12 is target-free, but 23 is not. Simulations in (C-D) were run with θ = 1, ε = 0.25, and δ = 0.5.
Clearly, GW = G, and W satisfies the conditions of a competitive network.
We refer to threshold-linear networks of the form (2.1), with θ > 0 and W = W (G, ε, δ) as in (2.3), as
the Combinatorial Threshold-Linear Network (CTLN) model. Note that this model is completely specified
by the choice of directed graph, G, along with three positive real parameters: ε, δ, and θ (see Figure 1A-
C). Moreover, condition (ii) of Theorem 2.2 is always satisfied, provided ε < δ/(1 + δ). We thus have the
following result, obtained by specializing Theorem 2.2 to this case.
Theorem 2.4. Let G be an oriented graph with no sinks, and consider the associated CTLN model (2.1)
with W = W (G, ε, δ), as in (2.3). If ε <
δ
1 + δ
, then the network has bounded activity and no stable fixed
points.
Figure 1C displays the smallest oriented graph with no sinks, together with the activity of the corre-
sponding CTLN model. The solutions to (2.1) for this W always converge to the same perfectly periodic
trajectory, irrespective of the initial conditions.
Stable fixed points in the CTLN model. To state the next theorem, we need a few graph-theoretic
definitions. A subset of vertices σ is a clique of G if i → j and j → i for all pairs i, j ∈ σ. In other
words, a clique is a subset of nodes that is all-to-all bidirectionally connected. We say that a vertex k is a
target of σ if k /∈ σ and i → k for each i ∈ σ. If the clique σ has no targets, we say that it is target-free.
A clique is maximal if it is not contained in any larger clique of G. Note that all target-free cliques are
necessarily maximal, but maximal cliques need not be target-free. For example, the graph in Figure 1D
has two maximal cliques, but only one of them is target-free. It turns out that only the target-free cliques
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can support3 stable fixed points.
Theorem 2.5. Let G be a simple directed graph, and consider the associated CTLN model with W =
W (G, ε, δ) for any choice of the parameters ε, δ, θ > 0 with ε < 1. If σ is a clique of G, then there exists a
stable fixed point x∗ of (2.1) with support σ if and only if σ is target-free.
The proof is given in Section 4.
While Theorem 2.5 identifies precisely which cliques support stable fixed points, there may still exist
additional stable fixed points that do not correspond to cliques. We have not, however, been able to find
any such example. This leads us to the following conjecture:
Conjecture 2.6. Consider the CTLN model W = W (G, ε, δ), where G is a simple directed graph. There
exists a stable fixed point of (2.1) with support σ if and only if σ is a target-free clique of G.
3. Simulations
3.1. Dynamic diversity from network connectivity
The CTLN model captures a surprisingly rich diversity of nonlinear dynamics. Figure 2 displays adjacency
matrices for three different graphs on n = 25 nodes, along with two-dimensional projections of solutions
that are periodic (A), chaotic (B), and quasi-periodic (C). These behaviors are examples of emergent
dynamics, because they depend on the structure of the network and are not predictable from the local
properties of individual nodes.
chaoslimit cycleA B C quasi-periodic
Figure 2: Nonlinear dynamics of the CTLN model. Top panels show adjacency matrices for three oriented graphs on n = 25
nodes with no sinks, satisfying the conditions of Theorem 2.4. (Black = 1, white = 0, and gray = diagonal elements, which are
ignored.) The corresponding CTLN model networks produce (A) a limit cycle, (B) a chaotic attractor, and (C) quasi-periodic
behavior. Bottom panels show random two-dimensional projections of the 25-dimensional trajectories.
Note that in Figure 2, and in all other simulations throughout this paper, we have used exactly the same
CTLN model parameters as in Figure 1: θ = 1, ε = 0.25, and δ = 0.5, which satisfy the condition
ε < δ/(1+δ) from Theorem 2.4. Differences in network dynamics thus arise solely as a result of differences
in the underlying graph G.
Even within the same network, different initial conditions may lead to different patterns of activity. The
network in Figure 3 possesses several emergent nonlinear phenomena: multistability, a limit cycle, and
chaos. The selected attractor depends only on the choice of initial conditions. Note that the graph in
Figure 3 is not oriented, and the fixed points could be predicted using Theorem 2.5.
3We say that a subset of vertices supports a stable fixed point if there exists a fixed point attractor x∗ of the dynamics such
that x∗i > 0 for all i ∈ σ, and x∗k = 0 for all k /∈ σ. In other words, the nodes that are active at x∗ are precisely the ones in the
subset σ.
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Figure 3: Variety of emergent dynamics in a single network with n = 8 nodes. Solutions corresponding to different initial
conditions for the network on the left are shown, with the color of each activity trace matching the color of the corresponding
node. The network has four attractors: two stable fixed points, one limit cycle, and one chaotic attractor. The equations for
the dynamics are identical in each case; only the initial conditions differ. The plots on the far right are random two-dimensional
projections of the 8-dimensional trajectories for the limit cycle and chaotic attractor, respectively.
In Figure 1C, we saw that the activity in the limit cycle consisted of nodes being activated in a regular
sequence. Sequential patterns of activation are common in the CTLN model, and are often irregular and
surprising. In Figure 4, a network with 7 nodes has a single emergent sequence (irrespective of initial
conditions), following only one of many possible cycles in the graph. In particular, it is surprising that the
activity of node 2 decays to zero, while there are other nodes whose activity persists despite having a
smaller in-degree. This shows that local properties of the graph are not sufficient to predict the emergent
dynamics; the resulting sequence is somehow shaped by the structure of the graph as a whole.
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Figure 4: Emergence of an irregular sequence. (A) A graph on 7 nodes. The CTLN model makes no difference between black
and gray edges, but black edges are highlighted here because they correspond to the emergent sequence of activation. (B) Node
2 decays to zero after a short period of transient activity, while the remaining nodes settle into a limit cycle of sequential activation
with ordering 634517. The same sequence emerges irrespective of initial conditions, and is robust to small perturbations in the
matrix W .
Limit cycles need not be sequential – they can also display complex rhythms, including synchronous
or quasi-synchronous activity for a subset of the nodes. The network in Figure 5 has two high-activity
nodes (3 and 6) that peak at different times, while nodes 2, 4 and 7 are approximately synchronous. Note
that node 6 has the highest peak activity, even though it has the lowest in-degree among all nodes in the
network.
Using Theorem 2.4, we can also generate large random networks that are guaranteed never to settle
into a steady state. Such networks can exhibit spontaneous transitions between distinct patterns of net-
work activity. In Figure 6, the total population activity trace has a sharp qualitative change around t = 80;
this is reminiscent of state transitions in cortical networks observed during light anesthesia and sleep [7].
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Figure 5: Emergence of a complex rhythm. A graph on 7 nodes (left) yields a CTLN model whose activity always settles into
the same limit cycle (right). The activity in this limit cycle is a rhythmic, with some nodes that are quasi-synchronous rather than
sequential in their activation.
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Figure 6: Spontaneous state transition. A random network of 50 nodes satisfying the conditions of Theorem 2.4 exhibits a
spontaneous state transition from irregular to periodic behavior. Total population activity (black trace) is the sum of the activity
for all 50 nodes.
3.2. Network engineering
The power of Theorems 2.4 and 2.5 is that they enable us to reason about the graph G in order to make
surprisingly strong yet accurate predictions about the resulting network dynamics. Such mathematical
results are thus valuable tools for designing networks with prescribed dynamic properties, and underscore
the potential of the CTLN model for understanding the relationship between connectivity and emergent
dynamics in networks with simple nonlinearities.
Rhythmic patterns of activity, supporting locomotion and other functions, arise in Central Pattern Gen-
erator circuits (CPGs) throughout the nervous system [8, 9]. The CTLN model provides a natural frame-
work for CPGs. For example, Figure 7 shows that limit cycles corresponding to two different quadruped
gaits (bound and trot) can coexist in the same network, with the network selecting one pattern over the
other based solely on initial conditions. Note that the network in Figure 7A has four different cliques, but
they all have targets and hence none of them can support stable fixed points (see Theorem 2.5).
More generally, Theorem 2.5 enables us to construct networks that continually transition between
cliques without getting “stuck,” since we know precisely which cliques in a graph correspond to steady
states. Figure 8A depicts a network with a series of overlapping cliques, only the last of which is target-
free. We can also engineer networks by patching together modules that individually yield limit cycles,
rather than cliques. Figure 8B depicts a network that has 6 overlapping limit cycles, corresponding to
subsets of nodes 1-5, 4-8, 7-11, 10-14, 13-17, and 16-20. The network activity will stay in a single limit
cycle indefinitely, unless it receives an external “kick” helping it to transition to an adjacent limit cycle.
7
bound trot bound
trot
time
fir
ing
 ra
te
0 10 20 30 40 50 60
time
A
fir
ing
 ra
te
0 10 20 30 40 50 60
LF RF
RH LH
LH  LF  RF  RH LH  LF  RF  RH
tim
e
B C
Figure 7: A Central Pattern Generator circuit for quadruped motion. (A) The graph of a CTLN model with 8 nodes that produces
two distinct quadruped gaits: ‘bound’ and ‘trot.’ Note that the orientation of the two hind legs (LH, RH) is flipped for ease of
drawing the graph. Arrows into or out of a clique of two nodes (grouped via gray arcs) represent connections to all nodes in the
clique. (B,C) The network activity produces two distinct gaits, based only on differences in initial conditions.
Our final example shows that a single network, with very simple architecture, can have multiple quasi-
periodic attractors. The network in Figure 9A has n nodes and n−2 quasi-periodic attractors. Each quasi-
periodic orbit selects a single node from the inner (shaded) region, which forms a dynamic sequence with
the blue and gray outer nodes (Figure 9B).
4. Proofs
In this section we prove Theorems 2.2 and 2.5 (and, as a consequence, Theorem 2.4 – an immediate
corollary of Theorem 2.2). Our proofs build on our previous work in [2, 3, 4]. First, we need some
background on permitted sets in threshold-linear networks.
4.1. Permitted sets background
An important concept that has been studied in connection to threshold-linear networks is that of a permit-
ted set. Permitted sets were defined in [1] for generalized networks of the form (2.1), having the added
flexibility that the external input θ can vary between nodes.
Definition 4.1. Consider the threshold-linear network x˙ = −x + [Wx + b]+, where b ∈ Rn is a vector of
external inputs (constant in time). A subset of nodes σ ⊂ [n] is a permitted set if there exists a b such that
the network possesses an asymptotically stable fixed point x∗ with support σ.
Note that permitted sets of a network depend only on W , so the definition still makes sense for our
networks (2.1). For b = θ1, however, we do not in general expect a permitted set to have a corresponding
fixed point. On the other hand, if a given σ is not a permitted set, there can be no stable fixed point having
support σ. The requirement that σ is a permitted set is thus a necessary, but not sufficient, condition for
the existence of a stable fixed point of (2.1) having support σ.
Permitted sets are straightforward to detect from W . For any n × n matrix A, and index subset σ =
{`1, . . . , `k} ⊂ [n], the principal submatrix Aσ is the k×k matrix whose entries are given by (Aσ)ij = A`i,`j .
Theorem 4.2 ([2, 3]). Consider the threshold-linear network (2.1) on n nodes. A subset of nodes σ ⊂ [n]
is a permitted set if and only the principal submatrix (−I +W )σ is stable – i.e., if all its eigenvalues have
negative real part.
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Figure 8: Regular and irregular sequential activity from modular architectures. (A) (Top) A chain of six overlapping 5-clique
modules, each in a different color. Nodes belonging to two adjacent 5-cliques are double-colored. Black nodes receive output
edges from all nodes in one 5-clique, and feed forward onto all nodes in the next 5-clique. Note that only the final 5-clique
(purple) is target-free. (Middle) The solution of the network when the nodes in the first 5-clique are initialized to 0.1, and all other
nodes are initialized to 0. Darker regions correspond to higher firing rates; note that the outer target nodes are omitted. (Bottom)
Same solution as in middle plot. The firing rate curves are colored by the nodes in the graph, with overlap nodes receiving
both colors. The activity moves slowly from one clique to the next until it stabilizes on the last clique, which is target-free. The
total population activity is given by the black trace above. (B) (Top) A chain of six overlapping modules, where each module
is a cyclic tournament on five nodes. Nodes highlighted in red receive small kicks during the simulation. (Middle) The solution
of the network when nodes 1 and 2 are initialized to 0.1, and all other nodes are initialized to 0. Initially the network activity is
confined to the first module, and cycles among those nodes. Every 15 time units, a small kick is given to the middle node in
the next module. The timing of these kicks and the label of the affected node are shown as red pulses along the bottom of the
plot. (Bottom) Same solution as in the middle plot, with individual firing rates shown in color. All simulations were run with θ = 1,
ε = 0.25, and δ = 0.5.
This result was first obtained for symmetric W in [1], but later generalized to arbitrary W in [2].
4.2. Proof of Theorem 2.2
In [3, Lemma 1] it was shown that if all 2 × 2 principal submatrices of an n × n matrix have negative
trace and are unstable, then all larger principal submatrices are also unstable. Putting this together with
Theorem 4.2 immediately implies the following lemma:
Lemma 4.3. Let W be the connectivity matrix of a threshold-linear network. If all 2× 2 principal submatri-
ces of −I + W have negative trace and are unstable, then the network has no permitted sets containing
more than one node.
Recalling that there can be no stable fixed points supported on subsets of nodes that are not permitted
sets, we obtain:
Corollary 4.4. Consider the threshold-linear network (2.1), with diagonal entries Wii = 0. If all 2 × 2
principal submatrices of −I + W are unstable, then the network has no stable fixed points supported on
more than one node.
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Figure 9: Multiple quasi-periodic attractors in the same network. (A) A graph on n nodes, where there are n − 2 nodes in the
middle (inner) layer. The top (blue) outer node feeds onto all nodes in the middle layer, while the bottom (gray) outer node
receives connections from all nodes in the middle layer and feeds back onto the top node. This architecture produces n − 2
different quasi-periodic attractors that each involve the top node, one of the middle nodes, and the bottom node. (B) Two distinct
quasi-periodic attractors, one involving the green middle node (top), and the other involving the red middle node (bottom). In
each solution, the activity of all other middle nodes is small and synchronous, and is depicted in black. Random projections of
the activity (right) indicate that they are quasi-periodic trajectories and not perfect limit cycles. To create the top plot, the green
node was initialized at 0.1 and all others at 0; for the bottom plot, the red node was initialized at 0.1 and all others at 0. All
simulations were run with θ = 1, ε = 0.25, and δ = 0.5.
We are now ready to prove Theorem 2.2.
Proof of Theorem 2.2. We have already seen that the activity is bounded. To see that there are no stable
fixed points, we first show that there can be no stable fixed points supported on two or more nodes
because the network has no permitted sets σ of size |σ| ≥ 2. By Corollary 4.4, it suffices to show that all
2×2 principal submatrices of −I+W are unstable. Each of these matrices,
( −1 Wij
Wji −1
)
, has negative
trace, and is thus stable if and only if its determinant ∆ is positive. It is unstable if ∆ ≤ 0. We compute:
∆ = det
( −1 Wij
Wji −1
)
= 1−WijWji.
Since the network is competitive and GW is an oriented graph, there are two cases: (a) −1 < Wij ≤ 0
and Wji ≤ −1 (or vice versa), or (b) both Wij ≤ −1 and Wji ≤ −1. In case (a), the graph GW must have
an edge j → i, so by hypothesis (ii) in the theorem we know that WijWji > 1 (note that the inequality
reverses, since Wji is negative). We thus have ∆ < 0. In case (b), we immediately see that WijWji ≥ 1
and thus ∆ ≤ 0. We conclude that all 2 × 2 principal submatrices of −I + W are unstable, and thus the
network has no stable fixed points with 2 or more active nodes.
Next, we show by contradiction that the network has no fixed points supported on a single node (i.e.,
there is no winner-take-all behavior). Suppose x∗ is a fixed point supported on node i, with x∗i > 0 and
x∗j = 0 for all j 6= i, and recall that Wii = 0. It follows that
x∗i =
n∑
j=1
Wijx
∗
j + θ = Wiix
∗
i + θ = θ.
On the other hand, for any k 6= i we must have x∗k = 0, where
x∗k =
 n∑
j=1
Wkjx
∗
j + θ

+
= [Wkix
∗
i + θ]+ = [Wkiθ + θ]+.
10
Now recall that GW has no sinks (by hypothesis (i) of the theorem), and so there exists at least one vertex
` such that i → `. This means W`i > −1, and thus x∗` > 0, contradicting the assumption that the fixed
point was supported only on node i.
4.3. Proof of Theorem 2.5
To prove Theorem 2.5, we make use of the fixed point conditions that were derived in [4].
Lemma 4.5. Consider the CTLN model with W = W (G, ε, δ), and suppose x∗ is a fixed point of (2.1)
supported on a clique σ of G. Then x∗ is a stable fixed point, and
x∗σ =
θ
ε+ (1− ε)|σ|1σ.
Proof. If σ is a clique of G, then (−I + W )σ = (−1 + ε)11T − εIσ, with eigenvalues |σ|(−1 + ε) − ε and
−ε. Clearly, these are negative for 0 < ε < 1, so we can conclude that (−I + W )σ is stable and thus
σ is a permitted set. It follows that any fixed point x∗ with support σ is stable and unique [3, Corollary
9] (see also [4, Section 1.1]). To verify the formula for x∗σ, we simply check that it satisfies the fixed
point equation x∗σ = [Wσx∗σ + θ1σ]+. Since x∗σ > 0, we can drop the threshold nonlinearity to obtain the
equivalent constraint, (I −Wσ)x∗σ = θ1σ. Now plugging in the desired expression for x∗σ yields:
(I −Wσ)x∗σ =
(
(1− ε)11T + εIσ
) θ
ε+ (1− ε)|σ|1σ =
θ
ε+ (1− ε)|σ|((1− ε)|σ|1σ + ε1σ) = θ1σ.
We can now prove Theorem 2.5.
Proof of Theorem 2.5. (⇒) Suppose x∗ is a stable fixed point with support σ, where σ is a clique of G.
Then Wij = −1 + ε for all pairs i, j ∈ σ. To see that σ must be a target-free clique, suppose that σ has a
target k /∈ σ. This implies that Wki = −1 + ε for each i ∈ σ. It follows that
x∗k =
[∑
i∈σ
Wkix
∗
i + θ
]
+
=
[
(−1 + ε)
∑
i∈σ
x∗i + θ
]
+
=
[
εθ
ε+ (1− ε)|σ|
]
+
> 0,
where we have used the expression for x∗σ from Lemma 4.5 to obtain
∑
i∈σ x
∗
i =
θ|σ|
ε+ (1− ε)|σ| . This
contradicts the fact that x∗k = 0, since k /∈ σ. We thus conclude that σ must be a target-free clique.
(⇐) Suppose σ is a target-free clique. Since σ is a clique, it follows from Lemma 4.5 that if a fixed
point x∗ with support σ exists, then it must be unique and stable, with x∗σ =
θ
ε+ (1− ε)|σ|1σ. Clearly,
x∗σ > 0. To guarantee that the fixed point with support σ exists, however, we must also check that for each
k /∈ σ we have dxk/dt|x=x∗ = 0, so that
0 = −x∗k +
[∑
i∈σ
Wkix
∗
i + θ
]
+
(4.6)
holds with x∗k = 0 and x
∗
i =
θ
ε+ (1− ε)|σ| for each i ∈ σ. Since σ is a target-free clique, for any k /∈ σ
there exists ik ∈ σ such that Wkik = −1− δ. We thus have∑
i∈σ
Wkix
∗
i + θ ≤ θ
(−1− δ + (|σ| − 1)(−1 + ε)
ε+ (1− ε)|σ| + 1
)
=
−θδ
ε+ (1− ε)|σ| < 0.
It follows that
[∑
i∈σWkix
∗
i + θ
]
+
= 0, and equation (4.6) holds for each k /∈ σ since x∗k = 0.
11
5. Acknowledgments
CC was supported by NSF DMS-1225666/1537228, NSF DMS-1516881, and an Alfred P. Sloan Research
Fellowship. VI was supported by Joint NSF DMS/NIGMS grant R01GM117592, NSF DMS-1122519, NSF
IOS-155925, and a DARPA Young Faculty Award. CC, KM, and VI also gratefully acknowledge the support
of the Statistical and Applied Mathematical Sciences Institute, under grant NSF DMS-1127914.
References
[1] R. H. Hahnloser, H.S. Seung, and J.J. Slotine. Permitted and forbidden sets in symmetric threshold-
linear networks. Neural Comput., 15(3):621–638, 2003.
[2] C. Curto, A. Degeratu, and V. Itskov. Flexible memory networks. Bull. Math. Biol., 74(3):590–614,
2012.
[3] C. Curto, A. Degeratu, and V. Itskov. Encoding binary neural codes in networks of threshold-linear
neurons. Neural Comput., 25:2858–2903, 2013.
[4] C. Curto and K. Morrison. Pattern completion in threshold-linear networks. Accepted to Neural Com-
putation. Available at http://arxiv.org/abs/1512.00897, 2016.
[5] X. Xie, R. H. Hahnloser, and H.S. Seung. Selectively grouping neurons in recurrent networks of lateral
inhibition. Neural Comput., 14:2627–2646, 2002.
[6] J.J. Hopfield. Neural networks and physical systems with emergent collective computational abilities.
Proc. Natl. Acad. Sci., 79(8):2554–2558, 1982.
[7] C. Curto, S. Sakata, S. Marguet, V. Itskov, and K.D. Harris. A simple model of cortical dynamics
explains variability and state dependence of sensory responses in urethane-anesthetized auditory
cortex. J. Neurosci., 29(34):10600–10612, 2009.
[8] E. Marder and D. Bucher. Central pattern generators and the control of rhythmic movements. Curr.
Bio., 11(23):R986–996, 2001.
[9] R. Yuste, J.N. MacLean, J. Smith, and A. Lansner. The cortex as a central pattern generator. Nat.
Rev. Neurosci., 6:477–483, 2005.
12
