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❘és✉♠é
En apprentissage automatique, domaine qui consiste a` utiliser des donne´es pour
apprendre une solution aux proble`mes que nous voulons confier a` la machine, le
mode`le des Re´seaux de Neurones Artificiels (ANN) est un outil pre´cieux. Il a e´te´
invente´ voila` maintenant pre`s de soixante ans, et pourtant, il est encore de nos
jours le sujet d’une recherche active. Re´cemment, avec l’apprentissage profond, il a
en effet permis d’ame´liorer l’e´tat de l’art dans de nombreux champs d’applications
comme la vision par ordinateur, le traitement de la parole et le traitement des
langues naturelles.
La quantite´ toujours grandissante de donne´es disponibles et les ame´liorations
du mate´riel informatique ont permis de faciliter l’apprentissage de mode`les a` haute
capacite´ comme les ANNs profonds. Cependant, des difficulte´s inhe´rentes a` l’en-
traˆınement de tels mode`les, comme les minima locaux, ont encore un impact im-
portant. L’apprentissage profond vise donc a` trouver des solutions, en re´gularisant
ou en facilitant l’optimisation. Le pre´-entraˆınnement non-supervise´, ou la technique
du “Dropout”, en sont des exemples.
Les deux premiers travaux pre´sente´s dans cette the`se suivent cette ligne de
recherche. Le premier e´tudie les proble`mes de gradients diminuants/explosants
dans les architectures profondes. Il montre que des choix simples, comme la fonc-
tion d’activation ou l’initialisation des poids du re´seaux, ont une grande influence.
Nous proposons l’initialisation normalise´e pour faciliter l’apprentissage. Le second
se focalise sur le choix de la fonction d’activation et pre´sente le rectifieur, ou unite´
rectificatrice line´aire. Cette e´tude a e´te´ la premie`re a` mettre l’accent sur les fonc-
tions d’activations line´aires par morceaux pour les re´seaux de neurones profonds
en apprentissage supervise´. Aujourd’hui, ce type de fonction d’activation est une
composante essentielle des re´seaux de neurones profonds.
Les deux derniers travaux pre´sente´s se concentrent sur les applications des ANNs
en traitement des langues naturelles. Le premier aborde le sujet de l’adaptation de
domaine pour l’analyse de sentiment, en utilisant des Auto-Encodeurs De´bruitants.
Celui-ci est encore l’e´tat de l’art de nos jours. Le second traite de l’apprentissage de
donne´es multi-relationnelles avec un mode`le a` base d’e´nergie, pouvant eˆtre utilise´
pour la taˆche de de´sambiguation de sens.
Mots-cle´s: re´seau de neurones artificiels, apprentissage profond, traitement au-
tomatique des langues naturelles, unite´s rectificatrices, adaptation de domaine,
analyse de sentiment, donne´es multi-relationnelles, de´sambiguation de sens, ini-
tialisation des poids.
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❙✉♠♠❛r②
Machine learning aims to leverage data in order for computers to solve prob-
lems of interest. Despite being invented close to sixty years ago, Artificial Neural
Networks (ANN) remain an area of active research and a powerful tool. Their
resurgence in the context of deep learning has led to dramatic improvements in
various domains from computer vision and speech processing to natural language
processing.
The quantity of available data and the computing power are always increasing,
which is desirable to train high capacity models such as deep ANNs. However, some
intrinsic learning difficulties, such as local minima, remain problematic. Deep learn-
ing aims to find solutions to these problems, either by adding some regularisation
or improving optimisation. Unsupervised pre-training or Dropout are examples of
such solutions.
The two first articles presented in this thesis follow this line of research. The
first analyzes the problem of vanishing/exploding gradients in deep architectures. It
shows that simple choices, like the activation function or the weights initialization,
can have an important impact. We propose the normalized initialization scheme to
improve learning. The second focuses on the activation function, where we propose
the rectified linear unit. This work was the first to emphasise the use of linear by
parts activation functions for deep supervised neural networks, which is now an
essential component of such models.
The last two papers show some applications of ANNs to Natural Language
Processing. The first focuses on the specific subject of domain adaptation in the
context of sentiment analysis, using Stacked Denoising Auto-encoders. It remains
state of the art to this day. The second tackles learning with multi-relational data
using an energy based model which can also be applied to the task of word-sense
disambiguation.
Keywords: artificial neural networks, deep learning, natural language process-
ing, rectified linear units, domain adaptation, sentiment analysis, multi-relational
data, word-sense disambiguation, weights initialization.
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Voici la liste des abbre´viations avec la traduction des termes en anglais. Dans
un soucis de clarete´ vis-a`-vis de la litte´rature du domaine, nous allons utiliser les
acronymes de la langue anglaise.
AI Intelligence Artificielle (Artificial Intelligence)
AUC Aire sous la courbe (Area Under the Curve)
ANN Re´seau de Neurones Artificiels (Artificial Neural Network)
DAE Auto-Encodeur De´bruitant (Denoising Auto-Encoder)
kNN k Plus Proches Voisins (k-Nearest Neighbors)
LIF Fonction Inte`gre-et-Tire avec Fuite (Leaky Integrate-and-Fire function)
MR Repre´sentation Se´mantique (Meaning Representation)
NLP Traitement Automatique des Langues Naturelles (Natural Language Processing)
POS Partie du Discours (Part Of Speech)
RBF Fonction a` Base Radiale (Radial Basis Function)
RBM Machine de Botlzmann Restreinte (Restricted Boltzmann Machine)
RMSE Racine de l’Erreur Quadratique (Root-Mean-Square Error)
SRL Identification de Roˆles Syntaxiques (Se´mantique Role Labeling)
SVD De´composition en valeurs singulie`res (Singular value Decomposition)
SVM Machine a` Vecteurs de Support (Support Vector Machine)
WSD De´sambiguation de sens (Word-Sense Disambiguation)
x Vecteur en gras, par de´faut vecteur ligne
W Matrice en majuscule
Wk,• Vecteur de la k-ie`me ligne de la matrice W
⊺ Transpose´e
Jn,mK Nombres entiers (N) compris entre n et m, inclus
argminx f(x) Valeur de x minimisant f(x)
P (X) Distribution de probabilite´ d’une variable ale´atoire X
P (Y |X) Distribution de probabilite´ conditionnelle de Y sachant X
EX [X] Espe´rance de la variable ale´atoire X:
∫
x
xP (X = x)dx
U
[
n,m
]
Distribution uniforme sur les nombres re´els (R) entre n et m
N (·, µ,Σ) Distribution de probabilite´ gaussienne de moyenne µ et de covariance Σ
XOR Ope´rateur logique OU exclusif
L1 Pe´nalite´ de re´gularisation suivant la norme l1: l1(x) =
∑
i |xi|
x
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Cette the`se est consacre´e aux Re´seaux de Neurones Artificiels (ANNs) profonds.
Elle se concentrera plus particulie`rement sur l’apprentissage de ce type de mode`le
et sur ses applications en Traitement des Langues Naturelles.
Ce chapitre et le suivant serviront d’introduction. Le premier pre´sentera de
manie`re globale l’apprentissage machine, et dans le second nous nous inte´resserons
en particulier aux ANNs, a` l’apprentissage profond et au Traitement des Langues
Naturelles.
Les deux premiers articles pre´sente´s dans cette the`se porterons sur l’apprentis-
sage des ANNs profonds, ils e´tudieront certaines de ses difficulte´s et proposeront
des solutions pour le faciliter.
Finalement, les deux derniers articles montreront des applications en Traite-
ment des Langues Naturelles: en adaptation de domaine pour l’analyse de senti-
ment puis en apprentissage de donne´es multi-relationnelles avec une application en
de´sambiguation de sens.
1.1 Introduction a` l’Apprentissage Automatique
L’Apprentissage Automatique est un sous-domaine de l’Intelligence Artificielle,
il s’inte´resse a` la recherche de solutions pour re´soudre des taˆches que nous voulons
confier a` la machine, et ce par le biais d’un apprentissage. Par apprentissage nous
de´signons ici l’utilisation, de manie`re automatique, de donne´es relatives a` la taˆche
d’inte´reˆt.
Il faut donc le mettre en opposition avec les approches de l’Intelligence Ar-
tificielle qui consistent a` coder directement une solution. En effet, il est possible
de rechercher un ensemble de re`gles qui permettent de re´soudre la taˆche, cela en
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utilisant notre connaissance a` priori ; alors que, dans le cadre de l’apprentissage
machine, ces re`gles sont apprises automatiquement par le biais de donne´es. Dans le
premier cas, l’accent est donc mis sur la compre´hension des processus ne´cessaires a`
la re´solution de la taˆche tandis que, dans l’autre, le sujet d’e´tude est l’apprentissage
lui-meˆme. Ces deux approches sont toutefois comple´mentaires. Il est en effet sou-
vent difficile d’apprendre sans connaissances a` priori et, inversement, la quantite´
toujours plus importante de donne´es auxquelles nous avons acce`s contiennent des
re`gles et des informations statistiques que nous ne savons pas formaliser directe-
ment. De ce fait, pour obtenir les meilleures performances, il est souvent ne´cessaires
de me´langer les deux approches et de rajouter des connaissances a` priori au mode`le
utilise´ pour l’apprentissage.
Pour pre´senter le proble`me nous allons dans une premie`re partie e´nume´rer les
diffe´rents paradigmes d’apprentissage, puis nous nous inte´resseront au principal en-
jeu: la ge´ne´ralisation. Nous pre´senterons ensuite les diffe´rents types de mode`les
mathe´matiques utilise´s en les illustrant avec des exemples concrets. Enfin, le con-
texte particulier d’apprentissage par transfert sera e´voque´ et plus pre´cise´ment le
cas de l’adaptation de domaine qui sera le sujet du chapitre 8.
1.2 Les paradigmes d’apprentissage
1.2.1 Apprentissage supervise´
Il s’agit de la forme d’apprentissage la plus intuitive. Dans ce paradigme les
donne´es sont compose´es d’entre´es et de sorties (ou cibles). Nous connaissons donc
la solution de la taˆche pour un certain ensemble d’observations. On peut repre´senter
les donne´es sous la forme suivante: di = (xi, yi) avec x l’entre´e, y la cible associe´e
et i l’indice de l’observation.
Lorsque la valeur de la sortie est une valeur discre`te: y ∈ J1, nK repre´sentant
la classe (ou e´tiquette) de l’exemple x, on parle de taˆche de classification. Il
peut s’agir par exemple de la taˆche de reconnaissance d’objets: xi est un vecteur
contenant la valeur des pixels d’une image repre´sentant un objet en particulier et
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yi est un entier correspondant a` cet objet. En pratique, on utilise un vecteur “one-
hot” pour repre´senter la sortie. Il s’agit d’un vecteur de dimension n. La dimension
correspondant a` la classe de l’exemple a la valeur 1 et les autres 0. S’il n’y a que
deux classes on parle de classification binaire.
Lorsque la valeur de sortie est continue, il s’agit d’une taˆche de re´gression.
Par exemple, imaginez que l’on ait un commentaire textuel d’un utilisateur vis-a`-
vis d’un produit (film, livre, objets...) et que la cible yi est la note, par exemple
sur une e´chelle entre 0 et 4, auquelle ce commentaire correspondrait. Cette taˆche
s’appelle l’analyse de sentiment i. Vous pouvez remarquer qu’il faut trouver un
moyen de repre´senter le commentaire textuel. Une solution courante est d’utiliser
les sacs de mots binaires: on fixe un vocabulaire V de n mots, xi est un vecteur de
n dimensions chacunes associe´es a` un mot du vocabulaire, 1 indiquant la pre´sence
du mot dans le commentaire et 0 son absence.
1.2.2 Apprentissage non-supervise´
Parfois, les cibles ne sont pas disponibles: on a seulement di = (xi). Dans ce cas,
un apprentissage est toujours possible. On peut en effet mode´liser la distribution
qui ge´ne`re les entre´es P (x), on parle alors d’estimation de densite´ de proba-
bilite´. On peut aussi regrouper les donne´es par similarite´, il s’agit du proble`me de
partitionnement des donne´es. Enfin, il est possible d’apprendre une nouvelle
repre´sentation des donne´es, et ce, dans deux contextes diffe´rents. Soit dans le but
de compresser les donne´es pour les manipuler ou les visualer plus facilement, il
s’agit de la re´duction de dimensionnalite´ et l’algorithme t-SNE, qui sera utilise´
dans le chapitre 10, en est un exemple. Soit pour extraire des caracte´ristiques
“inte´ressantes”, c’est a` dire a` partir desquelles il est plus aise´ d’effectuer un ap-
prentissage ou de faire des pre´dictions. Nous nous inte´resserons dans cette the`se
principalement a` ce dernier, notamment au chapitre 8.
i. L’analyse de sentiment n’est pas exclusivement une taˆche de re´gression: la cible peut eˆtre,
comme nous allons le voir plus tard, une valeur binaire correspondant au caracte`re positif (et a`
l’inverse ne´gatif) du commentaire. Cette taˆche n’est pas reserve´e aux commentaires concernant
des produits, et peut concerner des sujets divers.
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1.2.3 Apprentissage semi-supervise´
A` la frontie`re de ces deux derniers paradigmes, il est aussi possible de n’avoir les
cibles que pour une partie de l’ensemble des donne´es. Il est en effet souvent couˆteux
d’obtenir des cibles pour un grand nombre d’observations. L’apprentissage semi-
supervise´ consiste a` utiliser l’information pre´sente dans les donne´es non-e´tiquete´es
pour ame´liorer les performances de l’apprentissage supervise´. On peut par exem-
ple faire un apprentissage non-supervise´ sur toutes les donne´es pour extraire des
caracte´ristiques et effectuer l’apprentissage supervise´ sur la nouvelle repre´senta-
tion, ou alors, on peut d’abord effectuer un apprentissage supervise´ puis pre´dire
les cibles sur les donne´s non-e´tiquete´es et, enfin, incorporer ces nouvelles donne´es
a` l’entraˆınement supervise´.
1.2.4 Apprentissage par renforcement
Dans le cadre de l’apprentissage par renforcement, le but est d’apprendre quelles
actions effectuer, e´tant donne´ un contexte, afin de maximiser une mesure de re´com-
pense qui peut, elle meˆme, de´pendre des actions passe´es. Des pre´dictions sont donc
effectue´es pendant l’apprentissage pour prendre des de´cisions et explorer l’espace
des solutions. Cette approche fait intervenir le compromis exploration-exploitation,
c’est a` dire, soit essayer de nouvelles strate´gies pour trouver une meilleure solution,
quitte a` faire des erreurs, soit maximiser la re´compense avec la solution la plus
performante actuellement apprise. C’est ce type de paradigme qui intervient pour
l’apprentissage des taˆches de controˆle, comme la marche, ou apprendre a` jouer a`
des jeux de socie´te´. Il ne sera pas e´tudie´ dans cette the`se.
1.3 La ge´ne´ralisation
1.3.1 Le proble`me
Pour formaliser le proble`me, nous devons tout d’abord choisir une mode´lisation
mathe´matique de la taˆche que nous voulons automatiser. Cette dernie`re va de´finir
l’espace des fonctions F dans lequel nous allons chercher une solution. Nous devons
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aussi choisir une fonction de couˆt (ou objectif) C e´valuant par un re´el la perfor-
mance d’une solution f ∈ F pour un e´chantillon des donne´es. Si le couˆt est e´leve´, la
performance est faible, et inversement. Si D est la variable ale´atoire correspondant
a` l’ensemble des donne´es relatives a` la taˆche en conside´ration, alors le but ultime
de l’apprentissage machine est de trouver une fonction f ∗ telle que:
f ∗ = argmin
f∈F
ED[C(D, f)] (1.1)
C’est a` dire une une fonction qui minimise le couˆt en ge´ne´ralisation. Donc,
si l’on a acce`s a` l’ensemble de toutes les donne´es possibles, le proble`me d’appren-
tissage automatique se re´duit au proble`me d’optimisation ci-dessus (en addition au
proble`me de mode´lisation: le choix de F). Cela est rarement le cas: les donne´es sont
la plupart du temps limite´es a` un ensemble fini D.
1.3.2 Le risque empirique et le sur-apprentissage
Envisageons de minimiser le risque empirique, c’est-a`-dire la moyenne de la
fonction de couˆt sur D, un ensemble fini de donne´es.
f ′ = argmin
f∈F
1
|D|
∑
d∈D
[C(d, f)] (1.2)
Ou` |D| est le cardinal de D. En e´largissant l’ensemble F de manie`re approprie´e,
on peut remarquer qu’il est possible d’atteindre un risque empirique arbitrairement
proche de la solution optimale sur D. Ge´ne´ralement, une minimisation excessive
du risque empirique sur D re´sulte en une augmentation du risque sur des donne´es
n’appartenant pas a` l’ensemble d’entraˆınement, ce phe´nome`ne est appele´ le sur-
apprentissage. Or, justement, le but de l’apprentissage machine est de trouver
une solution qui ge´ne´ralise sur des exemples que l’on a jamais rencontre´s. Il est
donc ne´cessaire d’isoler un sous-ensemble des donne´es que l’on n’utilise pas pendant
l’apprentissage afin d’estimer cette performance en ge´ne´ralisation.
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1.3.3 La re´gularisation
Pour limiter le sur-apprentissage et donc ame´liorer les performances en ge´ne´ral-
isation, on peut limiter la capacite´ du mode`le mathe´matique, conforme´ment au
rasoir d’Ockham. Cette proce´dure s’appelle la re´gularisation. On peut par ex-
emple re´duire l’espace des solutions F ou rajouter une pe´nalite´ de re´gularisa-
tion R a` la fonction de couˆt qui de´pend du mode`le et/ou des donne´es. Dans ce
dernier cas, a` celle-ci est associe´e un coefficient λ fixant le poids de la re´gulari-
sation durant l’optimisation, ce dernier est un hyper-parame`tre. Si le proble`me
est trop contraint par la re´gularisation, on assiste, a` l’inverse, au phe´nome`ne de
sous-apprentissage: le mode`le a trop peu de capacite´ pour apprendre la taˆche
convenablement. Il faut donc trouver un e´quilibre entre la capacite´ de l’espace des
solutions F , les contraintes apporte´s au proble`me d’optimisation par l’ensemble de
donne´es et celles apporte´es par la re´gularisation. Le manque de donne´es ne´cessite
de re´gulariser plus et inversement. On doit effectuer une se´lection de mode`le
pour trouver cet e´quilibre.
1.3.4 La se´lection de mode`le
Pour faire la se´lection de mode`le et estimer la performance en ge´ne´ralisation,
on divise l’ensemble D en trois sous-ensembles disjoints:
– L’ensemble d’apprentissage: Dapp, servant a` la minimisation du risque em-
pirique.
f ∗F ,R,λ = argmin
f∈F
1
|Dapp|
∑
d∈Dapp
[
C(d, f) + λR(d, f)
]
(1.3)
– L’ensemble de validation: Dval, servant a` la se´lection de mode`le, c’est-a`-dire
au choix de l’espace des solutions F , de la pe´nalite´ de re´gularisation R et
des autres hyper-parame`tres (que nous incluons ici dans λ) pour ajuster le
compromis sur-apprentissage/sous-apprentissage.
(F∗,R∗, λ∗) = argmin
(F ,R,λ)
1
|Dval|
∑
d∈Dval
[
C(d, f ∗F ,R,λ)
]
(1.4)
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– L’ensemble de test: Dtes, servant a` estimer la performance en ge´ne´ralisation.
G = 1|Dtes|
∑
d∈Dtes
[
C(d, f ∗F∗,R∗,λ∗)
]
(1.5)
Notons que pour les e´quations 1.3 et 1.4, les minimisations exactes ne sont pas
favorables computationnellement. En pratique, on utilise donc des minimisations
approximatives.
Pour obtenir un meilleur estime´ de la performance en ge´ne´ralisation ainsi qu’une
indication de la variance de cette estimateur, on peut effectuer une validation croise´e
(“cross-validation” en anglais). On de´coupe D en K sous-ensembles de tailles sim-
ilaires. On effectue K selections de mode`le, ou` l’on utilise a` chaque fois un sous-
ensemble diffe´rent comme ensemble de test. On peut donc estimer la moyenne et
la variance de l’erreur de ge´ne´ralisation. A` l’extreˆme on peut fixer K = |D| (on ne
retire qu’un exemple comme ensemble de test a` chaque fois).
1.4 Les types de mode`les
Il existe une grande varie´te´ de mode`les en apprentissage machine. Nous allons
e´voquer ici quelques caracte´ristiques de ces derniers.
1.4.1 Parame´triques / Non-parame´triques
L’espace des fonctions dans lequel nous recherchons des solutions F peut soit:
– Eˆtre de´fini par un ensemble fini de parame`tres θ, dans ce cas on parle de
mode`le parame´trique.
– Dans le cas contraire, si on ne peut pas repre´senter de cette fac¸on toute fonc-
tion appartenant a` F , on parle de mode`les non-parame´triques. La formulation
de la solution de´pend de l’ensemble des donne´es.
Dans cette the`se, seulement des approches parame´triques seront explore´es. Nous
pre´senterons cependant deux me´thodes non-parame´triques dans la section 1.5 a`
titre d’exemple: les k-plus-proches-voisins et les machines a` vecteurs de support.
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1.4.2 Probabilistes / Non-probabilistes
Les mode`les en apprentissage machine peuvent eˆtre de´finis dans un cadre prob-
abilistique ou non. Avec un mode`le probabiliste, on peut utiliser la the´orie des
probabilite´s pour tirer des conclusions, obtenir des garanties et e´tendre ou manip-
uler le mode`le. En contre-partie il faut respecter les contraintes mathe´matiques de
ce cadre de travail.
1.4.3 Ge´ne´ratifs / Discriminatifs
Certaines approches capturent implicitement ou explicitement la distribution
marginale des entre´es, P (X), ou jointe des entre´es et sorties, P (X, Y ). Ces mode`les
sont dit ge´ne´ratifs: on peut ge´ne´rer des donne´es synthe´tiques par e´chantillonnage.
Les mode`les qui capturent uniquement la distribution conditionnelle P (Y |X) ou
qui apprennent une fonction f(x) qui relie directement l’espace d’entre´e a` celui des
sorties, de fac¸on a` minimiser une fonction de couˆt: C(y, f(x)), sont dit discriminatifs.
1.4.4 Line´aires / Non-line´aires
En classification, un mode`le est un classifieur line´aire si la surface de se´paration
entre deux classes est de´finie par un hyperplan dans l’espace d’entre´e. Cela est im-
portant pour de´terminer le pouvoir discriminatif du mode`le. Un exemple populaire:
un classifieur line´aire ne peut apprendre l’ope´rateur XOR.
1.4.5 A` fonction de couˆt convexe / non-convexe
Nous avons vu, avec l’e´quation 1.3, que l’apprentissage machine fait inter-
venir un proble`me d’optimisation. On veut minimiser une fonction de couˆt (plus
e´ventuellement des termes de re´gularisation). Il y a deux possibilite´s. Soit la fonc-
tion que l’on veut minimiser est convexe, c’est a` dire qu’elle satisfait la relation
suivante:
∀(a, b) ∈ X , ∀t ∈]0, 1[, f(t× a+ (1− t)× b) ≤ t× f(a) + (1− t)× f(b) (1.6)
Dans ce cas, nous avons la garantie que tout minimum local est aussi un mini-
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proble`me multi-classes. C’est un mode`le parame´trique de´fini par une matrice de
poids W ∈ Rm×n et un vecteur de biais b ∈ Rn. L’entre´e x ∈ Rm est projete´e de
manie`re affine vers un espace de meˆme dimension que le nombre de classes, n.
s = xW + b (1.7)
Il s’agit d’un mode`le probabiliste. Afin d’obtenir des valeurs compatibles a` des
probabilite´s, une transformation de type “softmax” est applique´e.
y =
exp(s)∑
j exp(sj)
(1.8)
Les valeurs de sortie sont comprises en 0 et 1 et leur somme vaut 1, elles peu-
vent donc repre´senter la probabilite´ conditionnelle d’appartenance a` chaque classe
P (Y |X).
On trouve les parame`tres (W,b) en minimisant la log-vraissemblance ne´gative
d’appartenance a` la bonne classe sur l’ensemble d’apprentissage. Il s’agit d’un mod-
e`le discriminatif. C’est un classifieur line´aire et son optimisation est convexe.
La couche de sortie des re´seaux de neurones artificiels, que nous introduirons
dans le chapitre suivant, est souvent une re´gression logistique multi-classe.
1.5.2 K-plus-proches-voisins (kNN)
Cet algorithme simple et intuitif peut-eˆtre utilise´ pour la classification et la
re´gression.
Il est de´fini par un ope´rateur mathe´matique de distance dans l’espace d’entre´e
(par exemple la distance euclidienne) et un entier strictement positif k (infe´rieur
ou e´gal au nombre d’exemples dans l’ensemble d’apprentissage). Pour effectuer une
pre´diction sur un vecteur x, on trouve les k exemples les plus proches de x dans
l’ensemble d’entraˆınement dans le sens de la mesure de distance. La pre´diction
est la classe a` vote majoritaire dans le cas de la classification, ou` la moyenne des
sorties pour la re´gression, correspondant a` ces k-plus-proches-voisins. Il s’agit d’un
mode`le non-parame´trique, discriminatif, non-line´aire, non-probabiliste. Il n’y a pas
d’apprentissage en tant que tel (mis-a`-part le stockage des donne´es d’apprentissage).
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On peut remarquer que k est un hyper-parame`tre de re´gularisation, plus il est
e´leve´ plus la re´gularisation est forte. A` l’extreˆme, lorsque k correspond au nombre
d’exemples dans l’ensemble d’apprentissage, l’algorithme pre´dit toujours la classe
majoritaire.
1.5.3 Feneˆtres de Parzen
Afin de donner un exemple de mode`le ge´ne´ratif, nous allons pre´senter les feneˆtres
de Parzen pour l’estimation de densite´. Il s’agit d’un mode`le non-parame´trique
comme les kNN. La distribution ge´ne´rant les entre´es est estime´e en convoluant la
distribution discre`te en peigne de dirac de l’ensemble d’apprentissage avec un noyau
continu.
Le noyau peut eˆtre choisi de manie`re arbitraire du moment qu’il respecte les
contraintes d’une densite´ de probabilite´:
∫
x
K(x)dx = 1 (1.9)
∀x;K(x) ≥ 0 (1.10)
Cela permet de donner une masse de probabilite´ a` un volume de´fini par le
noyau et ce autour de chaque exemple d’entraˆınement. Il est courant d’utiliser
une gaussienne multivarie´e avec comme moyenne le vecteur nul et une variance
isotropique.
K(x) = N (x, 0, σ2I) = 1√
(2πσ2)d
exp
[
− xx
⊺
2σ2
]
(1.11)
Pour ge´ne´rer un exemple de cette distribution il suffit de choisir uniforme´ment
un exemple d’entraˆınement puis d’e´chantillonner a` partir de la gaussienne centre´e
en cet exemple.
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1.5.4 Machine a` vecteurs de support
Transformations non-line´aires
L’utilisation de mode`les line´aires limite le pouvoir discriminatif et donc le type
de fonction que l’on peut apprendre. Une astuce pour ajouter de manie`re explicite
de la capacite´ au mode`le, est d’effectuer une transformation non-line´aire adap-
te´e au type de donne´es d’entre´es. Par exemple, on peut rajouter des composantes
polynomiales d’ordre supe´rieur dans le vecteur d’entre´e. Dans le cas d’un espace de
dimension 2 on a:
Φ(x) = (x1, x2, x
2
1, x
2
2, x1x2) (1.12)
Avec cette transformation, il est maintenant possible d’apprendre la fonction
XOR qui est pourtant non-line´aire dans l’espace d’origine.
Espace dual
De nombreux mode`les line´aires parame´triques peuvent eˆtre rede´finis dans un
espace dit “dual”. Les pre´dictions y sont calcule´es par une combinaison line´aire
du produit scalaire des entre´es avec les donne´es d’entraˆınement, on appelle cela la
fonction noyau. Avec une transformation non-line´aire des donne´es Φ(x), la fonction
noyau est donc de´finie comme suit:
K(x,x′) = Φ(x)Φ(x′)⊺ (1.13)
On peut de´finir directement des fonctions noyaux et, sous certaines conditions
(que la matrice de Gram de la fonction noyau soit de´finie semi-positive (Cristianini
and Shawe-Taylor, 2000)), il peut eˆtre montre´ qu’il existe toujours une fonction
Φ(x) satisfaisant l’e´quation 1.13. En pratique il n’est donc pas ne´cessaire de cal-
culer explicitement Φ(x) pour e´valuer la fonction noyau. Cette dernie`re peut meˆme
correspondre a` une projection des donne´es dans un espace de dimension infinie
(c’est le cas du noyau Gaussien).
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Maximisation de la marge
Dans le cas de donne´es line´airement se´parables, il existe ge´ne´ralement une in-
finite´ d’hyperplans permettant de classifier parfaitement les exemples. Pour re´gu-
lariser le mode`le, et donc re´duire l’espace des solutions, on peut rajouter des con-
traintes. Une contrainte populaire consiste a` maximiser la marge, c’est a` dire max-
imiser la distance minimale entre la surface de se´paration et n’importe lequel des
exemples d’entraˆınement. Avec cette contrainte, l’hyperplan optimal ne de´pend
que d’un nombre re´duit d’exemples d’entraˆınements (ceux les plus proches de la
frontie`re de de´cision), on appelle ces derniers les vecteurs de support.
Machine a` vecteurs de support
Les machines a` vecteurs de support combinent ces diffe´rents aspects. Il s’agit de
maximiser la marge d’un mode`le line´aire avec ou sans transformation non-line´aire
des donne´es. On peut, pour cela, tirer partie de l’expression dans l’espace dual pour
avoir une solution e´parse et de la fonction noyau pour ne pas devoir calculer ex-
plicitement la transformation non-line´aire. Le proble`me d’optimisation a l’avantage
d’eˆtre convexe et le mode`le peut eˆtre non-line´aire. En ge´ne´ral il s’agit d’un mode`le
non-parame´trique (la fonction noyau pouvant correspondre a` une projection dans
un espace de dimension infinie). Toutefois, avec une fonction noyau line´aire on peut
e´crire le mode`le de manie`re parame´trique dans l’espace primal. Le principal incon-
ve´nient de ce type de mode`le est que la complexite´ algorithmique du proble`me
d’optimisation est quadratique avec le nombre d’exemples dans le cas ge´ne´ral (avec
un noyau gaussien par exemple). Cependant, toujours dans le cas line´aire, il est
possible d’obtenir un algorithme d’apprentissage avec une complexite´ line´aire.
1.6 Un cas particulier en apprentissage:
l’adaptation de domaine
1.6.1 Les diffe´rents types de transferts
Pour le moment, nous avons conside´re´ uniquement le cas ou` les donne´es sur
lesquelles le syste`me doit eˆtre de´ploye´ sont tire´es de la meˆme distribution que les
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donne´es d’entraˆınement. Dans ce paradigme, lorsque les distributions changent, il
est ne´cessaire de re-collecter des donne´es et de re´-entraˆıner le mode`le. Cela n’est pas
satisfaisant. En effet, il serait moins couˆteux de pouvoir transfe´rer le savoir appris
sur l’ancienne distribution. Ce concept s’appelle le transfert de l’apprentissage. Une
revue de litte´rature sur ce sujet a e´te´ propose´e par Pan and Yang (2010).
De´finissons un espace de repre´sentation des donne´es X , et un espace des sorties
Y . Un domaine est de´fini par sa densite´ de probabilite´: P (X), et une taˆche par la
densite´ de probabilite´ conditionnelle: P (Y |X). L’objectif du transfert de l’appren-
tissage est de ge´ne´raliser sur une taˆche et un domaine cible a` partir de donne´es
collecte´es sur un domaine et une taˆche source. Les principaux cas possibles de
transfert sont:
– Le transfert inductif: les taˆches source et cible sont diffe´rentes, les domaines
source et cible pouvant eˆtre ou non diffe´rents. Des donne´es supervise´es pour la
taˆche cible sont disponibles. Il s’agit, soit d’utiliser des donne´es sources non-
supervise´es (“self-taught learning”), soit supervise´es (“multi-task learning”) ;
pour pouvoir ame´liorer les performances sur les donne´es cibles.
– Le transfert non-supervise´: les domaines source et cible sont diffe´rents mais
“relie´s”. L’objectif est de re´soudre une taˆche non-supervise´e dans le domaine
cible telle que la re´duction de dimensionnalite´.
– Le transfert transductif: celui-ci, et plus particulie`rement l’adaptation de do-
maine, sera le sujet du chapitre 8. Les taˆches source et cible sont identiques
mais les domaines eux varient. Il existe alors deux cas particuliers. Soit les
deux domaines partagent le meˆme support, dans ce cas ce proble`me revient a`
celui du biais de se´lection et, comme nous le verrons dans la section suivante,
il existe une solution optimale. Soit les deux domaines partagent seulement
de manie`re limite´ leurs supports. Dans ce dernier cas il s’agit de l’adaptation
de domaine et la solution privile´gie´e est alors l’apprentissage d’une repre´sen-
tation partage´e.
Nous allons donc maintenant e´tudier plus en de´tail le cas du transfert trans-
ductif.
Appelons PS et PC les densite´s de probabilite´s associe´es respectivement aux
domaines source et cible. D’apre`s la de´finition, si les taˆches source et cible sont
identiques, nous avons donc la relation suivante:
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PS(Y |X) = PC(Y |X) (1.14)
Cette hypothe`se est forte mais peut eˆtre utilise´e en pratique. Reprenons le cas
de l’analyse de sentiment e´voque´e dans la section 1.2.1. Les domaines sont les
diffe´rents types de produits. Par exemple, on veut apprendre sur des commentaires
a` propos de livres et utiliser le classifieur obtenu sur des commentaires de films. La
polarite´ subjective des mots est ge´ne´ralement la meˆme d’un domaine a` un autre,
allant dans le sens de l’e´quation 1.14.
Essayons maintenant d’obtenir des garanties sur la performance en transfert.
Comme nous l’avons mentionne´ pre´ce´demment, il y a deux cas possibles.
1.6.2 Support partage´: biais de se´lection
Comme a` la section 1.3, e´crivons la proce´dure d’optimisation de l’apprentissage
automatique sur le domaine source:
f ∗S = argmin
f∈F
ES[C((x, y), f)] (1.15)
Ou` ES est de´fini comme suit:
f ∗S = argmin
f∈F
∫
(x,y)∈(X ,Y)
PS(x, y)C((x, y), f)dxdy (1.16)
Ide´alement, si on avait directement acce`s a` des donne´es supervise´es du domaine
cible, la solution serait:
f ∗C = argmin
f∈F
∫
(x,y)∈(X ,Y)
PC(x, y)C((x, y), f)dxdy (1.17)
La de´finition du partage de support entre le domaine source et cible est (Shi-
modaira, 2000):
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∀x ∈ X , PS(x) 6= 0⇔ PC(x) 6= 0 (1.18)
Cela veut dire que tous les vecteurs d’entre´es ayant une probabilite´ non-nulle
d’apparition dans un domaine ont une probabilite´ non-nulle d’apparition dans
l’autre i. Notons X ′, l’espace des entre´es tel que:
∀x ∈ X , PS(x) 6= 0⇔ x ∈ X ′ (1.19)
On peut alors e´crire:
f ∗C = argmin
f∈F
∫
(x,y)∈(X ′,Y)
PS(x, y)
PS(x, y)
PC(x, y)C((x, y), f)dxdy (1.20)
f ∗C = argmin
f∈F
∫
(x,y)∈(X ′,Y)
PC(x, y)
PS(x, y)
PS(x, y)C((x, y), f)dxdy (1.21)
f ∗C = argmin
f∈F
∫
(x,y)∈(X ′,Y)
PC(x)PC(y|x)
PS(x)PS(y|x)PS(x, y)C((x, y), f)dxdy (1.22)
En utilisant la relation 1.14, on obtient:
f ∗C = argmin
f∈F
∫
(x,y)∈(X ′,Y)
PC(x)
PS(x)
PS(x, y)C((x, y), f)dxdy (1.23)
En comparant les e´quations 1.16 et 1.23, on remarque qu’il est possible d’obtenir
un transfert optimal, c’est-a`-dire une performance e´gale a` celle obtenue si on util-
isait des donne´es supervise´es dans le domaine cible, en ponde´rant les exemples du
domaine source suivant PC(x)
PS(x)
pendant l’apprentissage. C’est-a`-dire:
f˜ ∗C = argmin
f∈F
1
|DS|
∑
(x,y)∈DS
PC(x)
PS(x)
C((x, y), f)dxdy (1.24)
Le proble`me peut donc se re´soudre a` estimer ce ratio de densite´s de probabilite´s.
i. Il est toutefois suffisant que ∀x ∈ X , PC(x) 6= 0 ⇒ PS(x) 6= 0 pour que les relations
suivantes tiennes.
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Nous n’allons pas explorer plus en avant cette voie, mais plutoˆt conside´rer le cas
ou` le support est partiellement partage´.
1.6.3 Support partiellement partage´: adaptation de domaine
Reprenons encore l’exemple de la classification de sentiment, section 1.2.1. On
peut remarquer que certains mots sont spe´cifiques a` un domaine et apparaissent
rarement dans les autres. Par exemple, “handy”, pour des produits e´lectroniques,
a peu de chance d’apparaˆıtre dans des commentaires sur des films. L’hypothe`se du
support partage´ n’est donc pas satisfaisante. Similairement, si la quantite´ de don-
ne´es disponibles est trop petite, il n’est pas possible d’estimer avec pre´cision le ratio
de densite´ PC(x)
PS(x)
. Dans ces conditions, un transfert optimal n’est plus atteignable.
Une solution possible consiste a` projeter les donne´es dans un espace partage´
par les deux domaines, avant d’entraˆıner le classifieur. Nous verrons au chapitre 8
que les me´thodes non-supervise´es utilise´es pour l’apprentissage des re´seaux de neu-
rones profonds, qui seront pre´sente´es au chapitre suivant, sont particulie`rement bien
adapte´es a` ce proble`me et qu’elles sont d’ailleurs l’e´tat de l’art dans le contexte de
la classification de sentiment en traˆıtement des langues naturelles.
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2 ❆♣♣r❡♥t✐ss❛❣❡ Pr♦❢♦♥❞
Apre`s avoir pre´sente´ de manie`re globale l’apprentissage automatique, nous al-
lons maintenant nous inte´resser plus particulie`rement a` l’apprentissage profond.
Pour illustrer la discussion, nous allons d’abord pre´senter en de´tail le type de mod-
e`le le plus utilise´ dans ce contexte: les Re´seaux de Neurones Artificiels (ANNs) ;
ainsi qu’un algorithme pour les entraˆıner: la re´tro-propagation du gradient. Avec
ces exemples concrets en main, nous pre´senterons les avantages et les proble`mes in-
he´rents a` l’apprentissage d’architectures profondes ; puis, nous e´tudierons les prin-
cipales strate´gies pour contourner ces proble`mes. Finalement, nous traiterons de
l’utilisation de tels mode`les dans le cadre du traitement des langues naturelles.
2.1 Re´seaux de Neurones Artificiels (ANNs)
S’inspirant originellement des observations en neurosciences vis-a`-vis du fonc-
tionnement du cerveau, ce type de mode`le existe depuis bientoˆt soixante ans, avec
l’invention du Perceptron (Rosenblatt, 1958). Sa formulation initiale comportait
d’importantes limitations (Minsky and Papert, 1969), comme l’impossibilite´ de re´-
soudre des proble`mes non-line´aires. Il fut donc mis de coˆte´ jusqu’a` l’invention des
re´seaux de neurones artificiels multi-couches et de la re´tro-propagation du gradi-
ent (Rumelhart et al., 1986). Ces derniers e´tant encore sensibles au proble`me des
minima locaux, ils furent une nouvelle fois rele´gue´s au second plan i avec la de´-
couverte des SVMs (Cortes and Vapnik, 1995), qui permettent de re´soudre des
proble`mes non-line´aires, et ce, en utilisant une optimisation convexe. Avec l’ap-
prentissage profond (Hinton et al., 2006; Ranzato et al., 2007; Bengio et al., 2007),
les Re´seaux de Neurones Artificiels connaissent de nouveau un essort. Nous allons
pre´senter en de´tail le mode`le, et ce, en partant des observations en neurosciences,
i. A` l’exception des re´seaux convolutionnels
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Figure 2.1 – Sche´ma d’un neurone biologique, source: http://goo.gl/Ah4cB7.
pour mettre en exergue les importantes simplifications des re´seaux de neurones
utilise´s en apprentissage machine vis-a`-vis de leurs homologues biologiques.
2.1.1 Le neurone biologique
L’unite´ de calcul principal du syste`me nerveux, le neurone i, est constitue´ de
trois parties: l’arbre dentritique, le soma et l’axone ; une illustration est pre´sente´e a`
la figure 2.1. Au repos, l’inte´rieur du neurone est polarise´ ne´gativement par rapport
a` l’exte´rieur. Cela est duˆ a` un ensemble de pompes controˆlant les concentrations
relatives de diffe´rents ions, entre l’inte´rieur et l’exte´rieur du neurone. Les synapses
sont les points de jonctions entre l’axone et les dendrites de deux neurones, un mes-
sage y est transmis sous la forme de compose´s chimiques: les neuro-transmetteurs.
Lorsque ceux-ci se lient aux re´cepteurs post-synaptiques, des canaux ioniques s’ou-
vrent ou se ferment sur la membrane et des courants post-synaptiques apparaissent.
Ces courants sont ensuite inte´gre´s de manie`re complexe et non-line´aire (Koch et al.,
1983) dans l’arbre dendritique. Le potentiel du soma va changer et, si il de´passe
un certain seuil, un potentiel d’action sera initie´ et propage´ a` travers l’axone, ce
i. Il est important de noter que d’autres types de cellules peuvent avoir une influence sur le
traitement de l’information dans le cerveau: les cellules gliales et notamment les astrocytes. Il
s’agit cependant d’un domaine de recherche re´cent et encore peu e´tudie´ (Araque and Navarrete,
2010).
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qui libe´rera des neuro-transmetteurs aux synapses auxquelles il est relie´. Les me´-
canismes de cre´ation et de propagation du potentiel d’action sont explique´s par
le mode`le d’Hodgkin-Huxley (Hodgkin and Huxley, 1952) base´ sur un ensemble
d’e´quations diffe´rentielles non-line´aires.
2.1.2 Re´seaux de Neurones Artificiels
Le fonctionnement des neurones biologiques est tre`s complexe, une mode´lisa-
tion fide`le requiert de monopoliser des ressources computationnelles importantes.
Toutefois, il est possible de de´finir un mode`le efficace inspire´ du fonctionnement
des neurones biologiques en admettant les (fausses) hypothe`ses suivantes:
– L’inte´gration des courants post-synaptiques est une transformation affine.
– L’information de phase des potentiels d’actions n’influe pas sur l’inte´gration
des courants post-synaptiques.
– La fonction de re´ponse du neurone peut eˆtre assimile´e a` une fonction de notre
choix g(x).
– Tous les neurones peuvent eˆtre formalise´s de la meˆme manie`re.
La valeur de sortie d’un neurone en fonction de ses entre´es (x = [x1, ..., xn])
devient donc ; avec w = [w1, ..., wn] le vecteur de poids associe´s a` chacune des
entre´es et b le biais, ou seuil, du neurone artificiel:
z(x) = g
( n∑
i=1
(
wi × xi
)
+ b
)
(2.1)
Les fonctions d’activations g ge´ne´ralement utilise´es sont: la sigmo¨ıde et la tan-
gente hyperbolique (LeCun et al., 1998) ; de´finies par les e´quations suivantes:
sigmoid(x) =
1
1 + e−x
(2.2)
tanh(x) =
e2x − 1
e2x + 1
= 2× sigmoid(2x)− 1 (2.3)
Le choix de la fonction d’activation est l’objet de plusieurs travaux re´alise´s dans
le cadre de cette the`se et sera discute´ aux chapitres 4 et 6.
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Il est aussi possible de remplacer g par une fonction a` base radiale, c’est a` dire
une fonction qui ne de´pend que de la distance entre deux vecteurs, en l’occurence
ici x et w. La transformation affine est remplace´e par cet ope´rateur de distance.
Cela force une repre´sentation locale: le neurone est active´ seulement lorsque son
entre´e est au voisinage de w. A` l’inverse la transformation affine de´coupe l’espace
en deux suivant l’hyperplan de´fini par l’e´quation: x ·w⊺ + b = 0. Avec la fonction
d’activation sigmo¨ıde le neurone tend a` eˆtre active´ sur tout le demi-espace ve´rifiant
x ·w⊺ + b < 0 et a` eˆtre de´sactive´ sur tout le demi-espace ve´rifiant x ·w⊺ + b > 0.
On obtient une repre´sentation distribue´e.
Nous allons nous restreindre aux re´seaux qui n’admettent pas de boucle dans
leur graphe de calcul. Dans le cas contraire le re´seau est dit re´current et le mode`le
est dynamique. Ce type de mode`le ne sera pas e´tudie´ dans cette the`se.
Rajoutons les contraintes suivantes:
– Les re´seaux de neurones sont arrange´s en couches.
– Les neurones d’une couche admettent comme entre´es uniquement les neurones
de la couche pre´ce´dente.
Les couches, autres que celles de sortie et d’entre´e du re´seau, sont appele´es couches
cache´es. Conside´rons z0 le vecteur d’entre´e, zi le vecteur des activations a` la couche
i, si le vecteur des valeurs avant la fonction d’activation g ainsi que W i et bi re-
spectivement la matrice de poids et le vecteur de biais correspondants aux neurones
artificiels zi. On obtient le mode`le repre´sente´ a` la figure 2.2 et on a:
si = zi−1W i + bi (2.4)
zi = g(si) (2.5)
Enfin, on rajoute une couche de sortie, a` laquelle nous voulons faire correspondre
nos cibles. A` cette dernie`re est associe´e une fonction de couˆt que nous voulons min-
imiser. Par exemple, il peut s’agir d’une couche similaire a` la re´gression logistique,
pre´sente´e a` la section 1.5.1.
Malgre´ les simplifications admises vis-a`-vis du fonctionnement des re´seaux de
neurones biologiques, les Re´seaux de Neurones Artificiels ont une grande expressiv-
ite´: avec une couche cache´e, il s’agit d’un approximateur universel (Hornik et al.,
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par un scalaire: le taux d’apprentissage, et si ce dernier est assez petit pour ne
pas diverger, on minimise alors ite´rativement la fonction objectif vers un minimum
local.
La structure des re´seaux de neurones permet de calculer ces gradients de manie`re
efficace graˆce a` la me´thode de re´tro-propagation du gradient (Rumelhart et al.,
1986). Celle-ci fonctionne comme suit:
Les parame`tres du re´seau sont tout d’abord initialise´s: les biais a` 0 et les poids a`
des valeurs ale´atoires et faibles, l’objectif e´tant de propager un signal sans toutefois
saturer les neurones. Une heuristique populaire consiste a` initialiser les poids de la
manie`re suivante:
wi ∼ U
[
− 1√
ni−1
;
1√
ni−1
]
(2.6)
Avec ni le nombre de neurones de la couche i. Une meilleure strate´gie concernant
l’initialisation des poids sera le sujet de la section 4, travail re´alise´ dans le cadre de
cette the`se.
A` chaque ite´ration:
– On effectue une propagation du signal vers le haut pour calculer la valeur des
activations des neurones artificiels: si, zi et la valeur de la fonction objectif.
Celles-ci sont garde´es en me´moire.
– On effectue ensuite une re´tro-propagation du gradient de la fonction de couˆt
vers l’arrie`re en utilisant la re`gle de de´rivation en chaine:
∂Cost
∂sik
= g′(sik)W
i+1
k,•
∂Cost
∂si+1
⊺
(2.7)
L’e´quation 2.7 montre le gradient re´tro-propage´ a` la couche i qui correspond
a` la valeur du gradient pour le biais: bik. On peut obtenir le gradient pour les
poids de la couche i en utilisant la formule suivante:
∂Cost
∂wil,k
= zi−1l
∂Cost
∂sik
(2.8)
– Pour chaque parame`tre θ du mode`le, on soustrait le gradient associe´ ponde´re´
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par le taux d’apprentissage α:
θ ← θ − α∂Cost
∂θ
(2.9)
Ces e´tapes peuvent eˆtre re´alise´es sur l’ensemble des donne´es, ou sur un exemple
(ou un sous-ensemble d’exemples) ale´atoire, on parle alors de descente de gradient
stochastique. Cette dernie`re est pre´fe´re´e, elle permet d’e´viter de reproduire des cal-
culs inutiles lorsque des exemples sont redondants et, surtout, elle agit en pratique
comme un re´gularisateur graˆce au bruit apporte´ par le processus ale´atoire (Bour-
rely, 1989; Bottou and Gallinari, 1991).
Le taux d’apprentissage et le nombre d’ite´rations sont des hyper-parame`tres que
l’on doit e´galement se´lectionner avec l’erreur de validation. On arreˆte la proce´dure
d’optimisation lorsque celle-ci remonte ou se stabilise, ceci s’appelle l’arreˆt pre´coce.
Les deux peuvent eˆtre vus comme des re´gularisateurs.
2.2 Pourquoi l’apprentissage profond
L’apprentissage profond consiste a` entraˆıner des mode`les compose´s de plusieurs
transformations non-line´aires successives. Un ANN avec plusieurs couches cache´es
en est donc un exemple. Pourtant, nous avons vu qu’un ANN avec une couche
cache´e est de´ja` un approximateur universel, quel est alors l’avantage d’augmenter
le nombre de couches ? C’est ce que nous allons voir dans cette section.
Il y a plusieurs arguments en faveur de tels re´seaux. Premie`rement, des re´sul-
tats mathe´matiques montrent que certaines classes de fonctions, repre´sentables de
manie`re compacte avec un re´seau de profondeur d, ne´cessiteraient un nombre expo-
nentiel de parame`tres avec un re´seau de profondeur d− 1 (H˚astad and Goldmann,
1991; Bengio and Delalleau, 2011; ?). Ensuite, on peut noter que l’architecture
des re´seaux profonds permet la re´utilisation de parame`tres ou de caracte´ristiques
extraites, proprie´te´ de´sirable pour la mode´lisation de fonctions complexes. Et finale-
ment, le cerveau humain, plus particulie`rement le cortex visuel, est construit comme
une architecture profonde, avec plusieurs sous-re´gions fonctionnelles (V1,V2,MT)
arrange´es en niveaux d’abstraction de plus en plus e´leve´s.
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Une des motivations est donc d’apprendre une hie´rarchie de caracte´ristiques
avec ces niveaux d’abstraction croissants. Par exemple, pour une taˆche de recon-
naissance d’objet, on aimerait que la premie`re couche de´tecte des parties de bas
niveau, telles que les bords ; que la suivante de´tecte des combinaisons de ses parties ;
et ainsi de suite, pour repre´senter des concepts de plus en plus e´volue´s. Ceci est ob-
serve´ expe´rimentalement avec les me´thodes utilise´es en apprentissage profond (Lee
et al., 2009; Erhan et al., 2009; Zeiler and Fergus, 2014).
En plus d’extraire des caracte´ristiques de plus en plus abstraites, une autre pro-
prie´te´ de´sirable serait de les de´meˆler, afin que les diffe´rent facteurs qui expliquent
les variations des donne´es soient se´pare´s. Ceci serait tre`s interessant pour l’appren-
tissage multi-taˆches, ainsi que pour l’adaptation de domaine, comme nous allons le
voir au chapitre 8. Les travaux allant dans cette direction de recherche sont encore
rares, mais il s’agit d’une voie prometteuse (Goodfellow et al., 2009; Rifai et al.,
2012; Reed et al., 2014; Desjardins et al., 2012; Ozair and Bengio, 2014).
Avant 2006, l’entraˆınement des re´seaux de neurones e´tait limite´ aux re´seaux
avec une seule, voir deux, couches cache´es, a` l’exception des re´seaux convolution-
nels (LeCun and Bengio, 1994) ; les re´seaux plus profonds donnant de moins bonnes
performances. Ceci e´tait duˆ aux raisons suivantes:
– Les performances computationnelles insuffisantes du mate´riel informatique.
– La quantite´ trop petite de donne´es d’entraˆınement disponible.
– Les difficulte´s inhe´rentes a` l’apprentissage profond.
Concernant les deux premiers points, la situation ne cesse de s’ame´liorer. Qu’en est-
il du dernier ? Les principales difficulte´s sont les proble`mes des minima locaux et
celui des gradients diminuant/augmentant (“vanishing/exploding”) (Bengio et al.,
1994). Ce dernier concerne les re´seaux re´currents, c’est-a`-dire des re´seaux admettant
des boucles dans leurs connections. Une fac¸on de les entraˆıner consiste a` re´tro-
propager les gradients a` travers le temps. Il peut eˆtre montre´ que la norme de ces
gradients tend vers 0 ou vers l’infini a` une vitesse exponentielle. Or, un re´seau
re´current peut eˆtre vu comme un re´seau profond avec une infinite´ de couches. Cela
sugge`re que la re´tro-propagation des erreurs est rendue difficile par la profondeur.
Nous reviendrons sur ce point plus en de´tail a` la section 4. Nous allons maintenant
pre´senter plusieurs solutions qui ont permis de surpasser ces difficulte´s.
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2.3 Les solutions
Les solutions utilise´es pour apprendre de telles architectures sont varie´es, nous
allons ici en mentionner quelques-unes notables.
Comme nous l’avons de´ja` mentionne´, les re´seaux convolutionnels (LeCun and
Bengio, 1994) ont e´te´ les premie`res architectures profondes entraine´es efficacement.
Ils sont inspire´s d’observations du traitement de l’information dans le cortex visuel
ou` les neurones sont organise´s en colonnes corticales. Le re´seau n’admet que des con-
nections locales et, de plus, les parame`tres de ces connections sont partage´s au sein
d’une couche donne´e. Cela re´duit drastiquement le nombre de parame`tres du mod-
e`le. Mathe´matiquement, la multiplication matricielle est remplace´e par une con-
volution: les caracte´ristiques sont extraites sur tout le champ visuel plutoˆt qu’eˆtre
spe´cifique a` une re´gion de ce dernier. En addition, une couche d’aggre´gation, ou
“pooling”, est souvent utilise´e pour re´duire la taille des couches cache´es (dans le
cas convolutionnel appele´es cartes de caracte´ristiques), cela permet aussi d’obtenir
une invariance a` des petites translations. La re´duction du nombre de parame`tres
et le choix de l’architecture, approprie´e au type de donne´es a` traiter, permet de
faciliter l’apprentissage ; meˆme dans le cas d’architectures profondes. Ce type de
re´seaux est tre`s performant pour les taˆches de traitement d’images (Szegedy et al.,
2014), et est e´galement utilise´ pour le traitement de vide´o (Taylor et al., 2010),
d’audio (Lee et al., 2009) et de texte (Collobert et al., 2011). Plus ge´ne´ralement,
il est possible de l’appliquer pour toutes les donne´es admettant une composante
se´quentielle et/ou temporelle et/ou spatiale.
Une autre voie de recherche pour faciliter l’entraˆınement des re´seaux profonds
consiste a` ame´liorer l’algorithme d’optimisation, plutoˆt que d’utiliser la simple
descente de gradient stochastique. Les me´thodes de second ordre (Nocedal and
Wright, 2006) utilisent l’information de courbure de la fonction de couˆt pour se´lec-
tionner automatiquement le taux d’apprentissage optimal (si la fonction objec-
tive est quadratique) pour chaque parame`tre. Cela ne´cessite d’estimer la Hessienne
de la fonction de couˆt, ce qui est couˆteux computationnellement. De plus, cette
dernie`re doit eˆtre de´finie positive, en d’autres termes, la fonction de couˆt doit eˆtre
localement convexe, ce qui n’est pas toujours le cas. Un exemple d’application de
cette me´thode pour les re´seaux de neurones profonds est l’algorithme “Hessian-
free” (Martens, 2010). La me´thode des gradients naturels, elle, utilise la ge´ome´trie
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de la varie´te´ de´finie par les parame`tres du mode`le, cela correspond a` remplacer la
matrice Hessienne des me´thodes de second ordre par la matrice d’information de
Fisher (Amari, 1997; Pascanu and Bengio, 2013). Il est e´galement possible d’utiliser
une mesure d’incertitude sur les gradients, par exemple par le biais de la matrice
de covariance de ces derniers, pour les normaliser (Le Roux et al., 2008). Ce ne
sont que quelques exemples de me´thodes utilise´es pour ame´liorer l’optimisation
de re´seaux profonds, une e´nume´ration exhaustive ne´cessiterait un chapitre entier.
Nous allons voir dans le chapitre 4 et 6, qu’il est possible de faciliter l’optimisation
de re´seaux profonds, meˆme dans le cas de la descente de gradient stochastique sim-
ple, en faisant attention a` l’initialisation ale´atoire des parame`tres et au choix de la
fonction d’activation.
L’utilisation de re´gularisations approprie´es est aussi une solution permettant
de faciliter l’apprentissage des architectures profondes. Un exemple re´cent est la
me´thode dite “Dropout” (Srivastava et al., 2014; Krizhevsky et al., 2012). Il s’agit,
pendant l’apprentissage, de masquer ale´atoirement une fraction des unite´s cache´es
du re´seau. Ce bruit permet de mieux utiliser la capacite´ du mode`le car l’information
doit eˆtre distribue´e sur les unite´s pour re´soudre la taˆche. Cela peut-eˆtre vu comme
l’apprentissage d’un ensemble de classifieurs qui partagent leurs parame`tres. Pour
la pre´diction, on utilise le mode`le complet, mais on multiplie les poids par la fraction
de bruit utilise´ pendant l’apprentissage, afin de conserver la valeur moyenne des
activations des neurones identiques a` celles durant l’apprentissage.
Hinton et al. (2006) et Bengio et al. (2007) ont montre´ qu’il e´tait possible d’en-
traˆıner des re´seaux profonds en utilisant un apprentissage non-supervise´ vorace
couche-par-couche, ou pre´-entraˆınement, pour initialiser les parame`tres. Une e´tude
montre que l’apprentissage non-supervise´ agit comme un re´gulariseur et qu’il per-
met de placer les parame`tres dans un meilleur bassin d’attraction, associe´ a` un
minimum local avec une meilleure capacite´ de ge´ne´ralisation (Erhan et al., 2009).
Ceci est a` l’origine de la renaissance des architectures profondes. Cependant, avec
les dernie`res avance´es, comme la me´thode ”Dropout”et l’utilisation des unite´s recti-
ficatrices qui seront, elles, pre´sente´es au chapitre 6, le pre´-apprentissage ne semble
plus ne´cessaire dans le cas supervise´ avec beaucoup d’exemples d’entraˆınements.
Cependant, dans le cas semi-supervise´ ou en transfert de l’apprentissage, cette
me´thode reste centrale, comme nous le verrons au chapitres 6 et 8. La section
suivante pre´sente un exemple concret de mode`le utilise´ pour le pre´-entraˆınement.
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Figure 2.3 – Sche´ma de principe de l’Auto-Encodeur De´bruitant, source: Vincent et al. (2010).
2.4 Auto-Encodeur De´bruitant
Un auto-encodeur est un re´seau de neurones que l’on entraˆıne a` reconstruire
son entre´e. Il est constitue´ d’un encodeur qui transforme les donne´es en un code h
et d’un de´codeur charge´ de reconstruire l’entre´e a` partir du code. Si les fonctions
d’activations sont line´aires et que le couˆt de reconstruction est l’erreur quadratique,
l’Auto-Encodeur est similaire a` une analyse en composante principale, a` une rota-
tion pre`s. Il s’agit donc d’une me´thode de re´duction de dimensionnalite´, le nombre
d’unite´s de la couche cache´e ne devant pas de´passer le nombre d’entre´es sinon la
fonction identite´ est une solution triviale. Il est donc important de re´gulariser le
mode`le.
L’Auto-Encodeur De´bruitant (Vincent et al., 2008), ou DAE, illustre´ a` la fig-
ure 2.3, est une de ses diffe´rentes formes de re´gularisation. On commence par bruiter
ale´atoirement l’entre´e x avec un processus de corruption q. Il s’agit la plupart du
temps, soit d’un bruit gaussien avec une variance σ, soit d’une substitution des
entre´es par 0 avec une probabilite´ p. L’entre´e corrompue x˜ est ensuite donne´e a`
l’Auto-Encodeur que l’on entraˆıne pour reconstruire l’entre´e originale. Expe´rimen-
talement, ce mode`le permet d’obtenir des re´seaux profonds avec des performances
discriminatoires similaires ou supe´rieures a` celles de mode`les pre´-entraˆıne´s avec
des mode`les ge´ne´ratifs a` fonction d’e´nergie comme la Machine de Boltzmann Re-
streinte. On peut d’ailleurs voir un DAE comme un mode`le ge´ne´ratif (Bengio et al.,
2013)
Notons qu’il existe d’autres formes de re´gularisation, par exemple la pe´nalite´
contractive: l’objectif n’est plus de de´bruiter l’entre´e mais d’obtenir une repre´sen-
taton qui varie peu en fonction des variations locales de l’entre´e (Rifai et al., 2011).
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2.5 Traitement des Langues Naturelles
Le Traitement Automatique des Langues Naturelles, ou NLP, est l’ensemble
des taˆches informatiques manipulant les languages humains. Ces dernie`res sont
tre`s varie´es. A` titre d’exemple, il peut s’agir:
– de la mode´lisation du language, qui vise a` assigner une probabilite´ d’appari-
tion a` une se´quence de mots ;
– de la de´sambiguation de sens, qui consiste a` identifier, suivant le contexte,
quel sens d’un mot est utilise´ ;
– de la traduction automatique d’un language a` l’autre ;
– de l’analyse syntactique de surface, dont l’objectif est d’identifier les e´le´ments
constituant d’une phrase, comme les groupes nominaux ou les verbes ;
– de l’identification de roˆle se´mantique, qui attribue des relations entre ces
constituants...
La plupart des solutions aborde´es dans ce domaine sont e´labore´es de manie`re spe´-
cifique a` chacune des taˆches et ne´cessitent l’apport de nombreuses connaissances a`
priori du domaine.
L’utilisation des re´seaux de neurones est toutefois possible. En effet, Bengio
et al. (2003) pre´sente un mode`le de language probabilistique neuronal. L’ide´e de
base e´tant de repre´senter les mots par un vecteur de dimension fixe´e, dont les co-
ordonne´es sont apprises, appele´ “embedding”. Cela permet de repre´senter les mots
de manie`re distribue´e. Par la suite, il a e´te´ montre´ que ce type de mode`le peut eˆtre
utilise´ sur 4 diffe´rentes taˆches du traitement des langues naturelles, en obtenant des
performances similaires a` l’e´tat de l’art (Collobert et al., 2011), et ce, en injectant
des connaissances a` priori minimales. Depuis, l’utilisation des mode`les a` base d’em-
beddings s’est de´veloppe´e, comprenant les re´seaux de neurones re´ccurents (Mikolov
et al., 2011) et re´cursifs (Socher et al., 2011) pour une grande varie´te´ de taˆches.
Dans cette the`se nous allons illustrer l’utilisation de mode`les a` base d’em-
beddings sans re´ccurence ni re´cursion pour la taˆche d’analyse de sentiment aux
chapitres 6 et 8, ainsi que pour des donne´es multi-relationelles au chapitre 10, qui
dans ce dernier cas permettra l’encodage de base de donne´es et la de´sambiguation
de sens dans le contexte de l’analyse se´mantique.
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3.1 Contexte
Ce travail a e´te´ re´alise´ peu de temps apre`s les premie`res e´tudes montrant qu’il
est possible d’ame´liorer les performances des re´seaux de neurones profonds en les
initialisant a` l’aide d’un pre´-entraˆınement non-supervise´ (Hinton et al., 2006; Bengio
et al., 2007). Des minima locaux avec de meilleures performances en ge´ne´ralisation
sont donc atteignables, mais, avec une initialisation ale´atoire des parame`tres et une
descente de gradient stochastique, ils ne semblaient pas accessibles, notamment a`
cause des proble`mes de points citiques (Dauphin et al., 2014). Plusieurs expe´riences
montraient que l’apprentissage de re´seaux profonds sans pre´-entraˆınement e´tait
impossible dans certains cas, par exemple avec 5 couches cache´es sur MNIST (Erhan
et al., 2009).
Dans le cadre de ce travail, nous avons voulu e´tudier la dynamique de l’ap-
prentissage des re´seaux profonds initialise´s ale´atoirement, en analysant les valeurs
des activations et de celles des gradients re´tro-propage´s. L’objectif e´tait d’analyser
l’influence du choix de la fonction d’activation et de l’initialisation des parame`tres,
pour mieux comprendre les difficulte´s inhe´rentes a` l’apprentissage de ces mode`les
et d’identifier les choix qui permettent de re´duire celles-ci.
Nous avons utilise´, pour ce faire, plusieurs taˆches de reconnaissance d’objets
avec des donne´es re´elles et synthe´tiques.
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3.2 Contribution de l’e´tudiant
Ce projet a e´te´ re´alise´ au tout de´but de mon doctorat. Je voulais, en visualisant
la dynamique de l’apprentissage, ame´liorer mes intuitions. Yoshua Bengio m’a guide´
a` travers mes de´couvertes. J’ai re´alise´ l’inte´gralite´ des expe´riences et j’ai aussi
de´veloppe´ le code pour ge´ne´rer Shapeset-3 × 2, a` partir d’une version simplifie´e
cre´e´ par James Bergstra. L’ide´e de l’initialisation normalise´e et les de´veloppements
mathe´matiques sont de moi. E´tant nouveau dans le domaine de recherche, Yoshua
Bengio m’a beaucoup aide´ pour la re´daction de l’article.
3.3 Impact
Cet article a permis de montrer que des choix simples, comme la fonction
d’activation et l’initialisation des poids, peuvent avoir une grande influence sur
les performances des re´seaux de neurones profonds. Contrairement a` ce qui avait
e´te´ montre´ pre´ce´demment, ce travail montre que l’apprentissage des re´seaux de
neurones tre`s profonds, initialise´s ale´atoirement, est possible. Meˆme si les re´sul-
tats restent encore infe´rieurs aux me´thodes d’optimisation plus e´volue´es, comme
“Hessian-free” (Martens, 2010), les performances atteintes sont proches (Chapelle
and Erhan, 2011). Dans la meˆme voie de recherche, Sutskever et al. (2013) mon-
tre que des initialisations e´parses donnent e´galement de bon re´sultats, de plus la
diffe´rence de performance avec “Hessian Free” est encore re´duite en utilisant le
“momentum” pendant l’apprentissage.
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Abstract
Whereas before 2006 it appears that deep multi-layer neural networks were not
successfully trained, since then several algorithms have been shown to successfully
train them, with experimental results showing the superiority of deeper vs less deep
architectures. All these experimental results were obtained with new initialization
or training mechanisms. Our objective here is to understand better why standard
gradient descent from random initialization is doing so poorly with deep neural
networks, to better understand these recent relative successes and help design better
algorithms in the future. We first observe the influence of the non-linear activations
functions. We find that the logistic sigmoid activation is unsuited for deep networks
with random initialization because of its mean value, which can drive especially
the top hidden layer into saturation. Surprisingly, we find that saturated units can
move out of saturation by themselves, albeit slowly, and explaining the plateaus
sometimes seen when training neural networks. We find that a new non-linearity
that saturates less can often be beneficial. Finally, we study how activations and
gradients vary across layers and during training, with the idea that training may
be more difficult when the singular values of the Jacobian associated with each
layer are far from 1. Based on these considerations, we propose a new initialization
scheme that brings substantially faster convergence.
4.1 Deep Neural Networks
Deep learning methods aim at learning feature hierarchies with features from
higher levels of the hierarchy formed by the composition of lower level features.
They include learning methods for a wide array of deep architectures, including
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neural networks with many hidden layers (Vincent et al., 2008) and graphical mod-
els with many levels of hidden variables (Hinton et al., 2006), among others (Zhu
et al., 2009; Weston et al., 2008). Much attention has recently been devoted to them
(see (Bengio, 2009) for a review), because of their theoretical appeal, inspiration
from biology and human cognition, and because of empirical success in vision (Ran-
zato et al., 2007; Larochelle et al., 2007; Vincent et al., 2008) and natural language
processing (NLP) (Collobert and Weston, 2008; Mnih and Hinton, 2009). Theoret-
ical results reviewed and discussed by Bengio (2009), suggest that in order to learn
the kind of complicated functions that can represent high-level abstractions (e.g.
in vision, language, and other AI-level tasks), one may need deep architectures.
Most of the recent experimental results with deep architecture are obtained
with models that can be turned into deep supervised neural networks, but with
initialization or training schemes different from the classical feedforward neural
networks (Rumelhart et al., 1986). Why are these new algorithms working so much
better than the standard random initialization and gradient-based optimization of
a supervised training criterion ? Part of the answer may be found in recent analyses
of the effect of unsupervised pre-training (Erhan et al., 2009), showing that it acts
as a regularizer that initializes the parameters in a“better”basin of attraction of the
optimization procedure, corresponding to an apparent local minimum associated
with better generalization. But earlier work (Bengio et al., 2007) had shown that
even a purely supervised but greedy layer-wise procedure would give better results.
So here instead of focusing on what unsupervised pre-training or semi-supervised
criteria bring to deep architectures, we focus on analyzing what may be going wrong
with good old (but deep) multi-layer neural networks.
Our analysis is driven by investigative experiments to monitor activations (watch-
ing for saturation of hidden units) and gradients, across layers and across training
iterations. We also evaluate the effects on these of choices of activation function
(with the idea that it might affect saturation) and initialization procedure (since
unsupervised pre-training is a particular form of initialization and it has a drastic
impact).
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4.2 Experimental Setting and Datasets
Code to produce the new datasets introduced in this section is available from:
http://goo.gl/3fZm6c.
4.2.1 Online Learning on an Infinite Dataset: Shapeset-3×2
Recent work with deep architectures (see Figure 7 in Bengio (2009)) shows that
even with very large training sets or online learning, initialization from unsupervised
pre-training yields substantial improvement, which does not vanish as the number
of training examples increases. The online setting is also interesting because it
focuses on the optimization issues rather than on the small-sample regularization
effects, so we decided to include in our experiments a synthetic images dataset
inspired from Larochelle et al. (2007) and Larochelle et al. (2009), from which as
many examples as needed could be sampled, for testing the online learning scenario.
We call this dataset the Shapeset-3× 2 dataset, with example images in Fig-
ure 4.1 (left). Shapeset-3 × 2 contains images of 1 or 2 two-dimensional objects,
each taken from 3 shape categories (triangle, parallelogram, ellipse), and placed
with random shape parameters (relative lengths and/or angles), scaling, rotation,
translation and grey-scale.
We noticed that for only one shape present in the image the task of recognizing
it was too easy. We therefore decided to sample also images with two objects, with
the constraint that the second object does not overlap with the first by more than
fifty percent of its area, to avoid hiding it entirely. The task is to predict the objects
present (e.g. triangle + ellipse, parallelogram + parallelogram, triangle alone, etc.)
without having to distinguish between the foreground shape and the background
shape when they overlap. This therefore defines nine configuration classes.
The task is fairly difficult because we need to discover invariances over rotation,
translation, scaling, object color, occlusion and relative position of the shapes. In
parallel we need to extract the factors of variability that predict which object shapes
are present.
The size of the images are arbitrary but we fixed it to 32×32 in order to work
with deep dense networks efficiently.
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with stochastic back-propagation on mini-batches of size ten, i.e., the average g
of ∂−logP (y|x)
∂θ
was computed over 10 consecutive training pairs (x, y) and used to
update parameters θ in that direction, with θ ← θ − ǫg. The learning rate ǫ is
a hyper-parameter that is optimized based on validation set error after a large
number of updates (5 million).
We varied the type of non-linear activation function in the hidden layers: the sig-
moid 1/(1+e−x), the hyperbolic tangent tanh(x), and a newly proposed activation
function (Bergstra et al., 2009) called the softsign, x/(1+|x|). The softsign is similar
to the hyperbolic tangent (its range is -1 to 1) but its tails are quadratic polynomials
rather than exponentials, i.e., it approaches its asymptotes much slower.
In the comparisons, we search for the best hyper-parameters (learning rate and
depth) separately for each model. Note that the best depth was always five for
Shapeset-3× 2, except for the sigmoid, for which it was four.
We initialized the biases to be 0 and the weights Wij at each layer with the
following commonly used heuristic:
Wij ∼ U
[
− 1√
n
,
1√
n
]
, (4.1)
where U [−a, a] is the uniform distribution in the interval (−a, a) and n is the
size of the previous layer (the number of columns of W ).
4.3 Effect of Activation Functions and
Saturation During Training
Two things we want to avoid and that can be revealed from the evolution
of activations is excessive saturation of activation functions on one hand (then
gradients will not propagate well), and overly linear units (they will not compute
something interesting).
4.3.1 Experiments with the Sigmoid
The sigmoid non-linearity has been already shown to slow down learning because
of its none-zero mean that induces important singular values in the Hessian (LeCun
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et al., 1998). In this section we will see another symptomatic behavior due to this
activation function in deep feedforward networks.
We want to study possible saturation, by looking at the evolution of activations
during training, and the figures in this section show results on the Shapeset-3× 2
data, but similar behavior is observed with the other datasets. Figure 4.2 shows
the evolution of the activation values (after the non-linearity) at each hidden layer
during training of a deep architecture with sigmoid activation functions. Layer 1
refers to the output of first hidden layer, and there are four hidden layers. The graph
shows the means and standard deviations of these activations. These statistics along
with histograms are computed at different times during learning, by looking at
activation values for a fixed set of 300 test examples.
Figure 4.2 – Mean and standard deviation (vertical bars) of the activation values (output of the
sigmoid) during supervised learning, for the different hidden layers of a deep architecture. The
top hidden layer quickly saturates at 0 (slowing down all learning), but then slowly desaturates
around epoch 100.
We see that very quickly at the beginning, all the sigmoid activation values of
the last hidden layer are pushed to their lower saturation value of 0. Inversely, the
others layers have a mean activation value that is above 0.5, and decreasing as
we go from the output layer to the input layer. We have found that this kind of
saturation can last very long in deeper networks with sigmoid activations, e.g., the
depth-five model never escaped this regime during training. The big surprise is that
for intermediate number of hidden layers (here four), the saturation regime may be
escaped. At the same time that the top hidden layer moves out of saturation, the
first hidden layer begins to saturate and therefore to stabilize.
We hypothesize that this behavior is due to the combination of random initial-
ization and the fact that an hidden unit output of 0 corresponds to a saturated
sigmoid. Note that deep networks with sigmoids but initialized from unsupervised
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pre-training (e.g. from RBMs) do not suffer from this saturation behavior. Our pro-
posed explanation rests on the hypothesis that the transformation that the lower
layers of the randomly initialized network computes initially is not useful to the clas-
sification task, unlike the transformation obtained from unsupervised pre-training.
The logistic layer output softmax(b+Wh) might initially rely more on its biases b
(which are learned very quickly) than on the top hidden activations h derived from
the input image (because h would vary in ways that are not predictive of y, maybe
correlated mostly with other and possibly more dominant variations of x). Thus the
error gradient would tend to pushWh towards 0, which can be achieved by pushing
h towards 0. In the case of symmetric activation functions like the hyperbolic tan-
gent and the softsign, sitting around 0 is good because it allows gradients to flow
backwards. However, pushing the sigmoid outputs to 0 would bring them into a
saturation regime which would prevent gradients to flow backward and prevent the
lower layers from learning useful features. Eventually but slowly, the lower layers
move toward more useful features and the top hidden layer then moves out of the
saturation regime. Note however that, even after this, the network moves into a
solution that is of poorer quality (also in terms of generalization) then those found
with symmetric activation functions, as can be seen in figure 4.11.
4.3.2 Experiments with the Hyperbolic tangent
As discussed above, the hyperbolic tangent networks do not suffer from the
kind of saturation behavior of the top hidden layer observed with sigmoid networks,
because of its symmetry around 0. However, with our standard weight initialization
U
[
− 1√
n
, 1√
n
]
, we observe a sequentially occurring saturation phenomenon starting
with layer 1 and propagating up in the network, as illustrated in Figure 4.3. Why
this is happening remains to be understood.
4.3.3 Experiments with the Softsign
The softsign x/(1 + |x|) is similar to the hyperbolic tangent but might behave
differently in terms of saturation because of its smoother asymptotes (polynomial
instead of exponential). We see on Figure 4.3 that the saturation does not occur
one layer after the other like for the hyperbolic tangent. It is faster at the beginning
and then slow, and all layers move together towards larger weights.
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Figure 4.3 – Left:98 percentiles (markers alone) and standard deviation (solid lines with markers)
of the distribution of the activation values for the hyperbolic tangent networks in the course of
learning. We see the first hidden layer saturating first, then the second, etc. Right: 98 percentiles
(markers alone) and standard deviation (solid lines with markers) of the distribution of activation
values for the softsign during learning. Here the different layers saturate less and do so together.
We can also see at the end of training that the histogram of activation values is
very different from that seen with the hyperbolic tangent (Figure 4.4). Whereas the
latter yields modes of the activations distribution mostly at the extremes (asymp-
totes -1 and 1) or around 0, the softsign network has modes of activations around
its knees (between the linear regime around 0 and the flat regime around -1 and 1).
These are the areas where there is substantial non-linearity but where the gradients
would flow well.
Figure 4.4 – Activation values normalized histogram at the end of learning, averaged across units
of the same layer and across 300 test examples. Left: activation function is hyperbolic tangent,
we see important saturation of the lower layers. Right: activation function is softsign, we see
many activation values around (-0.6,-0.8) and (0.6,0.8) where the units do not saturate but are
non-linear.
4.4 Studying Gradients and their Propagation
4.4.1 Effect of the Cost Function
We have found that the logistic regression or conditional log-likelihood cost
function (− logP (y|x)) coupled with softmax outputs) worked much better (for
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classification problems) than the quadratic cost which was traditionally used to
train feedforward neural networks (Rumelhart et al., 1986). This is not a new
observation (Solla et al., 1988) but we find it important to stress here. We found
that the plateaus in the training criterion (as a function of the parameters) are less
present with the log-likelihood cost function. We can see this on Figure 4.5, which
plots the training criterion as a function of two weights for a two-layer network
(one hidden layer) with hyperbolic tangent units, and a random input and target
signal. There are clearly more severe plateaus with the quadratic cost.
Figure 4.5 – Cross entropy (black, surface on top) and quadratic (red, bottom surface) cost as
a function of two weights (one at each layer) of a network with two layers, W1 respectively on the
first layer and W2 on the second, output layer.
4.4.2 Gradients at initialization
Theoretical Considerations and a New Normalized Initialization
We study the back-propagated gradients, or equivalently the gradient of the
cost function on the inputs biases at each layer. Bradley (2009) found that back-
propagated gradients were smaller as one moves from the output layer towards the
input layer, just after initialization. He studied networks with linear activation at
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each layer, finding that the variance of the back-propagated gradients decreases as
we go backwards in the network. We will also start by studying the linear regime.
For a dense artificial neural network using symmetric activation function f
with unit derivative at 0 (i.e. f ′(0) = 1), if we write zi for the activation vector of
layer i, and si the argument vector of the activation function at layer i, we have
si = ziW i + bi and zi+1 = f(si). From these definitions we obtain the following:
∂Cost
∂sik
= f ′(sik)W
i+1
k,•
∂Cost
∂si+1
⊺
(4.2)
∂Cost
∂wil,k
= zil
∂Cost
∂sik
(4.3)
The variances will be expressed with respect to the input, outpout and weights
initialization randomness. Consider the hypothesis that we are in a linear regime
at the initialization, that the weights are initialized independently and that the
inputs features variances are the same (= V ar[x]). If the input and weights random
variables have zero mean then we can say that, with ni the size of layer i and x the
network input,
f ′(sik) ≈ 1, (4.4)
V ar[zi] = V ar[x]
i−1∏
i′=0
ni′V ar[W
i′ ], (4.5)
We write V ar[W i
′
] for the shared scalar variance of all weights at layer i′.
Similarly, if the gradients of the cost with respect to the output layer have zero
mean and equal variances, then for a network with d layers,
V ar
[∂Cost
∂si
]
= V ar
[∂Cost
∂sd
] d∏
i′=i
ni′+1V ar[W
i′ ], (4.6)
V ar
[∂Cost
∂wi
]
=
i−1∏
i′=0
ni′V ar[W
i′ ]
d−1∏
i′=i
ni′+1V ar[W
i′ ]
× V ar[x]V ar
[∂Cost
∂sd
]
.
(4.7)
From a forward-propagation point of view, to keep information flowing we would
41
like that
∀(i, i′), V ar[zi] = V ar[zi′ ]. (4.8)
From a back-propagation point of view we would similarly like to have
∀(i, i′), V ar
[∂Cost
∂si
]
= V ar
[∂Cost
∂si′
]
. (4.9)
These two conditions transform to:
∀i, niV ar[W i] = 1 (4.10)
∀i, ni+1V ar[W i] = 1 (4.11)
As a compromise between these two constraints, we might want to have
∀i, V ar[W i] = 2
ni + ni+1
(4.12)
Note how both constraints are satisfied when all layers have the same width. If
we also have the same initialization for the weights we could get the following
interesting properties:
∀i, V ar
[∂Cost
∂si
]
=
[
nV ar[W ]
]d−i
V ar
[∂Cost
∂sd
]
(4.13)
∀i, V ar
[∂Cost
∂wi
]
=
[
nV ar[W ]
]d
V ar[x]V ar
[∂Cost
∂sd
]
(4.14)
We can see that the variance of the gradient on the weights is the same for
all layers, but the variance of the back-propagated gradient might still vanish or
explode as we consider deeper networks. Note how this is reminiscent of issues
raised when studying recurrent neural networks (Bengio et al., 1994), which can be
seen as very deep networks when unfolded through time.
The standard initialization that we have used (eq.4.1) gives rise to variance with
the following property:
nV ar[W ] =
1
3
(4.15)
where n is the layer size (assuming all layers of the same size). This will cause
the variance of the back-propagated gradient to be dependent on the layer (and
decreasing).
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The normalization factor may therefore be important when initializing deep
networks because of the multiplicative effect through layers, and we suggest the
following initialization procedure to approximately satisfy our objectives of main-
taining activation variances and back-propagated gradients variance as one moves
up or down the network. We call it the normalized initialization:
W ∼ U
[
−
√
6√
nj + nj+1
,
√
6√
nj + nj+1
]
(4.16)
Gradient Propagation Study
To empirically validate the above theoretical ideas, we have plotted some nor-
malized histograms of activation values, weight gradients and of the back-propagated
gradients at initialization with the two different initialization methods. The results
displayed (Figures 4.6, 4.7 and 4.8) are from experiments on Shapeset-3× 2, but
qualitatively similar results were obtained with the other datasets.
We monitor the singular values of the Jacobian matrix associated with layer i:
J i =
∂zi+1
∂zi
(4.17)
When consecutive layers have the same dimension, the average singular value
corresponds to the average ratio of infinitesimal volumes mapped from zi to zi+1,
as well as to the ratio of average activation variance going from zi to zi+1. With
our normalized initialization, this ratio is around 0.8 whereas with the standard
initialization, it drops down to 0.5.
Figure 4.6 – Activation values normalized histograms with hyperbolic tangent activation, with
standard (left) vs normalized initialization (right). Left: 0-peak increases for higher layers.
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Figure 4.7 – Back-propagated gradients normalized histograms with hyperbolic tangent acti-
vation, with standard (left) vs normalized (right) initialization. Left: 0-peak decreases for higher
layers.
Figure 4.8 –Weight gradient normalized histograms with hyperbolic tangent activation just after
initialization, with standard initialization (left) and normalized initialization (right), for different
layers. Even though with standard initialization the back-propagated gradients get smaller, the
weight gradients do not !
4.4.3 Back-propagated Gradients During Learning
The dynamic of learning in such networks is complex and we would like to
develop better tools to analyze and track it. In particular, we cannot use simple
variance calculations in our theoretical analysis because the weights values are not
anymore independent of the activation values and the linearity hypothesis is also
violated.
As first noted by Bradley (2009), we observe (Figure 4.7) that at the begin-
ning of training, after the standard initialization (eq. 4.1), the variance of the
back-propagated gradients gets smaller as it is propagated downwards. However
we find that this trend is reversed very quickly during learning. Using our normal-
ized initialization we do not see such decreasing back-propagated gradients (left of
Figure 4.7).
What was initially really surprising is that even when the back-propagated
gradients become smaller (standard initialization), the variance of the weights gra-
dients is roughly constant across layers, as shown on Figure 4.8. However, this is
explained by our theoretical analysis above (eq. 4.14). Interestingly, as shown in
Figure 4.9, these observations on the weight gradient of standard and normalized
44
Figure 4.9 – Standard deviation intervals of the weights gradients with hyperbolic tangent with
standard initialization (left) and normalized (right) during training. We see that the normalization
allows to keep the same variance of the weights gradient across layers, during training (left: smaller
variance for higher layers).
initialization change during training (here for a tanh network). Indeed, whereas
the gradients have initially roughly the same magnitude, they diverge from each
other (with larger gradients in the lower layers) as training progresses, especially
with the standard initialization. Note that this might be one of the advantages of
the normalized initialization, since having gradients of very different magnitudes
at different layers may yield to ill-conditioning and slower training.
Finally, we observe that the softsign networks share similarities with the tanh
networks with normalized initialization, as can be seen by comparing the evolution
of activations in both cases (resp. Figure 4.3-left and Figure 4.10).
Figure 4.10 – 98 percentile (markers alone) and standard deviation (solid lines with markers) of
the distribution of activation values for hyperbolic tangent with normalized initialization during
learning.
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Table 4.1 – Test error with different activation functions and initialization schemes for deep
networks with 5 hidden layers. N after the activation function name indicates the use of normal-
ized initialization. Results in bold are statistically different from non-bold ones under the null
hypothesis test with p = 0.005.
TYPE Shapeset MNIST CIFAR-10 ImageNet
Softsign 16.27 1.64 55.78 69.14
Softsign N 16.06 1.72 53.8 68.13
Tanh 27.15 1.76 55.9 70.58
Tanh N 15.60 1.64 52.92 68.57
Sigmoid 82.61 2.21 57.28 70.66
layers.
In all reported experiments we have used the same number of units per layer.
However, we verified that we obtain the same gains when the layer size increases
(or decreases) with layer number.
The other conclusions from this study are the following:
– Monitoring activations and gradients across layers and training iterations is
a powerful investigative tool for understanding training difficulties in deep
nets.
– Sigmoid activations (not symmetric around 0) should be avoided when initial-
izing from small random weights, because they yield poor learning dynamics,
with initial saturation of the top hidden layer.
– Keeping the layer-to-layer transformations such that both activations and
gradients flow well (i.e. with a Jacobian around 1) appears helpful, and allows
to eliminate a good part of the discrepancy between purely supervised deep
networks and ones pre-trained with unsupervised learning.
– Many of our observations remain unexplained, suggesting further investiga-
tions to better understand gradients and training dynamics in deep architec-
tures.
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Xavier Glorot, Antoine Bordes and Yoshua Bengio. Deep Sparse Rec-
tifier Neural Networks, in: JMLR W&CP: Proceedings of the Fourteenth Inter-
national Conference on Artificial Intelligence and Statistics (AISTATS), 2011
5.1 Contexte
Ce travail s’inscrit dans la continuite´ de celui pre´sente´ au chapitre 4 et partage
le meˆme contexte. L’objectif est toujours de faciliter l’apprentissage des re´seaux de
neurones profonds par des choix simples. Ici, nous nous inte´ressons spe´cifiquement
a` la fonction d’activation. Mon inte´reˆt pour les neurosciences m’a pousse´ a` e´tudier
les fonctions d’activations utilise´es pour mode´liser le comportement des neurones.
En partant de la nature e´parse des repre´sentations corticales et du succe`s re´cent de
l’utilisation des unite´s rectificatrices bruite´es pour l’apprentissage de RBM (Nair
and Hinton, 2010), nous avons de´cide´ d’utiliser des unite´s rectificatrices pour l’ap-
prentissage supervise´ des re´seaux profonds.
5.2 Contribution
L’ide´e initiale d’utiliser les unite´s rectificatrices est venue de Yoshua Bengio.
De mon coˆte´ j’ai effectue´ la revue de litte´rature en neurosciences, de´veloppe´ les
intuitions mathe´matiques, re´alise´ les expe´riences et, enfin, re´dige´ l’article initial,
soumis a` NIPS. Ce dernier a e´te´ refuse´ et Antoine Bordes a rejoint le projet pour
m’aider a` l’ame´liorer pour qu’il soit ensuite accepte´ a` AISTATS.
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5.3 Impact
Cet article a eu un impact tre`s important. Il est le premier a` pre´senter l’avan-
tage d’utiliser les unite´s rectificatrices pour les re´seaux profonds, dans un contexte
supervise´. Comme nous pouvons le voir a` la figure 6.4, avec une grande quantite´
de donne´es supervise´es, l’utilisation d’un pre´-entraˆınement non-supervise´ n’est plus
cruciale pour trouver un “bon” minimum local.
D’ailleurs, en conjonction avec la technique du “Dropout” (Srivastava et al.,
2014), qui est particulie`rement bien adapte´e aux unite´s rectificatrices (Warde-Farley
et al., 2013), ce type de fonction d’activation a permis d’ame´liorer l’e´tat de l’art de
manie`re notable dans plusieurs domaines, comme en vision pour la reconnaissance
d’objets (Krizhevsky et al., 2012; Szegedy et al., 2014) ou en traitement de la
parole (Sainath et al., 2013).
De nos jours, ce type de fonction d’activation est de plus en plus utilise´ et
e´tudie´. ? a montre´ comment le nombre de re´gions line´aires repre´sentables dans un
re´seau de neurones avec unite´s line´aires par morceaux augmente exponentiellement
avec le nombre de couches et polynomialement avec le nombre d’unite´s par couche.
Goodfellow et al. (2013) propose une fonction d’activation, elle aussi line´aire par
parties, qui est une ge´ne´ralisation des unite´s rectificatrices: les unite´s “maxout”.
Celles-ci aggre`gent les sorties de plusieurs unite´s line´aires en prenant le maximum
et donnent des re´sultats prometteurs.
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Abstract
While logistic sigmoid neurons are more biologically plausible than hyperbolic
tangent neurons, the latter work better for training multi-layer neural networks.
This paper shows that rectifying neurons are an even better model of biological
neurons and yield equal or better performance than hyperbolic tangent networks
in spite of the hard non-linearity and non-differentiability at zero, creating sparse
representations with true zeros, which seem remarkably suitable for naturally sparse
data. Even though they can take advantage of semi-supervised setups with extra-
unlabeled data, deep rectifier networks can reach their best performance without
requiring any unsupervised pre-training on purely supervised tasks with large la-
beled datasets. Hence, these results can be seen as a new milestone in the attempts
at understanding the difficulty in training deep but purely supervised neural net-
works, and closing the performance gap between neural networks learnt with and
without unsupervised pre-training.
6.1 Introduction
Many differences exist between the neural network models used by machine
learning researchers and those used by computational neuroscientists. This is in
part because the objective of the former is to obtain computationally efficient learn-
ers, that generalize well to new examples, whereas the objective of the latter is to
abstract out neuroscientific data while obtaining explanations of the principles in-
volved, providing predictions and guidance for future biological experiments. Areas
where both objectives coincide are therefore particularly worthy of investigation,
pointing towards computationally motivated principles of operation in the brain
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that can also enhance research in artificial intelligence. In this paper we show that
two common gaps between computational neuroscience models and machine learn-
ing neural network models can be bridged by using the following linear by part
activation : max(0, x), called the rectifier (or hinge) activation function. Exper-
imental results will show engaging training behavior of this activation function,
especially for deep architectures (see Bengio (2009) for a review), i.e., where the
number of hidden layers in the neural network is 3 or more.
Recent theoretical and empirical work in statistical machine learning has demon-
strated the importance of learning algorithms for deep architectures. This is in part
inspired by observations of the mammalian visual cortex, which consists of a chain
of processing elements, each of which is associated with a different representation of
the raw visual input. This is particularly clear in the primate visual system (Serre
et al., 2007), with its sequence of processing stages: detection of edges, primitive
shapes, and moving up to gradually more complex visual shapes. Interestingly, it
was found that the features learned in deep architectures resemble those observed
in the first two of these stages (in areas V1 and V2 of visual cortex) (Lee et al.,
2008), and that they become increasingly invariant to factors of variation (such as
camera movement) in higher layers (Goodfellow et al., 2009).
Regarding the training of deep networks, something that can be considered a
breakthrough happened in 2006, with the introduction of Deep Belief Networks (Hin-
ton et al., 2006), and more generally the idea of initializing each layer by unsuper-
vised learning (Bengio et al., 2007; Ranzato et al., 2007). Some authors have tried
to understand why this unsupervised procedure helps (Erhan et al., 2010) while
others investigated why the original training procedure for deep neural networks
failed (Glorot and Bengio, 2010). From the machine learning point of view, this
paper brings additional results in these lines of investigation.
We propose to explore the use of rectifying non-linearities as alternatives to
the hyperbolic tangent or sigmoid in deep artificial neural networks, in addition to
using an L1 regularizer on the activation values to promote sparsity and prevent
potential numerical problems with unbounded activation. Nair and Hinton (2010)
present promising results of the influence of such units in the context of Restricted
Boltzmann Machines compared to logistic sigmoid activations on image classifi-
cation tasks. Our work extends this for the case of pre-training using denoising
auto-encoders (Vincent et al., 2008) and provides an extensive empirical compar-
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ison of the rectifying activation function against the hyperbolic tangent on image
classification benchmarks as well as an original derivation for the text application
of sentiment analysis.
Our experiments on image and text data indicate that training proceeds better
when the artificial neurons are either off or operating mostly in a linear regime.
Surprisingly, rectifying activation allows deep networks to achieve their best per-
formance without unsupervised pre-training. Hence, our work proposes a new con-
tribution to the trend of understanding and merging the performance gap between
deep networks learnt with and without unsupervised pre-training (Erhan et al.,
2010; Glorot and Bengio, 2010). Still, rectifier networks can benefit from unsuper-
vised pre-training in the context of semi-supervised learning where large amounts
of unlabeled data are provided. Furthermore, as rectifier units naturally lead to
sparse networks and are closer to biological neurons’ responses in their main op-
erating regime, this work also bridges (in part) a machine learning / neuroscience
gap in terms of activation function and sparsity.
This paper is organized as follows. Section 6.2 presents some neuroscience and
machine learning background which inspired this work. Section 6.3 introduces rec-
tifier neurons and explains their potential benefits and drawbacks in deep networks.
Then we propose an experimental study with empirical results on image recognition
in Section 6.4.1 and sentiment analysis in Section 10.6.4. Section 10.7 presents our
conclusions.
Figure 6.1 – Left: Common neural activation function motivated by biological data.
Right: Commonly used activation functions in neural networks literature: logistic sig-
moid and hyperbolic tangent (tanh).
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6.2 Background
6.2.1 Neuroscience Observations
For models of biological neurons, the activation function is the expected firing
rate as a function of the total input currently arising out of incoming signals at
synapses (Dayan and Abott, 2001). An activation function is termed, respectively
antisymmetric or symmetric when its response to the opposite of a strongly ex-
citatory input pattern is respectively a strongly inhibitory or excitatory one, and
one-sided when this response is zero. The main gaps that we wish to consider be-
tween computational neuroscience models and machine learning models are the
following:
– Studies on brain energy expense suggest that neurons encode information in a
sparse and distributed way (Attwell and Laughlin, 2001), estimating the per-
centage of neurons active at the same time to be between 1 and 4% (Lennie,
2003). This corresponds to a trade-off between richness of representation and
small action potential energy expenditure. Without additional regularization,
such as an L1 penalty, ordinary feedforward neural nets do not have this prop-
erty. For example, the sigmoid activation has a steady state regime around
1
2
, therefore, after initializing with small weights, all neurons fire at half their
saturation regime. This is biologically implausible and hurts gradient-based
optimization (LeCun et al., 1998; Glorot and Bengio, 2010).
– Important divergences between biological and machine learning models con-
cern non-linear activation functions. A common biological model of neuron,
the leaky integrate-and-fire (or LIF ) (Dayan and Abott, 2001), gives the fol-
lowing relation between the firing rate and the input current, illustrated in
Figure 6.1 (left):
f(I) =


[
τ log
(
E+RI−Vr
E+RI−Vth
)
+ tref
]−1
,
if E +RI > Vth
0 , if E +RI ≤ Vth
where tref is the refractory period (minimal time between two action po-
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tentials), I the input current, Vr the resting potential and Vth the threshold
potential (with Vth > Vr), and R, E, τ the membrane resistance, potential
and time constant. The most commonly used activation functions in the deep
learning and neural networks literature are the standard logistic sigmoid and
the hyperbolic tangent (see Figure 6.1, right), which are equivalent up to a
linear transformation. The hyperbolic tangent has a steady state at 0, and
is therefore preferred from the optimization standpoint (LeCun et al., 1998;
Glorot and Bengio, 2010), but it forces an antisymmetry around 0 which is
absent in biological neurons.
6.2.2 Advantages of Sparsity
Sparsity has become a concept of interest, not only in computational neuro-
science and machine learning but also in statistics and signal processing (Candes
and Tao, 2005). It was first introduced in computational neuroscience in the context
of sparse coding in the visual system (Olshausen and Field, 1997). It has been a key
element of deep convolutional networks exploiting a variant of auto-encoders (Ran-
zato et al., 2007, 2008; Mairal et al., 2009) with a sparse distributed representation,
and has also become a key ingredient in Deep Belief Networks (Lee et al., 2008). A
sparsity penalty has been used in several computational neuroscience (Olshausen
and Field, 1997; Doi et al., 2006) and machine learning models (Lee et al., 2007;
Mairal et al., 2009), in particular for deep architectures (Lee et al., 2008; Ran-
zato et al., 2007, 2008). However, in the latter, the neurons end up taking small
but non-zero activation or firing probability. We show here that using a rectifying
non-linearity gives rise to real zeros of activations and thus truly sparse representa-
tions. From a computational point of view, such representations are appealing for
the following reasons:
– Information disentangling. One of the claimed objectives of deep learning
algorithms (Bengio, 2009) is to disentangle the factors explaining the varia-
tions in the data. A dense representation is highly entangled because almost
any change in the input modifies most of the entries in the representation
vector. Instead, if a representation is both sparse and robust to small input
changes, the set of non-zero features is almost always roughly conserved by
small changes of the input.
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6.3 Deep Rectifier Networks
6.3.1 Rectifier Neurons
The neuroscience literature (Bush and Sejnowski, 1995; Douglas and al., 2003)
indicates that cortical neurons are rarely in their maximum saturation regime, and
suggests that their activation function can be approximated by a rectifier. Most pre-
vious studies of neural networks involving a rectifying activation function concern
recurrent networks (Salinas and Abbott, 1996; Hahnloser, 1998).
The rectifier function rectifier(x) = max(0, x) is one-sided and therefore does
not enforce a sign symmetry i or antisymmetryi: instead, the response to the op-
posite of an excitatory input pattern is 0 (no response). However, we can obtain
symmetry or antisymmetry by combining two rectifier units sharing parameters.
Advantages The rectifier activation function allows a network to easily obtain
sparse representations. For example, after uniform initialization of the weights,
around 50% of hidden units continuous output values are real zeros, and this frac-
tion can easily increase with sparsity-inducing regularization. Apart from being
more biologically plausible, sparsity also leads to mathematical advantages (see
previous section).
As illustrated in Figure 6.2 (left), the only non-linearity in the network comes
from the path selection associated with individual neurons being active or not. For
a given input only a subset of neurons are active. Computation is linear on this
subset: once this subset of neurons is selected, the output is a linear function of the
input (although a large enough change can trigger a discrete change of the active
set of neurons). The function computed by each neuron or by the network output
in terms of the network input is thus linear by parts. We can see the model as
an exponential number of linear models that share parameters (Nair and Hinton,
2010). Because of this linearity, gradients flow well on the active paths of neurons
(there is no gradient vanishing effect due to activation non-linearities of sigmoid
or tanh units), and mathematical investigation is easier. Computations are also
cheaper: there is no need for computing the exponential function in activations,
and sparsity can be exploited.
i. The hyperbolic tangent absolute value non-linearity | tanh(x)| used by Jarrett et al. (2009)
enforces sign symmetry. A tanh(x) non-linearity enforces sign antisymmetry.
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Potential Problems One may hypothesize that the hard saturation at 0 may
hurt optimization by blocking gradient back-propagation. To evaluate the poten-
tial impact of this effect we also investigate the softplus activation: softplus(x) =
log(1 + ex) (Dugas et al., 2001), a smooth version of the rectifying non-linearity.
We lose the exact sparsity, but may hope to gain easier training. However, exper-
imental results (see Section 6.4.1) tend to contradict that hypothesis, suggesting
that hard zeros can actually help supervised training. We hypothesize that the hard
non-linearities do not hurt so long as the gradient can propagate along some paths,
i.e., that some of the hidden units in each layer are non-zero. With the credit and
blame assigned to these ON units rather than distributed more evenly, we hypothe-
size that optimization is easier. Another problem could arise due to the unbounded
behavior of the activations ; one may thus want to use a regularizer to prevent
potential numerical problems. Therefore, we use the L1 penalty on the activation
values, which also promotes additional sparsity. Also recall that, in order to effi-
ciently represent symmetric/antisymmetric behavior in the data, a rectifier network
would need twice as many hidden units as a network of symmetric/antisymmetric
activation functions.
Finally, rectifier networks are subject to ill-conditioning of the parametrization.
Biases and weights can be scaled in different (and consistent) ways while preserving
the same overall network function. More precisely, consider for each layer of depth
i of the network a scalar αi, and scaling the parameters as W
′
i =
Wi
αi
and b′i =
bi∏i
j=1 αj
. The output units values then change as follow: s′ =
s∏n
j=1 αj
. Therefore,
as long as
∏n
j=1 αj is 1, the network function is identical.
6.3.2 Unsupervised Pre-training
This paper is particularly inspired by the sparse representations learned in the
context of auto-encoder variants, as they have been found to be very useful in
training deep architectures (Bengio, 2009), especially for unsupervised pre-training
of neural networks (Erhan et al., 2010).
Nonetheless, certain difficulties arise when one wants to introduce rectifier acti-
vations into stacked denoising auto-encoders (Vincent et al., 2008). First, the hard
saturation below the threshold of the rectifier function is not suited for the recon-
struction units. Indeed, whenever the network happens to reconstruct a zero in place
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of a non-zero target, the reconstruction unit can not backpropagate any gradient. i
Second, the unbounded behavior of the rectifier activation also needs to be taken
into account. In the following, we denote x˜ the corrupted version of the input x,
σ() the logistic sigmoid function and θ the model parameters (Wenc, benc,Wdec, bdec),
and define the linear recontruction function as:
f(x, θ) = Wdecmax(xWenc + benc, 0) + bdec .
Here are the several strategies we have experimented:
1. Use a softplus activation function for the reconstruction layer, along with a
quadratic cost:
L(x, θ) = ||x− log(1 + exp(f(x˜, θ)))||2 .
2. Scale the rectifier activation values coming from the previous encoding layer
to bound them between 0 and 1, then use a sigmoid activation function for
the reconstruction layer, along with a cross-entropy reconstruction cost.
L(x, θ) = −x log(σ(f(x˜, θ)))− (1− x) log(1− σ(f(x˜, θ))) .
3. Use a linear activation function for the reconstruction layer, along with a
quadratic cost. We tried to use input unit values either before or after the
rectifier non-linearity as reconstruction targets. (For the first layer, raw inputs
are directly used.)
4. Use a rectifier activation function for the reconstruction layer, along with a
quadratic cost.
The first strategy has proven to yield better generalization on image data and the
second one on text data. Consequently, the following experimental study presents
results using those two.
i. Why is this not a problem for hidden layers too ? we hypothesize that it is because gradients
can still flow through the active (non-zero), possibly helping rather than hurting the assignment
of credit.
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6.4 Experimental Study
This section discusses our empirical evaluation of rectifier units for deep net-
works. We first compare them to hyperbolic tangent and softplus activations on
image benchmarks with and without pre-training, and then apply them to the text
task of sentiment analysis.
6.4.1 Image Recognition
Experimental setup We considered the image datasets detailed below. Each
of them has a training set (for tuning parameters), a validation set (for tuning
hyper-parameters) and a test set (for reporting generalization performance). They
are presented according to their number of training/validation/test examples, their
respective image sizes, as well as their number of classes:
– MNIST (LeCun et al., 1998): 50k/10k/10k, 28× 28 digit images, 10 classes.
– CIFAR10 (Krizhevsky and Hinton, 2009): 50k/5k/5k, 32×32×3 RGB images,
10 classes.
– NISTP: 81,920k/80k/20k, 32× 32 character images from the NIST database
19, with randomized distortions (Bengio and al, 2010), 62 classes. This dataset
is much larger and more difficult than the original NIST (Grother, 1995).
– NORB: 233,172/58,428/58,320, taken from Jittered-Cluttered NORB (LeCun
et al., 2004). Stereo-pair images of toys on a cluttered background, 6 classes.
The data has been preprocessed similarly to (Nair and Hinton, 2010): we
subsampled the original 2× 108× 108 stereo-pair images to 2× 32× 32 and
scaled linearly the image in the range [−1,1]. We followed the procedure used
by Nair and Hinton (2010) to create the validation set.
For all experiments except on the NORB data (LeCun et al., 2004), the models
we used are stacked denoising auto-encoders (Vincent et al., 2008) with three hidden
layers and 1000 units per layer. The architecture of Nair and Hinton (2010) has
been used on NORB: two hidden layers with respectively 4000 and 2000 units.
We used a cross-entropy reconstruction cost for tanh networks and a quadratic
cost over a softplus reconstruction layer for the rectifier and softplus networks. We
chose masking noise as the corruption process: each pixel has a probability of 0.25
of being artificially set to 0. The unsupervised learning rate is constant, and the
following values have been explored: {.1, .01, .001, .0001}. We select the model with
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Table 6.1 – Test error on networks of depth 3. Bold results represent statistical equiv-
alence between similar experiments, with and without pre-training, under the null hy-
pothesis of the pairwise test with p = 0.05.
Neuron MNIST CIFAR10 NISTP NORB
With unsupervised pre-training
Rectifier 1.20% 49.96% 32.86% 16.46%
Tanh 1.16% 50.79% 35.89% 17.66%
Softplus 1.17% 49.52% 33.27% 19.19%
Without unsupervised pre-training
Rectifier 1.43% 50.86% 32.64% 16.40%
Tanh 1.57% 52.62% 36.46% 19.29%
Softplus 1.77% 53.20% 35.48% 17.68%
the lowest reconstruction error. For the supervised fine-tuning we chose a constant
learning rate in the same range as the unsupervised learning rate with respect to
the supervised validation error. The training cost is the negative log likelihood
− logP (correct class|input) where the probabilities are obtained from the output
layer (which implements a softmax logistic regression). We used stochastic gradient
descent with mini-batches of size 10 for both unsupervised and supervised training
phases.
To take into account the potential problem of rectifier units not being symmetric
around 0, we use a variant of the activation function for which half of the units
output values are multiplied by -1. This serves to cancel out the mean activation
value for each layer and can be interpreted either as inhibitory neurons or simply
as a way to equalize activations numerically. Additionally, an L1 penalty on the
activations with a coefficient of 0.001 was added to the cost function during pre-
training and fine-tuning in order to increase the amount of sparsity in the learned
representations.
Main results Table 6.1 summarizes the results on networks of 3 hidden layers of
1000 hidden units each, comparing all the neuron types i on all the datasets, with
i. We also tested a rescaled version of the LIF and max(tanh(x), 0) as activation functions.
We obtained worse generalization performance than those of Table 6.1, and chose not to report
them.
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Figure 6.3 – Influence of final sparsity on accuracy. 200 randomly initialized deep
rectifier networks were trained on MNIST with various L1 penalties (from 0 to 0.01) to
obtain different sparsity levels. Results show that enforcing sparsity of the activation does
not hurt final performance until around 85% of true zeros.
or without unsupervised pre-training. In the latter case, the supervised training
phase has been carried out using the same experimental setup as the one described
above for fine-tuning. The main observations we make are the following:
– Despite the hard threshold at 0, networks trained with the rectifier activation
function can find local minima of greater or equal quality than those obtained
with its smooth counterpart, the softplus. On NORB, we tested a rescaled ver-
sion of the softplus defined by 1
α
softplus(αx), which allows to interpolate in
a smooth manner between the softplus (α = 1) and the rectifier (α =∞). We
obtained the following α/test error couples: 1/17.68%, 1.3/17.53%, 2/16.9%,
3/16.66%, 6/16.54%, ∞/16.40%. There is no trade-off between those acti-
vation functions. Rectifiers are not only biologically plausible, they are also
computationally efficient.
– There is almost no improvement when using unsupervised pre-training with
rectifier activations, contrary to what is experienced using tanh or softplus.
Purely supervised rectifier networks remain competitive on all 4 datasets,
even against the pretrained tanh or softplus models.
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– Rectifier networks are truly deep sparse networks. There is an average exact
sparsity (fraction of zeros) of the hidden layers of 83.4% on MNIST, 72.0% on
CIFAR10, 68.0% on NISTP and 73.8% on NORB. Figure 6.3 provides a better
understanding of the influence of sparsity. It displays the MNIST test error of
deep rectifier networks (without pre-training) according to different average
sparsity obtained by varying the L1 penalty on the activations. Networks
appear to be quite robust to it as models with 70% to almost 85% of true
zeros can achieve similar performances.
With labeled data, deep rectifier networks appear to be attractive models. They
are biologically credible, and, compared to their standard counterparts, do not seem
to depend as much on unsupervised pre-training, while ultimately yielding sparse
representations.
This last conclusion is slightly different from those reported in (Nair and Hin-
ton, 2010) in which is demonstrated that unsupervised pre-training with Restricted
Boltzmann Machines and using rectifier units is beneficial. In particular, the paper
reports that pre-trained rectified Deep Belief Networks can achieve a test error on
NORB below 16%. However, we believe that our results are compatible with those:
we extend the experimental framework to a different kind of models (stacked de-
noising auto-encoders) and different datasets (on which conclusions seem to be dif-
ferent). Furthermore, note that our rectified model without pre-training on NORB
is very competitive (16.4% error) and outperforms the 17.6% error of the non-
pretrained model from Nair and Hinton (2010), which is basically what we find
with the non-pretrained softplus units (17.68% error).
Semi-supervised setting Figure 6.4 presents results of semi-supervised exper-
iments conducted on the NORB dataset. We vary the percentage of the original
labeled training set which is used for the supervised training phase of the recti-
fier and hyperbolic tangent networks and evaluate the effect of the unsupervised
pre-training (using the whole training set, unlabeled). Confirming conclusions of
Erhan et al. (2010), the network with hyperbolic tangent activations improves with
unsupervised pre-training for any labeled set size (even when all the training set is
labeled).
However, the picture changes with rectifying activations. In semi-supervised se-
tups (with few labeled data), the pre-training is highly beneficial. But the more the
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labeled set grows, the closer the models with and without pre-training. Eventually,
when all available data is labeled, the two models achieve identical performance.
Rectifier networks can maximally exploit labeled and unlabeled information.
Figure 6.4 – Effect of unsupervised pre-training. On NORB, we compare hyperbolic
tangent and rectifier networks, with or without unsupervised pre-training, and fine-tune
only on subsets of increasing size of the training set.
6.4.2 Sentiment Analysis
Nair and Hinton (2010) also demonstrated that rectifier units were efficient
for image-related tasks. They mentioned the intensity equivariance property (i.e.
without bias parameters the network function is linearly variant to intensity changes
in the input) as argument to explain this observation. This would suggest that
rectifying activation is mostly useful to image data. In this section, we investigate
on a different modality to cast a fresh light on rectifier units.
A recent study (Zhou et al., 2010) shows that Deep Belief Networks with binary
units are competitive with the state-of-the-art methods for sentiment analysis. This
indicates that deep learning is appropriate to this text task which seems therefore
ideal to observe the behavior of rectifier units on a different modality, and provide
a data point towards the hypothesis that rectifier nets are particarly appropriate
for sparse input vectors, such as found in NLP. Sentiment analysis is a text mining
area which aims to determine the judgment of a writer with respect to a given topic
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Table 6.2 – Examples of restaurant reviews from www.opentable.com dataset. The
learner must predict the related rating on a 5 star scale (right column).
Customer’s review: Rating
“Overpriced, food small portions, not well described on menu.” ⋆
“Food quality was good, but way too many flavors and textures
going on in every single dish. Didn’t quite all go together.” ⋆⋆
“Calameri was lightly fried and not oily—good job—they need to
learn how to make desserts better as ours was frozen.” ⋆ ⋆ ⋆
“The food was wonderful, the service was excellent and it was a
very vibrant scene. Only complaint would be that it was a bit noisy.” ⋆ ⋆ ⋆⋆
“We had a great time there for Mother’s Day. Our server was great !
Attentive, funny and really took care of us !” ⋆ ⋆ ⋆ ⋆ ⋆
(see (Pang and Lee, 2008) for a review). The basic task consists in classifying the
polarity of reviews either by predicting whether the expressed opinions are positive
or negative, or by assigning them star ratings on either 3, 4 or 5 star scales.
Following a task originally proposed by Snyder and Barzilay (2007), our data
consists of restaurant reviews which have been extracted from the restaurant review
site www.opentable.com. We have access to 10,000 labeled and 300,000 unlabeled
training reviews, while the test set contains 10,000 examples. The goal is to predict
the rating on a 5 star scale and performance is evaluated using Root Mean Squared
Error (RMSE). i Table 6.2 displays some samples of the dataset. The review text
is treated as a bag of words and transformed into binary vectors encoding the
presence/absence of terms. For computational reasons, only the 5000 most frequent
terms of the vocabulary are kept in the feature set. ii The resulting preprocessed
data is very sparse: 0.6% of non-zero features on average. Unsupervised pre-training
of the networks employs both labeled and unlabeled training reviews while the
supervised fine-tuning phase is carried out by 10-fold cross-validation on the labeled
i. Even though our tasks are identical, our database is much larger than the one of (Snyder
and Barzilay, 2007).
ii. Preliminary experiments suggested that larger vocabulary sizes did not markedly change
results.
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training examples.
The model are stacked denoising auto-encoders, with 1 or 3 hidden layers of 5000
hidden units and rectifier or tanh activation, which are trained in a greedy layer-
wise fashion. Predicted ratings are defined by the expected star value computed
using multiclass (multinomial, softmax) logistic regression output probabilities. For
rectifier networks, when a new layer is stacked, activation values of the previous
layer are scaled within the interval [0,1] and a sigmoid reconstruction layer with a
cross-entropy cost is used. We also add an L1 penalty to the cost during pre-training
and fine-tuning. Because of the binary input, we use a “salt and pepper noise” (i.e.
masking some inputs by zeros and others by ones) for unsupervised training of
the first layer. A zero masking (as in (Vincent et al., 2008)) is used for the higher
layers. We selected the noise level based on the classification performance, other
hyperparameters are selected according to the reconstruction error.
Table 6.3 – Test RMSE and sparsity level obtained by 10-fold cross-validation on
OpenTable data.
Network RMSE Sparsity
No hidden layer 0.885 ± 0.006 99.4% ± 0.0
Rectifier (1-layer) 0.807 ± 0.004 28.9% ± 0.2
Rectifier (3-layers) 0.746 ± 0.004 53.9% ± 0.7
Tanh (3-layers) 0.774 ± 0.008 00.0% ± 0.0
Results are displayed in Table 6.3. Interestingly, the RMSE significantly de-
creases as we add hidden layers to the rectifier neural net. These experiments
confirm that rectifier networks improve after an unsupervised pre-training phase in
a semi-supervised setting: with no pre-training, the 3-layers model can not obtain
a RMSE lower than 0.833. Additionally, although we can not replicate the original
very high degree of sparsity of the training data, the 3-layers network can still at-
tain an overall sparsity of more than 50%. Finally, on data with these particular
properties (binary, high sparsity), the 3-layers network with tanh activation func-
tion (which has been learnt with the exact same pre-training+fine-tuning setup)
is clearly outperformed. The sparse behavior of the deep rectifier network seems
particularly suitable in this case, because the raw input is very sparse and varies
in its number of non-zeros. The latter can also be achieved with sparse internal
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representations, not with dense ones.
Since no result has ever been published on the OpenTable data, we applied our
model on the Amazon sentiment analysis benchmark (Blitzer et al., 2007) in order
to assess the quality of our network with respect to literature methods. This dataset
proposes reviews of 4 kinds of Amazon products, for which the polarity (positive or
negative) must be predicted. We followed the experimental setup defined by Zhou
et al. (2010). In their paper, the best model achieves a test accuracy of 73.72% (on
average over the 4 kinds of products) where our 3-layers rectifier network obtains
78.95%.
6.5 Conclusion
Sparsity and neurons operating mostly in a linear regime can be brought to-
gether in more biologically plausible deep neural networks. Rectifier units help to
bridge the gap between unsupervised pre-training and no pre-training, which sug-
gests that they may help in finding better minima during training. This finding has
been verified for four image classification datasets of different scales and all this in
spite of their inherent problems, such as zeros in the gradient, or ill-conditioning of
the parametrization. Rather sparse networks are obtained (from 50 to 80% sparsity
for the best generalizing models, whereas the brain is hypothesized to have 95% to
99% sparsity), which may explain some of the benefit of using rectifiers.
Furthermore, rectifier activation functions have shown to be remarkably adapted
to sentiment analysis, a text-based task with a very large degree of data sparsity.
This promising result tends to indicate that deep sparse rectifier networks are not
only beneficial to image classification tasks and might yield powerful text mining
tools in the future.
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Xavier Glorot, Antoine Bordes and Yoshua Bengio. Domain Adap-
tation for Large-Scale Sentiment Classification: A Deep Learning Ap-
proach, in: Proceedings of the Twenty-eight International Conference on Machine
Learning (ICML), pages 97-110, 2011
7.1 Contexte
Dans le contexte du traitement des langues naturelles, la notion de domaine,
que nous avons pre´sente´ a` la section 1.6.3, reveˆt une importance particulie`re. En
effet, suivant la langue, le sujet ou l’auteur du texte, des phrases ayant le meˆme sens
peuvent prendre des formes diffe´rentes. L’e´tiquetage des donne´es e´tant couˆteux, il
est primordial de pouvoir transfe´rer l’apprentissage d’un domaine a` un autre.
Dans le cas ge´ne´ral d’un support partiellement partage´, l’apprentissage d’une
repre´sentation commune aux deux domaines est une solution privile´gie´e. Cepen-
dant, les solutions qui existaient au moment de l’e´criture de l’article utilisaient
des mode`les line´aires et e´taient de´ploye´es sur des petits ensembles de donne´es (de
l’ordre de 20k exemples) alors qu’en pratique, il est possible d’acce´der a` beaucoup
plus.
Il e´tait donc inte´ressant de de´velopper une solution permettant d’utiliser une
grande quantite´ de donne´es non-supervise´es, provenant possiblement de plusieurs
domaines diffe´rents (et pas seulement des domaines source et cible) pour ame´liorer
les performances en transfert et nous approcher du contexte d’une application in-
dustrielle re´elle. Nous voulions e´galement nous affranchir d’une capacite´ line´aire en
utilisant les mode`les non-line´aires utilise´s pour le pre´-entraˆınement des architec-
tures profondes.
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7.2 Contribution
Suite au succe`s des DAEs sur la taˆche de l’analyse de sentiment, pre´sente´ au
chapitre 6, nous avons de´cide´ avec Antoine Bordes de tester ces repre´sentations pour
l’adaptation de domaine. Ce dernier a pre´-traite´ les donne´es et effectue´ l’e´valuation
des T-SVM. De mon coˆte´, j’ai re´alise´ toutes les autres expe´riences. L’hypothe`se
du de´meˆlement des facteurs de variations du domaine et du sentiment, ainsi que
l’expe´rience pour le mettre en e´vidence sont ma contribution. Il en est de meˆme
des diffe´rentes mesures pour quantifier les performances en transfert. L’e´criture de
l’article s’est faite conjointement avec Antoine Bordes. Yoshua Bengio a participe´
au de´veloppement des ide´es.
7.3 Impact
A` notre connaissance, ce papier est encore de nos jours l’e´tat-de-l’art sur cet en-
semble de donne´es. Suite a` cette e´tude, plusieurs travaux ont utilise´s des me´thodes
similaires pour l’adaptation de domaine pour d’autres modalite´es, comme le traite-
ment de la parole (Deng et al., 2014; Zhang and Wu, 2013) et la reconnaissance
d’objets (Ghifary et al., 2014).
Chen et al. (2012) a reproduit les re´sultats de notre e´tude en simplifiant de
manie`re importante l’algorithme d’apprentissage. Afin de de´montrer la force de
notre me´thode, nous avons effectue´ une expe´rience supple´mentaire en entraˆınant
un mode`le utilisant 25000 entre´es sur le grand Amazon, nous avons ensuite de´ploye´
ce dernier sur le petit Amazon et nous avons constate´ que le mode`le pouvait tirer
parti d’encore plus de donne´es comme le montre la figure 7.1, obtenant meˆme un
ratio de transfert proche de 1.
L’avantage du de´meˆlement partiel des facteurs de variations pour l’adaptation
de domaine est aussi un re´sultat important. Sa mise en e´vidence pour des algo-
rithmes d’entraˆınement non-supervise´ ge´ne´riques nous encourage dans cette voie.
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Figure 7.1 – Ratio de transfert sur le petit Amazon, SDAsh est la solution de l’article, SDAall
est entraˆıne´ sur le grand Amazon avec 5000 dimensions, et SDAall25k avec 25000 dimensions.
70
8❉♦♠❛✐♥ ❆❞❛♣t❛t✐♦♥ ❢♦r
▲❛r❣❡✲❙❝❛❧❡ ❙❡♥t✐♠❡♥t
❈❧❛ss✐✜❝❛t✐♦♥✿ ❆ ❉❡❡♣
▲❡❛r♥✐♥❣ ❆♣♣r♦❛❝❤
Abstract
The exponential increase in the availability of online reviews and recommenda-
tions makes sentiment classification an interesting topic in academic and industrial
research. Reviews can span so many different domains that it is difficult to gather
annotated training data for all of them. Hence, this paper studies the problem of
domain adaptation for sentiment classifiers, hereby a system is trained on labeled
reviews from one source domain but is meant to be deployed on another. We pro-
pose a deep learning approach which learns to extract a meaningful representation
for each review in an unsupervised fashion. Sentiment classifiers trained with this
high-level feature representation clearly outperform state-of-the-art methods on a
benchmark composed of reviews of 4 types of Amazon products. Furthermore, this
method scales well and allowed us to successfully perform domain adaptation on a
larger industrial-strength dataset of 22 domains.
8.1 Introduction
With the rise of social media such as blogs and social networks, reviews, ratings
and recommendations are rapidly proliferating ; being able to automatically filter
them is a current key challenge for businesses looking to sell their wares and iden-
tify new market opportunities. This has created a surge of research in sentiment
classification (or sentiment analysis), which aims to determine the judgment of a
writer with respect to a given topic based on a given textual comment. Sentiment
analysis is now a mature machine learning research topic, as illustrated with this
review Pang and Lee (2008). Applications to many different domains have been
presented, ranging from movie reviews Pang et al. (2002) and congressional floor
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debates Thomas et al. (2006) to product recommendations Snyder and Barzilay
(2007); Blitzer et al. (2007).
This large variety of data sources makes it difficult and costly to design a robust
sentiment classifier. Indeed, reviews deal with various kinds of products or services
for which vocabularies are different. For instance, consider the simple case of train-
ing a system analyzing reviews about only two sorts of products: kitchen appliances
and DVDs. One set of reviews would contain adjectives such as “malfunctioning”,
“reliable” or “sturdy”, and the other “thrilling”, “horrific” or “hilarious”, etc. There-
fore, data distributions are different across domains. One solution could be to learn
a different system for each domain. However, this would imply a huge cost to anno-
tate training data for a large number of domains and prevent us from exploiting the
information shared across domains. An alternative strategy, evaluated here, consists
in learning a single system from the set of domains for which labeled and unlabeled
data are available and then apply it to any target domain (labeled or unlabeled).
This only makes sense if the system is able to discover intermediate abstractions
that are shared and meaningful across domains. This problem of training and test-
ing models on different distributions is known as domain adaptation (Daume´ III
and Marcu, 2006).
In this paper, we propose a Deep Learning approach for the problem of domain
adaptation of sentiment classifiers. The promising new area of Deep Learning has
emerged recently ; see Bengio (2009) for a review. Deep Learning is based on al-
gorithms for discovering intermediate representations built in a hierarchical
manner. Deep Learning relies on the discovery that unsupervised learning could be
used to set each level of a hierarchy of features, one level at a time, based on the
features discovered at the previous level. These features have successfully been used
to initialize deep neural networks Hinton and Salakhutdinov (2006); Hinton et al.
(2006); Bengio et al. (2007). Imagine a probabilistic graphical model in which we
introduce latent variables which correspond to the true explanatory factors of the
observed data. It is likely that answering questions and learning dependencies in
the space of these latent variables would be easier than answering questions about
the raw input. A simple linear classifier or non-parametric predictor trained from
as few as one or a few examples might be able to do the job. The key to achieving
this is learning better representations, mostly from unlabeled data: how this is done
is what differentiates Deep Learning algorithms.
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The Deep Learning system we introduce in Section 8.3 is designed to use un-
labeled data to extract high-level features from reviews. We show in Section 10.5
that sentiment classifiers trained with these learnt features can: (i) surpass state-
of-the-art performance on a benchmark of 4 kinds of products and (ii) successfully
perform domain adaptation on a large-scale data set of 22 domains, beating all of
the baselines we tried.
8.2 Domain Adaptation
Domain adaptation considers the setting in which the training and testing data
are sampled from different distributions. Assume we have two sets of data: a source
domain S providing labeled training instances and a target domain T providing
instances on which the classifier is meant to be deployed. We do not make the
assumption that these are drawn from the same distribution, but rather that S is
drawn from a distribution pS and T from a distribution pT . The learning problem
consists in finding a function realizing a good transfer from S to T i.e. it is trained
on data drawn from pS and generalizes well on data drawn from pT .
Deep Learning algorithms learns intermediate concepts between raw input and
target. Our intuition for using it in this setting is that these intermediate con-
cepts could yield better transfer across domains. Suppose for example that these
intermediate concepts indirectly capture things like product quality, product price,
customer service, etc. Some of these concepts are general enough to make sense
across a wide range of domains (corresponding to products or services, in the case
of sentiment analysis). Because the same words or tuples of words may be used
across domains to indicate the presence of these higher-level concepts, it should
be possible to discover them. Furthermore, because Deep Learning exploits unsu-
pervised learning to discover these concepts, one can exploit the large amounts
of unlabeled data across all domains to learn these intermediate representations.
Here, as in many other Deep Learning approaches, we do not engineer what these
intermediate concepts should be, but instead use generic learning algorithms to
discover them.
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8.2.1 Related Work
Learning setups relating to domain adaptation have been proposed before and
published under different names. Daume´ III and Marcu (2006) formalized the prob-
lem and proposed an approach based on a mixture model. A general way to address
domain adaptation is through instance weighting, in which instance-dependent
weights are added to the loss function Jiang and Zhai (2007). Another solution
to domain adaptation can be to transform the data representations of the source
and target domains so that they present the same joint distribution of observations
and labels. Ben-David et al. (2007) formally analyze the effect of representation
change for domain adaptation while Blitzer et al. (2006) propose the Structural
Correspondence Learning (SCL) algorithm that makes use of the unlabeled data
from the target domain to find a low-rank joint representation of the data.
Finally, domain adaptation can be simply treated as a standard semi-supervised
problem by ignoring the domain difference and considering the source instances as
labeled data and the target ones as unlabeled data Dai et al. (2007). In that case, the
framework is very close to that of self-taught learning (Raina et al., 2007), in which
one learns from labeled examples of some categories as well as unlabeled examples
from a larger set of categories. The approach of Raina et al. (2007) relies crucially
on the unsupervised learning of a representation, like the approach proposed here.
8.2.2 Applications to Sentiment Classification
Sentiment analysis and domain adaptation are closely related in the literature,
and many works have studied domain adaptation exclusively for sentiment analysis.
Among those, a large majority propose experiments performed on the benchmark
made of reviews of Amazon products gathered by Blitzer et al. (2007).
Amazon data The data set proposes more than 340,000 reviews regarding 22
different product types i and for which reviews are labeled as either positive or
negative. As detailed in Table 8.1 (top), there is a vast disparity between domains
in the total number of instances and in the proportion of negative examples.
i. The data are available from http://www.cs.jhu.edu/~mdredze/datasets/sentiment/. It
is actually composed of 25 domains but we removed 3 of them which were very small (less than
400 instances in total).
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Since this data set is heterogeneous, heavily unbalanced and large-scale, a
smaller and more controlled version has been released. The reduced data set con-
tains 4 different domains: Books, DVDs, Electronics and Kitchen appliances. There
are 1000 positive and 1000 negative instances for each domain, as well as a few
thousand unlabeled examples. The positive and negative examples are also exactly
balanced (see the bottom section of Table 8.1 for details). This latter version is
used as a benchmark in the literature. To the best of our knowledge, this paper
will contain the first published results on the large Amazon dataset.
Compared Methods In the original paper regarding the smaller 4-domain bench-
mark dataset, Blitzer et al. (2007) adapt Structural Correspondence Learning
(SCL) for sentiment analysis. Li and Zong (2008) propose the Multi-label Con-
sensus Training (MCT) approach which combines several base classifiers trained
with SCL. Pan et al. (2010) first use a Spectral Feature Alignment (SFA) algo-
rithm to align words from different source and target domains to help bridge the
gap between them. These 3 methods serve as comparisons in our empirical evalu-
ation.
8.3 Deep Learning Approach
8.3.1 Background
If Deep Learning algorithms are able to capture, to some extent, the underly-
ing generative factors that explain the variations in the input data, what is really
needed to exploit that ability is for the learned representations to help in disentan-
gling the underlying factors of variation. The simplest and most useful way
this could happen is if some of the features learned (the individual elements of the
learned representation) are mostly related to only some of these factors, perhaps
only one. Conversely, it would mean that such features would have invariant prop-
erties, i.e., they would be highly specific in their response to a subset (maybe only
one) of these factors of variation and insensitive to the others. This hypothesis was
tested by Goodfellow et al. (2009), for images and geometric invariances associated
with movements of the camera.
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It is interesting to evaluate Deep Learning algorithms on sentiment analysis
for several reasons. First, if they can extract features that somewhat disentan-
gle the underlying factors of variation, this would likely help to perform transfer
across domains, since we expect that there exist generic concepts that character-
ize product reviews across many domains. Second, for our Amazon datasets, we
know some of these factors (such as whether or not a review is about a particular
product, or is a positive appraisal for that product), so we can use this knowledge
to quantitatively check to what extent they are disentangled in the learned repre-
sentation: domain adaptation for sentiment analysis becomes a medium for better
understanding deep architectures. Finally, even though Deep Learning algorithms
have not yet been evaluated for domain adaptation of sentiment classifiers, several
very interesting results have been reported on other tasks involving textual data,
beating the previous state-of-the-art in several cases (Salakhutdinov and Hinton,
2007; Collobert and Weston, 2008; Ranzato et al., 2007).
8.3.2 Stacked Denoising Auto-encoders
The basic framework for our models is the Stacked Denoising Auto-encoder (Vin-
cent et al., 2008). An auto-encoder is comprised of an encoder function h(·) and
a decoder function g(·), typically with the dimension of h(·) smaller than that
of its argument. The reconstruction of input x is given by r(x) = g(h(x)), and
auto-encoders are typically trained to minimize a form of reconstruction error
loss(x, r(x)). Examples of reconstruction error include the squared error, or like
here, when the elements of x or r(x) can be considered as probabilities of a dis-
crete event, the Kullback-Liebler divergence between elements of x and elements
of r(x). When the encoder and decoder are linear and the reconstruction error is
quadratic, one recovers in h(x) the space of the principal components (PCA) of
x. Once an auto-encoder has been trained, one can stack another auto-encoder
on top of it, by training a second one which sees the encoded output of the first
one as its training data. Stacked auto-encoders were one of the first methods for
building deep architectures (Bengio et al., 2007), along with Restricted Boltzmann
Machines (RBMs) (Hinton et al., 2006). Once a stack of auto-encoders or RBMs
has been trained, their parameters describe multiple levels of representation for x
and can be used to initialize a supervised deep neural network Bengio (2009) or
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directly feed a classifier, as we do in this paper.
An interesting alternative to the ordinary auto-encoder is the Denoising Auto-
encoder (Vincent et al., 2008) or DAE, in which the input vector x is stochastically
corrupted into a vector x˜, and the model is trained to denoise, i.e., to minimize
a denoising reconstruction error loss(x, r(x˜)). Hence the DAE cannot simply copy
its input x˜ in its code layer h(x˜), even if the dimension of h(x˜) is greater than
that of x˜. The denoising error can be linked in several ways to the likelihood of a
generative model of the distribution of the uncorrupted examples x Vincent (2011).
8.3.3 Proposed Protocol
In our setting we have access to unlabeled data from various domains, and to
the labels for one source domain only. We tackle the problem of domain adaptation
for sentiment classifiers with a two-step procedure.
First, a higher-level feature extraction is learnt in an unsupervised fashion from
the text reviews of all the available domains using a Stacked Denoising Auto-
encoder (SDA) with rectifier units (i.e. max(0, x)) for the code layer. RBMs with
(soft) rectifier units have been introduced in Nair and Hinton (2010). We have
used such units because they have been shown to outperform other non-linearities
on a sentiment analysis task (Glorot et al., 2011). The SDA is learnt in a greedy
layer-wise fashion using stochastic gradient descent. For the first layer, the non-
linearity of the decoder is the logistic sigmoid, the corruption process is a masking
noise (i.e. each active input has a probability P to be set to 0) i and the training
criterion is the Kullback-Liebler divergence. The rectifier non-linearity is too hard
to be used on “output” units: reconstruction error gradients would not flow if the
reconstruction was 0 (argument of the rectifier is negative) when the target is
positive. For training the DAEs of upper layers, we use the softplus activation
function (i.e. log(1+ exp(x)), a smooth version of the rectifier) as non-linearity for
the decoder output units. We also use the squared error as reconstruction error
criterion and a Gaussian corruption noise, which is added before the rectifier non-
linearity of the input layer in order to keep the sparsity of the representation.
The code layer activations (after the rectifier), at different depths, define the new
representations
i. We also tried to set inactive inputs to 1 with a different probability but we did not observe
any improvement.
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In a second step, a linear classifier is trained on the transformed labeled data of
the source domain. Support Vector Machines (SVM) being known to perform well
on sentiment classification (Pang et al., 2002), we use a linear SVM with squared
hinge loss. This classifier is eventually tested on the target domain(s).
8.3.4 Discussion
The previous protocol exhibits appealing properties for domain adaptation of
sentiment classifiers.
Existing domain adaptation methods for sentiment analysis focus on the infor-
mation from the source and target distributions, whereas the SDA unsupervised
learning can use data from other domains, sharing the representation across all
those domains. This also reduces the computation required to transfer to several
domains because a single round of unsupervised training is required, and allows us
to scale well with large amount of data and consider real-world applications.
The code learned by the SDA is a non-linear mapping of the input and can
therefore encode complex data variations. To the best of our knowledge, existing
domain adaptation methods for sentiment analysis map inputs into a new or an
augmented space using only linear projections. Furthermore, rectifier non-linearities
have the the nice ability to naturally provide sparse representations (with exact
zeros) for the code layer, which are well suited to linear classifiers and are efficient
with respect to computational cost and memory use.
8.4 Empirical Evaluation
8.4.1 Experimental Setup
For both data sets, the preprocessing corresponds to the setting of (Blitzer et al.,
2007): each review text is treated as a bag-of-words and transformed into binary
vectors encoding the presence/absence of unigrams and bigrams. For computational
reasons, only the 5000 most frequent terms of the vocabulary of unigrams and
bigrams are kept in the feature set. We use the train/test splits given in Table 8.1.
For all experiments, the baseline is a linear SVM trained on the raw data whereas
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Figure 8.1 – Transfer losses on the Amazon benchmark of 4 domains: Kitchen(K),
Electronics(E), DVDs(D) and Books(B). All methods are trained on the labeled set of
one domain and evaluated on the test sets of the others. SDAsh outperforms all others
on 11 out of 12 cases.
Figure 8.2 – Left: Transfer ratios on the Amazon benchmark. Both SDA-based sys-
tems outperforms the rest even if SDAsh is better. Right: Proxy A-distances between
domains of the Amazon benchmark for the 6 different pairs. Transforming data with
SDAsh increases the proxy A-distance.
79
our method, denoted SDAsh, corresponds to the same kind of SVM but trained and
tested on data for which features have been transformed by the system described
in Section 8.3. The hyper-parameters of all SVMs are chosen by cross-validation on
the training set.
For SDAsh, we explored an extensive set of hyper-parameters: a masking noise
probability in {0.0, 0.3, 0.5, 0.6, 0.7, 0.8, 0.9}, (its optimal value was usually high:
0.8) ; a Gaussian noise standard deviation for upper layers in {0.01, 0.1, 0.25, 0.5, 1} ;
a size of hidden layers in {1000, 2500, 5000}, (5000 always gave the best perfor-
mance) ; a L1 regularization penalty on the activations in {0.0, 10−8, 10−5, 10−3, 10−2} ;
a learning rate in {10−4, 10−3, 10−2, 10−1}. All values were selected w.r.t. the aver-
aged in-domain validation error. All algorithms were implemented using the Theano
library (Bergstra et al., 2010).
8.4.2 Metrics
We denote by e(S, T ), the transfer error, defined as the test error obtained
by a method trained on the source domain S and tested on the target domain T
(e(T, T ) is termed the in-domain error). The main point of comparison in domain
adaptation is the baseline in-domain error, denoted eb(T, T ), which corresponds to
the test error obtained by the baseline method, i.e. a linear SVM on raw features
trained and tested on the raw features of the target domain.
With these definitions, we can define the standard domain adaptation metric:
the transfer loss t. It is the difference between the transfer error and the in-domain
baseline error i.e. t(S, T ) = e(S, T ) − eb(T, T ) for a source domain S and a target
domain T .
Unfortunately, when one deals with a large number of heterogeneous domains
with different difficulties (as with the large Amazon data), the transfer loss is not
satisfactory. In addition, taking its mean over all possible couples of source-target
domains is uninformative. Hence, we also introduce the following metrics:
– Transfer ratio Q: it also characterizes the transfer but is defined by replacing
the difference by a quotient in t because this is less sensitive to important
variations of in-domain errors, and thus more adapted to averaging. We report
its mean over all source-target couples of the data set: Q = 1
n
∑
(S,T )S 6=T
e(S,T )
eb(T,T )
(with n the number of couples (S, T ) with S 6= T ).
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– In-domain ratio I: some domain adaptation methods, like ours, transform
the feature representation of all the domains, including the source. Thus in-
domain errors of such methods are different from those of the baseline. The
in-domain ratio measures this and is defined by: I = 1
m
∑
S
e(T,T )
eb(T,T )
(with m
the total number of domains).
8.4.3 Benchmark Experiments
On the benchmark of 4 domains, we compare our domain adaptation protocol
with the 3 methods from the literature introduced in Section 8.2.2: SCL, SFA and
MCT. We report the results from the original papers, which have been obtained
using the whole feature vocabulary and on different splits, but of identical sizes as
ours. From our experience, results are consistent whatever the train/test splits as
long as set sizes are preserved. Hence, one can check that all baselines achieve similar
performances. We also report results obtained by a Transductive SVM (Sindhwani
and Keerthi, 2006) trained in a standard semi-supervised setup: the training set of
the source domain is used as labeled set, and the training set of the other domains
as the unlabeled set. i On this data set with a relatively small number of training
instances, our unsupervised feature extractor is made of a single layer of 5000 units.
Main results Figure 8.1 depicts the transfer loss for all methods and for all
source-target domain pairs. The best transfer is achieved by the SVM trained on
our transformed features in 11 out of 12 cases (SCL is only slightly better in Kitchen
→ Electronics) and significantly better for 8 cases. Interestingly, for each target
domain, there is one case of negative transfer loss for SDAsh: an SVM trained on a
different domain can outperform an SVM trained on the target domain because of
the quality of our features.
Figure 8.2 (left) depicts the transfer ratio for the same methods plus the trans-
ductive SVM (T-SVM) and a second version of our system denoted SDA. Contrary
to SDAsh, the unsupervised training of SDA has not been performed on all the
available domains but on couples, as does SCL: for instance, to transfer from Books
to DVD, the feature extractor of SDA is trained on reviews from these 2 domains
i. Non-linear models (MLPs) were also investigated, with a similar protocol as presented in
Section 8.4.4, but they did not reach the performance in transfer of the baseline. We believe this
is due to the small training set size.
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Figure 8.3 – Transfer ratios according to in-domain ratios on the large-scale Amazon
data. Systems based on SDAsh are better for both metrics and depth helps.
only. The transfer ratio for SDA being higher than for SDAsh, we can conclude
that sharing the unsupervised pre-training across all domains (even on those which
are not directly concerned) is beneficial, as expected. Figure 8.2 also shows that
the combination of an unsupervised and a supervised phase performed by SDAsh
(and SDA) outperforms the pure semi-supervised T-SVM. In term of absolute clas-
sification performance, we obtained the following averaged transfer generalization
errors: Baseline - 24.3%, SFA - 21.3%, SDAsh - 16.7%.
A-distance The A-distance is a measure of similarity between two probability
distributions. Ben-David et al. (2007) showed that the A-distance between the
source and target distributions is a crucial part of an upper generalization bound
for domain adaptation. They hypothesized that it should be difficult to discriminate
between the source and target domains in order to have a good transfer between
them, because this would imply similar feature distributions. In practice, computing
the exact A-distance is impossible and one has to compute a proxy. Hence, we
measured the generalization error ǫ of a linear SVM classifier trained to discriminate
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between two domains. Our proxy for the A-distance is then defined as dˆA = 2(1−
2ǫ).
Figure 8.2 (right) reports the results for each pair of domains. Surprisingly, dˆA
is increased in the new feature space: domain recognition is improved by the un-
supervised feature extraction of SDAsh. Consequently, following Ben-David et al.
(2007), the representation of SDAsh should hurt transfer, but we also observe an im-
provement (see Figure 8.1). An explanation could be that the unsupervised feature
extraction disentangles domain specific and sentiment polarity information.
To test this hypothesis, we trained an L1-regularized SVM to select the most
relevant features on 6 domain recognition tasks (one per domain pair), and 5 senti-
ment analysis tasks (one per domain plus all domains together). Figure 8.4 shows
a histogram of the number of tasks associated with individual features, separated
into the number of domain vs sentiment tasks. The color level at coordinate (n,m)
indicates the number of features that have been re-used for n sentiment analysis
tasks and for m domain recognition tasks. Comparing graphs obtained using raw
data and data transformed by the SDAsh confirms our hypothesis: relevant features
for domain recognition and sentiment analysis are far less overlapping in the latter
case. Indeed, a complete feature disentangling would lead to a graph for which only
the first column and the bottom line would be colored, indicating that each feature
is either used for domain recognition or for sentiment classification, but not both.
Transforming raw data with SDAsh brings features closer to that pattern.
8.4.4 Large-Scale Experiments
We now present results obtained on the larger version of the data. These con-
ditions are more realistic and a better representation of the real-world than those
of the previous experiments: more domains with different and larger sizes, differ-
ent ratios between positive and negative examples, etc. We compare 3 methods in
addition to the baseline: our feature extractor with either one (SDAsh1) or 3 layers
(SDAsh3) of 5000 units, and a multi-layer perceptron (MLP) with the following
architecture: a softmax logistic regression on top of one hidden layer with 5000
hyperbolic tangent units.
Figure 8.3 presents the transfer ratio of each model according to their in-domain
ratio. Those results correspond to the following averaged transfer generalization
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Figure 8.4 – L1 feature selection on the Amazon benchmark. Both graphs depict the
number of tasks of domain recognition (x-axis) and sentiment analysis (y-axis) in which
a feature is re-used by L1-classifiers trained on raw features (left) or features transformed
by SDAsh. (right). See Section 8.4.3 for details.
errors: (Baseline) - 14.5%, (MLP) - 13.9%, (SDAsh1) - 11.5% and (SDAsh3) - 10.9%.
Despite the large number of domains and their heterogeneity, there is a significant
improvement for both SDA systems. The performance of the MLP shows that the
non-linearity helps but is not sufficient to gather all necessary information from
data: one needs an unsupervised phase which can encompass data from all domains.
One can also verify that, on this large-scale problem, a single layer is not enough
to reach optimal performance. Stacking 3 layers yields the best representation from
the data. It is worth noting that the improvement of SDAsh3 compared to the
baseline is higher on the y-axis than on the x-axis: the representation learnt by
SDAsh3 is more beneficial for transfer than in-domain and is thus truly tailored to
domain adaptation.
8.5 Conclusion
This paper has demonstrated that a Deep Learning system based on Stacked
Denoising Auto-Encoders with sparse rectifier units can perform an unsupervised
feature extraction which is highly beneficial for the domain adaptation of sentiment
classifiers. Indeed, our experiments have shown that linear classifiers trained with
this higher-level learnt feature representation of reviews outperform the current
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state-of-the-art. Furthermore, we have been able to successfully perform domain
adaptation on an industrial-scale dataset of 22 domains, where we significantly
improve generalization over the baseline and over a similarly structured but purely
supervised alternative.
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Table 8.1 – Amazon data statistics. This table depicts the number of training, testing
and unlabeled examples for each domain, as well as the portion of negative training
examples for both versions of the data set.
Domain Train size Test size Unlab. size % Neg. ex
Complete (large-scale) data set
Toys 6318 2527 3791 19.63%
Software 1032 413 620 37.77%
Apparel 4470 1788 2682 14.49%
Video 8694 3478 5217 13.63%
Automotive 362 145 218 20.69%
Books 10625 10857 32845 12.08%
Jewelry 982 393 589 15.01%
Grocery 1238 495 743 13.54%
Camera 2652 1061 1591 16.31%
Baby 2046 818 1227 21.39%
Magazines 1195 478 717 22.59%
Cell 464 186 279 37.10%
Electronics 10196 4079 6118 21.94%
DVDs 10625 9218 26245 14.16%
Outdoor 729 292 437 20.55%
Health 3254 1301 1952 21.21%
Music 10625 24872 88865 8.33%
Videogame 720 288 432 17.01%
Kitchen 9233 3693 5540 20.96%
Beauty 1314 526 788 15.78%
Sports 2679 1072 1607 18.75%
Food 691 277 415 13.36%
(Smaller-scale) benchmark
Books 1600 400 4465 50%
Kitchen 1600 400 5945 50%
Electronics 1600 400 5681 50%
DVDs 1600 400 3586 50%
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Antoine Bordes, Xavier Glorot, Jason Weston et Yoshua Bengio. A
Semantic Matching Energy Function for Learning with Multi-relational
Data. InMachine Learning. Springer, DOI: 10.1007/s10994-013-5363-6, Mai 2013.
9.1 Contexte
Les donne´es multi-relationnelles sont des graphes dont les nœuds repre´sentent
des entite´s et les arcs repre´sentent des relations reliant ces entite´s. Dans de nom-
breux domaines, les donne´es peuvent eˆtre repre´sente´es de cette fac¸on, comme pour
les syte`mes de recommandation, le web se´mantique, la bio-informatique, les bases de
connaissances ou pour le Traitement Automatique des Langues Naturelles. Comme
nous l’avons de´ja` mentionne´, les mode`les a` base d’“embeddings” sont utilise´s avec
succe`s dans ce dernier domaine et permettent un apprentissage a` grande e´chelle.
L’objectif de ce travail e´tait d’expe´rimenter l’utilisation de tels mode`les pour l’ap-
prentissage de donne´es multi-relationnelles afin d’e´valuer leurs performances pour
la pre´diction de lien, le classement des entite´s et la de´sambiguation de sens.
9.2 Contribution
Antoine Bordes et moi avons contribue´ de manie`re e´gale a` la re´alisation de
cet article. L’ide´e originale venant d’Antoine et de son travail pre´liminaire (Bordes
et al., 2011). Nous avons e´troitement collabore´ pour la conception du mode`le et
des expe´riences a` re´aliser. Antoine Bordes a effectue´ le pre´-traitement des donne´es
et moi les expe´riences. Nous avons re´dige´ l’article conjointement. Yoshua Bengio et
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Jason Weston nous ont donne´ de pre´cieux conseils. J’ai de´veloppe´ le code premet-
tant de reproduire les re´sultats de l’article et d’utiliser facilement les mode`les que
nous pre´sentons.
9.3 Impact
Ce travail a permis de montrer qu’un mode`le a` base d’“embeddings”, que nous
avons appele´ SME, pouvait eˆtre utilise´ de manie`re efficace sur les donne´es multi-
relationnelles. Ce dernier obtient des performances e´quivalentes a` l’e´tat de l’art pour
mode´liser les donne´es multi-relationnelles a` petite e´chelle, et supe´rieures a` l’e´tat de
l’art dans le contexte grande e´chelle. Finalement, nous avons montre´ comment ce
type de mode`le pouvait eˆtre utilise´ en de´sambiguation de sens.
Suite a` ce travail, la recherche a e´te´ active dans ce domaine, l’e´tat de l’art en
apprentissage de donne´es multi-relationnelles a e´te´ ame´liore´ en utilisant ce meˆme
genre de mode`le (Jenatton et al., 2012; Bordes et al., 2014; Socher et al., 2013;
Bordes et al., 2013) mais avec diffe´rentes parame´trisations et fonctions de couˆts.
Le dernier travail pre´sente une proprie´te´ inte´ressante, les relations y sont mod-
e´lise´es comme des translations ope´rants dans l’espace des “embeddings”. Malgre´
l’apparente simplicite´ du mode`le, les performances obtenues sont bonnes.
L’application de ce type de mode`le pour la de´sambiguation de sens reste, elle,
originale. Son utilisation pour ame´liorer la repre´sentation se´mantique est toujours
a` explorer. Des mode`les a` base d’“embeddings” dans le contexte des re´seaux de
neurones recursifs ont e´te´ employe´s re´cemment a` cette fin et donnent des re´sultats
prometteurs (Socher et al., 2014).
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Abstract
Large-scale relational learning becomes crucial for handling the huge amounts
of structured data generated daily in many application domains ranging from com-
putational biology or information retrieval, to natural language processing. In this
paper, we present a new neural network architecture designed to embed multi-
relational graphs into a flexible continuous vector space in which the original data
is kept and enhanced. The network is trained to encode the semantics of these
graphs in order to assign high probabilities to plausible components. We empiri-
cally show that it reaches competitive performance in link prediction on standard
datasets from the literature as well as on data from a real-world knowledge base
(WordNet). In addition, we present how our method can be applied to perform
word-sense disambiguation in a context of open-text semantic parsing, where the
goal is to learn to assign a structured meaning representation to almost any sen-
tence of free text, demonstrating that it can scale up to tens of thousands of nodes
and thousands of types of relation.
10.1 Introduction
Multi-relational data, which refers to graphs whose nodes represent entities and
edges correspond to relations that link these entities, plays a pivotal role in many
areas such as recommender systems, the Semantic Web, or computational biology.
Relations are modeled as triplets of the form (subject, relation, object), where a
relation either models the relationship between two entities or between an entity
and an attribute value ; relations are thus of several types. Such data sources are
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equivalently termed multi-relational graphs. They can also be represented by 3-
dimensional tensors, for which each slice represents an adjacency matrix for one
relation. Multi-relational graphs are popular tools for encoding data via knowledge
bases, semantic networks or any kind of database following the Resource Descrip-
tion Framework (RDF) format. Hence, they are widely used in the Semantic Web
(Freebase, DBpedia, etc.) i but also for knowledge management in bioinformatics
(GeneOntology, UMLS semantic network, etc.) ii or natural language processing
(WordNet), iii to name a few. Social networks can also be represented using RDF.
In spite of their appealing ability for representing complex data, multi-relational
graphs remain complicated to manipulate for several reasons. First, interactions
are of multiple types and heterogeneous (various frequencies, concerning differ-
ent subsets of entities, etc.). In addition, most databases have been built either
collaboratively or (partly) automatically. As a consequence, data is noisy and in-
complete: relations can be missing or be invalid, there can be redundancy among
entities because several nodes actually refer to the same concept, etc. Finally, most
multi-relational graphs are of very large dimensions in terms of numbers of entities
and of relation types: Freebase contains more than 20 millions entities, DBpedia
is composed of 1 billion triplets linking around 4 millions entities, GeneOntology
contains more than 350k verified biological entities, etc. Conveniently represent,
summarize or de-noise this kind of data is now a central challenge in statistical
relational learning (Getoor and Taskar, 2007).
In this paper, we propose a new model to learn multi-relational semantics, that
is, to encode multi-relational graphs into representations that capture the inherent
complexity in the data, while seamlessly defining similarities among entities and
relations and providing predictive power. Our work is based on an original energy
function, which is trained to assign low energies (i.e. high probabilities) to plausible
triplets of a multi-relational graph. This energy function, termed semantic matching
energy, relies on a compact distributed representation: all elements (entity and
relation type) are represented into the same relatively low (e.g. 50) dimensional
embedding vector space. The embeddings are learnt by a neural network whose
particular architecture and training process force them to encompass the original
i. Respect. available from freebase.com and dbpedia.org.
ii. Respect. available from geneontology.org and semanticnetwork.nlm.nih.gov.
iii. Available from wordnet.princeton.edu.
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data structure. Unlike in previous work, in this model, relation types are modeled
similarly as entities. In this way, entities can also play the role of relation type, as in
natural language for instance, and this requires less parameters when the number
of relation types grows. We show empirically that this model achieves competitive
results on benchmark tasks of link prediction, i.e., generalizing outside of the set
of given valid triplets.
We also demonstrate the flexibility and scalability of the semantic matching
energy by applying it for word-sense disambiguation (WSD). The model can suc-
cessfully be trained on various heterogeneous data sources (knowledge bases, free
text, etc.), containing several thousands of entities and of relation types, to jointly
learn representations for words and for senses (defined as entities of a lexical knowl-
edge base, WordNet). On two different evaluation test sets, the proposed approach
outperforms both previous work for learning with multi-relational data and stan-
dard methods for unsupervised WSD.
To summarize, the main contributions of this paper are threefold:
– an original model for encoding multi-relational data, which represents relation
types and entities in the same way, and is potentially able to scale up to larger
numbers of relation types than previous work ;
– a training algorithm based on a ranking objective, which allows to learn
on large numbers of training samples and achieves competitive results on
benchmarks of various dimensions ;
– an adaptation of the model for word-sense disambiguation, which consists of
the first successful direct application of relational embeddings of a knowledge
base (WordNet) for natural language processing.
Note that this paper extends a shorter version (Bordes et al., 2012), which first
introduced the model. However, the previous paper was only focused on the appli-
cation to word-sense disambiguation, whereas the present paper has a wider scope
and considers more problems involving multi-relational data. New elements are
provided: a fresh (and cleaner) form of the bilinear formulation, new experiments
comparing to the state-of-the-art in link prediction, entity ranking and WSD, a
more comprehensive literature review, and more details on the model formulation
and the training procedure. We also provide a link to an open-source implementa-
tion of the code and to the data used in this paper: http://goo.gl/bHWsK.
The paper is organized as follows. Section 10.2 presents a review of previous
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work on learning with multi-relational data. Section 10.3 introduces the semantic
matching energy function and Section 10.4 its training procedure. Extensive ex-
perimental results are given in Section 10.5. Finally, the application to WSD is
described in Section 10.6 and Section 10.7 concludes and sketches future work.
10.2 Previous Work
Several methods have been explored to represent and encode multi-relational
data, such as clustering approaches. Hence, Kemp et al. (2006) introduced the
Infinite Relational Model, IRM, a nonparametric Bayesian model whose latent vari-
ables are used to discover meaningful partitions among entities and relations. This
model provides a great interpretability of the data but suffers from a poor pre-
dictive power. Miller et al. (2009) refined this to allow entities to have a mixed
cluster membership. Sutskever et al. (2009) proposed another refinement with the
Bayesian Tensor Clustered Factorization model, BCTF, in which the nonparametric
Bayesian framework is coupled with the learning, via collective matrix factorization,
of distributed representations for the entities and relation types. Other proposals
have consisted in improving the original model by adding first-order formulae with
Markov Logic. Hence, MRC, for Multiple Relation Clustering (Kok and Domingos,
2007), performs clustering of entities through several relation types simultaneously.
Singla and Domingos (2006) presented another model based on Markov logic for
the task of entity resolution (i.e. deciding whether two entities should be merged).
All these methods share the ability of providing an interpretation of the data
but are slow and do not scale to very large databases due to the high cost of infer-
ence. Models based on tensor factorization can be faster and scale to larger data
because of their continuous and usually convex optimization. Standard methods
like CANDECOMP/PARAFAC (CP) (Harshman and Lundy, 1994) or those from
(Tucker, 1966) have been applied on multi-relational graphs. Franz et al. (2009)
used CP for ranking data from RDF knowledge bases. Other directions have also
been proposed derived from probabilistic matrix factorization for multi-dimensional
data (Chu and Ghahramani, 2009) or by adapting dimensionality reduction tech-
niques such as SVD (Speer et al., 2008; Cambria et al., 2009). Recently, Nickel et al.
(2011) presented RESCAL, an upgrade over previous tensor factorization methods,
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which achieves strong predictive accuracies on various problems. RESCAL repre-
sents entities by low dimensional vectors and relation types by low rank matrices,
which are learnt using a collective learning process similar to that of CP, but with
some relaxed constraints. It has achieved the best accuracies on many benchmarks
of tensor factorization. RESCAL has been applied to the knowledge base YAGO
(Nickel et al., 2012) and hence showed to scale well on data with large numbers of
entities (few millions). However, RESCAL has never been tested on data with large
numbers of relation types (YAGO has 87 such types).
Some approaches described above (e.g. BCTF, RESCAL) end up with a dis-
tributed representation of the entities and relation types obtained via factorizing
or clustering the original data. A slightly different line of work consists in focusing
on learning such representations, termed embeddings. This idea of learning em-
beddings has been successful in natural language processing via the framework of
language models (Bengio et al., 2003) where an embedding per word is learnt in
an unsupervised fashion: it has been shown that such representations can store key
information about language (mostly syntactic similarities) that helps to improve
performance on standard NLP tasks (Bengio, 2008; Collobert et al., 2011). Bor-
des et al. (2010) adapted a related model to a small hand-crafted knowledge base
and text for language understanding. For multi-relational data, Linear Relational
Embeddings (Paccanaro, 2000; Paccanaro and Hinton, 2001) learn a mapping from
the entities into a feature-space by imposing the constraint that relations in this
feature-space are modeled by linear operations. In other words, entities are mod-
eled by real-valued vectors and relations by matrices and parameters of both are
learnt. This idea has been further improved in the Structured Embeddings (SE)
framework of Bordes et al. (2011).
Our work lies in the same research area, since we also aim at learning distributed
representations of multi-relational data, and we introduce several novel elements.
First, unlike previous work (including BCTF, RESCAL or SE) we do not represent
a relation type differently than any entity (by a matrix for instance). In our model,
a relation type is represented by a vector (just like other entities) and shares the
status and number of parameters of other entities. This is convenient when the
number of such types is large or when they can also play the role of entities as we
illustrate in Section 10.6 on a problem with more than 10k relation types. Second,
we do not use a training process based on tensor reconstruction (as RESCAL) or on
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clustering (as BCTF), but on a predictive approach instead. The learning objective
is essentially asking the model to perform link or entity prediction (i.e. filling an
empty spot in a triple). This leads to an algorithm based on a ranking objective and
using stochastic gradient descent and backpropagation for updating the parameters,
which has a low computational complexity per epoch (independent on the number
of entities and relation types). Third, we show that our model is flexible and can
be successfully trained via multi-tasking on several heterogeneous sources. Finally,
even if it is not presented in this paper, our approach could potentially be adapted
to learn non-linear representations of multi-relational data by adding non-linear
transfer functions such as tanh or sigmoid to the neural network. We empirically
compare our model with IRM, BCTF, MRC, CP, RESCAL and SE on various tasks
with very different properties in our experiments of Section 10.5 and 10.6. Even if
the best performing methods from earlier papers differ from one task to another,
our proposed approach is competitive for all of them. The closest counterparts are
SE and RESCAL, but as we show experimentally, they are not able to handle large-
scale multi-relational data as we propose, and either break or are outperformed
when data dimensions grows (number of entities and/or of relation types).
10.3 Semantic Matching Energy Function
This section introduces our model designed to embed multi-relational data into
fully distributed representations via a custom energy function.
10.3.1 Notations
This work considers multi-relational databases as graph models. The data struc-
ture is defined by a set of nodes and a set of links. To each individual node of the
graph corresponds an element of the database, which we term an entity, and each
link defines a relation between entities. Relations are directed and there are typi-
cally several different kinds of relations. Let C denote the dictionary which includes
all entities and relation types, and let R ⊂ C be the subset of entities which are
relation types. In the remainder of the paper, a relation is denoted by a triplet (lhs,
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rel, rhs), where lhs is the left entity, rhs the right one and rel the type of relation
between them.
10.3.2 Main ideas
The main ideas behind our semantic matching energy function are the following.
– Named symbolic entities (entities and relation types) are associated with a d-
dimensional vector space, termed the “embedding space”, following previous
work in neural language models (Bengio, 2008). The ith entity is assigned
a vector ei ∈ Rd. Note that more general mappings from an entity to its
embedding are possible.
– The semantic matching energy value associated with a particular triplet (lhs,
rel, rhs) is computed by a parametrized function E that starts by mapping all
symbols to their embeddings and then combines them in a structured fashion.
Our model is termed “semantic matching” because E relies on a matching
criterion computed between both sides of the triplet.
– The energy function E is optimized to be lower for training examples than for
other possible configurations of symbols. Hence the semantic energy function
can distinguish plausible combinations of entities from implausible ones, and
can be used, for instance, to answer questions, e.g. corresponding to a triplet
(lhs, rel, ?) with a missing rhs, by choosing among the possible entities a
rhs with a relatively lower energy. See (Lecun et al., 2006) for a review of
energy-based learning.
Our approach is inspired by the framework introduced by Bordes et al. (2011)
as well as by recent work of Bottou (2011). Our main motivation is to conceive a
model where entities and relation types would share the same kind of representa-
tion. Embedding all symbols defining a multi-relational graph into the same space
amounts to deleting the usual conceptual difference between entities (lhs and rhs)
and relation types. This modeling is more natural when entities can act as rel
as well as lhs or rhs. In Section 10.6, we apply our method to natural language
data, where relation types typically correspond to verbs. Since verbs may also oc-
cur in lhs or rhs, it is reasonable to share the same representation, and this can
ease learning representations of verbs appearing rarely as relation type. Our choice
to encode symbols by vectors helps too by causing the overall number of tunable
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elhs(rel) and erhs(rel), which we denote p, to be equal to d, the one of the entity
embedding space.
(3) The energy is computed by ”matching” the transformed embeddings of the
left-hand side and right-hand side: E((lhs, rel, rhs)) = h(elhs(rel), erhs(rel)),
where h can be a simple operator such as a dot product or a more complex
function whose parameters are learnt.
With this formulation, E is not able to handle variable-size arguments for lhs or
rhs (like tuples of entities). However, it can be adapted to it by adding a pooling
stage between steps (1) and (2) as we show in Section 10.6.1.
Different types of parametrizations can be used for the g and h functions. We
chose to use a dot product for the output h function because it is simple and
has shown to work well in related work (e.g. in (Weston et al., 2010)). For the g
functions, we studied two options, one linear and the other bilinear, which lead to
two versions of SME detailed below:
– Linear form (denoted SME(linear) in the following), in this case g functions
are simply linear layers:
elhs(rel) = gleft(elhs, erel) = elhsWl1 + erelWl2 + bl.
erhs(rel) = gright(erhs, erel) = erhsWr1 + erelWr2 + br.
with Wl1, Wl2, Wr1, Wr2 ∈ Rd×p (weights), bl, br ∈ Rp (biases). This leads
to the following form for the energy:
E((lhs, rel, rhs)) = − (elhsWl1 + erelWl2 + bl) (erhsWr1 + erelWr2 + br)⊺ . (10.1)
– Bilinear form (denoted SME(bilinear) in the following), in this case g func-
tions are using 3-modes tensors as core weights:
elhs(rel) = gleft(elhs, erel) = elhs (erel×¯1Wl) + bl.
erhs(rel) = gright(erhs, erel) = erhs (erel×¯1Wr) + br.
with Wl, Wr ∈ Rd×d×p (weights) and bl, br ∈ Rp (biases). ×¯1 denotes the
mode-1 vector-tensor product, which, for u,v ∈ Rd and W ∈ Rd×d×p, is
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defined as:
∀i ∈ 1, . . . p,
(
u(v×¯1W )
)
i
=
d∑
i=1
d∑
j=1
ujviwijk.
This leads to the following form for the energy:
E((lhs, rel, rhs)) = − (elhs (erel×¯1Wl) + bl) (erhs (erel×¯1Wr) + br)⊺ . (10.2)
10.3.4 Discussion
We can notice that Eq. (10.1), defining the energy for SME(linear), can be
re-written as (bias terms are removed for clarity):
E((lhs, rel, rhs)) = −elhsW˜1e⊺rhs − elhsW˜2e⊺rel − erelW˜3e⊺rhs − erelW˜4e⊺rel,
with W˜1 = Wl1W
⊺
r1, W˜2 = Wl1W
⊺
r2, W˜3 = Wl2W
⊺
r1 and W˜4 = Wl2W
⊺
r2 ∈ Rd×d.
Hence, the energy can be decomposed into three terms coding for pairs (lhs, rhs),
(lhs, rel) and (rel, rhs), and an additional quadratic term for rel. This shows that
SME(linear) actually represents a triplet as a combination of pairwise interactions
(similar to what is captured by bigrams).
Similarly, Eq. (10.2), defining the energy for SME(bilinear) can be re-written
as:
E((lhs, rel, rhs)) = −elhsW˜ (rel)e⊺rhs,
with W˜ (rel) = (erel×¯1Wl) (erel×¯1Wr)⊺ ∈ Rd×d. In this case, the energy is composed
of a single term, which depends on all three entities, with a central role for rel.
Hence, SME(bilinear) represents a triplet through 3-way interactions (similar to
what is captured by a trigram). The choice between a linear or a bilinear form for
g leads to a very different formulation overall.
The trigram formulation can model ternary interactions but requires more pa-
rameters. SME(bilinear) has O(ned+ nrd+ pd2) parameters while SME(linear) has
only O(ned + nrd + pd), with ne the number of entities (never being a relation
type), nr the number of relation types, d the low-level embedding dimension and
p the dimension of the higher-level relation-dependent representation (with both
p and d much smaller than ne and nr). Still, both formulations can scale up to
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large numbers of relation types (nr >> 1) without requiring too many parameters,
contrary to previous methods such as RESCAL and SE, which entail O(ned+nrd2)
parameters. This property comes from our original choice of modeling rel in the
same way as lhs and rhs, using vectors. Interestingly, we can remark that, in Equa-
tion (10.2), erel×¯1Wl and erel×¯1Wr act as a pair of matrices coding for rel: this
can be seen as a distributed or factorized version of what RESCAL or SE proposed.
10.4 Training
This section details the training procedure for the semantic matching energy
function, SME.
10.4.1 Training criterion
We are given a training set D containing m triplets x = (xlhs, xrel, xrhs), where
xlhs ∈ C, xrel ∈ R, and xrhs ∈ C. We recall that the energy of a triplet is denoted
E(x) = E(xlhs, xrel, xrhs). Ideally, we would like to perform maximum likelihood
over P (x) ∝ e−E(x) but this is intractable. The approach we follow here has already
been used successfully in ranking settings (Collobert et al., 2011; Weston et al.,
2010) and corresponds to performing two approximations. First, like in pseudo-
likelihood we only consider one input at a time given the others, e.g. lhs given
rel and rhs, which makes normalization tractable. Second, instead of sampling
a negative example from the model posterior, i we use a ranking criterion (based
on uniformly sampling a negative example, in a way that is reminiscent of Noise
Contrastive Estimation (Gutmann and Hyva¨rinen, 2010)).
Intuitively, if one of the elements of a given triplet were missing, then we would
like the model to be able to predict the correct entity. The objective of training
i. In an energy-based model such as the Boltzmann machine, the gradient of the nega-
tive log-likelihood is equal to the gradient of the energy of a positive example (observed and
valid) minus the expected value of the gradient of a negative example (sampled from the
model). In the case of pseudo-likelihood training one would consider conditional likelihoods
P (xi|x1, · · · , xi−1, xi+1, · · · , xd), and only the xi part of the positive example needs to be re-
sampled for constructing the negative example, using this same posterior.
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is to learn the semantic energy function E such that it can successfully rank the
training samples x below all other possible triplets:
E(x) < E((i, xrel, xrhs)) ∀i ∈ C : (i, xrel, xrhs) /∈ D (10.3)
E(x) < E((xlhs, j, xrhs)) ∀j ∈ R : (xlhs, k, xrhs) /∈ D (10.4)
E(x) < E((xlhs, xrel, k)) ∀k ∈ C : (xlhs, xrel, j) /∈ D (10.5)
Towards achieving this, the following stochastic criterion is minimized:
∑
x∈D
∑
x˜∼Q(x˜|x)
max (E(x)− E(x˜) + 1, 0) (10.6)
where Q(x˜|x) is a corruption process that transforms a training example x into a
corrupted negative example. Note that max (E(x)− E(x˜) + 1, 0) is similar in shape
to the negative log-likelihood − log e−E(x)
e−E(x)+e−E(x˜)
= − log sigmoid(E(x˜)−E(x)), which
corresponds to the probability of sampling x given that only x and x˜ are considered.
In the experiments, Q only changes one of the three members of the triplet (as in a
pseudo-likelihood setup), replacing it by an entity uniformly sampled either from R
if the replaced entity is a relation type, or from C/R otherwise. We do not actually
check if the negative example is in D. Note that this is not necessary because if we
have the symmetry Q((a˜, b, c)|(a, b, c)) = Q((a, b, c)|(a˜, b, c)) etc. for all elements of
the triplet, and it is true here, then the expected contribution to the total expected
gradient due to cases where x˜ ∈ D is 0. This is because if we consider only the
pairs x, x˜ ∈ D, the average over D of the gradients ∂E(x)
∂θ
equals the average over D
of the gradients ∂E(x˜)
∂θ
, by our symmetry assumption.
10.4.2 Ranking algorithm
To train the parameters of the energy function E we loop over all of the training
data resources and use stochastic gradient descent (Robbins and Monro, 1951).
That is, we iterate the following steps:
1. Select a positive training triplet xi = (lhsi, reli, rhsi) at random from D.
2. Select at random resp. constraint (10.3), (10.4) or (10.5).
3. Create a negative triplet x˜ by sampling one entity either from R to replace
reli or from C/R to replace lhsi or rhsi.
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4. If E(xi) > E(x˜)− 1, make a stochastic gradient step to minimize (10.6).
5. Enforce the constraint that each embedding is normalized, ||ei||2 = 1, ∀i.
The gradient step requires a learning rate λ. The constant 1 in step 4 is the mar-
gin as is commonly used in many margin-based models such as SVMs (Boser et al.,
1992). The normalization in step 5 helps remove scaling freedoms from the model,
makes the impact of the margin actually effective and regularizes the optimization
objective, preventing weights to collapse or diverge.
Each update of the model parameters is carried out by backpropagation. Its
computational complexity is dominated by the cost of the n-mode vector-tensor
product for SME(bilinear): O(pd2), and by the cost of the matrix product for
SME(linear): O(pd). Therefore, to perform one epoch over D, the bilinear form
requires in the order of O(mpd2) operations and the linear form in the order of
O(mpd). Note that this is independent of the number of entities or relation types.
Matrix E contains the representations of the entities and is learnt via a multi-
task learning procedure (Caruana, 1995; Collobert and Weston, 2008) because the
same embedding matrix is used for all relation types (each corresponding to a
different distribution of entities, i.e., a different task). As a result, the embedding
of an entity contains factorized information coming from all the relations in which
the entity is involved as lhs, rhs or even rel. For each entity, the model is forced
to learn how an entity interacts with other entities in many different ways. One
can think of the elements ei,j of each embedding vector ei as learned attributes
for entity i or relation type i. Different tasks may demand different attributes,
so that entities that have a common behavior i in some way will get the same
values for some of their attributes. If the same attributes can be useful for several
tasks, then statistical power is gained through parameter sharing, and transfer of
information between tasks can happen, making the data of some task informative
for generalizing properly on another task.
10.4.3 Implementation details
All the code for the experiments has been implemented in Python and using
the Theano library (Bergstra et al., 2010). Training is carried out using mini-
i. e.g., appear in semantically similar contexts, i.e., in instances containing the same entities
or ones with close-by values of their embedding.
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Table 10.1 – Statistics of datasets used in our experiments. The top two are fully
observed, very sparse i.e. only a small minority of relations are valid and hence are used
in a cross-validation scheme. Only a fraction of relations are observed in Nations and
WordNet.
Dataset Nb. of relation Nb. of Nb. of observed % valid relations
types entities relations in obs. ones
UMLS 49 135 893,025 0.76
Kinships 26 104 281,216 3.84
Nations 56 14 11,191 22.9
WordNet 18 40,943 151,442 100
batches (we create 200 mini-batches for each dataset, independent of its size).
All hyperparameter values are set using a validation set. The dimension of the
embeddings (d) and the dimension of the output space of g functions (p) are selected
among {10, 25, 100}. There is a different learning rate for the embedding matrix
E and for the parameters of g. It is chosen among {0.03, 0.01, 0.003, 0.001, 0.0003}
for E and among {3., 1., 0.3, 0.1, 0.03} for g. Training stops using early stopping on
the validation set error (or after a maximum of 2,000 epochs).
10.5 Empirical Evaluation
This section proposes an experimental comparison of SME with current state-
of-the-art methods for learning representations of multi-relational data.
10.5.1 Datasets
In order to evaluate against existing methods, we performed experiments on
benchmarks from the literature. Kinships and UMLS are fully observed, i.e. for
each relation type and each potential pair of entities it has been observed whether
the given triplet is valid or not. They are also sparse, i.e. only a small fraction of
triplets are valid. We also illustrate the properties of our model on Nations and
WordNet, which are partially observed: we only observe some valid triplets in the
case of WordNet and some valid or invalid triplets for Nations. The rest is unknown,
that is, missing triplets can be valid or not. And of course, in that case only a tiny
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Table 10.2 – Relation types of WordNet used in our experiments.
WordNet
hypernym, hyponym, instance hyponym, instance hypernym, related form,
has part, part of, member has part, member part of, also see, attribute,
synset domain region, synset domain usage, synset domain topic, verb group,
member of domain region, member of domain usage, member of domain topic
fraction of potential triplets are observed. We describe all datasets below, with
some statistics displayed in Table 10.1.
UMLS This dataset contains data from the Unified Medical Language System
semantic work gathered by McCray (2003). This consists in a graph with 135 en-
tities and 49 relation types. The entities are high-level concepts like ’Disease or
Syndrome’, ’Diagnostic Procedure’, or ’Mammal’. The relations represent verbs
depicting causal influence between concepts like ’affect’ or ’cause’.
Nations This dataset groups 14 countries (Brazil, China, Egypt, etc.) with 56
binary relation types representing interactions among them like ’economic aid’,
’treaties’ or ’rel diplomacy’, and 111 features describing each country. See (Rummel,
1999) for details.
Kinships Australian tribes are renowned among anthropologists for the complex
relational structure of their kinship systems. This dataset, created by Denham
(1973), focuses on the Alyawarra, a tribe from Central Australia. 104 tribe members
were asked to provide kinship terms for each other. This results in a graph of 104
entities and 26 relation types, each of them depicting a different kinship term, such
as Adiadya or Umbaidya. See (Denham, 1973) or (Kemp et al., 2006) for more
details.
WordNet This knowledge base is designed to produce intuitively usable dictio-
nary and thesaurus, and supports automatic text analysis. It encompasses compre-
hensive knowledge within its graph structure, whose entities (termed synsets) cor-
respond to senses, and relation types define lexical relations between those senses.
We considered all the entities that were connected with the relation types given
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Table 10.3 – Link prediction. Comparisons of area under the precision-recall curve
(AUC) computed in a 10-fold cross-validation setting between two versions of SME (this
paper) and previously published algorithms (SE, RESCAL, CP, BCTF, MRC, IRM) on
UMLS, Nations and Kinships. Emb. is an unstructured version of SME. Best performing
methods, with a significant difference with the rest, are indicated in bold.
Method UMLS Nations Kinships
SME(linear) 0.979± 0.003 0.777 ± 0.025 0.149± 0.003
SME(bilinear) 0.985± 0.003 0.865± 0.015 0.894± 0.011
Emb. 0.035 ± 0.002 0.345 ± 0.025 0.038± 0.001
SE 0.983± 0.004 0.869± 0.016 0.913± 0.006
RESCAL 0.98 0.84 0.95
CP 0.95 0.83 0.94
BCTF 0.98 n/a 0.90
MRC 0.98 0.75 0.85
IRM 0.70 0.75 0.66
in Table 10.2, although we did remove some entities for which we have too lit-
tle information: we filtered out the synsets appearing in less that 15 triplets. We
obtain a graph with 40,943 synsets and 18 relations types. Examples of triplets
are ( score NN 1, hypernym, evaluation NN 1) or ( score NN 2, has part, mu-
sical notation NN 1). As WordNet is composed of words with different meanings,
we describe its entities by the concatenation of the word, its part-of-speech tag
(’NN’ for noun, ’VB’ for verb, ’JJ’ for adjective and ’RB’ for adverb) and a digit
indicating which sense it refers to i.e. score NN 1 is the entity encoding the first
meaning of the noun “score”. This version of WordNet is different from that used
in (Bordes et al., 2011) because the original data has been preprocessed differently:
this version contains less entities but more relation types.
10.5.2 Link prediction
The link prediction task consists in predicting whether two entities should be
connected by a given relation type. This is useful for completing missing values of
a graph, forecasting the behavior of a network, etc. but also to assess the qual-
ity of a representation. We evaluate our model on UMLS, Nations and Kinships,
following the setting introduced in (Kemp et al., 2006): data tensors are split in
ten folds of valid configurations using (lhs, rel, rhs) triplets as statistical units,
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and experiments are performed by cross-validation. The standard evaluation metric
is area under the precision-recall curve (AUC). For our own models, we used one
of the nine training folds for validation. Table 10.3 presents results of SME along
with those of RESCAL, BCTF, MRC, IRM and CP, which have been extracted from
(Kemp et al., 2006; Kok and Domingos, 2007; Sutskever et al., 2009; Nickel et al.,
2011) and that of SE, which we computed ourselves. Table 10.3 also displays per-
formance of an unstructured version of SME, termed Emb.: in this case, the score of
a triplet (lhs, rel, rhs) is simply determined by the dot product between lhs and
rhs embeddings, without any influence of the relation type.
The linear formulation of SME is outperformed by SME(bilinear) on all three
tasks. The largest differences for Nations and Kinships indicate that, for these prob-
lems, a joint interaction between both lhs, rel and rhs is crucial to represent the
data well: relations cannot be simply decomposed as a sum of bigrams. This is par-
ticularly true for the complex kinship systems of the Alyawarra. On the contrary,
interactions within the UMLS network can be represented by simply considering
the various (entity, entity) and (entity, relation type) bigrams. Compared to other
methods, SME(bilinear) performs similarly to SE, RESCAL, BCTF and MRC on
UMLS and similarly to SE on Nations. It is worth noting than, on Nations, SE and
SME(bilinear) perform better by a vast margin. On Kinships, it is outperformed by
RESCAL and CP: on this dataset with complex ternary interactions, the training
process of these tensor factorization methods, based on reconstruction, seems to be
beneficial compared to our predictive approach. Simply representing a relation by a
vector might also be detrimental w.r.t. using matrices, but SME reaches similar per-
formance as SE (using matrices and a predictive training process). Still, compared
to MRC, which is not using a matrix-based encoding, SME(bilinear) remains highly
competitive. As expected, Emb. performs poorly, outlining the crucial influence of
rel for correctly modeling such data.
To summarize, on these 3 benchmarks with moderate sizes, our method is either
state-of-the-art (represented mainly by SE and RESCAL) or very close to it, and
can be considered as the best performing method on average. However, SME is
primarily designed for large-scale conditions and we show in the following that it
outperforms RESCAL when the number of entities increases (in Section 10.5.3) and
SE when the number of relation types does (in Section 10.6.4).
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Table 10.4 – Entity ranking on WordNet. Comparisons between two versions of SME
(this paper) and SE, RESCAL and Emb., an unstructured version of SME. Mean/me-
dian predicted rank and precision@10 (p@10, in %) are computed on the test set. Best
performances are indicated in bold, worst in italic.
Method Rank (median/mean) p@10
SME(linear) 5 / 559 6.51
SME(bilinear) 8 / 526 5.47
Emb. 26 / 317 3.51
SE 3 / 1011 6.85
RESCAL 12 / 893 4.76
10.5.3 Entity ranking
Performing an evaluation based on link prediction for WordNet is problematic
because only positive triplets are observed. Hence, in this case, there is no negative
triplet but only unknown ones for which it is impossible to state whether they are
valid or not. For this setting, for which we only have access to positive training
and test examples, AUC is not a satisfying metric anymore. Hence, we evaluate
our model on this data using the ranking setting proposed in (Bordes et al., 2011)
and described below, which allows an analysis on positive samples only.
We measure the mean and median predicted ranks and the prediction@10, com-
puted with the following procedure. For each test triplet, the left entity is removed
and replaced by each of the entities of the dictionary in turn. Energies of those cor-
rupted triplets are computed by the model and sorted by ascending order and the
rank of the correct synset is stored. This whole procedure is also repeated when re-
moving the right-hand argument instead. We report the mean and median of those
predicted ranks and the precision@10 (or p@10), which is the proportion of ranks
within 1 and 10, divided by 10. WordNet data was split in training, validation and
test sets with 141,442 observed triplets for training, 5,000 for validation and 5,000
for testing.
Table 10.4 presents comparative results on the test set, together with the per-
formance of Emb., SE and RESCAL, which we all computed. No method is able to
perform best for all metrics. SE obtains a low median rank and the best p@10,
but has the worst mean rank. This indicates an instability: SE works very well for
most examples but can be terrible in some cases. In the original paper introducing
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SE, Bordes et al. (2011) proposed to stack a Kernel Density Estimator (KDE) on
top of the structured embeddings to improve stability. However, throughout this
paper, when we refer to SE, we mean without KDE, because this makes a fairer
comparison. We could also stack KDE on top of SME but this involves a very ex-
pensive extra-cost, that forbids any large-scale ambition. Emb. performs quite well
and reaches the best mean rank indicating that, on WordNet, the influence of the
relation type is not crucial to get a fair rough estimate of the likely lhs given rhs,
and vice-versa. Still, Emb. does not solve the task of handling multi-relational data,
since it simply ignores the relation types. This seems to be fine on this task, but it
was terrible on those of the previous section.
SME is the only method able to perform well for all metrics (while never reaching
on top). In particular, SME(linear) is very close to SE in median rank and p@10
while being much better in mean rank: it does not seem to suffer from instability
issues. It is hard on WordNet to be accurate on average (low mean rank) and still
have a large proportion of examples very well ranked (low median rank) and SME
appears to be the best for this compromise. RESCAL performs consistently worse
than SME. We tried very hard to make the code provided by the authors work as
well as possible: to behave properly, the model requires large latent dimensions d
but this slows it down a lot. Results of Table 10.4 have been obtained with d = 2000
and a training time of almost 2 days (compared to around 4h for SME).
10.5.4 Entity embeddings
The matrix E factorizes information from all relations in which the entity ap-
pears. We propose here to illustrate the kind of semantics captured by the repre-
sentations.
We selected 115 entities from WordNet corresponding to countries from all over
the world and to U.S. states. We selected this subset because we know that there
exist an underlying structure among them. Then, we projected the corresponding
embeddings learnt by the linear and bilinear versions of SME and created 2D plots
using t-SNE (van der Maaten and Hinton, 2008). They are given in Figure 10.2:
a different color is used for each continent ; suffixes depicting POS tag and sense
indices have been removed for clarity.
The representations learnt by the linear model seem to nicely reflect the geo-
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Figure 10.2 – Entity embeddings. Plots of representations (matrix E), learnt by
SME(linear) (top) and SME(bilinear) (bottom), for 115 countries selected from Word-
Net and projected in 2D by t-SNE. SME(linear) encoded geographical similarities within
the embeddings.
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Figure 10.3 – Pairwise similarities. A pairwise similarity matrix of 115 countries from
WordNet is computed with the Lesk measure of Wordnet::Similarity and projected in 2D
by t-SNE.
graphical semantics, hence encoding the ”part-of” information contained in Word-
Net: nice clusters are formed for each continent. To assess more objectively the
quality of this plot, Figure 10.3 proposes the one obtained for the same entities
with the Lesk similarity measure of the WordNet::Similarity package (Banerjee and
Pedersen, 2002). i We tried several measures and chose Lesk because it gave the
best result. Comparing both plots tends to indicate that embeddings learnt by
SME(linear) could be used to form a very decent similarity measure on WordNet.
But, the comparison is not fair because the Lesk measure does not only rely on
the WordNet graph but is also improved using glosses (i.e. definitions). Performing
the same experiment with WordNet::Similarity measures based only on the graph
gives much worse results. SME seems able to nicely capture the multi-relational
semantics of the WordNet graph, without any other source of information.
The picture changes with the representations learnt by the bilinear models:
the plot (bottom of Figure 10.2) is much harder to interpret and suggests that
the interactions occurring in the SME(bilinear) neural network are more complex,
with a more invasive role for the relation type. This intuition is confirmed by the
plots of Figure 10.4. They still display t-SNE projections of representations of the
i. Freely available from wn-similarity.sourceforge.net.
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same models for the same entities but not taken at the same level in the network.
In this case, we projected the representations obtained by the embeddings when
combined with the embedding of the relation type part of by the gleft function.
In other words, these are plots of elhs(rel). The top plot corresponds to the linear
model and resemble to the one of Figure 10.2: as expected, the linear gleft does not
have a dramatic effect on the embedding landscape. The bottom plot, depicting
SME(bilinear), is much more interesting because it shows that what was messy at
the root level is much more organized: clusters are now formed for continents with
the one corresponding to U.S. states further apart from the countries. Embeddings
of SME(bilinear) are more interpretable given a relation type. The bilinear g func-
tions drastically modify the distances within the embedding space depending on
the relation type, as we expect that it should.
This last remark indicates that, by encoding data with SME(bilinear), one can
expect that similarities between two entities existing given one relation (i.e. short
distances between their transformed embeddings) would not automatically trans-
late into a similarity between them for any relation type. This kind of behavior
seems much harder to reproduce for SME(linear), where a similarity between en-
tities seems to exist independent of the relation. This could explain the bad per-
formance of this model on Kinships, where correct associations highly depend on
the relation types. Still, drastic relations like antonymy remain unlikely to be well
encoded by SME(bilinear), this might require to add non-linearities to the model
or to use larger sparse representations (to code for orthogonality among entities).
10.6 Application for Word-sense
Disambiguation
We have introduced a new neural network architecture for learning multi-
relational semantics. Its stochastic learning process and its distributed represen-
tation of entities and relations allow it to scale to large graphs in terms of nodes
and link types. In this section, we illustrate these appealing properties by applying
our model for learning to carry out all-words word-sense disambiguation on knowl-
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more complex structures. The goal is to parse open-domain raw text so a large set
of relation types and arguments should be considered. Hence, WordNet is used for
defining REL and Ai arguments as proposed in (Shi and Mihalcea, 2004), using the
version introduced in Section 10.5.1. This results in a dictionary of 70,116 words
that can be mapped to 40,943 possible entities. The simplified semantic parsing
process consists of two stages.
Step (1): MR structure inference The first stage consists in preprocessing
the text and inferring the structure of the MR. For this stage we use standard
approaches, the major novelty of our work lies in applying SME for step (2).
We use the SENNA software i (Collobert et al., 2011) to perform part-of-speech
(POS) tagging, chunking, lemmatization i and SRL. In the following, we call a
lemma the concatenation of a lemmatized word and a POS tag (such as score NN
or accompany VB). Note the absence of an integer suffix, which distinguishes a
lemma from a WordNet synset: a lemma is allowed to be semantically ambigu-
ous. The SRL step consists in assigning a semantic role label to each grammatical
argument associated with a verb for each proposition.
As a simplification, only sentences that match the template (subject, verb, direct
object) are considered here. Each of the three elements of the template is associated
with a tuple of lemmatized words (i.e. with a multi-word phrase) and SRL is used to
structure the sentence into the (lhs = subject, rel = verb, rhs = object) template.
The order is not necessarily subject / verb / direct object in the raw text (e.g. in
passive sentences). Clearly, the subject-verb-object composition causes the resulting
MRs to have a straightforward structure (with a single relation), but this pattern
is common and a good choice to test our ideas at scale. Learning to infer more
elaborate grammatical patterns and MR structures is left as future work: we chose
here to focus on handling the large scale of the set of entities.
To summarize, this step starts from a sentence and either rejects it or outputs a
triplet of lemma tuples, one tuple for the subject, one for the relation or verb, and
one for the direct object. To complete our semantic parse (or MR), lemmas must be
converted into WordNet synsets, that is, we still have to perform disambiguation,
which takes place in step (2).
i. Freely available from ml.nec-labs.com/senna/.
i. Lemmatization is not carried out with SENNA but with the NLTK toolkit (nltk.org) and
transforms a word into its canonical or base form.
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Step (2): Detection of MR entities This second step aims at identifying each
semantic entity expressed in a sentence. Given a relation triplet (lhslem, rellem,
rhslem) where each element of the triplet is associated with a tuple of lemmas, a
corresponding triplet (lhssyn, relsyn, rhssyn) is produced, where the lemmas are
replaced by synsets. This step is a form of all-words WSD in a particular setup,
i.e., w.r.t. the logical form of the semantic parse from Step (1). This can be either
straightforward (some lemmas such as television program NN or world war ii NN
correspond to a single synset) or very challenging ( run VB can be mapped to 33
different synsets and run NN to 10). Hence, in this proposed framework, MRs
correspond to triplets of synsets (lhssyn, relsyn, rhssyn), which can be reorganized
to the form relsyn (lhssyn, rhssyn), as shown in Figure 10.5.
Since the model is structured around triplets, MRs and WordNet relations are
cast into the same scheme. For example, the WordNet relation ( score NN 2 ,
has part, musical notation NN 1) fits the same pattern as our MRs, with the
relation type has part playing the role of the verb, and the same entities being
present in WordNet relations and MRs. The semantic matching energy function
is trained to assign energies to triplets of lemmas and synsets. It is important to
notice that such triplets involve a large number of relation types because any verb
(under a lemma or a synset form) can act like it. Hence, our data, detailed in
Section 10.6.2, contains more than 16,000 relation types.
The architecture introduced in Section 10.3.3 cannot be applied directly. Indeed,
here E must be able to handle variable-size arguments, since for example there could
be multiple lemmas in the subject part of the sentence. Hence, we add a pooling
stage between steps (1) and (2) (of Section 10.3.3). The embeddings associated
with all the symbols (synsets or lemmas) within the same tuple are aggregated by
a pooling function π (we used the mean but other plausible candidates include the
sum, the max, and combinations of several such element-wise statistics, such as
in (Hamel et al., 2011)). This re-defines elhs, erel and erhs as follows:
elhs = π(elhs1 , elhs2 , . . .),
erel = π(erel1 , erel2 , . . .),
erhs = π(erhs1 , erhs2 , . . .),
where lhsj denotes the j-th individual element of the left-hand side tuple, etc.
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We use this slightly modified semantic matching energy function to solve the
WSD step. We label a triplet of lemmas ((lhslem1 , lhs
lem
2 , . . .), (rel
lem
1 , . . .), (rhs
lem
1 , . . .))
with synsets in a greedy fashion, one lemma at a time. For labeling lhslem2 for in-
stance, we fix all the remaining elements of the triplet to their lemma and select
the synset leading to the lowest energy:
lhssyn2 = argminS∈C(syn|lem)E((lhslem1 , S, . . .), (rellem1 , . . .), (rhslem1 , . . .))
with C(syn|len) the set of allowed synsets to which lhslem2 can be mapped. We
repeat that for all lemmas. We always use lemmas as context, and never the already
assigned synsets. Future work should investigate more advanced inference schemes,
which would probably be iterative and would gradually refine the estimated set of
synsets taking into account their mutual agreement. Nevertheless, this is an efficient
process as it only requires the computation of a small number of energies, equal
to the number of senses for a lemma, for each position of a sentence. However,
it requires good representations (i.e. good embedding vectors ei) for synsets and
lemmas because they are used jointly to perform disambiguation.
10.6.2 Multi-task training
This section describes how we adapted the training scheme presented in Sec-
tion 10.4 for learning embeddings for synsets and lemmas using various data sources.
Multiple data resources
In order to endow the model with as much common-sense knowledge as possible,
the following heterogeneous data sources are combined. Their statistics are summa-
rized in Table 10.5. On overall, this large-scale complex data groups 111,135 entities
(70,116 lemmas and 40,943 synsets) and 16,765 relation types (7,714 encoded by
verb synsets, 8,862 by verb lemmas, 18 for WordNet and 17 for ConceptNet) into
3,328,703 observed training triplets (and 20,000 for testing). Note that the actual
number of triplets used for training our system is much larger than that, because we
generate negative triplets (by perturbing oberved ones) during the learning phase
(see Section 10.6.2).
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Table 10.5 – Multiple data sources used for learning representations of 70,116 lemmas
and 40,943 synsets. “Labeled” indicates when triplets consist of text lemmas for which
the corresponding synsets are known. The total number of observed training triplets is
3,328,703 and the total number of relation types appearing in those triplets is more than
10,000.
Dataset Train. size Test size Labeled Symbols
WordNet 146,442 5,000 No synsets
ConceptNet 11,332 0 No lemmas
Wikipedia 2,146,131 10,000 No lemmas
Extended WordNet 42,957 5,000 Yes lemmas+synsets
Unambig. Wikipedia 981,841 0 Yes lemmas+synsets
WordNet (WN). Already described in Section 10.5, this is the main resource,
defining the dictionary of 40,943 entities. WordNet contains only relations between
synsets. However, the disambiguation process needs embeddings for synsets and
for lemmas. Following Havasi et al. (2010), we created two other versions of this
dataset to leverage WN in order to also learn lemma embeddings: “Ambiguated”
WN and “Bridge” WN. In “Ambiguated” WN synset entities of each triplet are
replaced by one of their corresponding lemmas. “Bridge”WN is designed to teach
the model about the connection between synset and lemma embeddings, thus in
its relations the lhs or rhs synset is replaced by a corresponding lemma. Sam-
pling training examples from WN involves actually sampling from one of its three
versions, resulting in a triplet involving synsets, lemmas or both.
ConceptNet. This common-sense knowledge base (Liu and Singh, 2004) groups
lemmas or groups of lemmas, which are linked together with rich semantic rela-
tions such as ( kitchen table NN, used for, eat VB breakfast NN). It is based on
lemmas and not synsets, and it does not make distinctions between different senses
of a word. Only triplets containing lemmas from the WN dictionary are kept, to
finally obtain a total of 11,332 training triplets.
Wikipedia. This resource is simply raw text meant to provide knowledge to
the model in an unsupervised fashion. In this work 50,000 Wikipedia articles were
considered, although many more could be used. Using the protocol of Step (1) of
Section 10.6.1, we created a total of 1,484,966 triplets of lemmas. Imperfect training
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triplets (containing a mix of lemmas and synsets) are produced by performing the
disambiguation step on one of the lemmas. This is equivalent to MAP (Maximum
A Posteriori) training, i.e., we replace an unobserved latent variable by its mode
according to a posterior distribution (i.e. to the minimum of the energy function,
given the observed variables). We have used the 50,000 articles to generate more
than 3M examples.
EXtended WordNet (XWN). XWN (Harabagiu and Moldovan, 2002) is built
from WordNet glosses, syntactically parsed and with content words semantically
linked to WN synsets. Using the protocol of Step (1) of Section 10.6.1, we processed
these sentences and collected 47,957 lemma triplets for which the synset MRs were
known. We removed 5,000 of these examples to use them as an evaluation set for
the word-sense disambiguation task. With the remaining 42,957 examples, we cre-
ated unambiguous training triplets to help the performance of the disambiguation
algorithm: for each lemma in each triplet, a new triplet is created by replacing the
lemma by its true corresponding synset and by keeping the other members of the
triplet in lemma form (to serve as examples of lemma-based context). This led to
a total of 786,105 training triplets, from which 10k were removed for validation.
Unambiguous Wikipedia (Wku). We added to this training set some triplets
extracted from the Wikipedia corpus which were modified with the following trick:
if one of its lemmas corresponds unambiguously to a synset, and if this synset maps
to other ambiguous lemmas, we create a new triplet by replacing the unambiguous
lemma by an ambiguous one. Hence, we know the true synset in that ambiguous
context. This allowed to create 981,841 additional triplets with supervision.
Training procedure
The training algorithm described in Section 10.4 was used for all the data
sources except XWN and Wku. In those two cases, positive triplets are composed
of lemmas (as context) and of a disambiguated lemma replaced by its synset. Un-
like for Wikipedia, this is labeled data, so we are certain that this synset is the
valid sense. Hence, to increase training efficiency and yield a more discriminant
disambiguation, in step 3 of the ranking algorithm with probability 1
2
we either
sample randomly from the set of all entities or we sample randomly from the set of
117
remaining candidate synsets corresponding to this disambiguated lemma (i.e. the
set of its other meanings).
During training, we sequentially alternate between all sources, performing an
update of the model parameters with one mini-batch of examples each time. Sizes
of mini-batches differ between sources because we decided to split each source
into 50 mini-batches. We always loop over sources in the same order. Training
is stopped after 8,000 epochs on all sources (or 7 computation days). There is
one learning rate for the g functions and another for the embeddings: their val-
ues are set using a grid search, choosing among {3., 1., 0.3, 0.1, 0.03, 0.01} and
{0.03, 0.01, 0.003, 0.001, 0.0003, 0.0001} respectively. The model selection criterion
is the mean rank from the entity ranking task on the WordNet validation set. Di-
mensions of embeddings and of the g output space are equal for these experiments
and set to 50 (i.e. d = p = 50).
10.6.3 Related work
The application of SME to WSD is related to work on vector-based models of
word meaning (Lund and Burgess, 1996; Landauer and Dumais, 1997) and neu-
ral language models (Bengio, 2008; Collobert et al., 2011), in the sense that we
learn a vector representation for each lemma to disambiguate. More precisely, it
is connected to models aiming at composing such vector embeddings for obtaining
phrase or context representations (Mitchell and Lapata, 2008), via tensor prod-
ucts (Smolensky, 1990) or matrix operations (Paccanaro and Hinton, 2001; Socher
et al., 2012). However, besides that many of these methods would not scale to the
problems introduced here, there exist a major difference with our work: we aim at
learning jointly representations for words (lemmas) and senses (synsets), consider-
ing structures within language (via SRL triplets) and within a knowledge base (via
WordNet triplets) together. To the best of our knowledge, this is the first attempt
of mixing relational embeddings of a knowledge base and word embeddings. Note
that the original architecture of SME could be adapted for recursively learning
phrase representations as proposed by Socher et al. (2012) but this is beyond the
scope of this paper.
Our approach is also connected to previous work targeting to improve WSD by
using extra-knowledge by either automatically acquiring examples (Martinez et al.,
118
Table 10.6 – Relation type ranking on Wikipedia. Comparisons between two versions
of SME (this paper) and SE. Mean/median predicted rank and precision@10 (p@10, in
%) are computed on the test set. Best performances are indicated in bold.
Method Rank (median/mean) p@10
SME(linear) 92 / 267 1.951
SME(bilinear) 97 / 286 1.862
SE 118 / 283 0.882
2008) or by connecting different knowledge bases (Havasi et al., 2010), but uses a
totally different method.
Finally, our ambition towards open-text semantic parsing is related to previous
work by Shi and Mihalcea (2004), who proposed a rule-based system for open-text
semantic parsing using WordNet and FrameNet (Baker et al., 1998) and by Giuglea
and Moschitti (2006), who proposed a model to connect WordNet, VerbNet and
PropBank (Kingsbury and Palmer, 2002) for semantic parsing using tree kernels.
Poon and Domingos (2009, 2010) introduced a method based on Markov-Logic
Networks for unsupervised semantic parsing that can be also used for information
acquisition. However, instead of connecting MRs to an existing ontology as done
here, it constructs a new ontology and does not leverage pre-existing knowledge.
10.6.4 Experiments
To assess the performance w.r.t. the multi-task training and the diverse data
sources, we evaluated models trained with several combinations of data sources.wn
denotes SME models trained on WordNet, “Ambiguated” WordNet and “Bridge”
WordNet, while all denotes models are trained on all sources.
Entity ranking
We first evaluated SME(linear), SME(bilinear), SE and RESCAL in ranking on
Wikipedia (Wk) because this dataset offers a test-bed with many types of relation
(5,448). The goal of the task was to rank the correct rel given a pair of (lhs, rhs),
because this is much easier than ranking lhs or rhs that contain multiple lemmas.
All methods has only been trained on the Wk training set of 2,146,131 observed
lemma triplets and evaluated on the corresponding test set of 10k triplets. Hence,
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Table 10.7 – Word-sense Disambiguation results. F1-scores (in %) of different versions
of SME (linear/bilinear, with different data sources, combined with the most frequent
sense (mfs) information or not) are compared on XWN and a subset of SensEval-3,
with previous work SE ; Emb., the unstructured version of SME ; Lesk, a standard WSD
method ; Gamble, the algorithm that won SensEval-3 on the full test set ; and Random,
which chooses uniformly among allowed synsets. Best performing methods, with a signif-
icant difference, are indicated in bold.
Method XWN SensEval3
all+mfs 72.3 65.9
SME(linear) all 66.0 44.7
wn 31.6 29.3
all+mfs 72.1 68.3
SME(bilinear) all 67.1 49.5
wn 29.6 28.4
SE all+mfs 68.9 68.3
all 51.9 47.1
Emb. all+mfs 68.7 69.2
all 39.2 40.4
Lesk 70.2 50.5
Gamble n/a 66.4
MFS 67.2 67.8
Random 26.7 29.6
we measure the mean and median predicted ranks and the prediction@10, computed
with the following procedure. For each test triplet, the relation type is removed and
replaced by each of the relation types of the dictionary in turn. Energies of those
corrupted triplets are computed by the model and sorted by ascending order and
the rank of the correct type is stored. Table 10.6 reports the average and median of
those predicted ranks and the precision@10 (or p@10). Results clearly indicate the
advantage of using SME on data with large numbers of relation types, compared
to SE. There is no result for RESCAL because we have not been able to run it on
Wk. This confirms that SME is the method of choice when dealing with large-scale
multi-relational data.
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Word-sense disambiguation
Performance on WSD is assessed on two test sets: the XWN test set and a
subset of English All-words WSD task of SensEval-3. i For the latter, we processed
the original data using the protocol of Step (1) of Section 10.6.1 and obtained a
total of 208 words to disambiguate (out of ≈ 2000 originally). We compare with
results obtained by Emb., which uses the same embeddings as SME, but without the
structure of its energy function. The performance of SE and of the most frequent
sense for a given lemma (MFS) as well as of the standard Lesk algorithm are also
evaluated.MFS frequencies have been obtained from WordNet, which provides such
information (in cntlist files). We attempted to adapt RESCAL to this task, but the
code took too long to converge with the whole set or even a reduced set of relation
types. We implemented a version of Lesk by following the work of Banerjee and
Pedersen (2002), which performs WSD based on the WordNet::Similarity package.
Hence, a triplet of lemmas is labeled with the triplet of synsets which exhibit
the highest cumulated Lesk similarity measure (according to WordNet::Similarity):
this cumulated measure is computed as the sum of Lesk similarities of all pairs of
synsets composing the triplet. Finally, we report the F1-score of Gamble (Decadt
et al., 2004), winner of Senseval-3, on our subset of its data. i
F1 scores are presented in Table 10.7. The difference between models learnt on
all and on wn indicates that the information from Wikipedia, XWN and Wku is
crucial (+35%) and yields performance equivalent to that of MFS (a strong baseline
in WSD) on the XWN test set. Performance of the model trained on wn alone are
roughly equivalent to that of Random. This confirms that knowledge from WordNet
and free text are difficult to combine. Still, it is interesting to see that SME is able
to train on these various sources and to somewhat capture information from them
all. Emb., without the structure taking the relation type into account, performs very
poorly. SE is affected by the large number of relation types: on XWN, it remains
15% below SME. It can not learn proper matrix representations (d2 parameters)
for all verbs involved as relation types, especially for the rare ones. SME does not
undergo this problem.
i. More details at www.senseval.org/senseval3.
i. A side effect of our preprocessing of SensEval-3 data is that our subset contains mostly
frequent words. This is easier for MFS than for Gamble because Gamble is efficient on rare terms.
Hence, Gamble performs worse than during the challenge and seems to be outperformed by MFS.
However, performance of both systems are statistically equivalent.
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Table 10.8 – Predicted triplets reported by SME(bilinear) trained on all data sources
(all), by ReVerb and using the Lesk measure from Wordnet::Similarity.
SME(bilinear) ReVerb Lesk
lhs army NN 1 army army NN 1
rel attack VB 1 attacked attack VB 1
troop NN 4 the city army unit NN 1
top armed service NN 1 the village army corps NN 1
ranked ship NN 1 Israel invade VB 1
rhs territory NN 1 Poland military unit NN 1
military unit NN 1 force armed service NN 1
business firm NN 1 People monetary system NN 1
top person NN 1 Players money supply NN 1
ranked family NN 1 Interest currency NN 1
lhs payoff NN 3 Work monetary standard NN 1
card game NN 1 Students monetary resource NN 1
rel earn VB 1 earn earn VB 1
rhs money NN 1 money money NN 1
Performance can be greatly improved by combining models trained on the all
sources and theMFS score. To do so, we converted the frequency information into an
energy by taking minus the log frequency and used it as an extra energy term. The
total energy function is used for disambiguation. This yields the results denoted by
all+mfs which achieve the best results of all the methods tried. On the XWN test
set, the difference in performance between SME(linear) and SME(bilinear) is not
statistically significant but their gap with Lesk is (according to a χ2 test at the 0.05
level). For SensEval-3, differences between F1 scores of SME(linear), SME(bilinear)
(with all+mfs), Gamble and MFS are not statistically significant (χ2 test – 0.05
level). Emb. and SE can also be upgraded using MFS information. On SensEval-
3, this makes them to equal the best performance. However, on XWN (a better
indicator), they remain significantly outperformed by SME. Our method seems to
be the best for encoding supportive information to that of MFS: combined with
SME, MFS’s F1-score increases by 5%.
WordNet enrichment
WordNet uses a limited number of relation types (18 in our version), and does
not consider most verbs as relations. Thanks to our multi-task training and unified
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representation for MRs and WordNet relations, our model is potentially able to
generalize to such relations that do not exist in WordNet originally.
As illustration, predicted lists of synsets for relation types that do not exist
in WordNet are given in Table 10.8. We also compare with lists returned by Re-
Verb (Fader et al., 2011) (an information extraction tool having extracted informa-
tion from millions of web pages, i to be compared with our 50k Wikipedia articles +
knowledge bases). Lists from both systems seem to reflect common sense. However,
contrary to our system, ReVerb does not disambiguate different senses of a lemma,
and thus it cannot connect its knowledge to an existing resource to enrich it. We
also provide the lists predicted by the Lesk measure of Wordnet::Similarity, where
the score of a WordNet synset is simply defined as the sum of its similarity mea-
sures with both input synsets. The predictions are semantically related but they
do not reflect the triplet structure because semantic roles of lhs, rel or rhs do not
mean anything for Lesk.
10.7 Conclusion
This paper presented SME, a new energy-based model for learning multi-relational
semantics. This method encodes multi-relational graphs or tensors into a flexible
continuous vector space in which the original data is stored and enhanced. We
empirically showed that SME: (i) is highly competitive with the state-of-the-art
methods for modeling multi-relational data, (ii) outperforms them in large-scale
conditions, (iii) can be successfully trained on graphs with tens of thousands of
entities and thousands of kinds of relation (more than 100k entities, 10k relation
types and 3.5M training triplets). This is the only method able to be efficient on
all the different datasets considered in this paper.
In addition, we presented how SME could be applied to perform WSD using
a dictionary of more than 70,000 words based on WordNet. Our system, trained
on WordNet and free text (and other sources), can capture the deep semantics of
sentences in its energy function, which, combined with most frequent sense infor-
mation, leads to improvement in disambiguation over standard methods. Future
i. See the online ReVerb demo at http://openie.cs.washington.edu/.
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work could explore the capabilities of such systems further including more general
sentence structures, other semantic tasks, and more evolved grammars, e.g. with
FrameNet (Baker et al., 1998; Coppola and Moschitti, 2010).
An interesting extension of the model presented here extends its applicability
to domains where the objects of interest are not all symbolic (i.e., from a finite
set). In that case, one cannot associate a free parameter (its embedding vector)
to each possible object. An example of such objects are image patches, which are
generally described by a “raw” feature vector. We could learn a mapping from this
raw feature space to the embedding space, where the symbolic objects are mapped
(in a similar fashion asWSABIE (Weston et al., 2010)). Whereas for discrete object,
one can view the object’s embedding as the product of the embedding matrix by
a one-hot vector (with a 1 at the position associated with the object symbol), for
continuous objects, in the linear mapping case, the “embedding matrix” maps the
raw features (richer than one-hot) to the embedding vector. In this way, relations
could involve both discrete and continuous objects. Such extensions are possible
because of the flexibility and scalability, that models based on embeddings like
SME or WSABIE offer for dealing with multimodal inputs.
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11 ❈♦♥❝❧✉s✐♦♥
Les travaux re´alise´s dans le cadre de cette the`se couvrent des the´matiques
de recherche importantes dans le domaine des Re´seaux de Neurones Artificiels et
pre´sentent des exemples d’applications de ce type de mode`les en Traitement des
Langues Naturelles.
Le premier the`me aborde´ est celui des proble`mes d’optimisation des architec-
tures profondes. Nous avons montre´ que des choix simples, comme la proce´dure
d’initialisation des poids ou la fonction d’activation, jouent un roˆle important sur
la dynamique d’apprentissage. Nous avons propose´ l’initialisation normalise´e et la
fonction d’activation rectificatrice. Ces deux composantes sont maintenant utilise´es
couramment en recherche et en industrie. Graˆce a` ces dernie`res et a` des me´thodes
comple´mentaires, comme la technique du “Dropout”, il est maintenant possible de
se passer de la proce´dure du pre´-entraˆınement non-supervise´ pour entraˆıner des
re´seaux profonds, a` condition d’avoir assez de donne´es supervise´es. Ces me´thodes
ont permis d’ame´liorer l’e´tat de l’art dans divers champs d’application comme la
vision par ordinateur, le traitement de la parole et le traitement des langues na-
turelles.
A` l’inverse, lorsque la quantite´ de donne´es supervise´es est insuffisante, il est
primordial d’utiliser un apprentissage non-supervise´ afin d’obtenir une repre´senta-
tion des donne´es facilitant l’apprentissage. Ceci est le deuxieme the`me aborde´ dans
cette the`se. Plus pre´cisemment, nous nous sommes inte´resse´s a` l’adaptation de do-
maine pour l’analyse de sentiment, une taˆche du traitement des langues naturelles.
Nous avons montre´ que les Auto-Encodeurs De´bruitants permettent d’obtenir des
repre´sentations pour lesquelles les facteurs de variations correspondants aux do-
maines et ceux correspondants aux sentiments sont en partie de´meˆle´s, ce qui est
hautement de´sirable pour l’adaptation de domaine. Nous avons montre´ que cette
me´thode est l’e´tat de l’art dans ce contexte.
Le dernier the`me pre´sente´ dans cette the`se concerne les applications en traite-
ment des langues naturelles des Re´seaux de Neurones Artificiels. Nous avons d’abord
125
explore´ des applications en analyse de sentiment et en adaptation de domaine. Puis,
nous avons montre´ les be´ne´fices ce type de mode`les pour les donne´es relationnelles,
cela par le biais d’un mode`le a` base d’e´nergie pouvant eˆtre utilise´ pour la pre´diction
de liens, le classement d’entite´s et la disambiguation de sens dans le contexte de
l’analyse de roˆle se´mantique.
Autour de ces trois the`mes, les perspectives de recherche futures sont riches.
Voici quelques exemples de directions que je souhaite poursuivre:
– La neuroscience est une source d’inspiration inte´ressante, nous savons de facto
que le cerveau est un syste`me performant pour de nombreuses taˆches. Il est
utile de s’inspirer de son fonctionnement pour tenter d’ame´liorer nos mod-
e`les et algorithmes, sans pour autant se limiter a` reproduire les donne´es bi-
ologiques. En faisant cela, nous pouvons tirer parti des centaines de millions
d’anne´es de l’e´volution du syste`me nerveux et, aussi, mieux comprendre les
principes importants de son fonctionnement.
– L’apprentissage de repre´sentations, et notamment le de´meˆlement des facteurs
de variations, est un sujet de premie`re importance. En effet, les repre´sen-
tations de´meˆle´es ont de nombreux avantages: apprentissage rapide, bonne
ge´ne´ralisation, possibilite´ de transfe´rer l’apprentissage.
– Les mode`les a` base d’“embeddings”, qui permettent d’obtenir une repre´senta-
tion distribue´e pour le texte, ont de´ja` prouve´ leur utilite´. Cependant, l’utili-
sation de telles me´thodes pour repre´senter des phrases ou des textes entiers
est encore difficile, il s’agit d’un sujet de recherche actif. Le language est une
composante cruciale pour l’intelligence humaine, notamment pour l’appren-
tissage, ame´liorer la manipulation de ce type de donne´es par la machine reveˆt
donc une importance particulie`re.
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