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Abstract
Slender body theory is a commonly used approximation in computational models of thin
fibers in viscous fluids, especially in simulating the motion of cilia or flagella in swimming
microorganisms. In [23], we developed a PDE framework for analyzing the error introduced
by the slender body approximation for closed-loop fibers with constant radius , and showed
that the difference between our closed-loop PDE solution and the slender body approximation
is bounded by an expression proportional to | log |. Here we extend the slender body PDE
framework to the free endpoint setting, which is more physically relevant from a modeling
standpoint but more technically demanding than the closed loop analysis. The main new
difficulties arising in the free endpoint setting are defining the endpoint geometry, identifying
the extent of the 1D slender body force density, and determining how the well-posedness
constants depend on the non-constant fiber radius. Given a slender fiber satisfying certain
geometric constraints at the filament endpoints and a one-dimensional force density satisfying
an endpoint decay condition, we show a bound for the difference between the solution to the
slender body PDE and the slender body approximation in the free endpoint setting. The
bound is a sum of the same | log | term appearing in the closed loop setting and an endpoint
term proportional to , where  is now the maximum fiber radius.
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1 Introduction
Consider a microorganism swimming through a viscous fluid, propelled by a slender flagellum
or an array of thin cilia. Understanding how these thin structures interact with the surround-
ing fluid to propel the microorganism forward may aid in the design of artificial cilia for use
in microfluidic lab-on-a-chip devices, which facilitate rapid chemical reactions by mixing flu-
ids on small scales [30, 12, 17], or in self-propulsion of nanorobots for targeted drug delivery
[24, 15, 25, 19]. With these applications in mind, it is important to create accurate, theoretically
sound mathematical models describing the behavior of slender fibers immersed in fluid.
To model the interaction between a thin filament and a viscous fluid in R3, we begin with the
Stokes equations describing the velocity u and pressure p of the fluid:
−∆u+∇p = 0, divu = 0, (1.1)
along with suitable boundary conditions prescribed over the fiber surface. However, from a
practical perspective, parameterizing and prescribing boundary conditions over the entire slen-
der body surface is very computationally intensive, especially since we are often interested in
simulating tens [29] or even hundreds [7] of individual fibers.
This is where slender body theory becomes useful. The basic idea behind slender body theory is
to exploit the thinness of the fiber: instead of being modeled as a fully three-dimensional object,
the filament is treated as a one-dimensional force density along a curve in R3. The early pioneers
of slender body theory, including Hancock [13], Cox [8], and Batchelor [1], treated the filament
as a curve of point sources only. Later, Keller and Rubinow [16] and Johnson [14] added higher
order corrections to this basic slender body theory to develop an improved slender body theory,
yielding an approximation to the fiber centerline velocity (1.23) that has been used as a basis
for many computational models of thin fibers, including [29, 11, 20, 4, 28], and [27]. Johnson
in particular introduced the use of a doublet correction, forming what we will refer to as the
classical slender body approximation (1.20).
However, until recently, there has been a lack of rigorous theoretical justification for slender
body theory. In particular, given force data prescribed only along a one-dimensional curve in
R3, it was not immediately obvious how to state the problem to which slender body theory is
an approximation as a well-posed PDE. It was therefore unclear how to characterize and ana-
lyze the error introduced by approximating a truly three-dimensional fiber as a one-dimensional
object. As a starting point, we consider only the static problem of imposing a time-independent
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force along the fiber.
In [23], we propose a rigorous error analysis framework for slender body theory given that the
fiber is a closed loop with constant radius . We define the slender body PDE as a Stokes
boundary value problem with only partial Dirichlet and partial Neumann information specified
at each point along the fiber surface. The partial Dirichlet information, which we term the
fiber integrity condition, allows us to make sense of total force data (the partial Neumann infor-
mation) prescribed only on a one-dimensional curve in R3. After tracking the -dependence in
various constants arising in the well-posedness theory for slender body PDE, we compare this
PDE solution to the closed-loop slender body approximation along the actual fiber surface and
derive an error estimate. We ultimately show that, given a few regularity assumptions on the
fiber centerline and the force density along the fiber, the error in the slender body approximation
is bounded by an expression proportional to  |log |.
The closed loop analysis presents a good first step toward placing slender body theory on a solid
theoretical foundation. However, each of the above-mentioned modeling applications concern
thin filaments that are not closed loops, but instead have free endpoints. The closed loop problem
is easier to write down and analyze, but the free endpoint problem is much more important from
a modeling perspective. In this paper, we extend the slender body PDE framework designed in
[23] to derive an error estimate for the slender body approximation for a fiber with free ends.
The resulting error bound is the same order as the closed loop estimate, provided the prescribed
force decays sufficiently at the fiber endpoints.
1.1 Free endpoint slender body geometry
We begin by introducing some geometric considerations for a slender body with free endpoints.
Let Xext : [−3/2, 3/2] → R3 denote the coordinates of a curve Γ0 ∈ R3, parameterized by arc
length ϕ. We assume Xext ∈ C2(−3/2, 3/2) so that the curvature κ(ϕ) is well defined for each
ϕ ∈ (−3/2, 3/2).
As in the closed loop setting (see [23]), the curve Γ0 is assumed to be non-self-intersecting: there
exists cΓ > 0 such that
inf
ϕ1 6=ϕ2
|Xext(ϕ1)−Xext(ϕ2)|
|ϕ1 − ϕ2| ≥ cΓ. (1.2)
The region around Γ0 can be described via a C1 orthonormal frame along Xext. We first define
the tangent vector
et(ϕ) =
dXext
dϕ
(ϕ).
Choosing any unit vector en1(0) normal to the tangent vector et(0), we define the vector field
en1(ϕ) ∈ C1 via parallel transport along Xext such that en1(ϕ) ⊥ et(ϕ) at each ϕ ∈Xext. Define
en2(s) = et(s) × en1(s). Then the triple et, en1 , en2 forms a C1 orthonormal frame known as a
Bishop frame [2], and satisfies the ODE
d
dϕ
 et(ϕ)en1(ϕ)
en2(ϕ)
 =
 0 κ1(ϕ) κ2(ϕ)−κ1(ϕ) 0 0
−κ2(ϕ) 0 0
 et(ϕ)en1(ϕ)
en2(ϕ)
 . (1.3)
Here κ1 and κ2 are continuous functions of ϕ satisfying the the relation
κ(ϕ) =
√
κ21(ϕ) + κ
2
2(ϕ), (1.4)
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where κ(ϕ) is the curvature of Xext(ϕ). We define
κmax := max
ϕ∈(−3/2,3/2)
|κ(ϕ)| . (1.5)
Note that the Bishop frame is similar to the frame constructed in the closed loop setting ([23],
Lemma 1.1), but in the free endpoint case we may take the coefficient κ3 = 0 as we no longer
require periodicity of the frame.
We define cylindrical unit vectors with respect to the Bishop frame:
eρ(ϕ, θ) := cos θen1(ϕ) + sin θen2(ϕ)
eθ(ϕ, θ) := − sin θen1(ϕ) + cos θen2(ϕ).
Now, for some
rmax = rmax(cΓ, κmax) (1.6)
we may parameterize points x with dist(x,Γ0) ≤ rmax as a tube about Γ0:
x = Xext(ϕ) + ρeρ(ϕ, θ). (1.7)
To define a free-end slender body, we consider a subset of the curve Xext(ϕ). Let 0 <  ≤ rmax/4
and define
X(ϕ) = {Xext(ϕ) : −η ≤ ϕ ≤ η}. (1.8)
Here 1 < η <
3
2 is a value close to 1; in particular,
cη,0
2 ≤ η − 1 ≤ cη2, cη,0, cη > 0. (1.9)
θ
a(ϕ)
Γ0,X(ϕ)
Γ = ∂Σ
en1(ϕ)
en2(ϕ)
et(ϕ)
Xext(ϕ)
Xext(ϕ)
Figure 1: The geometry of the free-endpoint slender body is specified with respect to a C1 Bishop
frame (1.3) along the fiber centerline X(ϕ). We assume that the fiber centerline X(ϕ) can be
considered as a subset of a longer curve Xext(ϕ) satisfying the non-self-intersection condition
(1.2).
We then define a free-endpoint slender body Σ by
Σ =
{
x ∈ R3 : x = X(ϕ) + ρeρ(ϕ, θ), ρ < a(ϕ)
}
. (1.10)
Here the radius function a(ϕ) is defined as follows.
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Definition 1.1. We say that a : [−η, η] → R is an admissible slender body radius function if
the following conditions hold:
1. (Smoothness) The radius function a is in C2(−η, η).
2. (Spheroidal endpoints) There exists 0 < δa < 1 such that for ϕ ∈ (−η,−1+δa]∪[1−δa, η),
we have ∣∣∣a(ϕ)−√η2 − ϕ2∣∣∣ ≤ ca2√η2 − ϕ2.
In particular, a(±η) = 0 and we require the following monotonicity in endpoint decay:
a(ϕ1) ≤ a(ϕ2) if 1− δa < |ϕ2| ≤ |ϕ1| < η.
3. (Non-vanishing away from endpoints) We have 0 < a(ϕ) ≤ 1 for ϕ ∈ (−η, η), and there
exists a constant 0 < a0 < 1 such for ϕ ∈ (−1 + δa, 1− δa), a(ϕ) ≥ a0.
4. (Controlled derivative) The product a(ϕ)a′(ϕ) is bounded for each ϕ ∈ [−η, η]. We define
the constant
c¯a := sup
ϕ∈(−η,η)
∣∣a(ϕ)a′(ϕ)∣∣ . (1.11)
Note that due to the extent η of the slender body, the radius function a(ϕ) depends on .
However, to avoid clutter, we will not indicate this dependence in our notation.
An important example of an admissible radius function a(ϕ) is that of the prolate spheroid with
foci at ±1. In this case, η =
√
1 + 2 and the radius function and its derivative are specified for
all ϕ ∈ (−η, η) by
a(ϕ) =
1√
1 + 2
√
1 + 2 − ϕ2,
a′(ϕ) =
−1√
1 + 2
ϕ√
1 + 2 − ϕ2 .
Classical slender body theory has been developed and studied particularly for the case of slen-
der prolate spheroids, or at least spheroidal endpoints [14, 6, 18]. We will often use the prolate
spheroid as a motivating example, but note that our methods apply to slightly more general
slender body geometries.
We parameterize the slender body surface Γ = ∂Σ as
Γ(ϕ, θ) = X(ϕ) + a(ϕ)eρ(ϕ, θ). (1.12)
The surface element on Γ is given by
dS = J(ϕ, θ)dθdϕ (1.13)
where the Jacobian factor J is defined as
J(ϕ, θ) := a(ϕ)
√
(1− a(ϕ)κ̂(ϕ, θ))2 + 2(a′(ϕ))2;
κ̂(ϕ, θ) := κ1(ϕ) cos θ + κ2(ϕ) sin θ.
(1.14)
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As in the closed loop setting, we also define a tubular neighborhood of the slender body centerline
ending in spherical caps about the fiber endpoints:
O :=
{
x ∈ Ω : x = X(ϕ) + ρeρ(ϕ, θ); |ϕ| ≤ 1, 0 ≤ θ < 2pi, a(ϕ) < ρ < rmax
}
⋃{
x ∈ Ω : x = Xext(ϕ) + ρeρ(ϕ, θ); 1 < |ϕ| < 1 + rmax,
0 ≤ θ < 2pi, a(ϕ) < ρ <
√
r2max − (|ϕ| − 1)2
}
.
(1.15)
Here rmax is given by (1.6), and we define a(ϕ) ≡ 0 for |ϕ| ≥ η. See Figure 2 for a depiction of
the region O. Note that the region O is C1 and, since rmax does not depend on , the diameter
of O is bounded independent of .
X(ϕ),−η ≤ ϕ ≤ η
Γ = ∂Σ
Xext(ϕ)
Xext(ϕ)
rmax
O
Figure 2: The neighborhood O of the slender body is given by a tubular region about the slender
body centerline, with spherical caps at the endpoints.
1.2 Slender body theory and effective centerline
The main idea behind slender body theory is to exploit the thin geometry of the filament
described in Section 1.1 and approximate the fiber as a force density distributed along a one-
dimensional curve in three-dimensional space.
To build this approximation, we will need the Stokeslet : the free-space Green’s function for the
Stokes equations in R3. The Stokeslet describes the velocity u due to a point source at x0 ∈ R3
of strength f , i.e.
−∆u+∇p = fδ(x− x0), divu = 0. (1.16)
It can be shown (see [26, 5]) that the solution to (1.16) is given by
u =
1
8pi
S(x− x0)f , p = 1
4pi
(x− x0) · f
|x− x0|3
,
where the Stokeslet S is defined
S(x) = I|x| +
xxT
|x|3 . (1.17)
The most basic version of slender body theory, developed by [13, 1, 8], approximates the force-
per-cross-section f(s) along the filament by integrating Stokeslets of strength f(s) along the
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the fiber centerline. Later, [16, 14] improved on this basic model by proposing an additional
constraint. To alert the surrounding fluid to the fact that the fiber is in fact a solid, three-
dimensional object, [16] and [14] require the velocity of the filament to be uniform over each
cross section. This ensures the structural integrity of the fiber, as each cross section is con-
strained to maintain its circular shape over time. In particular, the filament may bend along its
centerline, but the radius a(ϕ) remains fixed over time at each ϕ.
In [23] we refer to this constant-on-cross-sections constraint as the fiber integrity condition. To
enforce the fiber integrity condition, we will need to define the doublet, given by
D(x) = 1
2
∆S(x) = I|x|3 −
3xxT
|x|5 . (1.18)
On each cross section we then need to add a doublet correction to the Stokeslet term, with a
coefficient calculated to cancel the leading order angular dependence in the cross sectional veloc-
ity. It can be shown (see [14] and the heuristic in Section 1.2.2 of [23]) that this coefficient must
be proportional to the square of the cross sectional radius 2a2 multiplied by the Stokeslet force f .
However, since the Stokeslet and doublet are singular at x0, we will encounter issues in defin-
ing, let alone determining the value of, the slender body approximation along Γ anywhere the
fiber centerline and the actual slender body surface coincide. Clearly this presents a poten-
tial problem for the slender body approximation at the fiber endpoints. To address this issue,
many authors [14, 6, 18] require that, for a spheroidal slender body, the Stokeslets and doublets
are distributed only between the generalized foci of the body (i.e. the foci of the straightened
body) at ϕ = ±1. For the (slightly more general) slender fibers that we consider, the notion of
generalized focus is still well-defined due to the spheroidal endpoint requirement of Definition 1.1.
We define the effective centerline to be the portion of the fiber centerline X lying between the
generalized foci of the slender body at ϕ = ±1:
Effective centerline =
{
X(s) : −1 ≤ s ≤ 1}. (1.19)
Hereafter, we use the variables s, t ∈ (−1, 1) to parameterize the effective centerline.
Thus the classical slender body approximation is given by an integral expression over the effective
centerline:
uSB(x) =
1
8pi
∫ 1
−1
(
S(R) + 
2a2(t)
2
D(R)
)
f(t) dt; R = x−X(t), (1.20)
where S and D are as defined in (1.17) and (1.18), respectively. The corresponding slender body
approximation to the pressure is given by
pSB(x) =
1
4pi
∫ 1
−1
R · f(t)
|R|3 dt. (1.21)
Importantly, due to the extent of the effective centerline (1.19), the slender body approxima-
tions (1.20) and (3.9) are well-defined at every point on the actual slender body surface Γ. In
particular, the expressions (1.20) and (3.9) do not blow up at the actual fiber endpoints at ±η
since the effective centerline does not intersect Γ.
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An asymptotic expansion of (1.20) about  = 0 results in an approximation for the motion of
the fiber centerline, which we term uSBC (s). Defining the centerline difference
RC(s, t) = X(s)−X(t), s, t ∈ (−1, 1), (1.22)
along the effective centerline of the fiber, we have that uSBC (s) is given by
8piuSBC (s) =
[
(I− 3et(s)et(s)T) + (I + et(s)et(s)T)L(s)
]
f(s)
+
∫ 1
−1
[(
I
|RC| +
RCR
T
C
|RC|3
)
f(t)− I + et(s)et(s)
T
|s− t| f(s)
]
dt.
(1.23)
Here L(s) = log
(2(1−s2)+2√(1−s2)2+42a2(s)
2a2(s)
)
. Note that this expression for L(s) agrees with
Go¨tz [11] away from the fiber endpoints, but has been adjusted to be well-defined up to the ends
(recall that a(±1) = O(), by Definition 1.1). The expression would also agree with Tornberg-
Shelley [29] if the radius function a(s) were instead spheroidal with endpoints at exactly ±1
(a2(s) = 1− s2), rather than at ±η. However, to ensure that the slender body approximation
(1.20) is well-defined at the fiber endpoints, we use a radius function as defined in Definition 1.1.
s = −1
s = 1
s = 1
ϕ(−1) = −η
ϕ(1) = η
{X(s) : s ∈ [−1, 1]}
Effective centerline:
ϕ : [−1, 1]→ [−η, η]
Figure 3: We think of the arclength parameter ϕ as a function ϕ(s) taking points s ∈ [−1, 1]
along the effective centerline to the true centerline, ϕ(s) ∈ [−η, η]. This allows us to avoid
singularities in the slender body approximation (1.20) at the fiber endpoints.
Now, before we can write down a PDE defining a notion of true solution to the free endpoint
slender body problem, we need to be able to reconcile the discrepancy between the slender body
force distribution along the effective centerline and the true extent of the actual fiber surface.
We instead consider the arc length variable ϕ as a function ϕ(s) that takes s ∈ [−1, 1] to the
true centerline, −η ≤ ϕ(s) ≤ η. More specifically, we give the following definition of ϕ(s):
Definition 1.2. We say that ϕ : [−1, 1]→ [−η, η] is an admissible stretch function if
1. (Close to s) The function ϕ ∈ C1(−1, 1) is bijective onto [−η, η] and there exists a constant
cϕ > 0 such that |ϕ(s)− s| ≤ cϕ2 and |ϕ′(s)− 1| ≤ cϕ2.
2. (Symmetry) For each s ∈ [−1, 1], ϕ(−s) = −ϕ(s).
One possibility for the form of ϕ(·) is simply the uniform stretch
ϕ(s) = ηs;
however, it may be useful to be able to specify more complicated functions.
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1.3 Free endpoint slender body PDE
Using the above definition of effective centerline (1.19), we proceed to formulate the free endpoint
slender body PDE as a boundary value problem in Ω = R3\Σ. Following a similar outline to
the closed loop case [23], we show that it is possible to reconstruct a three-dimensional Stokes
flow given only a one-dimensional force density f(s) and the fiber integrity condition.
Let Σ be a slender body with free endpoints as described in Section 1.1, with radius function
a(ϕ) as in Definition 1.1, and consider an admissible stretch function ϕ = ϕ(s) as in Definition
1.2. Letting σ = ∇u+ (∇u)T + pI denote the stress tensor, we define the free endpoint slender
body PDE as
−∆u+∇p = 0, divu = 0 in Ω = R3\Σ∫ 2pi
0
(σn)
∣∣
(ϕ(s),θ)
J(ϕ(s), θ)ϕ′(s)dθ = f(s) on Γ
u
∣∣
Γ
= u
(
ϕ(s)
)
(unknown but independent of θ)
u→ 0 as |x| → ∞.
(1.24)
Here the Jacobian factor J is as defined in (1.14), and the unit normal n to Γ, directed into
the slender body, is given by
n(ϕ, θ) = − 1√
1 + 2(a′)2
eρ(ϕ, θ) +
a′(ϕ)√
1 + 2(a′)2
et(ϕ), (1.25)
where we have accounted for the variation in the radius function a(ϕ) along the fiber.
As in the closed loop setting [23], the slender body PDE for free endpoints is a boundary value
problem with partial Dirichlet and partial Neumann information specified everywhere along the
fiber surface, resulting in a PDE describing semirigid fiber motion. In contrast to the closed
loop case, the free-endpoint slender body force data f(s), s ∈ (−1, 1), is specified only along
the effective centerline (1.19) but is defined such that the data is stretched to encompass each
cross section along the actual fiber surface, ϕ(s) ∈ (−η, η). The fiber integrity condition
u
∣∣
Γ
= u(ϕ(s)) is still required to hold along the entire length of the fiber, −η < ϕ(s) < η.
The free endpoint PDE (1.24) gives rise to a natural energy balance that is very similar to the
closed loop setting:∫
Ω
2 |E(u)|2 dx =
∫
Γ
u(ϕ(s)) · (σn)∣∣
(ϕ(s),θ)
J(ϕ(s), θ)ϕ′(s) dθds
=
∫ 1
−1
u(ϕ(s)) · f(s) ds.
(1.26)
Again, the dissipation per unit time (left hand side) balances the power (force times velocity)
exerted by the slender body (right hand side).
Using the energy balance (1.26), we show a well-posedness result for the free endpoint slender
body PDE in the function space D1,2(Ω) (see (2.1)). In order to do so, we will need to impose
a decay condition on the force f at the fiber endpoints. We define the weighted space L2a(−1, 1)
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and corresponding norm ‖·‖L2a(−1,1) as
L2a(−1, 1) =
{
g ∈ L2(−1, 1) : g(s) ∣∣log(1− s2)∣∣1/2 ∈ L2(−1, 1)},
‖g‖2L2a(−1,1) =
∫ 1
−1
|g(s)|2 ∣∣log(1− s2)∣∣ ds. (1.27)
Note that, due to the spheroidal endpoint condition of Definition 1.1, we have
g ∈ L2a(−1, 1) if and only if g(s)
∣∣log (a(ϕ(s)))∣∣1/2 ∈ L2(−1, 1). (1.28)
Therefore, we will frequently use the condition (1.28) as an alternative characterization of the
space L2a(−1, 1), although this characterization implicitly depends on .
Using the definition of L2a(−1, 1), we show:
Theorem 1.1. (Well-posedness of free-endpoint slender body PDE) Let Ω = R3\Σ for a free-
endpoint slender body Σ as specified in Section 1.1. Given f ∈ L2a(−1, 1), there exists a unique
weak solution (u, p) ∈ D1,2(Ω)× L2(Ω) to (1.24) satisfying
‖u‖D1,2(Ω) + ‖p‖L2(Ω) ≤ |log |1/2C ‖f‖L2a(−1,1) , (1.29)
where the constant C depends on the constants cΓ, κmax, δa, ca, c¯a, a0, cϕ, cη, and cη,0, but not
on .
The free-endpoint PDE formulation (1.24) results in an analogous energy estimate to that in the
closed-loop setting: the force data f specified along a one-dimensional curve controls the fluid
velocity and pressure in three dimensions. However, unlike the closed loop setting, the vanishing
radius at the fiber endpoints necessitates a decay requirement (1.27) in f . This is due to the
fact that the unweighted L2 trace inequality diverges logarithmically at the fiber endpoints, and
therefore we must include a small weight in the trace to ensure well-posedness. We explore this
phenomenon in detail in Appendix A.1.2 and derive the logarithmic -dependence appearing
in the estimate (1.29). In addition to the trace inequality, showing the -dependence in (1.29)
will require a new proof of -independence in the Korn inequality for a thin fiber with free,
spheroidal endpoints. This is accomplished by way of an -independent extension operator into
the interior of the fiber, which we construct in Appendix A.1.3. Given this extension operator,
the -independence of the Korn and Sobolev inequalities follow easily in Appendix A.1.4. Fi-
nally, in Appendix A.1.5 we verify the -independence in the pressure inequality (2.16), but this
is essentially the same proof as in the closed loop setting ([23], Appendix A.2.5).
Theorem 1.1 and the estimate (1.29) provide a framework for estimating the difference between
the true solution (u, p) to (1.24) and the slender body approximation (uSB, pSB) (1.20). First,
however, we will need to impose a stronger decay condition on the prescribed force f at the
fiber endpoints. This is due to the manner of obtaining the residual estimates in Section 3. To
this end, we define the space Ca(−1, 1), along with the norm ‖·‖Ca , as follows:
Ca(−1, 1) =
{
g ∈ C(−1, 1) : |g(s)|√
1− s2 <∞, s ∈ (−1, 1)
}
,
‖g‖Ca(−1,1) = sup
s∈(−1,1)
|g(s)|√
1− s2 .
(1.30)
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As in the case of the space L2a(−1, 1), we note that
g ∈ Ca(−1, 1) if and only if sup
s∈(−1,1)
|g(s)|
a(ϕ(s))
<∞, (1.31)
due to the spheroidal endpoint condition of Definition 1.1. It will be convenient to use this
characterization of the space Ca(−1, 1) in the residual estimates of Section 3, but we again note
that this characterization implicitly depends on .
We will require the prescribed force f(s) to belong to the space C1(−1, 1)∩Ca(−1, 1), where, as
usual, the norm ‖·‖C1(−1,1) is given by
‖g‖C1(−1,1) := sup
s∈(−1,1)
|g(s)|+ sup
s∈(−1,1)
∣∣g′(s)∣∣ .
We show the following error estimate for the slender body approximation (1.20) for a fiber with
free endpoints.
Theorem 1.2. (Free-endpoint slender body theory error estimate) Let Ω = R3\Σ for a free-
endpoint slender body Σ as defined in Section 1.1. Given a force f ∈ C1(−1, 1) ∩ Ca(−1, 1), let
(u, p) denote the true solution to the free endpoint PDE (1.24) and let (uSB, pSB) denote the
corresponding slender body approximation (1.20). Then the difference uSB−u, pSB− p satisfies∥∥uSB − u∥∥
D1,2(Ω)
+
∥∥pSB − p∥∥
L2(Ω)
≤ C( |log | ‖f‖C1(−1,1) +  ‖f‖Ca(−1,1) ), (1.32)
where C depends on the constants cΓ, κmax, δa, ca, c¯a, cϕ, cη, and cη,0, but not on .
In addition, along the effective centerline (s ∈ (−1, 1)), the difference between the true fiber
velocity Tr(u)(s) and the slender body centerline approximation uSBC (s) (1.23) satisfies∥∥Tr(u)− uSBC ∥∥L2(−1,1) ≤ C( |log |3/2 ‖f‖C1(−1,1) +  |log |1/2 ‖f‖Ca(−1,1) ), (1.33)
where C again depends on cΓ, κmax, δa, ca, c¯a, a0, cϕ, cη, and cη,0, but not on .
Note that the ‖f‖C1(−1,1) terms of estimates (4.12) and (1.33) are identical to the closed loop
error estimates in [23]. However, an additional ‖f‖Ca(−1,1) is needed in the free end case due to
effects near the fiber endpoints. As in the closed loop setting, to prove Theorem 1.2, we derive
residual estimates for the slender body force fSB− f and the θ-dependence in the slender body
surface velocity uSB
∣∣
Γ
(ϕ, θ). The new difficulties in the residual estimation procedure arising
from the free ends are detailed in Section 3. Most of the technical lemmas involved in the esti-
mation must be altered from their closed-loop analogues to account for the free endpoints and
lack of symmetry in integration in arclength along the fiber. In particular, the new technical
lemmas for the free endpoint setting will necessitate a stronger decay condition for f at the fiber
endpoints than the condition (1.27) needed to simply show well-posedness of the free endpoint
PDE. In Section 4, we use the existence framework established in Section 2 to derive the error
estimate (4.12) and the centerline estimate (1.33) stated in Theorem 1.2.
Remark 1.3. Alternative ways to formulate the slender body PDE. The formulation
of the slender body PDE (1.24) is just one of various possible ways to construct a notion of true
solution to the slender body problem. We make note of two particularly important alternatives.
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1. Different force definition: Instead of using the stretch function ϕ(s) (Definition 1.2),
we may reconcile the discrepancy between the slender body force extent and the actual
fiber length in the following way. Given a force f(s), s ∈ [−1, 1], we may instead construct
a function f(ϕ; ), ϕ ∈ [−η, η], satisfying |f(ϕ; )− f(s)| ≤ C. We may then replace
the total force boundary condition in (1.24) with∫ 2pi
0
(σn)
∣∣
(ϕ,θ)
J(ϕ, θ)dθ = f(ϕ; ). (1.34)
Note that there is still a degree of ambiguity in this notion of the slender body force, as
the choice of f(ϕ; ) is not unique. Indeed, we may interchange these two constructions of
the slender body force as follows. Considering ϕ as the stretch function ϕ(s), we multiply
both sides of (1.34) by ϕ′(s) to obtain∫ 2pi
0
(σn)
∣∣
(ϕ(s),θ)
J(ϕ(s), θ)ϕ′(s)dθ = f(ϕ(s); )ϕ′(s) := f(s),
where we have defined f(ϕ(s); )ϕ
′(s) to be the prescribed force data f(s).
2. Different radius function: From a modeling perspective, it may be more useful to con-
sider fibers with uniform radius up to the fiber endpoints. For the sake of analysis, we may
approximate this scenario via hemispherical caps. We note that a similar error estimate
to Theorem 1.2 should hold for these fibers, too, given a stronger decay condition on the
prescribed force at the fiber endpoints.
Consider a free-end slender body with centerlineX(ϕ) as in (1.8), but for ϕ ∈ [−1−, 1+]
rather than ±η. Let the radius function a(ϕ) be given by
a(ϕ) =
{
1, ϕ ∈ [−1, 1]
1

√
2 − (ϕ− 1)2, 1 < |ϕ| ≤ 1 +  ; a
′(ϕ) =
0, ϕ ∈ [−1, 1]−(ϕ−1)

√
2−(ϕ−1)2 , 1 < |ϕ| ≤ 1 + .
(1.35)
Technically this surface is only C1,1, but this should not greatly affect the analysis. If
needed, the definition (1.35) can be accompanied by an appropriate smoothing near ϕ = ±1
to ensure that the slender body surface is C2. We continue to define the effective center-
line as in (1.19), but instead of the stretch function given by Definition 1.2, we consider
ϕ : [−1, 1]→ [−1− , 1 + ] satisfying |ϕ(s)− s| ≤ C.
The inequalities of Section 2.1 and the subsequent well-posedness arguments of Section 2.2
can be adapted to this scenario. The same function space L2a(−1, 1) (1.27) should work for
the force f(s) in this scenario. In fact, the proof of existence of an -independent extension
operator (Lemma A.3 in Appendix A.1), used to show the -independent Korn inequality
(2.11), is simpler in this setting due to the uniform radius. The main difference with this
choice of a(ϕ) lies in the residual estimates of Section 3; in particular, Lemmas 3.6 and 3.7.
Obtaining an analogous bound when the radius function a is given by (1.35) will require
that the prescribed force f(s) decays at least like 1− s2 at the fiber endpoints. Although
this decay requirement is stronger than that needed for the prolate spheroid, this may
not be a significant additional limitation on physically relevant choices for f . With this
modification to Lemmas 3.6 and 3.7, the velocity and force residual estimates proceed as
in Sections 3.2 and 3.3.
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2 Well-posedness of free-endpoint slender body PDE
This section is devoted to the proof of Theorem 1.1. We begin by defining our notion of a
weak solution to (1.24). In Section 2.1, we note the -dependence of key inequalities arising in
the well-posedness theory for (1.24), and in Section 2.2, we use these inequalities to prove the
existence and uniqueness claims of Theorem 1.1 as well as the estimate (1.29).
As in the closed loop setting [23], we look for a velocity u satisfying (1.24) in a suitable sense
with Stokeslet-like decay at ∞ (∼ |x|−1). We therefore consider velocities u belonging to the
homogeneous Sobolev space D1,2(Ω), defined as
D1,2(Ω) = {u ∈ L6(Ω) : ∇u ∈ L2(Ω)}. (2.1)
Recalling the Sobolev inequality
‖u‖L6(Ω) ≤ cS‖∇u‖L2(Ω) (2.2)
in the exterior domain Ω ⊂ R3, we have that D1,2(Ω) is a Hilbert space with norm
‖u‖D1,2(Ω) ≡ ‖∇u‖L2(Ω). (2.3)
For a more detailed exploration of the function space D1,2, see [10], Chapter II.6 - II.10.
We define D1,20 (Ω) as the closure of C∞0 (Ω) in D1,2(Ω).
Following the same outline as in [23], we proceed to define a notion of weak solution to (1.24).
First we recall the definition of the admissible set
Adiv = {u ∈ D1,2(Ω) : divu = 0, u|Γ = u(ϕ)}, (2.4)
where the boundary condition u|Γ = u(ϕ) is independent of the angle θ but otherwise unspec-
ified; i.e. u ∈ Adiv satisfies ∫
Γ
u
∂φ
∂θ
dS = 0 (2.5)
for any φ ∈ C∞(Γ). As noted in the closed loop setting, the trace operator Tr on Adiv functions
will be considered as both a function on Γ and on the centerline (−η, η). We show in Section
A.1.2 that functions u ∈ Adiv satisfy the free-endpoint weighted trace inequality
1√
2pi(1 + κmax + c¯a)
∥∥∥Tr(u) |log(a)|−1/2∥∥∥
L2(Γ)
≤
∥∥∥Tr(u) |log(a)|−1/2∥∥∥
L2(−η,η)
≤ cT ‖∇u‖L2(Ω) .
(2.6)
Here the weight |log(a(ϕ))|−1/2 is needed to avoid logarithmic divergence of the trace near the
fiber endpoints. The -dependence of the constant cT is explored in detail in Section A.1.2.
Note that Adiv is nontrivial: taking any constant function defined on Γ, we can solve the corre-
sponding Stokes Dirichlet boundary value problem in Ω to obtain a solution that then belongs
to Adiv . Furthermore, from (2.5), we can see that Adiv is a closed subspace of D1,2(Ω).
With the space Adiv as above, we define a weak solution to (1.24) as follows:
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Definition 2.1. (Weak solution to free-endpoint slender body PDE) A weak solution u ∈ Adiv
to (1.24) satisfies ∫
Ω
2 E(u) : E(v) dx−
∫ 1
−1
v(ϕ(s)) · f(s) ds = 0 (2.7)
for all v ∈ Adiv .
We can formally verify that weak solutions of the slender body Stokes system (1.24) satisfy
(2.7). Note that, away from Γ, the Stokes equations in Ω can be rewritten as
divσ = 0, divu = 0; σ = ∇u+ (∇u)T − pI.
Let C∞(Ω) denote smooth functions supported up to the slender body surface Γ but away
from ∞, and assume u ∈ Adiv ∩ C∞(Ω) satisfies the slender body Stokes equation (1.24), so
divσ = 0 in Ω. Multiplying this equation by v ∈ Adiv and integrating by parts, we have
0 = −
∫
Ω
divσ · v dx =
∫
Ω
σ : ∇v dx−
∫
Γ
v · (σn) dS
=
∫
Ω
(
2 E(u) : ∇v − p div v) dx− ∫ η
−η
∫ 2pi
0
v(ϕ) · (σn)∣∣
ϕ,θ)
J(ϕ, θ) dθdϕ
=
∫
Ω
2 E(u) : E(v) dx−
∫ 1
−1
v(ϕ(s)) ·
∫ 2pi
0
(σn)
∣∣
(ϕ(s),θ)
J(ϕ(s), θ)ϕ′(s) dθds
=
∫
Ω
2 E(u) : E(v) dx−
∫ 1
−1
v(ϕ(s)) · f(s) ds.
In the following section, we prove the existence of a unique weak solution u ∈ Adiv to (1.24). We
will also show the existence of a unique pressure p ∈ L2(Ω) corresponding to a weak solution u
to (1.24). Defining the space
A := {v ∈ D1,2(Ω) : v|Γ = v(ϕ)}, (2.8)
where we have removed the divergence-free restriction, we will show
Lemma 2.1. (Existence of pressure) Given u ∈ Adiv satisfying (2.7), there exists a unique
corresponding pressure p ∈ L2(Ω) satisfying∫
Ω
(
2 E(u) : E(v)− pdiv v) dx− ∫ 1
−1
v(ϕ(s)) · f(s) ds = 0 (2.9)
for any v ∈ A.
Note that if (u, p) ∈ (Adiv ∩ C∞0 (Ω))× C∞0 (Ω) satisfies (2.9), then, integrating by parts,
0 = −
∫
Ω
(2 div(E(u)) · v −∇p · v) dx+
∫
Γ
(2 E(u)n−∇pn) · v dS −
∫ 1
−1
v(ϕ(s)) · f(s) ds
= −
∫
Ω
(∆u−∇p) · v dx+
∫ 1
−1
∫ 2pi
0
(σn) · v(ϕ)J(ϕ, θ) dθdϕ−
∫ 1
−1
v(ϕ(s)) · f(s) ds
=
∫
Ω
(−∆u+∇p) · v dx+
∫ 1
−1
v(ϕ(s)) ·
(∫ 2pi
0
(σn)J(ϕ(s), θ)ϕ′(s) dθ − f(s)
)
ds.
Thus (u, p) actually satisfies (1.24) pointwise almost everywhere, and any smooth enough (u, p)
satisfying (2.9) is in fact a classical solution to the free-endpoint slender body PDE.
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2.1 Key inequalities and -dependence
Using the notion (2.7) of weak solution to (1.24), we can easily obtain existence and uniqueness
results for the free endpoint slender body PDE. The main difficulty in completing the proof
of Theorem 1.1 is in determining the -dependence of each of the constants arising in the well-
posedness theory. As we ultimately hope to use the energy framework to derive an error estimate
for the slender body approximation in terms of , we must characterize how each such constant
depends on . In this section we track the -dependence of the constants in the Sobolev, trace,
Korn, and pressure inequalities, each of which will be used in proving Theorem 1.1. The proofs
of each inequality can be found in Appendix A.1.
We begin by noting that the Sobolev inequality (2.2) holds in Ω with a constant independent
of .
Lemma 2.2. (Free endpoint Sobolev inequality) Let Ω be as in Section 1.1. Then the constant
cS arising in the Sobolev inequality
‖u‖L6(Ω) ≤ cS ‖∇u‖L2(Ω)
depends only on cΓ, κmax, ca, c¯a, a0, δa, cη, and cη,0, but is independent of .
The proof of Lemma 2.2 appears in Appendix A.1.4.
Next, we will need to show a trace inequality (2.6) for A functions (2.8). As in the closed
loop setting [23], because of θ-independence along Γ, we are essentially seeking a codimension
2 trace inequality for D1,2 functions in R3. In contrast to the closed loop setting, however, we
encounter issues in the L2 trace diverging logarithmically toward the fiber endpoints, where the
fiber becomes a truly codimension 2 object. This will necessitate the inclusion of a small weight
in the trace inequality at the fiber endpoints.
Lemma 2.3. (Free endpoint trace inequality) Let Ω = R3\Σ for Σ as in Section 1.1 with
radius a = a(ϕ) given by Definition 1.1. For u ∈ A (2.8), the following one-dimensional trace
inequality holds: ∥∥∥Tr(u) |log(a)|−1/2∥∥∥
L2(−η,η)
≤ |log |1/2C ‖∇u‖L2(Ω) , (2.10)
where the constant C depends only on cΓ, and κmax.
The proof of Lemma 2.3 appears in Appendix A.1.2.
In addition, the proof of Theorem 1.1 will require a Korn inequality bounding the gradient ∇u
in Ω by the symmetric gradient E(u).
Lemma 2.4. (Free endpoint Korn inequality) Let Ω be as in Section 1.1. Then the constant
cK arising in the Korn inequality
‖∇u‖L2(Ω) ≤ cK ‖E(u)‖L2(Ω) (2.11)
depends on the constants cΓ, κmax, ca, c¯a, a0, δa, cη, and cη,0, but not on .
The proof of Lemma 2.4 will rely on the existence of an operator extending u ∈ D1,2(Ω) into
the interior of the slender body Σ with symmetric gradient bounded independent of . The
existence of such an extension operator for slender bodies with spheroidal endpoints is proved
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in Appendix A.1.3. Lemma 2.4 is then shown in Appendix A.1.4.
Finally, we will need the following lemma bounding the pressure within the fluid by the symmet-
ric gradient of the fluid velocity. We show that the constant arising in this bound is independent
of .
Lemma 2.5. (Free endpoint pressure inequality) Let Ω be as in Section 1.1. Then the constant
cP arising in both the estimate for the solution v ∈ D1,20 (Ω) to
div v = p in Ω, ‖v‖D1,2(Ω) ≤ cP ‖p‖L2(Ω) , (2.12)
and the pressure inequality
‖p‖L2(Ω) ≤ cP ‖E(u)‖L2(Ω) (2.13)
depends on cΓ and κmax but is independent of .
The proof of Lemma 2.5 is nearly identical to the closed loop setting [23], but the free endpoint
argument is detailed in Appendix A.1.5 to highlight some differences arising from the fiber
endpoint geometry.
2.2 Existence, uniqueness, and energy estimate
Using the inequalities of Section 2.1, the proof of Theorem 1.1 proceeds exactly as in the closed
loop setting [23].
Proof of Theorem 1.1: Given f ∈ L2a(−1, 1), where the decay space L2a(−1, 1) is as defined in
(1.27), we show existence of a unique weak solution u ∈ Adiv to (2.7) by considering the bilinear
form
B[u,v] :=
∫
Ω
2 E(u) : E(v) dx.
By Korn’s inequality (2.4), we have that for any u ∈ Adiv ,
B[u,u] =
∫
Ω
2 |E(u)|2 dx ≥
∫
Ω
2
c2K
|∇u|2 dx,
so B[·, ·] is coercive on Adiv . Additionally, B[·, ·] is bounded: for u, v in Adiv , we have
|B(u,v)| ≤
∫
Ω
2|E(u)||E(v)| dx ≤ 2‖E(u)‖L2(Ω)‖E(v)‖L2(Ω) ≤ 2‖∇u‖L2(Ω)‖∇v‖L2(Ω).
Finally, we show that for f ∈ L2a(−1, 1) and v ∈ Adiv , the linear functional
L(f) :=
∫ 1
−1
f(s) · v(ϕ(s)) ds
is bounded. By Cauchy-Schwarz and the trace inequality (2.6) on Adiv , we have∫ 1
−1
f(s) · v(ϕ(s)) ds ≤ ‖f‖L2a(−1,1)‖v |log(a)|−1/2 ‖L2(−η,η) ≤ cT ‖∇v‖L2(Ω)‖f‖L2a(−1,1).
Thus the form B[·, ·] is bounded and coercive on Adiv and the functional L(·) is bounded on Adiv ,
and by the Lax-Milgram theorem there exists a unique solution u ∈ Adiv to (2.7). Furthermore,
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taking v = u in (2.7) and using the Korn inequality (2.11) and the trace inequality (2.6), we
have
‖∇u‖2L2(Ω) ≤ c2K‖E(u)‖2L2(Ω) ≤
c2K
2
‖f‖L2a(−1,1)
∥∥∥u |log(a)|−1/2∥∥∥
L2(−η,η)
≤ c
2
K
2
(
1
4δ
‖f‖2L2a(−1,1) + δ
∥∥∥u |log(a)|−1/2∥∥∥2
L2(−η,η)
)
≤ c
2
K
2
(
1
4δ
‖f‖2L2a(−1,1) + δc
2
T ‖∇u‖2L2(Ω)
)
for δ ∈ R+. Taking δ = 1c2T c2K , we obtain
‖∇u‖L2(Ω) ≤
1
2
c2KcT ‖f‖L2a(−1,1). (2.14)
As in the closed-loop setting, we may use the existence of a unique velocity u ∈ D1,2(Ω) sat-
isfying (2.7) to show Lemma 2.1, the existence of a unique pressure p ∈ L2(Ω). The proof is
identical to that in [23], Section 2.2, and we do not repeat it here.
Using Lemma 2.5, we may consider v ∈ D1,20 (Ω) satisfying
div v = p in Ω
‖v‖D1,2(Ω) ≤ cP ‖p‖L2(Ω)
(2.15)
for cP independent of . Substituting this v into (2.9), we then have∫
Ω
p2 dx =
∫
Ω
2 E(u) : E(v) dx ≤ 2‖E(u)‖L2(Ω)‖E(v)‖L2(Ω) ≤ 2‖E(u)‖L2(Ω)‖∇v‖L2(Ω)
≤ 1
δ
‖E(u)‖2L2(Ω) + δ‖∇v‖2L2(Ω) ≤
1
δ
‖E(u)‖2L2(Ω) + δc2P ‖p‖2L2(Ω), δ > 0.
Taking δ = 1
2c2P
, we obtain
‖p‖L2(Ω) ≤ 2cP ‖E(u)‖L2(Ω) . (2.16)
Combining (2.14) and (2.16) we obtain
‖u‖D1,2(Ω) + ‖p‖L2(Ω) ≤
1
2
c2KcT (1 + 2cP )‖f‖L2a(−1,1) ≤ C |log |1/2 ‖f‖L2a(−1,1), (2.17)
where we have used the -dependence of cK , cT , and cP given by Lemmas 2.3 - 2.5.
3 Free endpoint slender body residuals
In this section, we use the slender body approximation (1.20) to estimate the θ-dependence in
the slender body velocity uSB
∣∣
Γ
(ϕ, θ) and the residual between the prescribed force f and the
slender body approximation fSB. We follow a similar procedure to the closed loop setting (see
[23], Section 3). However, in the free endpoint setting, the integrals arising from (1.20) are no
longer periodic in s and therefore we no longer get to take advantage of the same cancellations
due to integration symmetry that we used in the closed loop case. We instead prove a series
of new technical lemmas to use for estimating the free endpoint integrals. These new techni-
cal lemmas will require us to impose a stronger decay condition than (1.27) on the prescribed
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force f at the fiber endpoints. In particular, we will require f to belong to the decay space
C1(−1, 1) ∩ Ca(−1, 1), defined in (1.30).
In Section 3.1, we prove a series of general integral estimates (see Lemmas 3.3 - 3.8) that will
facilitate estimation of the residuals between the slender body approximation (1.20) and the
true solution to (1.24). In Section 3.2 we rely on the general lemmas in Section 3.1 to derive a
C0 bound on the θ-dependence in the slender body velocity approximation. Additionally, we use
Lemma 3.8 to bound the residual between the slender body approximation on the fiber surface
uSB
∣∣
Γ
and the centerline approximation uSBC (s), given by (1.23). Then in Section 3.3 we prove
bounds on the slender body force residual, relying on the lemmas in Section 3.1 as well as an
additional estimate (Lemma 3.14) taking advantage of θ-integration.
3.1 Free endpoint integral estimates
Recall that within the neighborhood O of the slender body surface Γ, we may parameterize
points as
x(ρ, θ, s) = X(ϕ(s)) + ρeρ(ϕ(s), θ)
and write R as
R(ϕ(s), θ, ρ; t) = X(ϕ(s))−X(t) + ρeρ(ϕ(s), θ). (3.1)
As in the closed loop setting, the following derivative identities hold, due to the Bishop frame
(1.3):
∂R
∂ρ
= eρ(ϕ, θ),
1
ρ
∂R
∂θ
= eθ(ϕ, θ),
1
1− ρκ̂
∂R
∂ϕ
= et(ϕ), (3.2)
where κ̂ is given by (1.14). Note that in the closed loop framework, the analogous identity to
ϕ-derivative of (3.2) includes an additional term κ3∂R/∂θ, which arises due to the fact that
the moving frame used in the closed loop setting must be periodic, and therefore there is an
additional non-zero coefficient κ3 in the moving frame ODE (1.3) connecting en1(ϕ) and en2(ϕ).
Now, for X ∈ C2(−η, η), we can write
X(ϕ(s))−X(t) = (ϕ(s)− t)et(ϕ(s)) + (ϕ(s)− t)2Q(s, t); |Q(s, t)| ≤ κmax
2
, (3.3)
for ϕ(s) ∈ (−η, η) and t ∈ (−1, 1). Then, along the slender body surface Γ, we have
R = set(ϕ(s)) + a(ϕ(s))eρ(ϕ(s), θ) + s
2Q(s, s); s := ϕ(s)− t. (3.4)
As in the closed loop setting, we hereafter consider R as a function of s and s rather than t
and s. Using (3.4), we note the following bounds on R, which, aside from replacing the uniform
radius  with the varying a(ϕ(s)), are identical to Lemma 3.1 in the closed loop setting [23].
Lemma 3.1. For a = a(ϕ(s)) as in Definition 1.1 and R as in (3.4), we have∣∣∣|R| −√s2 + 2a2∣∣∣ ≤ κmax
2
s2, (3.5)
|R| ≥ C
√
s2 + 2a2, (3.6)
where |s| ≤ 1 + η and C depends only on κmax and cΓ.
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Similarly, working with respect to s and s, we can expand the a2(ϕ(s)− s) factor appearing in
the doublet coefficient of (1.20). Since a ∈ C2, by Definition 1.1, for s ∈ (ϕ(s)− 1, ϕ(s) + 1) we
have
a2(ϕ(s)− s) = a2(ϕ(s)) + sA(ϕ(s), s); |A(ϕ(s), s)| ≤ 2c¯a, (3.7)
where c¯a is as in (1.11).
Then for x within the region O (1.15) (and in particular at the slender body surface Γ), the
slender body approximation (1.20) can be written in terms of s and s as
uSB(x) =
1
8pi
∫ ϕ(s)+1
ϕ(s)−1
(
S(R) + 
2a2(ϕ(s))
2
D(R) + 
2sA(ϕ(s), s)
2
D(R)
)
f(ϕ(s)− s) ds (3.8)
for R as in (3.4) and for S and D as in (1.17) and (1.18), respectively. The corresponding slender
body pressure can be written
pSB(x) =
1
4pi
∫ ϕ(s)+1
ϕ(s)−1
R · f(ϕ(s)− s)
|R|3 ds. (3.9)
From now on, we will use a without an explicit argument to refer to a = a(ϕ(s)), the slender
body radius function at cross section ϕ(s).
We recall a simple integral bound (Lemma 3.2 in the closed loop setting [23]) that continues to
hold for free ends.
Lemma 3.2. Let m ≥ 0 and n > 0 be integers, and let a = a(ϕ(s)) be given by Definition (1.1).
Then, for s ∈ (−1, 1), we have∫ ϕ(s)+1
ϕ(s)−1
|s|m
(s2 + 2a2)n/2
ds ≤
{
4 |log(a)| , n = m+ 1
pi(a)m+1−n, n ≥ m+ 2. (3.10)
From Lemmas 3.1 and 3.2, we easily obtain the free endpoint version of Lemma 3.3 in [23].
Lemma 3.3. Let a = a(ϕ(s)) be as in Definition 1.1 and let R be as in (3.4). Consider
s ∈ (−1, 1). For integers m ≥ 0 and n > 0, and for  sufficiently small, we have∫ ϕ(s)+1
ϕ(s)−1
|s|m
|R|nds ≤
{
C |log(a)| , n = m+ 1
C(a)m+1−n, n ≥ m+ 2, (3.11)
where the constants C depend only on n, cΓ, and κmax.
It will also be useful to prove an alternate version of Lemma 3.3 where we rely on the extent of
the effective centerline (1.19) and the smallness of a(ϕ) at the fiber endpoints to trade a factor
of  for a factor of a. We show:
Lemma 3.4. Let a = a(ϕ(s)) be as in Definition 1.1 and let R be as in (3.4). Consider
s ∈ (−1, 1). For integers m ≥ 0 and n ≥ m+ 1, and for  sufficiently small, we have∫ ϕ(s)+1
ϕ(s)−1
|s|m
|R|n ds ≤
{
Cm−nam+2−n, n ≥ m+ 2
C |log | , n = m+ 1 (3.12)
where the constant C depends on n, cΓ, κmax, ca, cη, and cη,0, but not on .
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Proof. We show (3.12) first for cross sections ϕ(s) away from the very endpoints of the fiber.
For |ϕ(s)| ≤ η − cη,0 22 , using (1.9) and Definition 1.1, we have that
a(ϕ(s)) ≥ C,
where C depends on ca, cη,0 and cη. Then, by Lemma 3.3, we have∫ ϕ(s)+1
ϕ(s)−1
|s|m
|R|n ds ≤
{
Cm−nam+2−n, n ≥ m+ 2
C |log | , n = m+ 1, (3.13)
where C depends on n, cΓ, κmax, ca, cη,0, and cη.
We now show (3.12) holds for cross sections η − cη,0 22 < ϕ(s) < η, up to the fiber endpoint.
The bound for −η < ϕ(s) < −η + cη,0 22 then follows by symmetry of ϕ(s).
For η − cη,0 22 < ϕ(s) < η, we have
ϕ(s)− 1 ≥ η − 1− cη,0 
2
2
≥ cη,0
2
2,
using (1.9). Then∫ ϕ(s)+1
ϕ(s)−1
|s|m
|R|n ds ≤ C
∫ ϕ(s)+1
ϕ(s)−1
|s|m
(s2 + 2a2)n/2
ds ≤ C
∫ ϕ(s)+1
ϕ(s)−1
|s|m−n ds
≤
{
C2(m+1−n), n ≥ m+ 2
C |log | , n = m+ 1 ≤
{
Cm−nam+2−n, n ≥ m+ 2
C |log | , n = m+ 1,
where in the last inequality we used that, by Definition 1.1, we have
a(ϕ(s)) ≤ C.
Combining the endpoint estimates with the estimate (3.13), we obtain (3.12).
Before we state the free endpoint analogues of Lemmas 3.4 and 3.5 in the case of the closed loop
[23], we will need an auxiliary lemma making use of the decay condition (1.30) on the prescribed
force f . As in the closed loop setting, we want to be able to rely on direct integration whenever
possible to obtain more refined integral bounds than Lemma 3.3. However, for the closed loop,
we could rely on symmetry in integrating in s along the fiber centerline to achieve additional
cancellation. In the case of free endpoints, since integration in s is no longer symmetric, we
must instead rely on the decay condition (1.30) for f at the fiber endpoints in order to obtain
similarly improved integral estimates. Toward this end, we show the following auxiliary estimate
for functions satisfying the decay condition (1.30).
Lemma 3.5. Let 0 ≤ ϕ(s) < η and let a = a(ϕ(s)) be as in Definition 1.1. Suppose g ∈
Ca(−1, 1). Then for j ≥ 1, we have∣∣∣∣ g(s)((ϕ(s)− 1)2 + 2a2)j/2
∣∣∣∣ ≤ C−j+1a−j ‖g‖Ca(−1,1) , (3.14)
where C depends only on δa, ca, and cη.
20
Proof. We first consider cross sections ϕ(s) toward the middle of the fiber: ϕ(s) ≤ 1− δa, where
δa is as in Definition 1.1. Here,∣∣∣∣ g(s)((ϕ(s)− 1)2 + 2a2)j/2
∣∣∣∣ ≤ |g(s)||ϕ(s)− 1|j ≤ δ−ja |g(s)| ≤ C−j+1a−j |g(s)| ,
since j ≥ 1.
For ϕ(s) > 1− δa, the radius function a(ϕ(s)) is spheroidal (see Definition 1.1) and we can take
advantage of the decay condition (1.30) on g. First note that for ϕ(s) > 1− 2, we have
a(ϕ(s)) ≤ (1 + ca)
√
3cη + 2 ≤ C,
where we have used Definition 1.1 along with (1.9).
Then ∣∣∣∣ g(s)((ϕ(s)− 1)2 + 2a2)j/2
∣∣∣∣ ≤ a ‖g‖Ca(−1,1)(a)j ≤ C ‖g‖Ca(−1,1) −j+1a−j .
If δa ≤ 2, then we are done. If not, consider 1 − δa < ϕ(s) ≤ 1 − 2. Write |1− ϕ(s)| = k,
log δa
log  < k ≤ 2. Then there exist C1, C2 independent of  such that
C1 ≤ a(ϕ(s))
k/2
≤ C2,
since, using (1.9),√
η2 − ϕ2(s)
k/2
=
√
k |1 + ϕ(s)|+ |η − 1| |η + 1|
k/2
≤
√
2 + 3cη2−k ≤
√
2 + 3cη. (3.15)
Furthermore, √
k |1 + ϕ(s)|+ |η − 1| |η + 1|
k/2
≥
√
1 + ϕ(s) ≥ 1,
and therefore, using the spheroidal endpoint condition of Definition 1.1 and (3.15), we have
1− ca2
√
2 + 3cη ≤ a(ϕ(s))
k/2
≤√2 + 3cη + ca2√2 + 3cη.
Thus, using that a ∼ k/2 for log δa/ log  < k ≤ 2, we have∣∣∣∣ g(s)((ϕ(s)− 1)2 + 2a2)j/2
∣∣∣∣ ≤ a ‖g‖Ca(−1,1)|ϕ(s)− 1|j = a ‖g‖Ca(−1,1)jk ≤ C ‖g‖Ca(−1,1) k(−j+1/2)
≤ C ‖g‖Ca(−1,1) k(−j+1)/2a−j ≤ C ‖g‖Ca(−1,1) −j+1a−j ,
since j ≥ 1.
We use Lemma 3.5 to show the free end analogue of Lemma 3.4 from the closed loop case [23].
Lemma 3.6. Let a = a(ϕ(s)) be as in Definition 1.1 and let R be as in (3.4). Let g ∈
C1(−1, 1) ∩ Ca(−1, 1) satisfy (1.30), and consider s ∈ (−1, 1). For odd integer m > 0, integer
n ≥ m+ 2, and  sufficiently small, we have∣∣∣∣ ∫ ϕ(s)+1
ϕ(s)−1
sm
|R|ng(ϕ(s)− s)ds
∣∣∣∣
≤
{
C
( ‖g‖C1(−1,1) |log(a)|+ ‖g‖Ca(−1,1) a−1), n = m+ 2
C
( ‖g‖C1(−1,1) (a)m+2−n + ‖g‖Ca(−1,1) m+2−nam+1−n), n ≥ m+ 3,
(3.16)
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where the constants C depend on the constants cΓ, κmax, δa, ca, cϕ, and cη from Section 1.1,
but not on .
Note that the C1 term of Lemma 3.6 is exactly the same as Lemma 3.4 from [23], with the
varying radius a replacing the uniform radius . However, in the free end setting, we gain a
new term due to the fiber endpoints with an additional factor of 1/a2. To avoid blowup at
the fiber endpoints in the final error estimate (4.12), this second term will require additional
structure on g. In particular, we will need g ∈ Ca(−1, 1).
Proof of Lemma 3.6: We show Lemma 3.6 for 0 ≤ ϕ(s) < η; the result for −η < ϕ(s) ≤ 0
follows by symmetry of ϕ(s).
We first note that since m is odd, we have∫ ∞
−∞
sm
(s2 + 2a2)n/2
ds = 0,
and thus we can write∫ ϕ(s)+1
ϕ(s)−1
sm
|R|ng(ϕ(s)− s)ds =
∫ ϕ(s)+1
ϕ(s)−1
sm
|R|ng(ϕ(s)− s)ds− g(s)
∫ ∞
−∞
sm
(s2 + 2a2)n/2
ds
= I1 + I2 + I3 + I4;
I1 =
∫ ϕ(s)+1
ϕ(s)−1
sm
|R|n
(
g(ϕ(s)− s)− g(s))ds
I2 =
∫ ϕ(s)+1
ϕ(s)−1
sm
(
1
|R|n −
1
(s2 + 2a2)n/2
)
g(s)ds
I3 = −
∫ ∞
ϕ(s)+1
sm
(s2 + 2a2)n/2
g(s)ds
I4 = −
∫ ϕ(s)−1
−∞
sm
(s2 + 2a2)n/2
g(s)ds.
(3.17)
In the closed loop setting, we relied on symmetry of the integrals about s = 0 for complete can-
cellation of I3 and I4. Here, however, such symmetry only holds near the fiber center (ϕ(s) = 0).
Instead we must rely on decay of g near the fiber endpoints (1.30) to make I4 small. Note that
in the case ϕ(s) ≤ 0, the decay condition is needed to make the integral I3 small.
To estimate I1, we note that, using Definition 1.2,
|g(ϕ(s)− s)− g(s)| ≤ ( |ϕ(s)− s|+ |s| ) ∥∥g′∥∥C(−1,1) ≤ (cϕ2 + |s|) ∥∥g′∥∥C(−1,1) ,
and therefore
|I1| ≤
∫ ϕ(s)+1
ϕ(s)−1
cϕ
2 |s|m + |s|m+1
|R|n
∥∥g′∥∥C(−1,1) ≤
{
C ‖g′‖C(−1,1) (cϕ + |log(a)|), n = m+ 2
C ‖g′‖C(−1,1) (a)m+2−n, n ≥ m+ 3,
where we have used Lemmas 3.3 and 3.4.
As in the closed loop setting, to estimate I2, we use that
1
|R|n −
1
(s2 + 2a2)n/2
=
(
1
|R| −
1√
s2 + 2a2
) n−1∑
`=0
1
|R|` (s2 + 2a2)(n−1−`)/2 .
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By Lemma 3.1, we have∣∣∣∣ 1|R| − 1√s2 + 2a2
∣∣∣∣ =
∣∣∣|R| − √s2 + 2a2∣∣∣
|R|
√
s2 + 2a2
≤ Cs
2
s2 + 2a2
.
and therefore, using the bound (3.6) in Lemma 3.1, we have∣∣∣∣ 1|R|n − 1(s2 + 2a2)n/2
∣∣∣∣ ≤ Cs2(s2 + 2a2)(n+1)/2 . (3.18)
Then, using Lemma 3.2, we have
|I2| ≤ C ‖g‖C(−1,1)
∫ ϕ(s)+1
ϕ(s)−1
sm+2
(s2 + 2a2)(n+1)/2
ds
≤
{
C ‖g‖C(−1,1) |log(a)| , n = m+ 2
C ‖g‖C(−1,1) (a)m+2−n, n ≥ m+ 3.
Next we estimate I3. Using that ϕ(s) ≥ 0 and n ≥ m+ 2, we have
|I3| ≤ ‖g‖C(−1,1)
∫ ∞
ϕ(s)+1
sm
(s2 + 2a2)n/2
ds ≤ ‖g‖C(−1,1)
∫ ∞
ϕ(s)+1
sm−n ds
=
(ϕ(s) + 1)m−n+1
n−m− 1 ‖g‖C(−1,1) ≤ ‖g‖C(−1,1) .
Finally we estimate I4. Again, this term is not present in the closed loop setting because of
cancellation due to symmetry in s. In the free end setting, this term is the reason for the decay
condition (1.30) at the fiber endpoints. First, note that direct integration in s yields
I4 = g(s)
m−1∑
`=0, even
C`
(ϕ(s)− 1)m−1−`(a)`
((ϕ(s)− 1)2 + 2a2)(n−2)/2 .
Then, using Lemma 3.5, we have
|I4| ≤ C |g(s)|
m−1∑
`=0, even
(a)`
((ϕ(s)− 1)2 + 2a2)(n−m−1+`)/2
≤ C ‖g‖Ca(−1,1) m+2−nam+1−n,
since n ≥ m+ 2. Combining the estimates for I1 through I4, we obtain Lemma 3.6.
Next we show the following free endpoint analogue of Lemma 3.5 in the closed loop setting [23].
Again, the C1 term of this estimate is essentially identical to the analogous closed loop estimate.
However, as in Lemma 3.6, an additional Ca term is required to account for the fiber endpoints.
Lemma 3.7. Let R be as in (3.4), a = a(ϕ(s)) as in Definition 1.1, and g ∈ C1(−1, 1)∩Ca(−1, 1)
satisfying (1.30). Consider even integer m ≥ 0 and odd integer n ≥ m + 3. Then, for ϕ(s) ∈
(−η, η) and sufficiently small , we have∣∣∣∣ ∫ ϕ(s)+1
ϕ(s)−1
sm
|R|ng(ϕ(s)− s)ds− (a)
m+1−ndmng(s)
∣∣∣∣
≤ C( ‖g‖C1(−1,1) (a)m+2−n + ‖g‖Ca(−1,1) m+2−nam+1−n),
dmn =
∫ ∞
−∞
τm
(τ2 + 1)n/2
dτ.
(3.19)
The constant C depends on cΓ, κmax, δa, ca, cϕ, and cη from Section 1.1, but not on .
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Proof. Again, it suffices to prove Lemma 3.7 for 0 ≤ ϕ(s) < η; the result for −η < ϕ(s) ≤ 0
follows by symmetry of ϕ(s) (see Definition 1.2).
As in the proofs of Lemma 3.6 and the closed loop Lemma 3.5 [23], we write∫ ϕ(s)−1
ϕ(s)+1
smg(ϕ(s)− s)
|R|n ds− g(s)
∫ ∞
−∞
sm
(s2 + 2a2)n/2
ds = I1 + I2 + I3 + I4,
I1 =
∫ ϕ(s)+1
ϕ(s)−1
sm(g(ϕ(s)− s)− g(s))
|R|n ds,
I2 =
∫ ϕ(s)+1
ϕ(s)−1
sm
(
1
|R|n −
1
(s2 + 2a2)n/2
)
g(s) ds,
I3 = g(s)
∫ ∞
ϕ(s)+1
sm
(s2 + 2a2)n/2
ds,
I4 = g(s)
∫ ϕ(s)−1
−∞
sm
(s2 + 2a2)n/2
ds.
(3.20)
We estimate I1, I2, and I3 exactly as in Lemma 3.6, yielding
|I1| ≤ C
∥∥g′∥∥C(−1,1) (a)m+2−n,
|I2| ≤ C ‖g‖C(−1,1) (a)m+2−n,
|I3| ≤ ‖g‖C(−1,1) .
For I4, we first consider ϕ(s) ≤ 1− δa, where δa is the constant defined in Definition 1.1. Here,
|I4| ≤ ‖g‖C(−1,1)
∫ ∞
1−ϕ(s)
sm−nds =
(1− ϕ(s))m−n+1
n−m− 1 ‖g‖C(−1,1) ≤
δm−n+1a
n−m− 1 ‖g‖C(−1,1) .
Since δa is a constant independent of  and n ≥ m + 3, we obtain the desired estimate for
ϕ(s) ≤ 1− δa.
For ϕ(s) > 1− δa, using that n is odd, we can directly integrate the expression for I4 to obtain
I4 = g(s)
n−1∑
`=0, even
C`(a)
m−n+1−` (ϕ(s)− 1)n−2−`
((ϕ(s)− 1)2 + 2a2)(n−2)/2 .
Then, using Lemma 3.5, we have
|I4| ≤ C |g(s)|
n−1∑
`=0, even
(a)m−n+1−`
((ϕ(s)− 1)2 + 2a2)`/2 ≤ C ‖g‖Ca(−1,1) 
m+2−nam+1−n.
Furthermore, for ϕ(s) ∈ (−η, η), we have∫ ∞
−∞
sm
(s2 + 2a2)n/2
ds = (a)m+1−n
∫ ∞
−∞
τm
(τ2 + 1)n/2
dτ ≡ (a)m+1−ndnm.
Combining this expression with the estimates for I1 through I4 yields Lemma 3.7.
Finally, we show a lemma related to the centerline estimate (1.33) of Theorem 1.2. This will
be the free end analogue to Lemma 3.6 in the closed loop setting [23]. In fact, the result in the
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free endpoint setting is nearly identical to the closed loop case since the estimate (1.33) extends
only along the effective centerline of the slender body (s ∈ (−1, 1) rather than ϕ(s) ∈ (−η, η)).
Accordingly, to show the following lemma, it will be useful to define a few quantities that have
not yet appeared in the free end setting.
First, for the centerline computation, it will often be convenient to work in terms of
s˜ := s− t for s, t both in (−1, 1)
rather than in terms of s = ϕ(s)− t. Recall the difference RC (1.22) between two points on the
effective fiber centerline. Using the C2 regularity of X, we write
RC(s, s˜) = X(s)−X(s− s˜) = s˜et(s) + s˜2Q(s, s˜); s˜ := s− t (3.21)
It will also be useful to distinguish between R evaluated at ϕ(s) along the true fiber centerline,
and R evaluated at s along the effective centerline. Thus we define
R˜(s, s˜, θ) = R(s, s˜, θ) = s˜et(s) + a(s)eρ(s, θ) + s˜
2Q(s, s˜). (3.22)
Hereafter, R will always be evaluated at ϕ(s) ∈ (−η, η), while R˜ will always be evaluated at
s ∈ (−1, 1).
Using Lemma 3.1 and (1.2), we note the following useful upper and lower bounds for RC and
R˜ in terms of s˜: ∣∣|R˜| −√s˜2 + 2a2(s)∣∣ ≤ κmax
2
s˜2,
∣∣ |RC| − |s˜| ∣∣ ≤ κmax
2
s˜2, (3.23)
|R˜| ≥ C
√
s˜2 + 2a2(s), |RC| ≥ cΓ |s˜| . (3.24)
Using (3.21) and (3.22), we show the following lemma.
Lemma 3.8. Let R be as in (3.4) and RC as in (3.21), and let n = 1, 3. Then for g ∈ C1(−1, 1)
and  sufficiently small, we have∣∣∣∣ ∫ s+1
s−1
|s˜|n−1
|R˜|n
g(s− s˜)ds˜−
∫ s+1
s−1
( |s˜|n−1
|RC|ng(s− s˜)−
g(s)
|s˜|
)
ds˜+ L(s)g(s) + (n− 1)g(s)
∣∣∣∣
≤  |log |C ‖g‖C1(−1,1) ,
(3.25)
where
L(s) = − log
(
2(1− s2) + 2√(1− s2)2 + 2a2(s)
2a2(s)
)
and the constant C depends on cΓ and κmax but not on .
Proof. Note that this result follows by almost exactly the same arguments used to show Lemma
3.6 in [23]. We begin by considering a bound for the expression
J =
∫ s+1
s−1
[( |s˜|n−1
|R˜|n
− |s˜|
n−1
|RC|n
)
g(s− s˜)
+
(a)2g(s)
|s˜|√s˜2 + (a)2(|s˜|+√s˜2 + (a)2) + (n− 1)g(s)
]
ds˜.
(3.26)
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Here and for the remainder of this proof only, we have a = a(s) instead of the usual a = a(ϕ(s)),
unless otherwise specified.
To obtain a bound for J , we consider J as the sum
J = J1 + J2 + J3;
J1 :=
∫ s+1
s−1
(
s˜n−1
|R˜|n
− s˜
n−1
|RC|n
)
(g(s− s˜)− g(s))ds˜
J2 :=
∫ s+1
s−1
(
1
|R˜|
− 1|RC| +
(a)2
|s˜|√s˜2 + (a)2(|s˜|+√s˜2 + (a)2)
)
g(s)ds˜
J3 :=
∫ s+1
s−1
(
s˜n−1
|R˜|n
− 1
|R˜|
− s
n−1
|RC|n +
1
|RC|
)
g(s)ds˜+ (n− 1)g(s).
For ease of notation in estimating J1 through J3, we use (3.21) and (3.22) to define the quantity
IR :=
1
|R˜|
− 1|RC| =
−2a2 − 2as˜Q · eρ
|R˜| |RC| (|R˜|+ |RC|)
. (3.27)
Now, note that by (3.24), we have∣∣∣∣∣ s˜n−1|R˜|n − s˜
n−1
|RC|n
∣∣∣∣∣ ≤ |IR|
n−1∑
`=0
s˜n−1
|R˜|` |RC|n−1−`
≤ C |IR| ≤ C
(
(a)2
|s˜| (s˜2 + (a)2) +
a |s˜|
s˜2 + (a)2
)
,
and, since g ∈ C1(−1, 1), we have
|g(s− s˜)− g(s)| ≤ s˜∥∥g′∥∥C(−1,1) .
Then, by Lemma 3.2 with s in place of ϕ(s), we have
|J1| ≤ C
∥∥g′∥∥C(−1,1) ∫ s+1
s−1
(a)2 + as˜2
s˜2 + (a)2
ds˜ ≤ a(s)C ∥∥g′∥∥C(−1,1) .
Next, using (3.27), the integrand of J2 satisfies∣∣∣∣IR + (a)2|s˜|√s˜2 + (a)2(|s˜|+√s˜2 + (a)2)
∣∣∣∣
≤
∣∣∣∣∣ 1√s˜2 + (a)2 − 1|R˜|
∣∣∣∣∣ (a)2|RC| (|RC|+ |R˜|) +
∣∣∣∣ 1|s˜| − 1|RC|
∣∣∣∣ (a)2√
s˜2 + (a)2(|RC|+ |R˜|)
+
∣∣∣∣∣ 1(|s˜|+√s˜2 + (a)2) − 1(|RC|+ |R˜|)
∣∣∣∣∣ (a)2|s˜|√s˜2 + (a)2 + Cas˜
2
|R˜| |RC| (|RC|+ |R˜|)
≤ C (a)
2 + a |s˜|
s˜2 + (a)2
.
Here we have used (3.23) to bound each of the difference expressions, and (3.24) to bound each
of the denominators. Then by Lemma 3.10 we obtain
|J2| ≤ C
∫ s+1
s−1
((a)2 + a |s˜|)|g(s)|
s˜2 + (a)2
ds˜ ≤ C |log | ‖g‖C(−1,1) .
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Now, for n = 3, we must also estimate J3. We have
|J3| ≤ ‖g‖C(−1,1)
∫ s+1
s−1
(∣∣∣∣ s˜2 + (a)2 − |R˜|2|R˜|3 − s˜
2 − |RC|2
|RC|3
∣∣∣∣+ ∣∣∣∣(a)2|R˜|3 − (a)
2√
s˜2 + (a)2
3
∣∣∣∣)ds˜
+ ‖g‖C(−1,1)
∣∣∣∣ ∫ s+1
s−1
(a)2√
s˜2 + (a)2
3ds˜− 2
∣∣∣∣
≤ ‖g‖C(−1,1)
∫ s+1
s−1
(
2s˜3Q · et − s˜4 |Q|2 − 2as˜2Q · eρ
|R˜|3
− 2s˜
3Q · et − s˜4 |Q|2
|RC|3
)
ds˜
+ C ‖g‖C(−1,1)
∫ s+1
s−1
s˜2
(s˜2 + (a)2)2
ds˜+ ‖g‖C(−1,1)
∣∣∣∣ 2√1 + 4(a)2 − 2
∣∣∣∣
≤ C ‖g‖C(−1,1)
∫ s+1
s−1
(|s˜|3 + s˜4)
(
|IR|
2∑
`=0
1
|RC|` |R˜|2−`
)
ds˜+ Ca |log(a)| ‖g‖C(−1,1)
≤ C ‖g‖C(−1,1)
∫ s+1
s−1
(a)2 + as˜2 + (a)2|s˜|+ a|s˜|3
|R˜|2
ds˜+ C |log | ‖g‖C(−1,1)
≤ C |log | ‖g‖C(−1,1) .
Here we have used (3.21), (3.22), and (3.18) in the second inequality, (3.27) and Lemmas 3.2
and 3.3 in the third inequality, and (3.24) in the fourth inequality.
It remains to show that J is in fact close to the expression (3.25) of Lemma 3.8. First note that∫ s+1
s−1
(
(a)2
|s˜|√s˜2 + (a)2(|s˜|+√s˜2 + (a)2) − 1|s˜|
)
ds˜
= −
∫ s+1
s−1
|s˜|√s˜2 + (a)2 + s˜2
|s˜|√s˜2 + (a)2(|s˜|+√s˜2 + (a)2)ds˜ = −
∫ s+1
s−1
1√
s˜2 + (a)2
ds˜
= − log
((√
(s+ 1)2 + (a)2 + (s+ 1)
)(√
(s− 1)2 + (a)2 − (s− 1))
(a)2
)
.
Now, let
L1 =
(√
(s+ 1)2 + (a)2+(s+1)
)(√
(s− 1)2 + (a)2−(s−1)), L2 = 2(1−s2)+2√(1− s2)2 + 42a2.
We work with the positive half of the fiber (s ≥ 0); the result for the negative half follows by
exactly the same arguments. We can show that
|L1 − L2| =
∣∣∣∣ (1− s)2a2√(1 + s)2 + 2a2 + (1 + s) + [(1 + s)
2 − 4]√
(1− s2)2 + 2a2(1 + s)2 +√(1 + s2)2 + 42a2
+
[(1 + s)2 − 4]2a2 + 2a2(1− s)2 + 4a4√
(1− s2)2 + 2a2(1 + s)2 + 2a2(1− s)2 + 4a4 +√(1− s2)2 + 42a2
∣∣∣∣
≤ C (1− s)
2a2 + 4a4
(1− s) + a .
Furthermore, we have that both
L1, L2 ≥ C
(
(1− s) + a),
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and therefore
|logL1 − logL2| ≤ C (1− s)
2a2 + 4a4(
(1− s) + a)2 .
Now, if s ≤ 1− ϕ−1(δa) for δa as in Definition 1.1, then |logL1 − logL2| ≤ C2a2.
Furthermore, if s ≥ 1− , then, using that a(s) ≥ C for s ∈ (−1, 1) by Definition 1.1, we have
|logL1 − logL2| ≤ C.
If ϕ−1(δa) ≤ , then we conclude |logL1 − logL2| ≤ C. If not, we consider 1 − ϕ−1(δa) ≤ s ≤
1− . Writing 1− s = k for log(ϕ−1(δa))/ log  ≤ k ≤ 1, as in the proof of Lemma 3.5, we have
C1 ≤ a(s)
k/2
≤ C2,
for some C1, C2 independent of , by Definition 1.1. Then
|logL1 − logL2| ≤ C 
2+2k
2k(1 + 1−k/2)2
≤ C2,
and therefore∣∣∣∣J − ∫ s+1
s−1
( |s˜|n−1
|RC|ng(s− s˜)−
g(s)
|s˜|
)
ds˜+ L(s)g(s) + (n− 1)g(s)
∣∣∣∣ ≤ C ‖g‖C(−1,1) .
Thus we obtain Lemma 3.8.
3.2 Slender body velocity residual
We first wish to determine the difference between the approximate slender body velocity uSB
(3.8) along the surface Γ and our (partial) boundary velocity data: u
∣∣
Γ
is independent of θ.
Thus we seek to measure the degree to which the slender body approximation uSB
∣∣
Γ
depends
on θ. Using Lemmas 3.3, 3.6, and 3.7 in place of the corresponding closed loop lemmas (see
Lemmas 3.3, 3.4, and 3.5, respectively, in [23]), we can show a series of propositions analogous
to Propositions 3.7, 3.8, and 3.9 in the closed loop setting [23] which will allow us to quantify
this θ-dependence. Additionally, we show a bound for the residual between the slender body
approximation (3.8) along the fiber surface and the centerline approximation (1.23), which will
eventually allow us to prove estimate (1.33) of Theorem 1.2. We begin with the following
proposition.
Proposition 3.9. Let a = a(ϕ(s)) be as in Definition 1.1, and let f ∈ C1(−1, 1) ∩ Ca(−1, 1)
satisfy (1.30). Consider uSB(x) (3.8) for x ∈ Γ. For sufficiently small , we have∣∣∣∣ 1a ∂uSB∂θ
∣∣∣∣ ≤ C( ‖f‖C1(−1,1) |log(a)|+ ‖f‖Ca(−1,1) a−1) (3.28)
where the constant C depends on the constants cΓ, κmax, δa, ca, c¯a, cϕ, and cη from Section 1.1,
but not on .
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Proof. We begin by writing out the θ-derivative as
1
a
∂uSB
∂θ
= (∂θu
SB)1 + (∂θu
SB)2;
(∂θu
SB)1 :=
1
8pi
∫ ϕ(s)+1
ϕ(s)−1
1
a
(
∂
∂θ
S(R) + 
2a2
2
∂
∂θ
D(R)
)
f(ϕ(s)− s) ds
(∂θu
SB)2 :=
1
8pi
∫ ϕ(s)+1
ϕ(s)−1
32sA(ϕ(s), s)
2
(
s2Q · eθ
|R|5 +
eθR
T +ReTθ
|R|5
− 5RR
T(s2Q · eθ)
|R|7
)
f(ϕ(s)− s) ds
(3.29)
where A is as defined in (3.7). Recall that, unless explicitly stated otherwise, we have a =
a(ϕ(s)).
We first note that each of the terms appearing in (∂θu
SB)1 can be estimated exactly as in the
proof of Proposition 3.7 in the closed loop setting [23], but with Lemmas 3.3, 3.4, and 3.5
replaced by Lemmas 3.3, 3.6, and 3.7, respectively. Doing so, we obtain∣∣(∂θuSB)1∣∣ ≤ C( ‖f‖C1(−1,1) |log(a)|+ ‖f‖Ca(−1,1) a−1),
where the constant C depends on cΓ, κmax, δa, ca, cϕ, and cη but not on .
Thus it remains to bound the additional term (∂θu
SB)2 resulting from expansion (3.7) of the
doublet coefficient. Using (3.7) and Lemma 3.3, we have
∣∣(∂θuSB)2∣∣ ≤ 4pi ‖f‖Ca(−1,1) 32a ∫ ϕ(s)+1
ϕ(s)−1
(
C |s|3 |A|
|R|5 +
|s| |A|
|R|4
)
ds
≤ C ‖f‖Ca(−1,1) a−1.
Combining the estimates for (∂θu
SB)1 and (∂θu
SB)2, we obtain Proposition 3.9.
We also show the following proposition, which is the free end analogue of Proposition 3.8 in [23].
Proposition 3.10. Let a = a(ϕ(s)) for s ∈ (−1, 1) be as in Definition 1.1, and let f ∈
C1(−1, 1) ∩ Ca(−1, 1) satisfy (1.30). Consider uSB(x) (3.8) for x ∈ Γ. For sufficiently small ,
we have ∣∣∣∣ ∂∂θ ∂uSB∂ϕ
∣∣∣∣ ≤ C( ‖f‖C1(−1,1) + ‖f‖Ca(−1,1) a−1) (3.30)
where the constant C depends on cΓ, κmax, δa, ca, cϕ, and cη from Section 1.1, but not on .
Proof. Following the same outline as the proof of Proposition 3.8 in the closed loop setting [23],
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we rewrite
∂
∂θ
∂uSB
∂ϕ
= (1− aκ̂)∂I
SB
∂θ
− a∂κ̂
∂θ
ISB;
ISB :=
1
1− aκ̂
∂uSB
∂ϕ
= (∂ϕu
SB)1 + (∂ϕu
SB)2;
(∂ϕu
SB)1 :=
1
8pi
∫ ϕ(s)+1
ϕ(s)−1
1
1− aκ̂
(
∂
∂ϕ
S(R) + 
2a2
2
∂
∂ϕ
D(R)
)
f(ϕ(s)− s) ds,
(∂ϕu
SB)2 :=
1
8pi
∫ ϕ(s)+1
ϕ(s)−1
32sA(ϕ(s), s)
2
(
s+ s2Q · et
|R|5 +
etR
T +ReTt
|R|5
− 5RR
T(s+ s2Q · et)
|R|7
)
f(ϕ(s)− s) ds.
(3.31)
where A is as defined in (3.7). Again, unless explicitly stated otherwise, we have a = a(ϕ(s)).
We begin by bounding (∂ϕu
SB)1 and ∂/∂θ(∂ϕu
SB)1. Here, each term in both expressions can
be estimated following the same steps as in the proof of Proposition 3.8 in the closed loop case
[23], but with Lemmas 3.3, 3.4, and 3.5 replaced by Lemmas 3.3, 3.6, and 3.7, respectively. Note
that in the closed loop setting, the analogous result includes a factor of κ3 6= 0 arising from
the closed-loop moving frame. Unlike the Bishop frame (1.3), the closed-loop moving frame
is required to be periodic in s, and therefore the moving frame ODE must include a non-zero
coefficient relating en1(ϕ) and en2(ϕ). In the free end case, we repeat the same computations
as in the closed loop setting, but take κ3 = 0. In doing so, we obtain∣∣(∂ϕuSB)1∣∣ ≤ C ‖f‖C(−1,1) (a)−1∣∣∣∣ ∂∂θ (∂ϕuSB)1
∣∣∣∣ ≤ C( ‖f‖C1(−1,1) + ‖f‖Ca(−1,1) a−1),
where the first C depends on cΓ and κmax, and the second C depends on cΓ, κmax, δa, ca, cϕ,
and cη, but not on .
Next we bound (∂ϕu
SB)2. Using Lemma 3.3, we have∣∣(∂ϕuSB)2∣∣ ≤ 3
8pi
2ac¯a ‖f‖Ca(−1,1)
∫ ϕ(s)+1
ϕ(s)−1
(
3
s2 + C |s|3
|R|5 +
|s|
|R|4
)
ds ≤ C ‖f‖Ca(−1,1) a−1,
where C depends on cΓ, κmax, and c¯a.
Finally, we bound ∂/∂θ(∂ϕu
SB)2. Using (3.2) and Lemma 3.3, we have∣∣∣∣ ∂∂θ (∂ϕuSB)2
∣∣∣∣ ≤ C3a2 ‖f‖Ca(−1,1) ∫ ϕ(s)+1
ϕ(s)−1
(
s2 + |s|3
|R|6 +
|s|
|R|5
)
ds ≤ C ‖f‖Ca(−1,1) a−1,
where C depends on cΓ, κmax, and c¯a.
Plugging these estimates into (3.31) and using (1.14) and (1.4) to bound ∂κ̂/∂θ by κmax, we
obtain ∣∣∣∣ ∂∂θ ∂uSB∂ϕ
∣∣∣∣ ≤ (1 + aκmax) ∣∣∣∣∂ISB∂θ
∣∣∣∣+ aκmax ∣∣ISB∣∣
≤ C( ‖f‖C1(−1,1) + ‖f‖Ca(−1,1) a−1).
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We now define the following velocity residual, which measures the θ-dependence of the slender
body surface velocity uSB
∣∣
Γ
:
ur(θ, ϕ(s)) := uSB(a(ϕ(s)), θ, ϕ(s))− 1
2pi
∫ 2pi
0
uSB(a(ϕ(s)), ω, ϕ(s)) dω. (3.32)
Using the above definition of ur, we can show the following free end analogue to Proposition 3.9
in the closed loop setting [23]:
Proposition 3.11. Let a = a(ϕ(s)) for s ∈ (−1, 1) be as in Definition 1.1 and let the prescribed
force f ∈ C1(−1, 1) ∩ Ca(−1, 1) satisfy (1.30). Consider the residual ur defined in (3.32). For
sufficiently small , we have
|ur| ≤ C( ‖f‖C1(−1,1)  |log |+ ‖f‖Ca(−1,1) ), (3.33)∣∣∣∣ 1a ∂ur∂θ
∣∣∣∣ ≤ C( ‖f‖C1(−1,1) |log(a)|+ ‖f‖Ca(−1,1) a−1), (3.34)∣∣∣∣∂ur∂ϕ
∣∣∣∣ ≤ C( ‖f‖C1(−1,1) + ‖f‖Ca(−1,1) a−1), (3.35)
where the constants C depend on cΓ, κmax, δa, ca, cϕ, and cη, but not on .
Proof. The proof exactly follows the proof of Proposition 3.9 in the closed loop setting [23], but
uses Propositions 3.9 and 3.10 instead of the closed loop analogues (Propositions 3.7 and 3.8,
respectively, in [23]).
Finally, we show the following bound for the residual between the slender body approximation
uSB
∣∣
Γ
given by (3.8) and the centerline approximation uSBC given by (1.23). Note that the
following estimate holds along the effective centerline (s ∈ (−1, 1)).
Proposition 3.12. Let uSB(s, θ) denote (3.8) evaluated along the slender body surface Γ for
s ∈ (−1, 1), and let uSBC (s) be the slender body centerline equation (1.23). Then the residual
|uSB(s, θ)− uSBC (s)| satisfies∣∣uSB(s, θ)− uSBC (s)∣∣ ≤ C( |log | ‖f‖C1(−1,1) +  ‖f‖Ca(−1,1) ), (3.36)
where C depends on cΓ, κmax, cη, δa, ca, c¯a, and cϕ, but not on .
Proof. Recalling the definition of s˜ and R˜ (see (3.21), (3.22)), for s ∈ (−1, 1), we rewrite the
Stokeslet term of uSB(s, θ) (3.8) as∫ s+1
s−1
S(R˜)f(s− s˜)ds˜ = S1 + S2;
S1 :=
∫ s+1
s−1
f(s− s˜)
|R˜|
ds˜, S2 :=
∫ s+1
s−1
R˜R˜T
|R˜|3
f(s− s˜)ds˜.
(3.37)
Defining
JS,1 =
∫ s+1
s−1
(
f(s− s˜)
|RC| −
f(s)
|s˜|
)
ds˜− f(s) log(2), (3.38)
we have that Lemma 3.8 implies
|S1 − JS,1| ≤  |log |C ‖f‖C1(−1,1) .
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Similarly, to estimate S2, we define
JS,2 =
∫ s+1
s−1
(
RCR
T
C
|RC|3
f(s− s˜)− et(s)et(s)
T
|s˜| f(s)
)
ds˜+
[
L(s)− 2]et(s)(et(s) · f(s)), (3.39)
where L(s) = − log (2(1−s2)+2√(1−s2)2+2a2(s)
2a2(s)
)
. We then have that Lemma 3.8 implies∣∣∣∣S2 − JS,2 − ∫ s+1
s−1
2a2(s)eρeρ(s, θ)
T
|R˜|3
f(s− s˜)ds˜
∣∣∣∣ ≤ C |log | ‖f‖C1(−1,1)
+ Ca(s)
∫ s+1
s−1
s˜2 + |s˜|
|R˜|3
|f | ds˜+ C ‖f‖C(−1,1)
∫ s+1
s−1
(|s˜|3 + s˜4)∣∣∣∣ 1|R˜|3 − 1|RC|3
∣∣∣∣ds˜
≤ C |log | ‖f‖C1(−1,1) + Ca(s) ‖f‖C(−1,1)
∫ s+1
s−1
a(s) + s˜2 + a(s) |s˜|+ |s˜|3
s˜2 + 2a2(s)
ds˜
≤ C |log | ‖f‖C1(−1,1) .
Here we have used (3.27) and (3.24) to estimate
∣∣|R˜|−3 − |RC|−3 ∣∣. Then, using Lemma 3.7, we
have ∣∣S2 − JS,2 − 2eρ(s, θ)(eρ(s, θ) · f(s))∣∣ ≤ C( |log | ‖f‖C1(−1,1) +  ‖f‖Ca(−1,1) ).
Adding the estimates for S1 and S2, the Stokeslet term of (3.8) satisfies∣∣∣∣ ∫ s+1
s−1
S(R˜)f(s− s˜)ds˜− JS,1 − JS,2 − 2eρ(eρ · f(s))
∣∣∣∣
≤ C( |log | ‖f‖C1(−1,1) +  ‖f‖Ca(−1,1) ). (3.40)
Next we estimate the doublet terms of (3.8), which, for s ∈ (−1, 1), we rewrite as∫ s+1
s−1
(
2a2(s)
2
D(R˜) + 
2s˜A
2
D(R˜)
)
f(s− s˜) ds˜ = D1 +D2 +D3;
D1 := 
2a2(s)
2
∫ s+1
s−1
f(s− s˜)
|R˜|3
ds˜, D2 := −3
2a2(s)
2
∫ s+1
s−1
R˜R˜T
|R˜|5
f(s− s˜) ds˜,
D3 :=
∫ s+1
s−1
2s˜A
2
(
I
|R˜|3
− 3R˜R˜
T
|R˜|5
)
f(s− s˜) ds˜.
(3.41)
First note that Lemma 3.7 implies
|D1 − f(s)| ≤ C
(
a ‖f‖C1(−1,1) +  ‖f‖Ca(−1,1)
)
.
Next, we have that D2 satisfies∣∣D2 + (et(s)et(s)T + 2eρ(s, θ)eρ(s, θ)T)f(s)∣∣
≤
∣∣∣∣∣32a2(s)2
∫ s+1
s−1
s˜2etet(s)
T
|R˜|5
f(s− s˜)ds˜+ et(s)(et · f(s))
∣∣∣∣∣
+
∣∣∣∣∣34a4(s)2
∫ s+1
s−1
eρe
T
ρ
|R˜|5
f(s− s˜)ds˜+ 2eρ(s, θ)(eρ · f(s))
∣∣∣∣∣+ Ca ‖f‖C(−1,1)
≤ C(a ‖f‖C1(−1,1) +  ‖f‖Ca(−1,1) ).
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Here we have used (3.4) along with Lemma 3.3 in the first inequality, and Lemma 3.7 in the
second inequality.
Finally, by Lemma 3.3 and (1.30), we have
|D3| ≤ C2
∫ s+1
s−1
|s˜| |f |
|R˜|3
ds˜ ≤ C ‖f‖Ca(−1,1) .
Then, defining
JD,1 = (I− et(s)et(s)T)f(s), (3.42)
the doublet terms of (3.8) satisfy∣∣∣∣ ∫ s+1
s−1
(
2a2(s)
2
D(R˜) + 
2s˜A
2
D(R˜)
)
f(s− s˜) ds˜− JD,1 + 2eρ(eρ · f(s))
∣∣∣∣
≤ C(a ‖f‖C1(−1,1) +  ‖f‖Ca(−1,1) ). (3.43)
Combining (3.40) and (3.43), we have that, for s ∈ (−1, 1), uSB∣∣
Γ
satisfies∣∣uSB(s, θ)− JS,1 − JS,2 − JD,1∣∣ ≤ C( |log | ‖f‖C1(−1,1) +  ‖f‖Ca(−1,1) ). (3.44)
Noting that JS,1 + JS,2 + JD,1 = uSBC (s) (1.23), we obtain Proposition 3.12.
3.3 Slender body force residual
It remains to estimate the slender body approximation to the total surface force, given by
fSB(s) =
∫ 2pi
0
(
2E(uSB)− pSBI)n∣∣
(ϕ(s),θ)
J(ϕ(s), θ)ϕ′(s) dθ (3.45)
for uSB and pSB as defined in (3.8) and (3.9) and the free-endpoint Jacobian factor J given by
(1.14). As in the velocity residual estimate, we will need to prescribe a force f ∈ C1(−1, 1) ∩
Ca(−1, 1) (1.30) in order to obtain a C0 bound for the force residual f − fSB.
For the force estimate, however, we encounter more differences from the closed loop setting than
for the velocity estimate. One such difference is that, unlike in the closed loop setting [23],
where the surface normal n was simply the vector eρ, the variation in radius a(ϕ) along the
length of the slender body means that the free end surface normal vector is more complicated.
Accounting for variation in radius a(ϕ(s)) along the length of the fiber, the unit normal to Γ,
directed into the slender body, is given by
n(ϕ, θ) = − 1√
1 + 2(a′)2
eρ(ϕ, θ) +
a′(ϕ)√
1 + 2(a′)2
et(ϕ). (3.46)
Then, with respect to the Bishop frame (1.3) about the slender body centerline, the strain rate
in the direction normal to the slender body surface can be expressed as
2E(u)n|Γ =
1√
1 + 2(a′)2
(Eρ(u) + a′Et(u));
Eρ(u) := −∂u
∂ρ
−
(
∂u
∂ρ
· eρ
)
eρ − 1
a
(
∂u
∂θ
· eρ
)
eθ − 1
1− aκ̂
(
∂u
∂ϕ
· eρ
)
et,
Et(u) := 1
1− aκ̂
∂u
∂ϕ
+
1
1− aκ̂
(
∂u
∂ϕ
· et
)
et +
(
∂u
∂ρ
· et
)
eρ +
1
a
(
∂u
∂θ
· et
)
eθ.
(3.47)
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For future reference, we write down the full expressions for the components of E(uSB)n∣∣
Γ
. Using
(3.8) and the identities (3.2), and considering R as a function of s and s rather than t and s,
we have
∂uSB
∂ρ
= (∂ρu
SB)1 + (∂ρu
SB)2;
(∂ρu
SB)1 :=
1
8pi
∫ ϕ(s)+1
ϕ(s)−1
[
R0 · eρ + a
|R|3 −
eρR
T +ReTρ
|R|3 +
3RRT(R0 · eρ + a)
|R|5
+
3(a)2
2
(
R0 · eρ + a
|R|5 +
eρR
T +ReTρ
|R|5
− 5RR
T(R0 · eρ + a)
|R|7
)]
f(ϕ(s)− s) ds,
(∂ρu
SB)2 :=
1
8pi
∫ ϕ(s)+1
ϕ(s)−1
32sA(ϕ(s), s)
2
(
R0 · eρ + a
|R|5 +
eρR
T +ReTρ
|R|5
− 5RR
T(R0 · eρ + a)
|R|7
)
f(ϕ(s)− s) ds;
(3.48)
1
a
∂uSB
∂θ
= (∂θu
SB)1 + (∂θu
SB)2,
(∂θu
SB)1 :=
1
8pi
∫ ϕ(s)+1
ϕ(s)−1
[
R0 · eθ
|R|3 −
eθR
T +ReTθ
|R|3 +
3RRT(R0 · eθ)
|R|5
+
3(a)2
2
(
R0 · eθ
|R|5 +
eθR
T +ReTθ
|R|5 −
5RRT(R0 · eθ)
|R|7
)]
f(ϕ(s)− s) ds,
(∂θu
SB)2 :=
1
8pi
∫ ϕ(s)+1
ϕ(s)−1
32sA(ϕ(s), s)
2
(
R0 · eθ
|R|5 +
eθR
T +ReTθ
|R|5
− 5RR
T(R0 · eθ)
|R|7
)
f(ϕ(s)− s) ds;
(3.49)
1
1− aκ̂
∂uSB
∂ϕ
= (∂ϕu
SB)1 + (∂ϕu
SB)2,
(∂ϕu
SB)1 :=
1
8pi
∫ ϕ(s)+1
ϕ(s)−1
[
R0 · et
|R|3 −
etR
T +ReTt
|R|3 +
3RRT(R0 · et)
|R|5
+
3(a)2
2
(
R0 · et
|R|5 +
etR
T +ReTt
|R|5 −
5RRT(R0 · et)
|R|7
)]
f(ϕ(s)− s) ds,
(∂ϕu
SB)2 :=
1
8pi
∫ ϕ(s)+1
ϕ(s)−1
32sA(ϕ(s), s)
2
(
R0 · et
|R|5 +
etR
T +ReTt
|R|5
− 5RR
T(R0 · et)
|R|7
)
f(ϕ(s)− s) ds.
(3.50)
Here we use
R0(ϕ(s), s) = X(ϕ(s))−X(ϕ(s)− s) = set(ϕ(s)) + s2Q(ϕ(s), s); |R0| ≤ |s|+ Cs2, (3.51)
to distinguish from the RC = X(s) −X(t), which extends only along the effective centerline,
s ∈ (−1, 1).
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Given the form (3.47) of the normal strain rate, it will be more convenient to consider the
Jacobian factor J (1.14) in the following way. For ϕ(s) ∈ (−η, η) and a = a(ϕ(s)) as in
Definition 1.1, we have that J satisfies∣∣∣J(ϕ(s), θ)− a√1 + 2(a′)2∣∣∣ ≤ cJ(a)2, (3.52)
where cJ depends only on κmax. The bound (3.52) follows from noting that
∣∣J(ϕ(s), θ)− a√1 + 2(a′)2∣∣ = ∣∣∣∣2a2
[
(1− aκ̂)2 + 2(a′)2]− 2a2(1 + 2(a′)2)
a
√
(1− aκ̂)2 + 2(a′)2 + a√1 + 2(a′)2
∣∣∣∣
≤ a∣∣(1− aκ̂)2 + 2(a′)2 − 1− 2(a′)2∣∣ ≤ 3κmax(a)2.
We then define
F˜ (s) :=
∫ 2pi
0
(
Eρ(uSB) + a′Et(uSB)− (−pSBeρ + a′pSBet
))∣∣∣∣
(ϕ(s),θ)
a dθ, (3.53)
where Eρ(·) and Et(·) are as defined in (3.47).
We can show that the expression (3.53) for F˜ is in fact close to fSB, which will greatly simplify
our calculation of the slender body force residual.
Proposition 3.13. Let the prescribed force f ∈ Ca(−1, 1) satisfy (1.30) and let fSB be as in
(3.45) and F˜ as in (3.53). Then the difference
∣∣∣fSB(s)− F˜ (s)∣∣∣ satisfies∣∣∣fSB(s)− F˜ (s)∣∣∣ ≤ C ‖f‖Ca(−1,1) , (3.54)
where the constant C depends on κmax, cΓ, cϕ, ca, cη, cη,0, and c¯a, but not on .
Proof. We have∣∣∣fSB(s)− F˜ (s)∣∣∣ ≤ ∫ 2pi
0
∣∣2E(uSB)n− pSBn∣∣ ( ∣∣∣J(ϕ(s), θ)− a√1 + 2a˙2∣∣∣
+ |J(ϕ(s), θ)|
∣∣ϕ′(s)− 1∣∣ ) dθ
≤ 2C( ∣∣2E(uSB)∣∣+ ∣∣pSB∣∣ )(a2 + a+ (a)2 + 2),
(3.55)
where we used (3.52) and Definition 1.2, as well as the bound (1.11).
Now, using the uSB derivative expressions (3.48) - (3.50) in the strain rate expression (3.47),
and recalling the form of R0 (3.51), we have∣∣2E(uSB)∣∣ ≤ C( ∣∣∣∣∂uSB∂ρ
∣∣∣∣+ 1a
∣∣∣∣∂uSB∂θ
∣∣∣∣+ 1|1− aκ̂|
∣∣∣∣∂uSB∂ϕ
∣∣∣∣ )
≤ aC ‖f‖Ca(−1,1)
∫ ϕ(s)+1
ϕ(s)−1
[ |R0|
|R|3 +
1
|R|2 +
a
|R|3
+ (a)2
( |R0|
|R|5 +
1
|R|4 +
a
|R|5
)
+ C2
( |sR0|
|R|5 +
|s|
|R|4 +
a |s|
|R|5
)]
ds
≤ −1C ‖f‖Ca(−1,1) .
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Here we have used Lemma 3.3 to estimate the first six terms in the integral expression, and
Lemma 3.4 to estimate the last three terms.
Furthermore, ∣∣pSB∣∣ ≤ aC ‖f‖Ca(−1,1) ∫ ϕ(s)+1
ϕ(s)−1
1
|R|2 ds ≤ C ‖f‖Ca(−1,1) 
−1, (3.56)
by Lemma 3.3.
Plugging these estimates for
∣∣2E(uSB)∣∣ and ∣∣pSB∣∣ into (3.55), we obtain (3.54).
Thus, to obtain a residual estimate between the prescribed force f and the slender body ap-
proximation fSB, it suffices to compare f and F˜ .
As in the closed loop setting, we can rely on θ-integration to obtain improved bounds for the
force residual, removing a factor of log  that would arise from only using Lemmas 3.3 - 3.7. We
show the following free end analogue of Lemma 3.12 from [23].
Lemma 3.14. Let R be as in (3.4) for ϕ(s) ∈ (−η, η) and let g ∈ C(−1, 1). Suppose m is
a non-negative integer and n = m + 1 or n = m + 2. Then for k ∈ Z, k 6= 0, θ0 ∈ R, and 
sufficiently small, we have∣∣∣∣∣
∫ 2pi
0
∫ ϕ(s)+1
ϕ(s)−1
smg(ϕ(s)− s)
|R|n cos(k(θ + θ0)) dsdθ
∣∣∣∣∣ ≤ C
{
 |log | ‖g‖C(−1,1) , n = m+ 1
‖g‖C(−1,1) , n = m+ 2,
,
(3.57)
where the constant C depends on n, cΓ, and κmax, but not on .
Note that the presence of k ∈ Z and θ0 ∈ R in the statement of Lemma 3.14 means that the re-
sult applies to s
mg(ϕ(s)−s)
|R|n integrated against sin θ or against odd triples of the form sin
j θ cos` θ,
j + ` odd (see discussion following Lemma 3.12 in [23]).
Proof. The proof is essentially identical to the closed loop case (see [23], Lemma 3.12). We write
I =
∫ 2pi
0
∫ ϕ(s)+1
ϕ(s)−1
smg(ϕ(s)− s)
|R|n cos(k(θ + θ0))ds dθ
=
∫ 2pi
0
∫ ϕ(s)+1
ϕ(s)−1
(
1
|R|n −
1
(|R0|2 + (a)2)n/2
)
smg(ϕ(s)− s) cos(k(θ + θ0))ds dθ,
(3.58)
where we use that both R0(s, s) and a(ϕ(s)) are independent of θ, and thus the second term
integrates to zero. We have that the integrand of I satisfies∣∣∣∣( 1|R|n − 1(|R0|2 + (a)2)n/2
)
smg(ϕ(s)− s) cos(k(θ + θ0))
∣∣∣∣
≤
‖g‖C(−1,1) |s|m
∣∣∣|R|2 − (|R0|2 + (a)2)∣∣∣
|R| (|R0|2 + (a)2)1/2(|R|+ (|R0|2 + (a)2)1/2)
n−1∑
j=0
1
|R|j (|R0|2 + (a)2)(n−1−j)/2
.
Using (3.3) and (3.4), we can show∣∣∣|R|2 − |R0|2 − (a)2∣∣∣ ≤ Cas2.
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Furthermore, by Lemma 3.1 and (1.2), we have
|R| ≥ C
√
s2 + (a)2, |R0| ≥ cΓ |s| .
Altogether we have
|I| ≤ aC ‖g‖C(−1,1)
∫ 2pi
0
∫ ϕ(s)+1
ϕ(s)−1
|s|m+2
(s2 + (a)2)(n+2)/2
dsdθ ≤ C
{
 |log | ‖g‖C(−1,1) , n = m+ 1
‖g‖C(−1,1) , n = m+ 2,
where we have used Lemma 3.2.
Now we are equipped to carry out residual estimates between F˜ and the prescribed force f . We
write
F˜ (s) = F˜ρ(s) + F˜t(s);
F˜ρ(s) := a
∫ 2pi
0
(
Eρ(uSB) + pSBeρ
)∣∣∣∣
(ϕ(s),θ)
dθ
F˜t(s) := 
2(aa′)
∫ 2pi
0
(
Et(uSB)− pSBet
)∣∣∣∣
(ϕ(s),θ)
dθ,
(3.59)
where Eρ and Et are as defined in (3.47).
We note that the component F˜ρ(s) in fact recovers most of the true slender body force f(s). In
particular, following the force residual estimate in the closed loop setting [23], we easily obtain
the following proposition.
Proposition 3.15. Let Σ be as in Section 1.1 and let a = a(ϕ(s)) be as in Definition 1.1.
Consider f ∈ C1(−1, 1) ∩ Ca(−1, 1) satisfying (1.30), and F˜ρ(s) as defined in (3.59). Then
F˜ρ(s) satisfies ∣∣∣F˜ρ(s)− f(s)∣∣∣ ≤ C(a ‖f‖C1(−1,1) +  ‖f‖Ca(−1,1) ), (3.60)
where the constant C depends on cΓ, κmax, δa, ca, c¯a, cϕ, and cη, but not on .
Proof. Using (3.47) and the notation of (3.48) - (3.50), we write
F˜ρ(s) = F1 + F2;
F1 := −a
∫ 2pi
0
(
(∂ρu
SB)1 +
(
(∂ρu
SB)1 · eρ
)
eρ +
(
(∂θu
SB)1 · eρ
)
eθ
+
(
(∂ϕu
SB)1 · eρ
)
et − pSBeρ
)
dθ,
F2 := −a
∫ 2pi
0
(
(∂ρu
SB)2 +
(
(∂ρu
SB)2 · eρ
)
eρ +
(
(∂θu
SB)2 · eρ
)
eθ
+
(
(∂ϕu
SB)2 · eρ
)
et
)
dθ.
(3.61)
Here F2 accounts for the additional doublet term resulting from the expansion (3.7) of the dou-
blet coefficient.
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Note that each of the terms arising in the full expression for F1 can be estimated following the
proofs of Propositions 3.14 through 3.19 in the closed loop setting [23], using Lemmas 3.3, 3.6,
3.7, and 3.14 in place of the closed loop Lemmas 3.3, 3.4, 3.5, and 3.12, respectively. Doing this,
we obtain
|F1 − f(s)| ≤ C
(
a ‖f‖C1(−1,1) +  ‖f‖Ca(−1,1)
)
,
where the constant C depends on cΓ, κmax, δa, ca, c¯a, cϕ, and cη, but not on . Note that the
bulk of the prescribed force is recovered from the term F1.
Next we estimate F2. Using Lemma (3.3), we have
|F2| ≤ Ca2 ‖f‖Ca(−1,1)
∫ ϕ(s)+1
ϕ(s)−1
2
( |sR0|
|R|5 +
|s|
|R|4 +
a |s|
|R|5
)
ds ≤ C ‖f‖Ca(−1,1) .
Combining the estimates for F1 and F2, we obtain Proposition 3.15.
Since F˜ρ(s) is close to the true prescribed force f(s), it remains only to show that F˜t is small.
In particular, we show:
Proposition 3.16. Let Σ be a slender body as defined in Section 1.1. Consider f ∈ Ca(−1, 1)
satisfying (1.30), and F˜t(s) as defined in (3.59). Then F˜t(s) satisfies∣∣∣F˜t(s)∣∣∣ ≤ C ‖f‖Ca(−1,1) , (3.62)
where the constant C depends on cΓ, κmax, ca, c¯a, cη, and cη,0, but not on .
Proof. Using the form of Et (3.47) with the integral expressions (3.48) - (3.50), along with the
form of R0 (3.51), we have∣∣∣F˜t(s)∣∣∣ ≤ 2pi2 ∣∣aa′∣∣ ( ∣∣Et(uSB)∣∣+ ∣∣pSB∣∣ )
≤ 2aC ‖f‖Ca(−1,1)
∫ ϕ(s)+1
ϕ(s)−1
[ |R0|
|R|3 +
1
|R|2 +
a
|R|3
+ (a)2
( |R0|
|R|5 +
1
|R|4 +
a
|R|5
)
+ 2
( |sR0|
|R|5 +
|s|
|R|4 +
a |s|
|R|5
)]
ds
≤ C ‖f‖Ca(−1,1) .
Here we have used Lemma 3.3 to estimate the first six terms of the integral expression, and
Lemma 3.4 to estimate the last three terms.
Putting everything together, we obtain the following proposition.
Proposition 3.17. Let Σ be a slender body as defined in Section 1.1 and let a = a(ϕ(s))
be as in Definition 1.1. Consider f ∈ C1(−1, 1) ∩ Ca(−1, 1) satisfying (1.30) and consider the
corresponding slender body approximation fSB. Then∣∣fSB(s)− f(s)∣∣ ≤ C(a ‖f‖C1(−1,1) +  ‖f‖Ca(−1,1) ), (3.63)
where the constant C depends on cΓ, κmax, δa, ca, cϕ, cη, and c¯a but not on .
Proof. Using Propositions 3.13, 3.15, and 3.16, we have∣∣f(s)− fSB(s)∣∣ ≤ ∣∣∣f(s)− F˜ (s)∣∣∣+ ∣∣∣F˜ (s)− fSB(s)∣∣∣
≤
∣∣∣f(s)− F˜ (s)∣∣∣+ ∣∣∣F˜ρ(s)− fSB(s)∣∣∣+ ∣∣∣F˜t(s)∣∣∣
≤ C(a ‖f‖C1(−1,1) +  ‖f‖Ca(−1,1) ).
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4 Free endpoint error estimate
Using the above residual estimates for the slender body force fSB and θ-dependence in uSB
∣∣
Γ
,
we can use the variational framework established in Section 2 to show the D1,2 error estimate
of Theorem 1.2.
4.1 Setup of framework
Given f ∈ C1(−1, 1)∩Ca(−1, 1), let (u, p) be the true solution to (1.24) along with corresponding
stress tensor σ = −pI + 2E(u), and let uSB, pSB, σSB be the corresponding slender body
approximation (3.8). Define ue = uSB−u, pe = pSB−p, and σe = −peI+2E(ue). Then (ue, pe)
satisfies
−∆ue +∇pe = 0
divue = 0 in Ω∫ 2pi
0
(σen)
∣∣
(ϕ(s),θ)
J(ϕ(s), θ)ϕ′(s)dθ = f e(s) on Γ
ue
∣∣
Γ
= u¯e
(
ϕ(s)
)
+ ur(ϕ(s), θ)
ue → 0 as |x| → ∞.
(4.1)
Here, the function u¯e(ϕ) := (uSB − ur)∣∣
Γ
(ϕ) − u∣∣
Γ
(ϕ) is unknown, since the true bound-
ary value u
∣∣
Γ
(ϕ) is unknown, but is θ-independent, by definition of ur (3.32). The residuals
f e(s) := fSB(s) − f(s) and ur(ϕ(s), θ) are both known quantities (see Propositions 3.17 and
3.11, respectively).
As in the closed loop case [23], we write (4.1) in the following variational form. For any w ∈
D1,2(Ω), the error (u
e, pe) satisfies∫
Ω
(
2E(ue) : E(w)− pedivw
)
dx =
∫
Γ
(σen) ·w dS. (4.2)
Note that unless the test function w additionally satisfies the θ-independence condition w
∣∣
Γ
=
w(s), i.e. w in fact belongs to the function space A (2.8), we cannot simplify the expression
(4.2) any further. In particular, without the θ-independence condition we cannot make use of
the force data f e(s). This presents a small issue for deriving an error estimate, since, in fact,
the function ue is not in A.
However, we can use (4.2) and exactly follow the proof of Lemma 2.1 to show the following
pressure estimate:
‖pe‖L2(Ω) ≤ cP ‖E(ue)‖L2(Ω) , (4.3)
where the constant cP is as in Lemma 2.5.
Following the closed loop arguments, we make a specific choice of w. In particular, we take
w = u˜e := ue − v˜, (4.4)
where v˜ ∈ D1,2(Ω) with v˜
∣∣
Γ
= ur(ϕ(s), θ) is a correction function that we construct explicitly
to satisfy a bound in terms of ‖f‖C1(−1,1) and ‖f‖Ca(−1,1). Note that u˜e
∣∣
Γ
= u¯e(s), and there-
fore u˜e is in the desired function space A.
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Using this u˜e in place of w in (4.2), we then obtain∫
Ω
(
2E(ue) : E(u˜e)− pediv u˜e
)
dx =
∫ 1
−1
u¯e(ϕ(s)) · f e(s) ds, (4.5)
from which we can derive the D1,2(Ω) error estimate for (u
e, pe) stated in Theorem 1.2.
Before we make use of (4.5), we must construct the correction v˜ such that ∇v˜ can be bounded
by ‖f‖C1(−1,1) and ‖f‖Ca(−1,1).
The true force f(s) and the radius function a(ϕ(s)) are both at least C1, and therefore the
θ-dependent component of the slender body velocity ur(ϕ(s), θ) (3.32) is also at least C1 on
Γ. Thus, as in the closed loop setting [23], we can begin to construct the desired v˜ by simply
extending ur(ϕ(s), θ) radially from Γ into the interior of Ω. For ϕ(s) ∈ (−η, η), we define
uSBext(ρ, ϕ(s), θ) =
{
ur(ϕ(s), θ) if ρ < 4a(ϕ(s)),
0 otherwise.
Define ψ(ρ, ϕ(s)) to be a smooth cutoff equal to 1 for ρ < 2a(ϕ(s)) and equal to 0 for ρ >
4a(ϕ(s)) with smooth decay between. We require that this decay satisfies∣∣∣∣∂ψ∂ρ
∣∣∣∣ ≤ Ca(ϕ(s)) ,
∣∣∣∣∂ψ∂ϕ
∣∣∣∣ ≤ Ca′(ϕ(s)) . (4.6)
Then define v˜ as
v˜(ρ, ϕ(s), θ) = ψ(ρ, ϕ(s))uSBext(ρ, ϕ(s), θ). (4.7)
As we will eventually require an L2(Ω) estimate of ∇v˜, we note that
∇v˜ = ψ∇uSBext + (∇ψ)(uSBext)T.
We have that
φ∇uSBext =
ψ
a
∂ur
∂θ
eTθ +
ψ
1− ρκ̂
∂ur
∂ϕ
eTt
and
(∇φ)(uSBext)T =
∂ψ
∂ρ
eρ(u
r)T +
1
1− ρκ̂
∂ψ
∂ϕ
et(u
r)T.
Thus, we can bound ∇v˜ as
|∇v˜| ≤
∣∣∣∣ 1a ∂ur∂θ
∣∣∣∣+ 11− 4aκmax
∣∣∣∣∂ur∂ϕ
∣∣∣∣+ ∣∣∣∣∂ψ∂ρ
∣∣∣∣ |ur|+ 11− 4aκmax
∣∣∣∣∂ψ∂ϕ
∣∣∣∣ |ur|
≤ C( |log(a)| ‖f‖C1(−1,1) + a−1 ‖f‖Ca(−1,1) ),
where we recall from Definition 1.1 that the product |aa′| is bounded for each ϕ(s) ∈ (−η, η).
Then, relying on the extent of supp(v˜), we have
‖v˜‖L2(Ω) =
(∫ η
−η
∫ 2pi
0
∫ 4a
a
|∇v˜|2 ρ(1− ρκ̂)dρdθdϕ
)1/2
≤ C
(∫ η
−η
∫ 2pi
0
12(a)2
( |log(a)| ‖f‖C1(−1,1)
+ a−1 ‖f‖Ca(−1,1)
)2
(1 + 4aκmax)dθdϕ
)1/2
≤ C( |log | ‖f‖C1(−1,1) +  ‖f‖Ca(−1,1) ),
(4.8)
where C depends on the constants cΓ, κmax, δa, ca, cϕ, and cη, but not on .
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4.2 Error estimate
With this definition of v˜, we may now use (4.5) to estimate ue, closely following the arguments
in [23]. We first rewrite (4.5) as∫
Ω
2 |E(ue)|2 dx =
∫
Ω
(
2E(ue) : E(v˜)− pediv v˜
)
dx+
∫ 1
−1
f e(s) · u¯e(ϕ(s)) ds
≤
∣∣∣∣∫
Ω
2E(ue) : E(v˜)dx
∣∣∣∣+ ∣∣∣∣∫
Ω
pediv v˜dx
∣∣∣∣+ ∣∣∣∣∫ 1−1 f e(s) · u¯e(ϕ(s)) ds
∣∣∣∣ . (4.9)
Now, the first term on the right hand side of (4.9) can be estimated via Cauchy-Schwarz:∣∣∣∣∫
Ω
2E(ue) : E(v˜)dx
∣∣∣∣ ≤ 2 ‖E(ue)‖L2(Ω) ‖E(v˜)‖L2(Ω)
≤ δ ‖E(ue)‖2L2(Ω) +
1
δ
‖E(v˜)‖2L2(Ω)
≤ δ ‖E(ue)‖2L2(Ω) +
2
δ
‖∇v˜‖2L2(Ω)
for any δ ∈ R+.
Using (4.3) and Cauchy-Schwarz, the second term on the right hand side of (4.9) satisfies∣∣∣∣∫
Ω
pediv v˜dx
∣∣∣∣ ≤ ‖pe‖L2(Ω) ‖∇v˜‖L2(Ω)
≤ 4cP ‖E(ue)‖L2(Ω) ‖∇v˜‖L2(Ω)
≤ δ ‖E(ue)‖2L2(Ω) +
4c2P
δ
‖∇v˜‖2L2(Ω) .
Finally, the third term in (4.9) may be estimated using the trace inequality (2.10), the Korn
inequality (2.4), and Cauchy-Schwarz. Recalling the definition (1.27) of the space L2a(−1, 1), we
have ∣∣∣∣∫ 1−1 f e(s) · u¯e(ϕ(s)) ds
∣∣∣∣ ≤ ‖f e‖L2a(−1,1) ∥∥∥u¯e |log(a)|−1/2∥∥∥L2(−η,η)
≤ cT ‖∇u˜e‖L2(Ω) ‖f e‖L2a(−1,1)
≤ cT cK ‖E(u˜e)‖L2(Ω) ‖f e‖L2a(−1,1)
≤ δ ‖E(u˜e)‖2L2(Ω) +
c2T c
2
K
4δ
‖f e‖2L2a(−1,1)
≤ δ ‖E(ue)‖2L2(Ω) + 2δ ‖∇v˜‖2L2(Ω) +
c2T c
2
K
4δ
‖f e‖2L2a(−1,1) .
Taking δ = 13 , by (4.9), we obtain
‖E(ue)‖2L2(Ω) ≤
3c2T c
2
K
4δ
‖f e‖2L2a(−1,1) +
(
20
3
+ 3c2P
)
‖∇v˜‖2L2(Ω) . (4.10)
Then, using Korn’s inequality (2.4),
‖∇ue‖2L2(Ω) ≤
3c2T c
4
K
4δ
‖f e‖2L2a(−1,1) + c
2
K
(
20
3
+
3cP
4
)
‖∇v˜‖2L2(Ω) . (4.11)
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Recall from Section 2.1 that the Korn constant cK and the pressure constant cP are both inde-
pendent of , while the trace constant cT has a |log |1/2 dependence.
Now, from (4.8) we have that v˜ satisfies
‖∇v˜‖L2(Ω) ≤ C
(
 |log | ‖f‖C1(−1,1) +  ‖f‖Ca(−1,1)
)
.
Furthermore, using Proposition 3.17, we have
‖f e‖L2a(−1,1) ≤
(∫ 1
−1
|f e(s)|2 |log(a(ϕ(s)))| ds
)1/2
≤ C( ‖f‖C1(−1,1) + ‖f‖Ca(−1,1) )(∫ 1−1 |log(a(ϕ(s)))| ds
)1/2
≤ C( ‖f‖C1(−1,1) + ‖f‖Ca(−1,1) ),
since, by Definition 1.1, we have that∫ 1
−1
|log(a(ϕ(s)))| ds <∞
is some finite number due to the spheroidal endpoint condition (2).
Plugging the estimates for v˜ and f e into (4.11), we obtain
‖ue‖D1,2(Ω) ≤ C
(
 |log | ‖f‖C1(−1,1) +  ‖f‖Ca(−1,1)
)
, (4.12)
where C depends on the constants cΓ, κmax, δa, ca, c¯a, cϕ, cη, and cη,0, but not on . Using
(4.3), we also have
‖ue‖D1,2(Ω) + ‖pe‖L2(Ω) ≤ C
(
 |log | ‖f‖C1(−1,1) +  ‖f‖Ca(−1,1)
)
, (4.13)
where, by Lemma 2.5, C still depends only on cΓ, κmax, δa, ca, c¯a, cϕ, cη, and cη,0.
Finally, we derive the centerline error estimate (1.33) to complete the proof of Theorem 1.2.
Notice that this estimate applies only along the effective centerline of the fiber, s ∈ (−1, 1).
First, recalling the definition of J (1.14), we define
Jmin :=
∫ 1
−1
∫ 2pi
0
J(s, θ)dθds.
Notice that this is not quite the expression for the surface area of the fiber, as it does not extend
to the true endpoints at ϕ = ±η. We have
Jmin ≥
∫ 1
−1
∫ 2pi
0
a(1− aκ̂)dθds = 2pi
∫ 1
−1
a(s)ds ≥ 4pi(1− δa)a0 ≥ C,
where we used requirement (3.) of Definition 1.1.
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We will use the following triangle inequality to show the desired centerline estimate (1.33).
Considering the trace of the true solution Tr(u)(s), s ∈ (−1, 1) along the effective centerline
only, we have
∥∥Tr(u)− uSBC ∥∥2L2(−1,1) ≤ 1Jmin
∫ 2pi
0
∫ 1
−1
∣∣Tr(u)(s)− uSBC (s)∣∣2 J(s, θ)dsdθ
≤ C

(∫ 2pi
0
∫ 1
−1
∣∣Tr(u)(s)− Tr(uSB)(s, θ)∣∣2 J(s, θ)dsdθ
+
∫ 2pi
0
∫ 1
−1
∣∣Tr(uSB)(s, θ)− uSBC (s)∣∣2 J(s, θ)dsdθ).
(4.14)
Here Tr(uSB)(s, θ) is (3.8) evaluated on Γ. We will estimate the two terms of (4.14) separately.
We begin with the error term Tr(ue)(s, θ) = Tr(u)(s)− Tr(uSB)(s, θ), s ∈ (−1, 1), on the fiber
surface. Recalling (4.1), we have∫ 2pi
0
∫ 1
−1
|Tr(ue)(s, θ)|2 J(s, θ)dsdθ ≤
∫ 2pi
0
∫ 1
−1
|u¯e(s)|2 J(s, θ)dsdθ
+
∫ 2pi
0
∫ 1
−1
|ur(s, θ)|2 J(s, θ)dsdθ.
We define
Jmax := sup
s∈(−1,1)
∫ 2pi
0
J(s, θ) |log(a(s))| dθ.
Note that since we are only considering s ∈ (−1, 1), away from the true endpoints, we have
C ≤ a(s) ≤ 1, by Definition 1.1. Then, using that |a′| ≤ c¯a/a(s), we can show
Jmax ≤
∫ 2pi
0
(
a |log a| (1− aκ̂) + 2a |log a| ∣∣a′∣∣ )dθ ≤ 2pi(1 + C2 |log |) ≤ C.
Using that u¯e is independent of θ, we then have(∫ 2pi
0
∫ 1
−1
|u¯e(s)|2 J(s, θ)dsdθ
)1/2
=
(∫ 1
−1
|u¯e(s)|2 |log(a(s))|−1
∫ 2pi
0
J(s, θ) |log(a(s))| dθds
)1/2
≤ C
√
Jmax
(∫ 1
−1
|u¯e(s)|2 |log(a(s))|−1 ds
)1/2
≤ C
√
Jmax
∥∥∥u¯e |log(a)|−1/2∥∥∥
L2(−η,η)
≤ C√cT ‖∇u˜e‖L2(Ω)
≤ C( |log |)1/2( ‖ue‖D1,2(Ω) + ‖∇v˜‖L2(Ω) )
≤ C(( |log |)3/2 ‖f‖C1(−1,1) + 3/2 |log |1/2 ‖f‖Ca(−1,1) ).
Here we have used the trace inequality (Lemma 2.3) in the third line and the estimates (4.8)
and (4.12) in the last inequality.
Furthermore, by Proposition 3.11, we have(∫ 2pi
0
∫ 1
−1
|ur(s, θ)|2 J(s, θ)dsdθ
)1/2
≤ C
√
Jmax
(
 |log | ‖f‖C1(−1,1) +  ‖f‖Ca(−1,1)
)
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≤ C(3/2 |log | ‖f‖C1(−1,1) + 3/2 ‖f‖Ca(−1,1) ).
Together, we obtain the L2 surface estimate(∫ 2pi
0
∫ 1
−1
|Tr(ue)(s, θ)|2 J(s, θ)dsdθ
)1/2
≤ C(( |log |)3/2 ‖f‖C1(−1,1) + 3/2 |log |1/2 ‖f‖Ca(−1,1) ),
(4.15)
where C depends on cΓ, κmax, δa, ca, c¯a, a0, cϕ, cη, and cη,0, but not on .
Furthermore, using Proposition 3.12, for s ∈ (−1, 1), we have that the difference between the
surface slender body approximation Tr(uSB)(s, θ) and the centerline approximation uSBC (s) sat-
isfies(∫ 2pi
0
∫ 1
−1
∣∣Tr(uSB)(s, θ)− uSBC (s)∣∣2 J(s, θ)dsdθ)1/2 ≤ C√Jmax |log | ‖f‖C1(−1,1)
≤ C3/2 |log | ‖f‖C1(−1,1) .
(4.16)
Combining the estimates (4.15) and (4.16) in (4.14), we obtain the centerline estimate∥∥Tr(u)− uSBC ∥∥L2(−1,1) ≤ C( |log |3/2 ‖f‖C1(−1,1) +  |log |1/2 ‖f‖Ca(−1,1) ).
A Appendix
A.1 Dependence of well-posedness constants on 
In this appendix, we prove each of the key well-posedness inequalities stated in Section 2.1,
paying close attention to how each resulting constant depends on .
First, we prove a simple centerline straightening lemma (Lemma A.1) to facilitate computations
in the following sections. Using Lemma A.1, we prove the form (2.6) of the trace inequality for
A functions. As in the closed loop setting [23], we show that the L2 trace along the fiber blows
up like |log |1/2 as  → 0; however, unlike in the closed loop case, we show that an additional
weight is needed at the fiber endpoints to ensure that the trace does not diverge. This results
in the required decay condition (1.27) for any prescribed force f .
Next we show the existence of an extension operator for slender bodies with free, spheroidal
endpoints whose symmetric gradient is bounded independent of . As far as we know, this result
is new and may be more widely useful beyond the scope of this paper. This extension operator
is then used to show -independence for the Korn and Sobolev inequalities in Ω.
Finally we verify that the pressure estimate (2.16) does not depend on . The proof here is
essentially the same as in the closed loop setting, relying only on being able to write the region
O (1.15) as a finite union of star-shaped domains with respect to an -independent ball.
A.1.1 Centerline straightening
To facilitate the calculations in the following sections, it will be useful to define an -independent
straightening operator within the neighborhood O (1.15) about Σ, taking X as in Section 1.1
to a straight line. We show the following lemma.
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Lemma A.1. Consider a fiber centerline X(ϕ) as in Section 1.1 and the neighborhood O given
by (1.15). Within O, there exists a C1 operator Ψ taking the moving frame basis vectors et(ϕ),
eρ(ϕ, θ), eθ(ϕ, θ) defined with respect to a Bishop frame about Xext(ϕ) to straight cylindrical
coordinates ϕet + ρeρ + θeθ about a straight fiber centerline such that ∇Ψ and ∇(Ψ−1) are both
bounded independent of .
Proof. Let Ostr denote the region O with straight centerline Xext, parameterized with respect to
straight cylindrical coordinates (ϕ, θ, ρ). Let Ψ0 : Ostr → O denote the coordinate map taking
the straight cylindrical coordinates (ϕ, θ, ρ) 7→ Xext(ϕ) + ρeρ(ϕ, θ) about the curved slender
body centerline. Note that the map Ψ0 is C1 due to the Bishop frame (1.3). Furthermore, ∇Ψ0
is full rank at each point (ϕ, θ, ρ), which can be seen as follows. Letting et, eθ, eρ denote the
straight cylindrical basis vectors, for any ϕ0 ∈ (1 − rmax, 1 + rmax), we can choose a rotation
R ∈ SO(2) such that Ret(ϕ0) = et, Reρ(ϕ0, θ) = eρ, and Reθ(ϕ0, θ) = eθ. Then, using (1.3),
∇(RΨ0) = (1− ρκ̂)eteTt + eθeTθ + eρeTρ
has positive determinant, since ρ < rmax.
We then define the straightening operator Ψ on the Xext by Ψ = Ψ
−1
0 . Note Ψ
−1
0 ∈ C1 by the
inverse function theorem. Also, the map Ψ depends only on the shape of the fiber centerline –
in particular, on the constants cΓ and κmax.
Remark A.2. We can use Lemma A.1 to work locally with a straight fiber without introducing
additional -dependence into resulting estimates.
Let O2 denote the region
O2 :=
{
x ∈ Ω : x = X(ϕ) + ρeρ(ϕ, θ); |ϕ| ≤ 1, 0 ≤ θ < 2pi, a(ϕ) < ρ < rmax
2
}
⋃{
x ∈ Ω : x = Xext(ϕ) + ρeρ(ϕ, θ); 1 < |ϕ| < 1 + rmax
2
,
0 ≤ θ < 2pi, a(ϕ) < ρ <
√
r2max/4− (|ϕ| − 1)2
}
,
i.e. the region O with extent rmax/2 rather than rmax.
We use the following partition of unity to divide Ω in two regions:
φ1 =
{
1 if x ∈ O2
0 if x ∈ R3\O , φ2 = 1− φ1,
with smooth transition between O2 and O for both φ1 and φ2. Since rmax depends only on the
constants cΓ and κmax and not on , these cutoffs are both independent of . Therefore we can
consider the region O (where φ1 is supported) separately from R3\O2. In particular, whenever
only information near the slender body surface is needed, we can use Lemma A.1 to consider only
slender bodies Σ with straight centerline. This will be useful for both the trace and extension
operators constructed in the following sections, both of which rely only on information very close
to Γ.
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A.1.2 Trace inequality
Here we prove the weighted trace inequality (Lemma 2.3) for functions in the space A. We
show that the weight |log(a)|−1/2 is needed to avoid a logarithmic divergence in the trace at the
fiber endpoints.
Proof of Lemma 2.3. It suffices to show that (2.3) holds within the region O. In particular,
using the cutoff described in Remark A.2, we consider only functions u supported within a
distance rmax ≤ 1 of the fiber centerline.
Using Lemma A.1, we proceed to show that the estimate (2.10) holds in the exterior of a straight
slender body, parameterized with respect to straight cylindrical coordinates as
Σstr = {(ϕ, θ, ρ) : −η < ϕ < η, 0 ≤ θ < 2pi, ρ ≤ a(ϕ)} (A.1)
for a(ϕ) as in Definition 1.1. Let
Γstr = ∂Σ

str, Ω

str = R3\Σstr. (A.2)
We define the admissible set
Astr =
{
v ∈ D1,2(Ωstr) : v
∣∣
Γstr
= v(ϕ); supp(v) ⊂ {x(ϕ, θ, ρ) : ρ < 1}}.
Following the same outline as in the closed loop setting [23], we show that (2.10) holds for
u ∈ C∞0 (Ωstr)∩Astr, where again the Ωstr notation denotes functions supported up to Γstr. The
result for u ∈ Astr then follows by density.
Now, for x ∈ Γstr, we use the fundamental theorem of calculus to write u(x) = u(a(ϕ), θ, ϕ) as
u(ϕ, θ, a(ϕ)) =
∫ 1
a(ϕ)
∂u
∂ρ
dρ.
Then we have
|u(ϕ, θ, a(ϕ))| ≤
∫ 1
a(ϕ)
∣∣∣∣∂u∂ρ
∣∣∣∣ dρ ≤ ∫ 1
a(ϕ)
1√
ρ
√
ρ
∣∣∣∣∂u∂ρ
∣∣∣∣ dρ
≤
(∫ 1
a(ϕ)
1
ρ
dρ
)1/2(∫ 1
a(ϕ)
∣∣∣∣∂u∂ρ
∣∣∣∣2 ρdρ)1/2
= |log(a(ϕ))|1/2
(∫ 1
a(ϕ)
∣∣∣∣∂u∂ρ
∣∣∣∣2 ρdρ)1/2,
and therefore
|Tr(u)|2 ≤ |log(a(ϕ))|
∫ 1
a(ϕ)
∣∣∣∣∂u∂ρ
∣∣∣∣2 ρ dρ. (A.3)
Already we can see that the bound (A.3) diverges at the fiber endpoints ϕ = ±η. This is due to
the fact that as a(ϕ)→ 0 at the fiber endpoints, we are trying to limit to a truly one-dimensional
trace of an H1 function in R3.
To correct for this, we multiply |Tr(u)|2 in (A.3) by |log(a(ϕ))|−1. Then, since u belongs to
Adiv , using the θ-independence of Tr(u) = Tr(u)(ϕ), we may write∥∥∥Tr(u) |log(a)|−1/2∥∥∥2
L2(−η,η)
=
1
2pi
∫ η
−η
∫ 2pi
0
|Tr(u)(ϕ)|2 |log(a(ϕ))|−1 dθdϕ.
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Using (A.3), we then have that Tr(u)(ϕ) satisfies∥∥∥Tr(u) |log(a)|−1/2∥∥∥2
L2(−η,η)
≤ 1
2pi
∫ η
−η
∫ 2pi
0
|log(a(ϕ))| |log(a(ϕ))|−1
∫ 1
a(ϕ)
∣∣∣∣∂u∂ρ
∣∣∣∣2 ρ dρdθdϕ
≤ 1
pi
|log | ‖∇u‖2L2(Ωstr) ,
where we have used that a ≤ 1.
Note that, for u ∈ A, this one-dimensional L2 trace inequality along the fiber centerline relates
to a (weighted) trace inequality over the entire fiber surface Γ by∥∥∥Tr(u) |log(a)|−1/2∥∥∥2
L2(Γ)
=
∫ η
−η
∫ 2pi
0
|Tr(u)(ϕ)|2 |log(a(ϕ))|−1 J(ϕ, θ) dθdϕ
≤
∫ η
−η
∫ 2pi
0
|Tr(u)(ϕ)|2 |log(a(ϕ))|−1 (a+ 2a2κmax + 2c¯a) dθdϕ
≤ 2pi(1 + κmax + c¯a)
∥∥∥Tr(u) |log(a)|−1/2∥∥∥2
L2(−η,η)
.
Here we have used (1.14) and (1.11) to bound J.
A.1.3 Extension operator for thin fiber with spheroidal endpoints
In order to determine the -dependence in the Korn inequality (Lemma (2.4)), as in [23], it will
be convenient to show the existence of a D1,2 extension into the interior of Σ whose symmetric
gradient is bounded independent of . Again, due to Lemma A.1, it suffices to show the existence
of such an operator for a slender filament with straight centerline. We again parameterize the
straight centerline with respect to cylindrical coordinates (ϕ, θ, ρ) as {(ϕ, 0, 0) : −η < ϕ < η}.
Let Σstr and Γ

str be as in (A.1) and (A.2). We define the domain W, a “fattened” version of
Σstr, as
W =
{
(ϕ, θ, ρ) : −2η + 1 < ϕ < 2η − 1, 0 ≤ θ < 2pi,
0 ≤ ρ <
{
2a(ϕ), |ϕ| ≤ 1
2a(ϕ+12 ), 1 < |ϕ| < 2η − 1
}
,
(A.4)
and take
H =W\Σstr. (A.5)
Note that on the bounded domain H, the function spaces D1,2(H) and H1(H) coincide; thus
it suffices to construct an H1 extension from H to W whose symmetric gradient is bounded
independent of . We show the following lemma.
Lemma A.3. (Free endpoint slender body extension) Let W and H be as in (A.4) and (A.5),
respectively. For u ∈ H1(H), there exists an operator T : H1(H)→ H1(W) extending u into
the interior of the slender body such that
1. Tu
∣∣
H = u
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2. ‖E(Tu)‖L2(W) ≤ C ‖E(u)‖L2(H), where the constant C depends on the constants ca, c¯a,
a0, δa, cη,0, and cη, but is independent of .
As an immediate corollary, due to Lemma A.1, we have:
Corollary A.4. (Free endpoint extension – curved centerline) Let Σ and Ω be as in Section
1.1. For u ∈ D1,2(Ω), there exists an operator T˜ : D1,2(Ω) → D1,2(R3) extending u into the
interior of the slender body Σ such that
1. T˜u
∣∣
Ω
= u
2.
∥∥∥E(T˜u)∥∥∥
L2(W)
≤ C ‖E(u)‖L2(H), where C now depends on κmax and cΓ in addition to
ca, c¯a, a0, δa, cη,0, and cη, but remains independent of .
Proof of Lemma A.3. We subdivide the somewhat long and technical proof into 6 main steps.
Step 1: Reflection E into the interior of Σstr:
First, for any x = x(ϕ, θ, ρ) ∈ W, we let
δ(ϕ, ρ) = inf
s∈(−1,1)
|x− (s, 0, 0)|
denote the distance from x to the straightened effective centerline (1.19). Note that since W
is radially symmetric for each ϕ, the distance δ(ϕ, ρ) depends only on ϕ and ρ and not on θ. In
particular, we have
δ(ϕ, ρ) =
{
ρ, |ϕ| ≤ 1√
(|ϕ| − 1)2 + ρ2, 1 < |ϕ| < η.
Now, for any (ϕ, θ, ρ) ∈ W, define ϕ∗ ∈ (−η, η) such that (ϕ∗, θ, a(ϕ∗)) is the projection of
(ϕ, θ, ρ) onto Γstr along the straight line distance δ(ϕ, ρ) to the effective centerline. Note that
for |ϕ| ≤ 1, ϕ∗ = ϕ. Toward the fiber endpoints, 1 < |ϕ| < η, we have{
a(ϕ∗)
ϕ∗−1 =
ρ
ϕ−1 , 1 < ϕ < η
a(ϕ∗)
ϕ∗+1 =
ρ
ϕ+1 , −η < ϕ < −1,
(A.6)
This means that the pair (ϕ∗, a(ϕ∗)) lies on the line connecting (ϕ, ρ) to the effective endpoint
(±1, 0). Note that as ρ→ 0, ϕ∗ → ±η, and as ϕ→ 1, ϕ∗ → 1. Also, for 1 < |ϕ| < η, we have
∂ϕ∗
∂ϕ
=
a(ϕ∗)
ρ+ |a′(ϕ∗)|(|ϕ| − 1) ,
∂ϕ∗
∂ρ
=
−(|ϕ∗| − 1)
ρ+ |a′(ϕ∗)|(|ϕ| − 1) . (A.7)
Consider v = v(ϕ, θ, ρ) ∈ H1(H) supported only at (ϕ, θ, ρ) ∈ H satisfying δ(ϕ, ρ) ≤ 53δ(ϕ∗, a(ϕ∗))
(see Figure 4). This initial constraint on the support of v is important for the definition (A.8)
and will be addressed for functions with more general support in Step 3. We define an extension
Ev into the interior of Σstr as the reflection of v across Γ

str along the shortest straight line
connecting x to the effective centerline segment [−1, 1] (See Figure 4). More precisely,
Ev =

v(x), if x ∈ H;
v
(
ϕ, θ, 2a(ϕ)− ρ), |ϕ| ≤ 1
v
(
2ϕ∗ − ϕ− 1, θ, 2a(ϕ∗)− ρ), 1 < ϕ ≤ η
v
(
2ϕ∗ − ϕ+ 1, θ, 2a(ϕ∗)− ρ), −η ≤ ϕ < −1, if x = (ϕ, θ, ρ) ∈ Σ

str.
(A.8)
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δ(ϕ) = a(ϕ)
2a(ϕ)
δ(ϕ, ρ) =
√
(|ϕ| − 1)2 + ρ2,
H
W
ϕ = −η ϕ = −1
ϕϕ
Γstr
Σstr
ϕ = 1
ϕ = η
supp(v)−η < ϕ < −1
Figure 4: Consider v(ϕ, θ, ρ) ∈ H1(H) supported only at (ϕ, θ, ρ) ∈ H satisfying δ(ϕ, ρ) ≤
5
3δ(ϕ
∗, a(ϕ∗)). We construct the basic extension operator E : H1(H)→ H1(W) by reflecting
v ∈ H1(H) across the straight line distance to the effective centerline of the fiber (−1 ≤ ϕ ≤ 1).
Here ϕ∗ is as in (A.6). Note that this extension is well-defined for each x ∈ Γstr due to the limits
on supp(v).
Step 2: Gradient estimates for E:
We now aim to prove the following estimate on the (Euclidean) gradient of the reflection E
within Σstr.
Proposition A.5. Let E be as defined in (A.8). For each x = (ϕ, θ, ρ) ∈ Σstr, we have
|∇(Ev)(ϕ, θ, ρ)| ≤ C

|∇v(ϕ, θ, 2a(ϕ∗)− ρ)| , |ϕ| ≤ 1
|∇v(2ϕ∗ − ϕ− 1, θ, 2a(ϕ∗)− ρ)| , 1 < ϕ ≤ η
|∇v(2ϕ∗ − ϕ− 1, θ, 2a(ϕ∗)− ρ)| , −η ≤ ϕ < −1.
(A.9)
Proof of Proposition A.5. For x ∈ Σstr and |ϕ| ≤ 1, we differentiate equation 2 of (A.8) to
obtain
|∇(Ev)(ϕ, θ, ρ)| ≤
∣∣∣∣1ρ ∂v∂θ
∣∣∣∣+ ∣∣2a′(ϕ)− 1∣∣ ∣∣∣∣∂v∂ρ
∣∣∣∣+ ∣∣∣∣∂v∂ϕ
∣∣∣∣
≤
∣∣∣∣ C2a(ϕ)− ρ
∣∣∣∣ ∣∣∣∣∂v∂θ
∣∣∣∣+ ( c¯aa(1) + 1
) ∣∣∣∣∂v∂ρ
∣∣∣∣+ ∣∣∣∣∂v∂ϕ
∣∣∣∣
≤ C |∇v(ϕ, θ, 2a(ϕ)− ρ)| ,
(A.10)
where, in the second inequality, we used that supp(Ev) extends only to ρ ≥ a(ϕ)/3 to bound
the ∂/∂θ term, and Definition 1.1 to bound the ∂/∂ρ term. Note that all functions on the right
hand side in (A.10) are evaluated at (ϕ, θ, 2a(ϕ)− ρ).
Similarly, for x ∈ Σstr and 1 < ϕ < η, differentiating equation 3 of (A.8) and using (A.7), the
gradient of the extension ∇(Ev) satisfies
|∇(Ev)(ϕ, θ, ρ)| ≤
∣∣∣∣2a(ϕ∗)− 2(ϕ∗ − 1)ρ+ |a′(ϕ∗)|(ϕ− 1) − 1
∣∣∣∣ ∣∣∣∣∂v∂ϕ
∣∣∣∣+ ∣∣∣∣1ρ ∂v∂θ
∣∣∣∣
+
∣∣∣∣22a(ϕ∗)a′(ϕ∗) + 2|a′(ϕ∗)|(ϕ∗ − 1)ρ+ |a′(ϕ∗)|(ϕ− 1) − 1
∣∣∣∣ ∣∣∣∣∂v∂ρ
∣∣∣∣ . (A.11)
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Here each function on the right hand side of (A.11) is evaluated at (2ϕ∗−ϕ− 1, θ, 2a(ϕ∗)− ρ).
We must now bound each of the above coefficients to obtain a bound as in (A.10). Using
Definition 1.1, since ϕ∗ ≥ 1 we have |a′(ϕ∗)| ≥ C . Thus
ρ+ 
∣∣a′(ϕ∗)∣∣ (ϕ− 1) ≥ C(ρ+ (ϕ− 1)).
Furthermore, using that v(ϕ, θ, ρ) is only supported at (ϕ, θ, ρ) ∈ H satisfying δ(ϕ, ρ) <
5
3δ(ϕ
∗, a(ϕ∗)), we have that ∇(Ev) is only supported at (ϕ, θ, ρ) ∈ Σstr satisfying
ρ+ (ϕ− 1) ≥
√
ρ2 + (ϕ− 1)2 ≥ 1
3
δ(ϕ∗, a(ϕ∗)) =
1
3
√
2a2(ϕ∗) + (ϕ∗ − 1)2. (A.12)
Note that this implies that for any pair (ρ, ϕ),
ϕ∗ − 1
ρ+ (ϕ− 1) ≤
√
2a2(ϕ∗) + (ϕ∗ − 1)2
ρ+ (ϕ− 1) ≤ 3.
Also, by (A.7), we have ∂ϕ
∗
∂ρ ≤ 0, and therefore ϕ
∗−1
ρ+(ϕ−1) is largest when ρ = 0. Thus
ϕ∗ − 1
ϕ− 1 ≤ 3. (A.13)
Then, using (A.12), we can address the first coefficient in (A.11) as∣∣∣∣2a(ϕ∗)− 2(ϕ∗ − 1)ρ+ |a′(ϕ∗)|(ϕ− 1) − 1
∣∣∣∣ ≤ C( a(ϕ∗) + (ϕ∗ − 1)√(ϕ∗ − 1)2 + 2a2(ϕ∗) + 1
)
≤ C.
Similarly, by (A.12) and (A.13), we can address the third coefficient in (A.11) as∣∣∣∣22a(ϕ∗)a′(ϕ∗) + 2|a′(ϕ∗)|(ϕ∗ − 1)ρ+ |a′(ϕ∗)|(ϕ− 1) − 1
∣∣∣∣ ≤ 22a(ϕ∗)|a′(ϕ∗)|√2a2(ϕ∗) + (ϕ∗ − 1)2 + 2ϕ
∗ − 1
ϕ− 1 + 1
≤ 2c¯a
2√
2a2(ϕ∗) + (ϕ∗ − 1)2 + 7.
Now, if 0 < (ϕ∗ − 1) ≤ (η − 1)/2, then by the spheroidal endpoint requirement of Definition
1.1, a(ϕ∗) ≥ C. If (ϕ∗ − 1) ≥ (η − 1)/2, then by (1.9), (ϕ∗ − 1) ≥ C2. Therefore∣∣∣∣22a(ϕ∗)a′(ϕ∗) + 2|a′(ϕ∗)|(ϕ∗ − 1)ρ+ |a′(ϕ∗)|(ϕ− 1) − 1
∣∣∣∣ ≤ 2c¯a2√(ϕ∗ − 1)2 + 2a2(ϕ∗) + 7 ≤ C 
2
2
+ 7 ≤ C.
Finally, using (A.6) and (A.13), we can address the middle 1ρ coefficient of (A.11). We have
|2a(ϕ∗)− ρ| =
∣∣∣∣2ϕ∗ − 1ϕ− 1 − 1
∣∣∣∣ ρ ≤ 7ρ,
and therefore
1
ρ
≤ C
2a(ϕ∗)− ρ.
Altogether, for x ∈ Σstr and 1 < ϕ < η, we have that ∇(Ev) satisfies
|∇(Ev)(ϕ, θ, ρ)| ≤ C
( ∣∣∣∣∂v∂ϕ
∣∣∣∣+ ∣∣∣∣ 12a(ϕ∗)− ρ
∣∣∣∣ ∣∣∣∣∂v∂θ
∣∣∣∣+ ∣∣∣∣∂v∂ρ
∣∣∣∣ )
≤ C |∇v(2ϕ∗ − ϕ− 1, θ, 2a(ϕ∗)− ρ)| .
(A.14)
A similar bound holds for −η < ϕ < −1.
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Step 3: Cutoff and definition of T :
To make use of the extension E for H1(H) functions with arbitrary support, we must define a
cutoff function ψ ∈ C1(H). In particular, we take
ψ(ϕ, ρ) =

{
1 if δ(ϕ, a(ϕ)) ≤ ρ ≤ 4δ(ϕ,a(ϕ))3
0 if ρ > 5δ(ϕ,a(ϕ))3
if |ϕ| ≤ 1{
1 if δ(ϕ∗, a(ϕ∗)) ≤√(|ϕ| − 1)2 + ρ2 ≤ 4δ(ϕ∗,a(ϕ∗))3
0 if
√
(|ϕ| − 1)2 + ρ2 > 5δ(ϕ∗,a(ϕ∗))3
if 1 ≤ |ϕ| ≤ η
(A.15)
with smooth transition between 0 and 1, and C1 transition from |ϕ| ≤ 1 to the endpoint sections.
Here ϕ∗ is as in (A.6).
For |ϕ| < 1, we require that the decay rate ∂ψ/∂ρ is such that ∇ψ satisfies
|∇ψ(ϕ, ρ)| ≤
∣∣∣∣∂ψ∂ρ
∣∣∣∣+ ∣∣∣∣∂ψ∂ϕ
∣∣∣∣ ≤ C( 1a(ϕ) + |a′(ϕ)|
)
≤ 1
a(ϕ)
C
(
1 + 2c¯a
) ≤ C
a(ϕ)
(A.16)
for  sufficiently small. Similarly, for 1 ≤ |ϕ| < η, we require that ∇ψ satisfies
|∇ψ(ϕ, ρ)| ≤ C
δ(ϕ∗, a(ϕ∗))
≤ C

1
(1−2ca)
√
η2−(η+1)2/4
, 1 ≤ ϕ∗ < η+12
2
η−1 ,
η+1
2 ≤ ϕ∗ < η
≤ C
{
1
(η−1)√cη,0(1−2ca) , 1 ≤ ϕ∗ <
η+1
2
2
η−1 ,
η+1
2 ≤ ϕ∗ < η
≤ C
η − 1 ,
(A.17)
where we have used Definition 1.1 and (1.9) to rewrite the bound.
We then define our preliminary extension operator T : H1(H)→ H1(W) by
Tu = E(ψu) + (1− ψ)u. (A.18)
Note that the L2 norm of the extension satisfies
‖Tu‖L2(W) ≤ C ‖u‖L2(H) , (A.19)
where the constant C is independent of .
Furthermore, using (A.9), (A.16), and (A.17), the symmetric gradient E(Tu) satisfies
|E(Tu)| ≤ 2 |∇(E(ψu))|+ |E(u)|+ 2 |∇ψ| |u|
≤ C( |∇(ψu)|+ |E(u)| )+ C{ 1a(ϕ) |u| , |ϕ| < 1
1
η−1 |u| , 1 ≤ |ϕ| < η
(A.20)
for C independent of .
Step 4: Auxiliary Korn-type lemmas:
Now, we would like to be able to adapt this extension operator T to satisfy Lemma A.3. How-
ever, the L2(W) bound for E(Tu) is problematic (see the last term of (A.20)). To address this
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issue, we follow a similar construction to [22], Chapter 3, which develops an extension operator
for a thin, infinite cylinder with gradient bounds independent of , as well as [23], Section 3.2,
which adapts these arguments for the symmetric gradient. The new difficulty here is the change
in the radius function a(ϕ) from O(1) to 0 along the filament, as well as the introduction of
endpoints.
The key to removing the -dependence in the estimate (A.20) will involve dividing the fiber
into many small segments with length roughly equal to radius on each segment. We will then
construct an extension operator that makes use of the Korn-Poincare´ inequality (Lemma A.10)
along with homogeneous rescaling (Corollary A.11) to get rid of the problematic last term of
(A.20). This construction will involve working with a series of domains that are very similar
to each other but not exactly identical. The main goal of this step is therefore to show that
the Korn-Poincare´ inequality (Lemma A.10) holds with a uniform constant on domains that
are similar but not exactly the same. To arrive at this result, we must first prove a series of
Korn-type inequalities with a uniform constant over slightly deformed domains.
To this end, for a bounded, Lipschitz domain D ⊂ R3 and neighborhood N of D, we will work
with C2 maps Ψ : N → R3 satisfying
Ψ : N → Ψ(N ) is a diffeomorphism; ‖Ψ‖C2(N ) +
∥∥Ψ−1∥∥C2(Ψ(N )) ≤M (A.21)
for some M > 0. Note that Ψ(D) is also a bounded, Lipschitz domain.
The reason we consider Lipschitz domains rather than smoother domains is that we will be
using the following results in a truncated cylinder domain; in particular, D must be allowed to
have corners. However, the mappings Ψ that we consider will be C2 in the sense that second
derivatives of Ψ are uniformly continuous up to ∂D.
We proceed to summarize the necessary tools to show Lemma A.10. We begin by recalling the
following important result from elasticity theory, which does not depend on the domain. The
proof may be found in [9].
Lemma A.6. (Rigid motion) Let D ⊂ R3 be any domain. If u : D → R3 with ∇u ∈ L2(D)
satisfies ∇u + (∇u)T = 0, then u is a rigid body motion: u(x) = Ax + b for some constant,
antisymmetric A ∈ R3×3 and constant b ∈ R3.
Now, for a bounded, Lipschitz domain D, we let R denote the space of rigid motions:
R = {v ∈ H1(D) : v = Ax+ b for some A = −AT ∈ R3×3 and b ∈ R3}.
For any u ∈ H1(D), we define the L2 projection PRu onto the space R:
PRu = v ∈ R such that ‖u− v‖L2(D) ≤ ‖u−w‖L2(D) for all w ∈ R.
By Lemma A.6, for any v ∈ R, we have E(v) = 0.
The first varying-domain result that we will need is a uniform Necˇas inequality for slightly
deformed domains. Here we verify just the uniformity of the constant for small domain defor-
mations; the proof of the inequality itself can be found in [9, 3].
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Lemma A.7 (Varying domain Necˇas inequality). Let D ⊂ R3 be a bounded, Lipschitz domain
and consider any diffeomorphism Ψ as in (A.21) for fixed M > 0. Then for any w ∈ H−1(Ψ(D))
with ∇w ∈ H−1(Ψ(D)), we in fact have w ∈ L2(Ψ(D)) and w satisfies
‖w‖L2(Ψ(D)) ≤ C(M)
( ‖w‖H−1(Ψ(D)) + ‖∇w‖H−1(Ψ(D)) ), (A.22)
where the constant C(M) is uniform for any Ψ satisfying (A.21).
Proof. Let w˜ = w ◦Ψ−1 ∈ L2(D), and let C˜ denote the constant for which (A.22) holds for w˜.
Note that for any φ ∈ H10 (D) with ‖∇φ‖L2(D) = 1, we have∣∣∣∣∫D φ · w˜
∣∣∣∣ = ∣∣∣∣ ∫
Ψ(D)
(φ ◦Ψ) ·w |det∇Ψ|
∣∣∣∣ = ∣∣∣∣ ∫
Ψ(D)
φ ·w
∣∣∣∣
= ‖∇φ‖L2(Ψ(D))
∣∣∣∣ ∫
Ψ(D)
φ ·w
‖∇φ‖L2(Ψ(D))
∣∣∣∣,
where we have defined φ := (φ ◦Ψ) |det∇Ψ|. Taking the supremum over all such φ, we obtain
‖w˜‖H−1(D) ≤ C(M) ‖w‖H−1(Ψ(D)) .
Likewise,
‖∇w˜‖H−1(D) ≤ C(M) ‖∇w‖H−1(Ψ(D)) .
Furthermore, ∫
Ψ(D)
|w|2 =
∫
D
|w˜|2 ∣∣det∇Ψ−1∣∣ ≤M ∫
D
|w˜|2 .
Altogether,
‖w‖L2(Ψ(D)) ≤M ‖w˜‖L2(D) ≤MC˜
( ‖w˜‖H−1(D) + ‖∇w˜‖H−1(D) )
≤MC˜(C(M) ‖w‖H−1(Ψ(D)) + C(M) ‖∇w‖H−1(Ψ(D)) ).
Using Lemma A.7, we immediately obtain the following result.
Lemma A.8 (Varying domain Korn-type inequality, 1). Let D ⊂ R3 be a bounded, Lipschitz
domain and let Ψ be as in (A.21) for fixed M > 0. Then v ∈ H1(Ψ(D)) satisfies
‖v‖H1(Ψ(D)) ≤ C(M)
( ‖E(v)‖L2(Ψ(D)) + ‖v‖L2(Ψ(D)) ), (A.23)
where the constant C(M) is uniform for any Ψ satisfying (A.21).
Proof. Define the set K = {v ∈ L2(Ψ(D)) : E(v) ∈ L2(Ψ(D))}. Then K is a Hilbert space with
norm
‖v‖2K = ‖E(v)‖2L2(Ψ(D)) + ‖v‖2L2(Ψ(D)) .
Letting x = (x1, x2, x3), v = (v1, v2, v3), and Eik(v) = 12
(
∂vi
∂xk
+ ∂vk∂xi
)
, we have that for v ∈ K,
∂Eik(v)
∂xj
∈ H−1(Ψ(D)) for each 1 ≤ i, j, k ≤ 3. Note that
∂2vk
∂xi∂xj
=
∂Ejk(v)
∂xi
+
∂Eik(v)
∂xj
− ∂Eij(v)
∂xk
,
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and therefore
∥∥∇2v∥∥
H−1(Ψ(D)) ≤ 3
∥∥∇(E(v))∥∥
H−1(Ψ(D)). Then by Lemma A.7,
‖∇v‖L2(Ψ(D)) ≤ C(M)
( ‖∇v‖H−1(Ψ(D)) + ∥∥∇2v∥∥H−1(Ψ(D)) )
≤ C(M)( ‖∇v‖H−1(Ψ(D)) + ∥∥∇(E(v))∥∥H−1(Ψ(D)) )
≤ C(M)( ‖v‖L2(Ψ(D)) + ‖E(v)‖L2(Ψ(D)) ).
We now use Lemma A.8 to show that the following pair of varying-domain Korn-type inequalities
hold with a uniform constant.
Corollary A.9. (Varying domain Korn-type inequalities, 2) Consider a bounded, Lipschitz
domain D ⊂ R3 along with any diffeomorphism Ψ satisfying (A.21) for fixed M > 0. Suppose
v ∈ H1(Ψ(D)) satisfies at least one of the following conditions:
1. v ⊥ R, the space of rigid motions on Ψ(D), or
2. v vanishes on an open set of ∂(Ψ(D)) containing four non-coplanar points.
Then there exists a constant C(M) > 0 such that v satisfies
‖∇v‖L2(Ψ(D)) ≤ C(M)‖E(v)‖L2(Ψ(D)). (A.24)
Proof. We first prove case 1. Assume that (A.24) does not hold. Then there is a sequence of
C2-diffeomorphisms Ψk and functions vk ∈ H1(Ψk(D)) with vk ⊥ R and ‖vk‖L2(Ψk(D)) = 1
satisfying
‖∇vk‖L2(Ψk(D)) > k ‖E(vk)‖L2(Ψk(D)) .
Let v˜k = vk ◦Ψ−1k ∈ H1(D). Then
1 =
∫
Ψ(D)
|vk|2 =
∫
D
|v˜k|2
∣∣det∇Ψ−1k ∣∣ ≤M ∫D |v˜k|2 ,
so ‖v˜k‖L2(D) ≥ 1√M > 0.
Using Lemma A.8, we also have
‖E(vk)‖L2(Ψk(D)) <
1
k
‖∇vk‖L2(Ψk(D)) ≤
1
k
‖vk‖H1(Ψk(D)) ≤
C(M)
k
( ‖E(vk)‖L2(Ψk(D)) + 1).
Taking k sufficiently large, we have(
1− C(M)
k
)
‖E(vk)‖L2(Ψk(D)) <
C(M)
k
→ 0
as k →∞. Then, by definition of v˜k and Lemma A.8, for k sufficiently large we have
‖v˜k‖H1(D) ≤ C(M) ‖vk‖H1(Ψk(D)) ≤ C(M)
(
C(M)
k − C(M) + 1
)
.
Passing to a subsequence (which we continue to denote by v˜k) and using Rellich compactness,
v˜k → v˜∞ in L2(D). Note also that by (A.21), Ψk → Ψ∞ in C1.
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Now, choose any rigid motion Ax + b ∈ R on Ψ∞(D), where A is a constant, antisymmetric
matrix and b is a constant vector. Note that this is also a well-defined rigid motion on Ψk(D)
for any k. Then we have
0 =
∫
Ψk(D)
vk · (Ax+ b) =
∫
D
v˜k · (AΨ−1k (x) + b)
∣∣det∇Ψ−1k ∣∣
→
∫
D
v˜∞ · (AΨ−1∞ (x) + b)
∣∣det∇Ψ−1∞ ∣∣ = ∫
Ψ∞(D)
v∞ · (Ax+ b).
(A.25)
Thus v∞ ⊥ R on Ψ∞(D). However, since lim infk ‖E(vk)‖L2(Ψk(D)) ≥ ‖E(v∞)‖L2(Ψ∞(D)), we
have E(v∞) = 0, and by Lemma A.6, v∞ ∈ R. Thus v∞ = 0, so vk → 0, contradicting
‖vk‖L2(Ψ(D)) ≥ 1√M > 0.
To show case (2.) of Corollary A.9, we instead take vk ∈ H1(Ψk(D)) vanishing on an open set
of ∂(Ψ(D)) containing four non-coplanar points. The proof proceeds as above, except instead of
arriving at a contradiction via (A.25), we use that each v˜k vanishes on an open set of ∂D and
thus v˜∞ does as well. Then v∞ also vanishes on an open set of ∂(Ψ∞(D)), but E(v∞) = 0, and
therefore v∞ = 0.
Finally, using Corollary A.9, we can show the following:
Lemma A.10 (Varying domain Korn-Poincare´ inequality). Let D ⊂ R3 be a bounded, Lipschitz
domain and consider any diffeomorphism Ψ satisfying (A.21) for fixed M > 0. Then there exists
a constant C(M) > 0 such that any v ∈ H1(Ψ(D)) with v ⊥ R, the space of rigid motions on
Ψ(D), satisfies
‖v‖L2(Ψ(D)) ≤ C(M) ‖E(v)‖L2(Ψ(D)) . (A.26)
Proof. Suppose that Lemma A.10 does not hold. Then there exist a sequence of diffeomorphisms
Ψk and functions vk ∈ H1(Ψk(D)) with vk ⊥ R and ‖vk‖L2(Ψk(D)) = 1 such that
1 = ‖vk‖L2(Ψk(D)) > k ‖E(vk)‖L2(Ψk(D)) .
As in the proof of Corollary A.9, let v˜k = vk ◦ Ψ−1k ∈ H1(D). Then ‖v˜k‖L2(D) ≥ 1√M > 0.
Furthermore, using Corollary A.9, we have∫
D
|∇v˜k|2 ≤
∫
Ψk(D)
|∇vk|2
∣∣∇Ψ−1k ∣∣2 |det∇Ψk| ≤M3 ∫
Ψk(D)
|∇vk|2
≤ C(M)
∫
Ψk(D)
|E(vk)|2 ≤ 1
k2
→ 0
as k → ∞. Passing to a subsequence (which we continue to denote v˜k) and using Rellich com-
pactness, we have that v˜k → v˜∞ in L2(D). Also, since lim infk ‖∇v˜k‖L2(D) ≤ ‖∇v˜∞‖L2(D), we
have ∇v˜∞ = 0, so v˜∞ = b for some constant vector b.
But then, using that Ψk → Ψ∞ in C1, by (A.21), we have v∞ = v˜∞ ◦Ψ∞ = b, and v∞ ⊥ R, so
b = 0. Thus v˜∞ = 0, which contradicts ‖v˜k‖L2(D) ≥ 1√M > 0.
Lemma A.10 under homogeneous rescaling then gives rise to the following corollary.
Corollary A.11 (Korn-Poincare´ rescaling). Let D ⊂ R3 be a bounded, Lipschitz domain and
Ψ a diffeomorphism as in (A.21) for fixed M > 0. Consider v ∈ H1(Ψ(D)) with v ⊥ R, the
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space of rigid motions on Ψ(D). Under homogeneous rescaling of the domain Ψ(D) → λΨ(D),
λ ∈ R+, we have
‖v‖L2(λΨ(D)) ≤ λC(M) ‖E(u)‖L2(λΨ(D)) , (A.27)
where the constant C(M) is uniform for all Ψ satisfying (A.21).
Step 5: Decomposition of domain W:
Now, we would like to make use of the scaling in Corollary A.11 to design an extension operator
that removes the -dependence coming from the lower part of the norm in (A.20). To do so, we
consider the slender body as the union of many tiny segments, each sufficiently small to be able
to make use of the scaling in Corollary A.11. We consider the positive half of the fiber (ϕ ≥ 0)
here; the negative half (ϕ ≤ 0) follows by the same arguments.
Recalling the constant δa given by Definition 1.1, we partition the segment [0, 1] in the following
way. We define a collection of points {pn} by
p1 = 1; pn+1 =
{
pn − a(pn) if pn > 1− δa
pn −  if 0 ≤ pn ≤ 1− δa.
(A.28)
Note that we continue iterating this procedure until we reach N such that pN+1 < 0. It will
also be necessary to define pN+2 = pN+1 − . We also let Nδ denote
Nδ := min{n ≥ 0 : pn ≤ 1− δa}. (A.29)
Using the collection of points {pn}, we define an open cover {Qn} of the interval (0, η) as follows:
for ϕ ∈ (pN+2, 2η − 1), define
Q0 =
{
ϕ : p1 < ϕ < 2η − 1
}
, Q1 =
{
ϕ : p2 < ϕ < (η + 1)/2
}
,
Qn =
{
ϕ : pn+1 < ϕ < pn−1
}
, n ≥ 2. (A.30)
Using the cover {Qn}, we subdivide the domain W as (see Figure 5)
Wn =
{
x = x(ϕ, θ, ρ) ∈ W : ϕ ∈ Qn
}
. (A.31)
p1 = 1
p2
p3
p4
W0
W1
W2
W3
a(p1)
a(p2)
a(p3)
η
a(ϕ)2a(ϕ)
2a((ϕ+ 1)/2)
Figure 5: We subdivide the domain W using the points {pn} defined via the process in (A.28).
We also define
Hn :=Wn ∩H. (A.32)
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Now, using Definition 1.1 – in particular, the endpoint monotonicity requirement – along with
(A.28), for each n ∈ [2, Nδ] we can write
a(pn) = a(pn−1)− a(pn, pn−1) for some function |a| ≤ c¯a,
where c¯a and δa are as defined in Section 1.1. Then the ratios a(pn)/a(pn−1) and a(pn−1)/a(pn)
satisfy
0 <
a(pn)
a(pn−1)
,
a(pn−1)
a(pn)
≤ 1 + c¯a/a(1), 2 ≤ n ≤ Nδ. (A.33)
Using the spheroidal endpoint requirement of Definition 1.1, we have that these ratios are
bounded independent of .
Furthermore, using (1.9) and Definition 1.1, we have that the ratios (η − 1)/(a(1)) and
a(1)/(η − 1) satisfy
0 <
η − 1
a(1)
≤ cη√
2cη,0 − ca
, 0 <
a(1)
η − 1 ≤
√
2cη + ca
cη,0
(A.34)
and are thus also bounded independent of .
Therefore we can can define the sets W∗n as follows:
Wn =

a(p1)W∗0 , n = 0
a(pn)W∗n, 1 ≤ n ≤ Nδ
W∗n, Nδ + 1 ≤ n ≤ N + 1
(A.35)
where each W∗n is contained in a cylinder of radius
2, n = 0
2a(pn+1)a(pn) , 1 ≤ n ≤ Nδ
2, Nδ + 1 ≤ n ≤ N + 1
and height 
2η−1a(1) , n = 0
1 + η−12a(1) , n = 1
1 + a(pn−1)a(pn) , 2 ≤ n ≤ Nδ
2, Nδ + 1 ≤ n ≤ N + 1.
See Figure 6 for a depiction of W∗n for 2 ≤ n ≤ Nδ. In particular, due to (A.33) and (A.34),
the volume of each slice W∗n is bounded independent of . By the same arguments, we can also
write Hn (A.32) as
Hn =

a(p1)H∗0, n = 0
a(pn)H∗n, 1 ≤ n ≤ Nδ
H∗n, Nδ + 1 ≤ n ≤ N + 1,
(A.36)
where the volume of each H∗n is bounded independent of .
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W∗n
1
a(pn−1)
a(pn)
2
2a(pn+1)a(pn)
Figure 6: For 2 ≤ n ≤ Nδ, we may think of the domain Wn as Wn = a(pn)W∗n, a rescaled
version of the domain W∗n, the volume of which is bounded independent of . A similar result
holds on the endpoint segments n = 0, 1 and on the segments Nδ + 1 ≤ n ≤ N + 1.
Remark A.12. The domains H∗n, 1 ≤ n ≤ Nδ, are each slightly different in size and shape;
however, each can be deformed via a diffeomorphism satisfying (A.21) for M small to a cylinder
of height 2 and radius 2 with a cylindrical hole of radius 1. For any 1 ≤ n ≤ Nδ, we may
parameterize H∗n with respect to cylindrical coordinates as
H∗n =
{
(ϕ, θ, ρ) : 0 ≤ ϕ ≤ 1 + a(pn−1)
a(pn)
, 0 ≤ θ < 2pi, a(pn+1 − ϕ)
a(pn)
≤ ρ ≤ 2a(pn+1 − ϕ)
a(pn)
}
.
Then, using (A.33), the transformation
Ψn : (ϕ, θ, ρ) 7→
(
a(pn)
a(pn) + a(pn−1)
ϕ, θ,
a(pn)
a(pn+1 − ϕ)ρ
)
gives the desired diffeomorphism. Note that then, by Lemma A.10, the Korn-Poincare´ inequality
over each of the domains H∗n, 1 ≤ n ≤ N + 1, has a uniform constant.
The endpoint segment (n = 0) must be treated separately from the above construction. Instead,
using (A.34), we may deform H∗0 to a hemisphere of radius 2. Since the endpoint shape implicitly
depends on  via Definition 1.1, this will provide us with a uniform Korn-Poincare´ inequality
(Lemma A.10) on the endpoint segment for any value of .
We may then take the maximum of the two different Korn-Poncare´ constants to serve as a
uniform Korn-Poincare´ constant for all segments of the fiber.
Now, for u defined in H, let un denote the restriction u
∣∣
Hn . On each H

n, we consider the
projection PRun onto rigid motions, and write PRun = Anx+ bn for some An = −ATn ∈ R3×3
and bn ∈ R3. We omit the dependence of the projection PR on n and . We take
PRun = Anx+ bn, x ∈ Σn
to be the extension of PRun to all of Wn. Note that on each Wn, we have∥∥PRun∥∥L2(Wn) ≤ C ‖PRun‖L2(Hn) . (A.37)
Let {Φn} be a partition of unity subordinate to the cover {Qn}. We require each Φn to satisfy
|∇Φn| ≤ C

1
a(1) , n = 0, 1
1
a(pn−1) , 2 ≤ n ≤ Nδ
1
 , Nδ + 1 ≤ N + 1
(A.38)
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where the constant C is independent of . Note that due to (A.34), the bound for n = 0, 1 is
equivalent to requiring that |∇Φn| ≤ C/(η − 1), n = 0, 1.
Step 6: Definition of extension operator T:
We now define the extension operator T : H
1(H) → H1(W) that satisfies Lemma A.3. For
x ∈ Σstr, we take
Tu(x) = T1(x) + T2(x);
T1(x) :=
N+1∑
n=0
Φn(ϕ)
(
PRun
)
(x)
T2(x) :=
N+1∑
n=0
Φn(ϕ)
(
T (un − PRun)
)
(x),
(A.39)
where the operator T is as in (A.18). Note that Tu
∣∣
H = u.
It remains to estimate the symmetric gradient E(Tu) of the extension (A.39). We begin by
estimating ‖E(T1)‖L2(W), which is simpler.
Define a finer partition {Q˜n} of the interval (0, η):
Q˜0 =
{
ϕ : p1 < ϕ < η
}
, Q˜n =
{
ϕ : pn+1 < ϕ ≤ pn
}
, n ≥ 2. (A.40)
For each n ≥ 0, define the slices W˜n of the fiber as follows:
W˜n =
{
x = x(ϕ, θ, ρ) ∈ W : ϕ ∈ Q˜n
}
. (A.41)
Accordingly, we define H˜n = W˜n ∩H.
Note that W˜n ⊂ Wn and W˜n ⊂ Wn+1 for each n, and Φn(ϕ) + Φn+1(ϕ) = 1 on W˜n. Then on
each W˜n, we may write
T1(x) = PRun + Φn+1(ϕ)(PRun+1 − PRun).
Using the bounds (A.37) and (A.38), for 2 ≤ n ≤ Nδ we have
‖E(T1)‖L2(W˜n) ≤
C
a(pn−1)
∥∥PRun+1 − PRun∥∥L2(W˜n) ≤ Ca(pn−1) ‖PRun+1 − PRun‖L2(H˜n)
≤ C
a(pn−1)
(
‖un+1 − PRun+1‖L2(Hn+1) + ‖un − PRun‖L2(Hn)
)
,
since H˜n ⊂ Hn and H˜n ⊂ Hn+1. Then, using Remark A.12, by (A.36) and Lemma A.11 we
have
‖E(T1)‖L2(W˜n) ≤ C
a(pn)
a(pn−1)
(
‖E(un+1)‖L2(Hn+1) + ‖E(un)‖L2(Hn)
)
, 2 ≤ n ≤ Nδ.
Following the same arguments on the endpoint segments n = 0, 1 and on segments n ≥ Nδ + 1,
we obtain
‖E(T1)‖L2(W˜n) ≤ C
(
‖E(un+1)‖L2(Hn+1) + ‖E(un)‖L2(Hn)
)
, n = 0, 1 or n ≥ Nδ + 1.
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Squaring and summing over n, using orthogonality from the nearly-disjoint supports of each un
along with (A.33), we thus have
‖E(T1)‖2L2(W) ≤ C
N+1∑
n=0
‖E(T1)‖2L2(Hn) ≤ C ‖E(u)‖
2
L2(H) (A.42)
for C independent of .
Next we estimate T2. Using (A.38), we have
‖E(T2)‖2L2(W) ≤
1∑
n=0
(
C
a(1)
‖T (un − PRun)‖2L2(Wn) +
∥∥E(T (un − PRun))∥∥2L2(Wn)
)
+
Nδ∑
n=2
(
C
a(pn−1)
‖T (un − PRun)‖2L2(Wn) +
∥∥E(T (un − PRun))∥∥2L2(Wn)
)
+
N+1∑
n=Nδ+1
(
C

‖T (un − PRun)‖2L2(Wn) +
∥∥E(T (un − PRun))∥∥2L2(Wn)
)
.
(A.43)
Now, using (A.19) along with Remark A.12, the scaling (A.36), and Corollary A.11, we have
‖T (un − PRun)‖L2(Wn) ≤ C ‖un − PRun‖L2(Hn)
≤ C

a(p1) ‖E(u0)‖L2(H0) , n = 0
a(pn) ‖E(un)‖L2(Hn) , 1 ≤ n ≤ Nδ
 ‖E(un)‖L2(Hn) , Nδ + 1 ≤ n ≤ N + 1.
(A.44)
Furthermore, noting that E(un − PRun) = un and using (A.20), we have∥∥E(T (un − PRun))∥∥L2(Wn) ≤ C( ‖E(un)‖L2(Hn) + ‖∇(ψun − ψPRun)‖L2(Hn) )
+ C

1
η−1 ‖un − PRun‖L2(Hn) , n = 0, 1
1
a(pn−1) ‖un − PRun‖L2(Hn) , 2 ≤ n ≤ Nδ
1
a0
‖un − PRun‖L2(Hn) , Nδ + 1 ≤ n,
where a0 is as in Definition 1.1.
Now, due to the cutoff function ψ, we have that ψun−ψPRun vanishes for δ(ϕ, ρ) > 53δ(ϕ∗, a(ϕ∗)),
and thus by Corollary A.9, case (2.), we obtain
‖∇(ψun − ψPRun)‖L2(Hn) ≤ C ‖E(ψun − ψPRun)‖L2(Hn)
≤ C ‖E(un)‖L2(Hn) + C

1
η−1 ‖un − PRun‖L2(Hn) , n = 0, 1
1
a(pn−1) ‖un − PRun‖L2(Hn) , 2 ≤ n ≤ Nδ
1
a0
‖un − PRun‖L2(Hn) , Nδ + 1 ≤ n.
Then, using Remark A.12, the scaling (A.36), and Corollary A.11, we have
∥∥E(T (un − PRun))∥∥L2(Wn) ≤ C ‖E(un)‖L2(Hn)

1 + a(1)η−1 , n = 0, 1
1 + a(pn)a(pn−1) , 2 ≤ n ≤ Nδ
1 + 1a0 , Nδ + 1 ≤ n.
(A.45)
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Using the estimates (A.44) and (A.45) in (A.43), and again using orthogonality from the nearly-
disjoint supports of each un, we have
‖E(T2)‖2L2(W) ≤ C
N−1∑
n=0
‖E(un)‖2L2(Hn) ≤ C ‖E(u)‖
2
L2(H) (A.46)
where, by the ratio bounds (A.33) and (A.34), C is independent of . Combining (A.42) and
(A.46), we obtain the -independent estimate (2.) of Lemma A.3.
A.1.4 Korn and Sobolev inequalities
Using the extension operator guaranteed by Corollary A.4, we can easily show that the Korn
and Sobolev inequalities (Lemmas 2.4 and 2.2, respectively) hold in Ω with constants that are
independent of .
Proof of Lemma 2.4: Recall that for any v ∈ D1,2(R3), the Korn inequality over all of R3 holds
with constant cK =
√
2:∫
R3
|E(v)|2 dx =
∫
R3
(
2|∇v|2 + 2∇v : (∇v)T
)
dx
=
∫
R3
2|∇v|2 dx+ 2
∫
R3
|div v|2 dx ≥
∫
R3
2|∇v|2 dx.
Here we have used integration by parts twice on the second integral term.
Then, using the extension operator T˜ from Corollary A.4, we have
‖∇u‖L2(Ω) ≤
∥∥∥∇(T˜u)∥∥∥
L2(R3)
≤
√
2
∥∥∥E(T˜u)∥∥∥
L2(R3)
≤ C ‖E(u)‖L2(Ω) .
Similarly, we can use the extension operator T˜ to show that the Sobolev inequality (2.2) holds
in Ω with a constant independent of .
Proof of Lemma 2.2. First note that, using the Korn inequality on R3, the extension T˜ from
Corollary A.4 satisfies∥∥∥∇(T˜u)∥∥∥
L2(R3)
≤
√
2
∥∥∥E(T˜u)∥∥∥
L2(R3)
≤ C ‖E(u)‖L2(Ω) ≤ C ‖∇u‖L2(Ω) .
We then have
‖u‖L6(Ω) ≤
∥∥∥T˜u∥∥∥
L6(R3)
≤ cR
∥∥∥∇(T˜u)∥∥∥
L2(R3)
≤ C ‖∇u‖L2(Ω) ,
where cR is the Sobolev constant over all of R3. Since cR is a universal constant independent
of the slender body geometry, we do not note its dependence in the statement of Lemma 2.2 or
elsewhere where the Sobolev inequality is used.
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A.1.5 Pressure estimate
In this section we prove Lemma 2.5 detailing the -independence of the pressure constant cP .
The proof is essentially the same as in the closed loop setting [23], but we recap the arguments
here to make note of slight differences due to the free endpoint geometry.
Proof of Lemma 2.5: Consider the region O (1.15) of the slender body. Recall that by [10],
Theorem III.3.1, given P ∈ L2(O), there exists B ∈ H10 (O) satisfying
divB = P in O, ‖∇B‖L2(O) ≤ cB ‖P‖L2(O) , (A.47)
where the constant cB has a useful explicit representation provided that O can be written as a
finite union of star-shaped domains.
We verify that the region O can indeed be written as a finite union of domains star-shaped with
respect to balls of uniform radius. Note that by construction, since a ≤  ≤ rmax4 and the fiber is
non-self-intersecting (1.2), the region O satisfies a uniform interior sphere condition with radius
rmax/2. In particular, we can consider O as the infinite union of balls of radius rmax/2.
As in [23], we can follow the construction in Lemma 2, Chapter 1.1.9 of [21] to show that this
uniform sphere condition implies that
O =
N⋃
k=1
Ok
where each Ok is star-shaped with respect to balls of radius rmax/2 and N depends only on κmax
and cΓ. Then, according to [10], equation III.3.27, the constant cB in (A.47) satisfies
cB ≤ c0
(
δ(O)
rmax
)3(
1 +
δ(O)
rmax
)
where δ(O) is the diameter of O and c0 depends on the diameters of each Ok, which are bounded
independent of . Using this form of cB, the -independence of the constant cP follows by exactly
the same construction as in the closed loop case (see [23], Appendix A.2.5), which we do not
repeat here.
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