further show that a populationbased analysis can increase the precision with which temporal features are represented in the central auditory system. The period of complex signals is encoded in the bull-
INTRODUCTION
synchronous activity are related to response latency. Cells in the caudal principal nucleus (cell sparse zone) Waveform periodicity or "pitch" is a prominent percephave longer latencies, and show little or no phasetual cue for recognition and discrimination of complex locked activity, even in response to low modulation sounds, including speech, music, and animal commurates, while some cells in lateral areas of the TS (magnication sounds. Pitch may be a "primitive" auditory nocellular nucleus, lateral part of principal nucleus) attribute, in the sense that it is shared by many species. synchronize to rates as high as 90-100 Hz. At midlevels Behavioral studies show that even fishes and frogs perof the TS, there is a lateral-to-medial gradient of synceive acoustic features that are important in conveying chronization ability: cells located more laterally show a sense of pitch to humans (reviewed in Fay and Simbetter phaselocking than those located more medially. mons 1999). For example, some species of frogs can Pooled all-order interval histograms from short latency detect changes in the periodicity of complex signals cells located in the lateral TS represent the waveform produced by changes in amplitude modulation (AM) periodicity of a biologically relevant complex harrate, phase spectrum, or mistuning of individual harmonic signal at different stimulus levels, and in a manmonics (Gerhardt 1978; Allan and Simmons 1994 ; ner consistent with behavioral data from vocalizing Bodnar 1996; Hainfeld et al. 1996 ; Simmons and Bean male frogs. Long latency cells in the caudal parts of 2000; reviewed in Fay and Simmons 1999). Male and the TS (cell sparse zone, caudal magnocellular female green tree frogs (Hyla cinerea) use the cue of nucleus) code stimulus period by changes in spike waveform periodicity to distinguish between their sperate, rather than by changes in synchronized activity.
cies' advertisement and aggressive calls (Gerhardt These data suggest that neural codes based on rate 1978; Allan and Simmons 1994); moreover, discriminaprocessing and time domain processing are repretion of period is equally precise for AM noise and sented in anatomically different areas of the TS. They AM tones, within the biologicallyrelevant modulation range for this species (50-300 Hz; Allan and Simmons 1994) . Male bullfrogs (Rana catesbeiana) are sensitive in the overall stimulus envelope (Hainfeld et al. 1996) . activity becomes pronounced at the level of the inferior colliculus (IC), where only rare neurons exhibit synThe ability of males to detect fluctuations in the stimulus envelope is limited to modulation rates lower than chronized activity to AM rates above about 200-300 Hz (Rees and Moller 1987; Langner and Schreiner 200 Hz, but appears to be invariant with stimulus level Bean 2000). 1988; Langner 1992) . The restricted range of phaselocked activity in the IC led to the view that a central Physiological studies in different vertebrate species demonstrate that the waveform periodicity of complex synchrony code cannot be useful in identifying or classifying complex sounds (Eggermont 1990) and to proacoustic signals, over a wide frequency range, is encoded in the cycle-by-cycle phase-locked activity of posals that a neural code based on phase-locking is transformed in this nucleus into a code based on spike eighth nerve fibers (reviews: Langner 1992, Simmons and Buxbaum 1996) . In particular, the periodicity and rate responses. Capranica (1984, 1985) first showed that the periodicity of AM signals is encoded fundamental frequency of AM signals and multipleharmonic complex sounds are represented in the synin the frog's auditory midbrain (torus semicircularis, TS), not by changes in synchronized neural response chronized discharge patterns of eighth nerve fibers in mammals (e.g., Evans 1983; Cariani and Delgutte with changes in AM rate, but by changes in the shapes and best sensitivities of spike rate tuning curves com1996a,b), fish (Fay 1980) and frogs (Schwartz and Simmons 1990; Simmons et al. 1993) . Moreover, both in piled over AM rate. They identified 5 different classes of rate-based AM tuning curves, one class of which cats and in frogs, temporal discharge patterns of eighth nerve fibers, measured either as period histograms or shows band pass tuning to particular AM rates. These band pass neurons were viewed as "matched temporal all-order interval histograms, reflect changes in the perceived pitch of complex signals, such as occur filters" for processing the periodicity of the frog's communication sounds (Rose and Capranica 1984) . On a under conditions of pitch shift or changes in component phase (Simmons and Ferragamo 1993;  Simmons broader level, these band pass (AM tuned) neurons might function as an array of filters tuned to specific et Cariani and Delgutte 1996b) . In the bullfrog's auditory nerve, the representation of waveform pitches (modulation rates) in complex signals (Langner 1992) . The existence of band pass neurons in the periodicity by all-order interval histograms is robust under conditions of background noise, where the rate auditory midbrain has been confirmed in frogs (e.g., Epping and Eggermont 1986a,b; Eggermont 1990 ; response is saturated (Simmons et al. 1992) . These data are consistent with the hypothesis that pitch cor- Gooler and Feng 1992; Diekamp and Gerhardt 1995) and also identified in mammals (e.g., Rees and Moller responds to the most frequent time interval present in synchronized responses of eighth nerve fibers 1987; Langner and Schreiner 1988), although different studies provide different estimates on the relative (Licklider 1951; Meddis and Hewitt 1991; Cariani 1999) .
number of these types of neurons. Schreiner and Langner (1988) further demonstrated an explicit mapping In contrast to the large body of research on coding of periodicity in the peripheral auditory system, relaof neurons with different best modulation frequencies along isofrequency planes in the IC, reflecting a "peritively less is known about the representation of pitch in central auditory nuclei (reviews: Langner 1992;  odotopic" mapping orthogonal to tonotopic mapping. Such an explicit spatial representation of AM rate has Lyon and Shamma 1996) . Neurophysiological data on central representation of periodicity are important for not been demonstrated in frogs. Cariani (1999) and Cariani and Delgutte (1996b) have pointed out some devising biologically realistic computational models of pitch that are not restricted to events in the eighth problems with a processing scheme for pitch based solely on band pass neurons. In particular, tuning of nerve, and for testing various models of pitch formation based primarily on human psychoacoustic data these neurons is influenced by stimulus properties such as level, rise/fall time, duration, and the presence (Lyon and Shamma 1996; Cariani 1999). Phase-locked activity in the cochlear nucleus can be robust (Langner of background noise (Rees and Moller 1987; Rees and Palmer 1989; Gooler and Feng 1992; Diekamp and 1992; Rhode and Greenberg 1994; Rhode 1995) , and interspike interval distributions can represent the periGerhardt 1995; Simmons and Buxbaum 1996). Thus, whether response properties of AM-tuned neurons can odicity of complex stimuli in some types of neurons, in a manner that reflects psychoacoustic phenomena fully account for behavioral performance in pitch tasks, by either humans or animals, is not clear. such as pitch shift (Kim et al. 1990; Rhode 1995) . The main obstacle for a temporally-based model of pitch Alternative metrics for processing of pitch in the central auditory system that may work in parallel with in the central auditory system, particularly above the level of the medulla, is the common observation that or in addition to such an array of band pass filters have also been proposed. Langner (1983 Langner ( , 1992 ; Langthe range of phase-locked activity is generally more restricted in central nuclei than in the eighth nerve ner and Schreiner 1988) identified intrinsic oscillations in the responses of IC cells in both the guinea (Langner 1992). The degradation of synchronized fowl and the cat, and incorporated these response medial parts of the TS code stimulus period by a rate code. This suggests that different neural codes for properties into a coincidence model of pitch formation in the IC which includes band pass neurons. Cariperiodicity are expressed by neurons in anatomically distinct areas of the TS. ani (1999) proposed a model of pitch extraction based on population interval coding in the central auditory system. This model hypothesizes that a populationbased analysis that measures time intervals between
MATERIALS AND METHODS
responses of groups of neurons can be used to extract the periodicity of complex sounds with high precision,
Recording procedures
bypassing the limit in phaselocking ability of individual cells. There are few physiological data explicitly in Experimental protocols were approved by the Brown University Institutional Animal Use and Care Commitsupport of either model.
Here, we report experiments designed to examine tee. Adult bullfrogs (snout-vent length Ͼ 10 cm, weight 150-400 g) were obtained from a commercial supplier the representation of waveform periodicity in the bullfrog's TS, using metrics based on rate coding, synchro-(Charles Sullivan, Nashville, TN). Animals were anesthetized for surgery by immersion in a bath of 0.1% nous activity of individual neurons, and population interval coding. The bullfrog is an excellent model 3-aminobenzoic acid ethyl ester (MS-222, Sigma, St. Louis, MO). We exposed the surface of the optic tecfor analysis of neural mechanisms of complex auditory phenomena, because of the ability to collect both phystum by drilling through overlying skull and retracting the dura and pia membranes. The wound was packed iological and behavioral data on the same species (Simmons and Buxbaum 1996) . The periodicity of complex with antiseptic gelfoam, and its margins were swabbed with topical anesthetic (Lidocaine). To avoid possible acoustic signals is extracted in the bullfrog's auditory periphery by a temporal code based on phase-locked confounds in the data due to differences between animals in depth of or rapidity of recovery from anesthedischarges (Simmons and Buxbaum 1996) , and rate tuning in the TS has been well-described (Rose and sia, animals were allowed to recover for 24 hours prior to electrophysiological recordings. Capranica 1984 Capranica , 1985 Epping and Eggermont 1986a,b; Eggermont 1990; Gooler and Feng 1992;  On the day of experimentation, the animal was immobilized by injection of d-tubocurarine chloride reviewed in Feng and Schellart 1999) . Although a few studies have mentioned the existence of highly phase-(0.006 mg/g; Sigma), and wrapped in wet gauze to facilitate cutaneous respiration. The margins of the locked cells in the TS (Epping and Eggermont 1986a,b; Rose and Capranica 1985) , most earlier work wound were swabbed with topical anesthetic, the gelfoam was removed, and the optic tectum was exposed. has focused primarily on the responses of band pass neurons and has not provided a quantitative analysis of
The animal was placed on a styrofoam platform located on a vibration isolation table in a sound attenuating temporal response properties. More recently, Bibikov and Nizamov (1996) showed that TS cells strongly chamber. The frog's body temperature was maintained within the range of 20-22ЊC. Neural activity was phase lock to AM rates of 20 Hz, even at low depths of modulation. Although they called for a re-evaluation recorded with tungsten microelectrodes (9-11 MW; FHC, Bowdoinville, ME) or glass micropipettes filled of the predominant view that TS cells show weak phaselocking, they did not test higher modulation rates with 10-30% unconjugated horseradish peroxidase (HRP; Sigma). The electrodes were positioned on the within the frog's range of behavioral sensitivity to AM.
We examined the representation of waveform perisurface of the optic tectum, and advanced through the tectum using an oil-driven microdrive (Trent-Wells, odicity in different regions of the bullfrog's TS, using metrics based on both rate and interval coding, on Coulterville, CA). Negative holding current (0.5 A) was applied to HRP electrodes to prevent leakage. Neuboth single unit and population levels. The anatomical distribution of AM-tuned neurons in the frog's TS has ral activity was differentially amplified (WPI; 0.3-3 kHz, gain of 10,000), bandpass filtered from 300-3000 not been described, and time interval coding by TS cells has not been systematically examined on either Hz and amplified (Rockland; 20 dB gain), and displayed on an oscilloscope. Action potentials were physiological or anatomical levels (reviews: Buxbaum 1996, Feng and Schellart 1999) . Our passed through a custom-built window discriminator and Schmitt trigger with a signal-to-noise ratio set at results indicate that some neurons in subnuclei of the TS show a greater range of synchronized activity to a criterion level of 4:1 to capture spike times. The output of the window discriminator was digitally concertain kinds of complex signals than has been previously reported for anurans. Our data also show that verted (R/C Electronics, Santa Barbara, CA) at a sampling interval of 100 s (sampling rate of 10 kHz), the period of complex signals can be represented by groups of cells in the lateral part of the TS by a time displayed as dot rasters, and saved to hard disk. Both single and multiple unit activity were recorded with interval code, while cells in the more caudal and both types of electrodes. When multiple unit activity this signal is crucial for mediating the evoked vocal response of male bullfrogs. The stimulus consisted of was encountered, the level of the Schmitt trigger was set high enough to capture only the peaks of the largest 21 frequency components, ranging from 100 to 2200 Hz, at 100-Hz intervals, added together in sine phase; amplitude spikes, representing activity from an estimated 2-4 units. Neural activity and stimuli were also its amplitude spectrum and autocorrelation function (ACF) are shown in Figure 8 . Stimulus duration was recorded on analog tape for additional off-line analyses. Recording sessions lasted from 3 to 6 hours. 800 ms and rise/fall time was 50 ms. This stimulus is similar to that used in both physiological (Schwartz and Simmons 1990; Simmons et al. 1993 ) and behav-
Stimulus generation and delivery
ioral (Hainfeld et al 1996; Simmons and Bean 2000) studies of periodicity perception in bullfrogs. Acoustic stimuli were digitally generated using customwritten software on a Pentium computer using an Stimuli were low-pass filtered (Krohn-Hite 3550) at 7 kHz, attenuated (Coulbourn S85-05 electronic arbitrary function generator and digital-to-analog converter (R/C Electronics 200 series) with 16-bit resoluattenuator and Leader manual attenuator), passed through a stereo equalizer (Rane), and amplifier (Hartion. Sampling rate for digital generation was 16 kHz. Signals were stored on computer for subsequent recall man/Kardon PM 645). They were presented to the bullfrog's external tympanum contralateral to the during an experiment. Two different stimulus sets, AM noise and pulsed noise, were used; these stimuli are recording site using a Beyer DT 48 earphone enclosed in a custom-built brass housing. A tapered rubber tube useful for studies of time-domain coding because they contain no spectral cues. AM noise series consisted of attached to the face of this housing was placed close to, but not touching, the tympanum, and sealed around its bursts of frozen broadband noise (frequency range 100-7000 Hz) modulated with a cosine function at edges with silicone grease. The earphone housing also contained a 1-mm-diameter probe tube attached to a rates from 10 to 200 Hz. Frozen noise was used to ensure an identical carrier stimulus at any given AM 1/2-in. condenser microphone (model 4134, Bruel and Kjaer, Norcross GA) for monitoring stimulus rate; the long-term spectrum of this stimulus was flat. The range of AM rates chosen corresponds with the amplitudes. The condenser microphone was attached to a Bruel and Kjaer 2209 sound level meter located range of rates used in previous studies in the frog's auditory midbrain (reviewed in Feng and Schellart outside the recording chamber. The frequency response of the sound delivery system was calibrated 1999) and spans the biologicallyrelevant AM rates for the bullfrog (Hainfeld et al. 1996) . Preliminary data before each experimental session using a R/C Electronics isc-16 interface board and custom-written softshowed that synchronization was not statistically significant at rates beyond 100 Hz at any recording site, so ware. The system had a flat (Ϯ 3 dB) frequency response over the range of 100-5000 Hz. This closedin most experiments the range of AM rates presented was limited to 10-100 Hz. The use of a cosine gating field system was used to facilitate comparisons with peripheral fiber work on coding of stimulus periodicity function resulted in the initial modulating cycle for each AM rate beginning at the peak in the cycle (see in the bullfrog (Schwartz and Simmons 1990; Simmons et al. 1993) , and with previous studies of AM coding Fig. 2) ; this eliminated differences in onset latency to different AM rates resulting from differences in risein the frog's auditory midbrain (Rose and Capranica 1985; Gooler and Feng 1992) . time. Modulation depth was maintained at 100%. Stimulus duration was 200 ms and rise/fall time was 2 ms. Pulsed noise consisted of 10-ms noise bursts pulsed at rates from 10 to 90 Hz in a 300-ms window. Rise/fall Experimental protocol time of each pulse was 1 ms. AM noise and pulsed noise bursts convey a percept of periodicity pitch for During an experiment, an unmodulated frozen noise burst (200 ms duration, 80 dB SPL re: 20 Pa) was humans (Flanagan and Gutmann 1960; Burns and Viemeister 1976) . Frogs can also discriminate AM used as a search stimulus. When an acoustically responsive site was encountered, its threshold to the search noise bursts based on modulation rate (Allan and Simmons 1994).
stimulus was estimated by a justnoticeable increase in firing rate monitored on an oscilloscope and audio A complex stimulus without a noise-like time waveform was also presented in a subset of experiments, monitor. Responses to the search stimulus at 20 dB above estimated threshold were then recorded. Best in order to estimate any differences between the extent of synchronized responses to noise-like and spectrallysfrequency to tone bursts was estimated only for a small subset of cells. AM or pulsed noise bursts were pretructured stimuli. The complex stimulus used was a synthetic version of a male bullfrog's advertisement sented as a set, within which the different rates were presented in random order. The order of presentation call. Behavioral experiments (Hainfeld et al. 1996; Simmons and Bean 2000) show that the periodicity of of AM or pulsed noise was counterbalanced across experiments. All stimuli were presented for 16 repetispikes/stimulus, normalized to the highest number of spikes for a particular stimulus type) as a function tions (interstimulus interval 2800 ms) at 20 dB above threshold. If time permitted, the experiment was of AM rate or pulse rate. The shapes of rMTFs were classified following the criteria in Rose and Capranica repeated for stimulus intensities of 10 dB and 30 dB above threshold. At the end of stimulus presentation, (1985) . In particular, a band pass rMTF is defined as one in which a maximum number of spikes occurs to recording sites were marked with an electrolytic lesion (2.5 A negative current for 5 min) or deposition of a particular (preferred) AM rate, while the number of spikes to both lower and higher (nonpreferred) HRP (positive current of 1.5 A for 5-10 min). Only data from marked and recovered recording sites are AM rates is at most 50% of that to the preferred rate. Band-suppression rMTFs show maximal spike counts included in this report.
We collected data from and marked 1-3 recording to low and high AM rates, but weak responses (Ͻ 50% of the maximum) to intermediate rates. Low-pass and sites per frog brain. In experiments using HRP-filled electrodes, only one site was marked in order to unamhigh-pass rMTFs have maximal spike counts to low and high modulating rates, respectively, with spike counts biguously trace HRP transport patterns. In experiments using tungsten electrodes, we chose to mark a dropping to at least 50% of the maximum at other rates. If spike count is independent of AM; rate, then small number (typically 1-3) of recording sites per brain. We noted that our ability to identify clear single the rMTF is described as nonselective. Temporal discharge patterns were analyzed by compiling period unit activity was inversely related to the depth of the animal's paralysis: Animals that were only lightly immohistograms (200 s bin width), using AM or pulse rate as the period length. Vector strength (VS; equivalent bilized yielded clearer single unit activity. The downside of this was that the animals tended to exhibit reflex to the synchronization index) was calculated from the period histogram to quantify degree of response synactivity and slight movements that impeded long-term stable recordings. Supplemental dosages of curare chrony to the period of the stimulus. VS ranges from 0, indicating no synchrony, to 1, indicating perfect often led to deep paralysis and decreased the prevalence of clear single unit activity. We therefore deliberphase locking (all responses in one bin obtained from recordings in which spike times are highly variable and/or not related to the stimulus modbin width) were compiled to estimate spike count (total spikes per stimulus). Response latency was quanulation rate. Synchronization MTFs (sMTF) were compiled by plotting VS against AM rate or pulse rate. tified in two ways. First, latency to the first spike was calculated for each stimulus repetition, and these The highest AM rate or pulse rate at which VS was statistically significant was also quantified for each "raw" latencies were then averaged over the 16 repetitions of each stimulus. The use of the average latency recording site. All-order interspike interval histograms (the autoover 16 repetitions eliminates the influence of spontaneous spikes occurring earlier in time than evoked correlation function, ACF) were generated using MAT-LAB v. 5.2 (MathWorks Inc., Natick, MA) scripts. These spikes, although high levels of spontaneous activity might still result in inaccurate estimates of latency.
histograms are calculated by measuring the time intervals between both successive and nonsuccessive spikes Second, we used an algorithm adapted from Ferragamo et al. (1998) that calculated the latency to the in the neural response, over the entire duration of the stimulus (Moller 1970), for both single unit and multiinitial peak in the PST histogram based on cumulative distributions of spike times; latency is defined as the unit responses. ACFs are useful tools for studying temporal coding, because, unlike period histograms, they first bin in which the cumulative PST crosses a fixed threshold level. This measure of latency is less likely do not require prior knowledge of the period of the stimulus. ACFs were calculated using bin widths of 100 to be influenced by spontaneous spikes. Both latency measures were calculated using a 100-s bin width. A s. ACFs at individual recording sites were added up to yield a pooled population interval histogram (Cariani cell's response latency to a given stimulus type at a fixed amplitude was taken from the median of all availand Delgutte 1996a). Individual ACFs were not weighted in any way for pooling. Peaks in the pooled able first spike latencies to different modulation rates.
Rate modulation transfer functions (rMTF) were ACF were identified visually and compared to the ACF of the stimulus. If pitch is extracted by time domain calculated by plotting normalized spike count (total processing, then the peak in the pooled ACF, corresand efferent input, and in cell morphology (Feng 1983; Wilczynski 1988; Feng and Lin 1991 ; Luksch ponding to the most predominant interval in the interval distribution, would be expected to occur at the and Walkowiak 1998). In spite of these anatomical differences, most physiological studies, with the excepstimulus period (Meddis and Hewitt 1991).
Statistical tests were performed using SPSS for Wintion of those related specifically to tonotopy (reviewed in Feng and Schellart 1999), have not featured histodows, Rel. 7.5.1 (SPSS Inc., Chicago, IL).
logical verification of all recording sites. Thus, systematic relationships between response properties and Histology spatial location within subnuclei of the TS cannot be derived from these previous data. Rose and Capranica At the end of a recording session, animals in which (1985) reported that band pass neurons were located neural activity was recorded with tungsten electrodes primarily in the caudal area of the TS termed the cell were terminally anesthetized by immersion in MS-222.
sparse zone (csz, see below), but they did not provide They were transcardially perfused with heparinated quantitative data on response properties in other areas 0.9% saline followed by a 4% solution of glutaraldeof the TS. Alder and Rose (1998) reported that band hyde in 0.1 M phosphate buffer (pH 7.45). The brains pass neurons with long latencies were found in the were removed and stored in 4% glutaraldehyde in medial TS, but they provided no histological verificabuffer. Tissue was embedded in a mixture of albumin tion of recording sites. and gelatin polymerized with 25% glutaraldehyde, Locations of recording sites in this report are classisliced at 50 m thickness, and stained with cresyl violet.
fied with reference to the terminology and approxiAnimals in which HRP deposits were made were mate boundaries described in Wilczynski 1988 and allowed to recover for 2-4 days after recording, and Feng and Lin (1991); see Fig. 1 . The Tp, Tl, and Tmc were then terminally anesthetized and perfused as vary in dimensions and in boundaries over the caudaldescribed above. HRP was visualized using a modified to-rostral extent of the midbrain. We define caudal TS Hanker-Yates method (Hanker et al. 1977) . Alternate as beginning at the level of the nucleus isthmus and sections were counterstained with cresyl violet to allow the interpeduncular nucleus, and rostral TS as the localization of injection sites.
area at the level of the oculomotor nucleus, at the Electrolytic lesions were identified using an Olymmerging of the optic ventricle and the aqueduct of pus BH2 microscope (40 ϫ). Brain sections containing Sylvius. Midway between these two extremes, we refer a lesion site were stored on a computerized imaging to midlevels of the TS. Tl consists of the alternating system. Brain sections were digitally imaged through cell and fiber layers directly below the optic ventricle an Olympus BH2 microscope connected to a 166 MHz and extends throughout caudal up to rostral TS. Tp Pentium computer running Windows 95, via a Hitachi is located ventral to Tl and dorsal to the nucleus isth-KP-D50 Digital Video camera and a Flashpoint image mus at caudal levels, and to the tegmentum at medial acquisition board. Sections were acquired, spatially and rostral levels. This area becomes more cell dense and density calibrated using Scion Image and Imagefrom caudal up to rostral areas. At caudal levels, up Pro 3.0 analysis software, stored as TIFF files, and postto approximately 200 m after the disappearance of processed for contrast enhancement and removal of the nucleus isthmus, the medial TS contains a few embedding artifacts. Section outlines were generated scattered cells, and thus has been termed the cell from scanned images by outline tracing followed by sparse zone (csz; Rose and Capranica 1985; see Fig. low-pass filtering. We made composite figures overly-1B). At midlevels, Tp is more cell dense, and these ing locations of recording sites from all brains by using cells are typically arranged in clusters, in a pattern two major criteria. In the rostral/caudal dimension, we described as an onion skin arrangement (Feng 1983; used distance from the last appearance of the nucleus see Fig. 1A ). Tmc is located lateral to Tp and csz. The isthmus as a marker. In the medial/lateral dimension, boundary between Tp and Tmc can be difficult to we used relative distance from the midpoint of the TS, determine; differences in cell size, soma shape, and where the two lobes join. Composite drawings were dendritic length are typically used to make these made independently of physiological characterization demarcations (Feng 1983; Luksch and Walkowiak of a particular site.
1998). Cells in the Tmc are large and are not densely clustered, and this region remains relatively cell sparse over the caudal-rostral extent of the TS. Wilczynski
Anatomical nomenclature
1988 includes the caudal csz and caudal Tmc together as the ventral toral zone, while Feng and Lin (1991) The TS consists of 5 different subnuclei, 3 of which respond to sounds. These 3 nuclei (the principal include the medial cell sparse zone as part of Tp and the lateral zone as Tmc. Our data show that medial nucleus, Tp; the laminar nucleus, Tl, and the magnocellular nucleus, Tmc) differ in patterns of afferent and lateral regions of the TS, even at caudal levels, response up to rates of 50 Hz. At higher rates, the PST histogram tends to exhibit an onset-like response, with fewer spikes in the steady-state portion of the response; the response rate is unrelated to the modulation rate, and the Rayleigh value is nonsignificant. Note that, in show different responses to complex stimuli, and that response properties in medial regions differ between response to both stimulus types, high levels of synchronized activity were not merely a consequence of multicaudal and midlevels of the TS. We therefore separate Tmc from csz in caudal levels, and csz from Tp along ple unit recordings, but were also seen in single unit responses. the caudal-rostral axis, using as criteria relative lateral/medial position, and differences in cell density Changes in VS across AM and pulse rate at two different stimulus levels are presented in the form of and cell size around the lesion site. sMTFs for single unit sites in the csz (Fig. 3A) , Tmc phase-locked activity. In the csz (Fig. 3A) , some recording sites show no significant synchronous activ- (Fig. 3B) , and Tp (Fig. 3C) . Typically, the sMTF, regardless of recording site or stimulus type, is either ity even at AM or pulse rates as low as 20 Hz (A1, A3); in other cases (A2, A4), synchronization is present low-pass or nonselective in shape. Differences in the sMTF emerge in the frequency range of significant at modulation rates of 10 Hz, but is not statistically significant at higher rates. In contrast, in the Tmc the csz and in the Tmc, with some sites showing no synchrony even to low rates of modulation (C1) and (Fig. 3B ), significant synchronous activity is sometimes observed to AM or pulse rates as high as 90 Hz (B3) other sites showing synchrony to rates as high as 60 Hz (C4). The shape of the sMTF does not vary with or 100 Hz (B1). In the Tp (Fig. 3C ), synchronization appears to be intermediate between that observed in stimulus level at any recording site (data at ϩ10 dB are not shown, but are consistent), and, in most cases, Outside of the caudal TS, there is also a difference in synchronous activity between more medial and the frequency range of significant synchronous activity also does not vary with changes in stimulus level. sMTFs more lateral areas of the TS. Figure 5A plots changes in VS with pulse rate from 26 different sites all located from both single unit and multiple unit recordings are similar in shape, and there were no reliable differat midlevels of the TS (Fig. 5B) . At all sites, VS declines with increasing pulse rate, consistent with the data in ences in the range of significant VS values found in these different types of recordings. Figure 3 . We analyzed the pattern of change in VS over sites divided into three groups, defined as follows. Regional differences in phase-locked responses were further quantified by identifying for each site
Synchronized activity
The medial-lateral extent of the TS was divided into one-third segments and labeled as medial Tp (the area the highest AM or pulse rate producing significant synchronization. Box plots of these cutoffs for synchroclosest to the midline of the two lobes), medial-lateral Tp, and lateral Tp/Tmc (Fig. 5B) . Regression lines nization, showing mean, median, and outlying values, are presented in Figure 4 for AM noise (left column) describing how VS changes with pulse rate were calculated separately for data in these three groups; these and pulsed noise (right column) at all stimulus levels tested. Although variability in cut-off frequencies were lines are plotted in Figure 5A . VS is highest at the most lateral sites and becomes lower at more medial sites, observed in different subnuclei, one way analysis of variance (ANOVA, performed on each stimulus type at any pulse rate. The regression lines for the three groups are clearly separated at low pulse rates; the at each stimulus level) showed a significant main effect of site at all stimulus levels for pulsed noise, and at 20 regression lines for the medial-lateral Tp and the lateral Tp/Tmc begin to converge at high pulse rates, and 30 dB above threshold for AM noise (see figure  caption for F values). In the case of AM noise at 10 dB while that for the medial Tp remains lower. Statistical analyses on these data were performed using multivariabove threshold, the ANOVA showed only a marginally significant ( p ϭ 0.1) effect of site. Post hoc comparisons ate ANOVA; results show a significant effect of site [Hotelling's trace: F (18,28) ϭ 2.37, p ϭ 0.02; observed on the significant ANOVAs were made using the Tukey HSD test. For AM noise at ϩ20 and ϩ30 dB, and for power ϭ 0.93]. The pattern of differences in VS across sites suggests that there is a lateral-to-medial gradient pulsed noise at all levels, the mean cutoff frequency in the csz was significantly lower ( p Ͻ 0.05) than that of synchronous activity in the TS. in Tmc. Differences between csz and Tp sites were significant for pulsed noise at all stimulus levels and
Response latency
for AM noise at ϩ20 dB. Differences between Tmc and Tp sites were significant for AM noise at ϩ20 and Response latency varied considerably in our data, and this variability was related to recording site. The pat-ϩ30, but not for pulsed noise at any stimulus level. There were no significant differences in cutoffs tern of results with regard to regional differences is the same regardless of which latency measure, mean between Tp and Tl sites at any stimulus level for either stimulus type. These data show that the most consistent first spike, or cumulative PST histogram onset, is used; data presented below are based on mean first spike differences in cutoff frequencies, regardless of stimulus type and level, are between csz and Tmc sites.
latency. Box plots for the latency data from four different regions in the TS are shown in Figure 6 (left colAt all intensity levels tested, a large proportion of sites in the csz show no significant synchronization in umn, AM noise; right column, pulsed noise; note the changes in the x axis between the individual graphs). response to any AM or pulse rate. In response to AM noise at both 10 dB and 20 dB above threshold, the For statistical analysis, latency values were log-transformed to achieve homogeneity of variance, and anaproportion of csz sites showing no synchronization is 0.8; at 30 dB above threshold, the proportion is 0.71. lyzed using one-way ANOVA on each stimulus type and each stimulus level separately. Results of these analyses In response to pulsed noise, the proportion of csz sites showing no synchronization at any modulation rate is showed a significant main effect of site for both AM noise and pulsed noise at all stimulus levels tested (see 0.6 and 0.7 at 10 and 20 dB above threshold, respectively. At 30 dB above threshold, this proportion falls figure caption for F values). Post hoc comparisons using the Tukey HSD test showed that latencies are signifito 0.3; still, the mean cut-off frequency for synchronization in the csz at this level is significantly less than that cantly longer ( p Ͻ 0.01) at csz sites than at both Tmc and Tp sites, for both stimulus types and all stimulus for Tmc, as shown by the Tukey tests outlined above. In contrast, all sites in the Tmc synchronize to at least levels. In addition, csz latencies are significantly longer ( p Ͻ 0.05) than Tl latencies in response to AM noise one AM or pulse rate at stimulus levels of 20 and 30 dB above threshold; it is only at 10 dB above threshold at all stimulus levels, and in response to pulsed noise at 20 dB above threshold. There are no significant that some Tmc sites show no synchronization (0.1 in response to AM noise, 0.06 in response to pulsed differences in response latency between Tl and Tp at any stimulus level for either stimulus type. noise).
FIG. 4. Cutoff frequencies for significant synchronization in
reason, N for AM noise at ϩ20 and ϩ30, and pulsed noise at ϩ10 and response to AM noise (left column) and pulsed noise (right column) ϩ20 are smaller than indicated in Table 1 . The N at each individual at three different levels above threshold (top row: ϩ10 dB; middle recording site is indicated by the number at the far right for each row: ϩ 20 dB; bottom row, ϩ 30 dB). Data are shown separately site's box plot. One-way ANOVA was performed on the data in each ( y axis of each plot) as box plots for 4 different areas of the TS (Tmc, plot, with the null hypothesis being no different in cutoff frequencies Tl, Tp, csz). In each box plot, the center vertical line of the box shows between sites. Except for AM noise at ϩ10 dB, all other ANOVAs the median; the leftmost and rightmost edges of the box indicate the yielded a significant main effect of site. For AM noise at ϩ20 dB, 25th and 75th percentiles, respectively. The dashed lines extending F (3,66) ϭ 14.01, p Ͻ 0.001; for AM noise at ϩ30 dB, F (3,42) ϭ beyond the box show the remaining data. Outliers, values which fall 4.13, p ϭ 0.012. For pulsed noise at ϩ10 dB, F (3,38) ϭ 2.9, p Ͻ outside of the dashed lines, are plotted with the diamond symbol 0.05; for pulsed noise at ϩ20 dB, F (3,67) ϭ 13.5, p Ͻ 0.001; for (these values were Ͼ 1.5 interquartile range). If the median falls on pulsed noise at ϩ30 dB, F (3,48) ϭ 6.1, p ϭ 0.001. Post hoc comparithe edge of the box, an arrow indicates its position. The circle symbol sons with Tukey HSD tests revealed significant differences in cutoff indicates the mean. Data from an individual recording site were frequencies between Tmc and csz sites (see text for results of other included only if at least 3 AM or pulse rates were tested; for this comparisons).
of spontaneous activity were obtained from multiple unit sites. Over all recording sites tested, level of spontaneous activity varied significantly between different areas of the TS [F (3,52) ϭ 4.03, p Ͻ 0.05]; spontaneous rates were higher in the csz than in Tmc, Tl, or Tp. Because response latencies were also longer in csz, these data suggest that our measures of latency were not appreciably affected by spontaneous activity. Latency differences are correlated with degree of synchronous activity. For example, for the data plotted in Figure 5 , mean latency from medial Tp sites (20 ms) is longer than those from medial-lateral Tp (16 ms), and lateral Tp/Tmc (14 ms). Over the entire caudal/rostral extent of the TS, the degree of synchronous activity, quantified by cutoff frequency, is negatively correlated with response latency. For AM noise bursts, the correlation between these two parameters is -0.58; for pulse trains, the correlation is -0.71. These correlations are both highly significant ( p Ͻ 0.001). to 90-Hz pulsed noise at either stimulus level (Fig. 7) , of recording sites from different brains were plotted on the summary while in the Tmc, the ACF continues to show peaks schematic using rostral distance from the last appearance of the at intervals separated by the stimulus period in nucleus isthmus and lateral distance from the midline of the TS as guidelines. The schematic was made and the recording locations response to this stimulus. These data suggest that the from individual brains were plotted by an individual "blind" to the pooling of intervals across recording sites improves hypothesis being tested.
Population interval coding of period
the detection of the stimulus period in both the Tp and the Tmc, but not in the csz. We presented a synthetic version of the bullfrog's advertisement call (Fig. 8A, top) to 21 recording sites We explicitly measured spontaneous activity at 53 recording sites. Spontaneous activity ranged from 0 to (14 single unit sites, 7 multiple unit sites) in different parts of the TS, at levels of 10, 20, and 30 dB above 45 spikes/s, with a median of 5 spikes/s. Higher levels
FIG. 6. Response latencies to AM noise (left column) and pulsed
types at all three levels, there was a significant main effect of recording noise (right column) at three different stimulus levels above threshold site. For AM noise at ϩ10 dB, F (3,43) ϭ 6.5, p ϭ 0.001; for AM (top row: ϩ10 dB; middle row: ϩ 20 dB; bottom row, ϩ 30 dB).
noise at ϩ20 dB, F (3,69) ϭ 12.8, p Ͻ 0.001; for AM noise at ϩ30 Data are shown separately ( y axis of each plot) for 4 different areas dB, F (3,42) ϭ 7.02, p ϭ 0.001. For pulsed noise at ϩ10 dB, F (3,40) of the TS (Tmc, Tl, Tp, csz) plotted in the same format (box plots) as ϭ 7.6, p Ͻ 0.001; for pulsed noise at ϩ20 dB, F (3,68) ϭ 16.3, for Figure 4 . The circle symbol indicates the mean. The N at each p Ͻ 0.001; for pulsed noise at ϩ30 dB, F (3,48) ϭ 4.13, p ϭ 0.011. individual recording site is shown at the far right of each site's box Post hoc comparisons with the Tukey HSD test showed that latency plot. One-way ANOVAs were performed on the data (log-transformed differences between csz and Tmc sites were highly significant (see latency values) in each plot separately, with the null hypothesis of text for details of results of other post hoc comparisons). no difference in latency between recording sites. For both stimulus threshold. Time intervals between peaks in the ACF at ϩ10 dB (N ϭ 5), ϩ20 dB (N ϭ 10), and ϩ30 dB (N ϭ 8) above threshold clearly reflect the ACF of the of the stimulus (Fig. 8A, bottom) are at 10 ms, representing the 100-Hz period of the stimulus. The pooled stimulus; the plots show peaks in the ACF separated by intervals of 10 ms. At ϩ30 dB, the highest peak in ACFs of neural responses are shown in Figure 8B . The pooled ACFs of short latency (Ͻ 25 ms) responses the ACF is at 10 ms (100 Hz), while at ϩ20 dB, the
FIG. 7.
Pooled all-order interval histograms (ACFs) in response to combined (at 20 dB above threshold, 33 recording sites; at 30 dB pulsed noise at 5 different rates (10, 30, 50, 70, 90 Hz) . Data were above threshold, 28 recording sites). ACFs from the csz are shown collected at 20 and 30 dB above threshold. and represent responses in the bottom 2 rows (at 20 dB above threshold, 16 recording sites; from both single unit and multiple unit sites. The top row shows the at 30 dB above threshold, 10 recording sites). Arrows indicate peaks ACFs of the stimuli. ACFs from the Tmc are shown at 20 dB (19 at multiples of the stimulus period for rates of 70 Hz (Tmc, Tp) and recording sites) and 30 dB (11 recording sites) above threshold, as 90 Hz (Tmc). indicated. ACFs from the Tp and Tl at mid and rostral levels are highest peak is at 20 ms (50 Hz); still, there are multithe data again clearly show differences in coding of complex signals between lateral and medial regions ple peaks in the ACF separated by a time interval corresponding to the stimulus period. In contrast, the of the TS. pooled ACFs of long latency (Ͼ 26 ms) responses do not show a structure from which the period of the AM Tuning stimulus can be readily extracted at any intensity level (N ϭ 3 at ϩ10 dB; N ϭ 11 at ϩ20 dB; N ϭ 10 at ϩ30
A variety of shapes of rMTFs, including low pass, high pass, band pass, band suppression, and nonselective dB). The anatomical locations of the recording sites are shown in Figure 8C . Short latency sites tend to be functions, were observed in the rate responses of both single and multiple units. Figure 9 shows rMTFs from concentrated in more lateral areas (Tmc, lateral Tp; median latency of 19 ms) than long latency sites 12 different single unit sites in response to AM noise (rows 1 and 2) and pulsed noise (rows 3 and 4) at 20 (median latency of 40 ms), which tended to be located more medially (Tl and Tp at midlevels, csz). Moreover, and 30 dB above threshold. These sites were typical of the types of functions observed in the different long latency sites also tended to be located more caudally than short latency sites. Although the sample size nuclei of the TS (csz, column A; Tmc, column B; Tp, column C). Band pass (AM tuned) neurons (Fig. 9 , is smaller than that in the main part of the experiment,
FIG. 8. A. (Top)
The amplitude spectrum for the synthetic advertisement call. The stimulus consists of 21 frequency components ranging from 100 to 2200 Hz, with a 100-Hz frequency spacing between components. The spectrum peaks at 200 Hz and at 1400 Hz (10-dB attenuation relative to the 200-Hz peak). The fundamental frequency of 100 Hz is attenuated by 18 dB relative to the 200-Hz peak. (Bottom) ACF of the synthetic advertisement call. Peaks in the ACF occur at multiples of the 100-Hz call period. B. Pooled ACFs of responses from short latency and long latency recording sites at 10, 20, and 30 dB above threshold. ACFs from short latency (Ͻ 25 ms) sites show peaks at time intervals corresponding to those separating peaks in the stimulus ACF. The response periodicity corresponds to the stimulus periodicity. At ϩ10 dB, N ϭ 3 single and 2 multiple unit sites; at ϩ20 dB, N ϭ 6 single and 4 multiple unit sites; at ϩ30 dB, N ϭ 4 single and 4 multiple unit sites. ACFs of summed responses from long latency (Ͼ 27 ms) sites do not reflect the periodicity of the stimulus. At ϩ10 dB, N ϭ 3 single unit sites; at ϩ20 dB, N ϭ 8 single and 3 multiple unit sites; at ϩ30 dB, N ϭ 6 single and 4 multiple unit sites. C. Location of recording sites corresponding to rostralcaudal position in the TS (top). On each schematic, a digital scan of a cresyl violet stained section is shown on the right, and locations of recording sites is shown on the left. The distances in m between each section are marked. ϫ ϭ short latency sites; ‫ؠ‬ ϭ long latency sites recorded at 20 dB above threshold. Short latency sites tend to be located more laterally and more rostrally than long latency sites.
FIG. 9.
Rate modulation transfer functions (rMTF) plotting number 20 dB above threshold, spike count is at 55% of the maximum at of spikes against AM rate (rows 1 and 2) and pulsed noise rate (rows 10 Hz, slightly above the 50% criterion. These recording sites were 3 and 4) for 12 single unit recording sites in the TS. Data collected located in the csz (see Fig. 10 for exact locations). Recording sites at 20 dB above threshold are indicated by closed circles, and data shown in column B are located in Tmc, and recording sites in column collected at 30 dB above threshold are indicated by open circles (see C are located in Tp at midlevels. Low-pass rMTFs are shown in B2, legend). In each plot, number of spikes is normalized to the maximum C1 and C4; high pass rMTFs are shown in B1 and C2. C2 shows both number observed in response to that stimulus type. The shapes of a high-pass function (at 30 dB above threshold), and a multipeaked, the rMTFs in column A meet the criteria for bandpass rMTFs as nonselective function (at 20 dB above threshold). classified by Rose and Capranica (1985) . For the function in A2, at column A) show maximal responses to AM or pulse rates between 20 and 80 Hz, with spike count dropping to at least 50% of the maximum at lower and higher rates (for the function in A2, at 20 dB above threshold, spike count at 10 Hz is at 55% of maximum). Synchronized activity was low at these recording sites. Other cells tested at AM rates as high as 200 Hz (data not shown) showed peaks in the rMTF at rates of 100 Hz. Note that stimulus level does not appreciably affect the overall shape of the rMTF, but in some cases (A 2, 4) produces a shift in the peak of the function to another AM or pulse rate. These recordings were obtained from sites in the medial portions of the caudal TS, from the level of the nucleus isthmus, up to approximately 200 m rostral to the disappearance of this nucleus (Fig. 10) . Within this caudal area, band pass-tuned neurons are located in the more cell dense layers ventral to the optic ventricle, comprising caudal areas of Tl and in the more ventral cell sparse regions closer to the nucleus isthmus (in the caudal-most regions) or to the ventral tegmentum (in slightly more rostral regions). Sites showing lowpass, high-pass, and band-suppression characteristics were also observed in the csz for some stimulus types and levels (data not shown).
rMTFs from recording sites in the Tmc are shown in Figure 9 , column B. In response to AM noise, Tmc sites in our sample show responses that were primarily high pass (B1, ϩ 30 dB), low pass (B2, ϩ 30 dB), or nonselective (data not shown) in shape. No clear instances of band pass tuning were observed at Tmc sites in response to AM noise. In response to pulsed noise, some rMTFs from single unit sites in the Tmc (B3) could be characterized as band pass; note, however, that the peak in the function shifts depending on stimulus level. The rMTF shown in B4 has a multipeaked shape at both stimulus levels, but with the same peak in response (at 50 Hz). High pass, low pass, and nonselective rMTFs were also observed in response to pulsed noise (data not shown). The locations of band pass rMTFs in the Tmc are shown in Figure 10 . Most of the band pass neurons are located in caudal regions of the Tmc (comprising the lateral portions of the ventral toral zone of Wilczynski 1988), but are also found up to midlevels of the TS.
rMTFs shown in Figure 9 , column C were recorded from cell dense regions of the Tp or the Tl, at midlevels of the TS, in the areas corresponding to the onion skin layers described by Feng (1983) , or at more rostral levels where the optic ventricle and the third ventricle merge. We found no clear evidence of band pass responses in the Tp or the Tl at these levels. Typically, rMTFs are low pass (C1, C4), high pass (C2), or nonselective (C3) in shape. In some cases (C1, C3), stimulus level changes the shape of the rMTF, while in other cases (C2, C4), the shape of the rMTF is similar at the two intensity levels.
A direct comparison of rMTFs from the same sites in response to AM and pulsed noise (both at 20 dB above response threshold for that stimulus type) is shown in Figure 11 . All of the data are from single unit recordings. The rMTF in Figure 11A shows a band pass shape in response to AM noise that becomes multipeaked in shape in response to pulsed noise. Peak spike count remains at 50 Hz in both rMTFs, however. Figure 11B shows a band pass rMTF to AM noise that becomes low pass in shape to pulsed noise, with a shift in the peak of the function to a higher pulse rate. Figure 11C shows a low-pass response to AM noise that becomes a high-pass response to pulsed noise; although both functions show a dip in responding at intermediate rates, the location of the largest dip in spike count varies. Because spike count does not increase above 50% at both extremes of the function, these rMTFs do not meet the criterion for band-suppression functions. cochlear nucleus in mammals; Kim et al. 1990; Rhode and Greenberg 1994; Feng and Lin 1994) , where segrenoise convey a percept of pitch to humans (Flanagan and Gutmann 1960; Burns and Viemeister 1976) , the gation of temporal and rate codes are also evident.
DISCUSSION
salience of the perceived pitch differs (Plomp 1976) . This difference in salience might be reflected in the Temporal coding of period differences in the absolute levels of synchronous activity evoked by these different types of stimuli; however, Our data confirm previous reports (e.g., Rose and Capranica 1985; Epping and Eggermont 1986a,b;  it is not known if AM noise and pulsed noise with the same envelope modulation evoke different perceptual Gooler and Feng 1992; Bibikov and Nizamov 1996; reviews: Simmons and Buxbaum 1996, Feng and Schel- saliences to bullfrogs. The AM noise and pulsed noise used in this study differed in both duration and in rise lart 1999) that TS cells have a much more restricted range of cycle-by-cycle phase-locked responding than time, and differences in synchronous activity to these two stimulus types might reflect these differences in do eighth nerve fibers. Specifically, in the bullfrog, eighth nerve fibers synchronize to the envelopes of stimulus parameters. Duration and rise time influence TS response properties in other species of frogs complex signals up to modulation rates of 800 Hz (Simmons and Buxbaum 1996) . Coding for the period (Gooler and Feng 1992; Diekamp and Gerhardt 1995) . Our data also show that a neural code based on of complex signals in the bullfrog's eighth nerve is achieved by a temporal mechanism based on phasecalculation of time intervals between spikes can reflect the period of complex stimuli on a population level locked discharges or interspike interval measurements (Schwartz and Simmons 1990) . Individual fibers have (Figs. 7 and 8B) . Waveform periodicity of AM noise, pulsed noise, and a complex multiple harmonic signal broad spectral tuning, and their synchronized discharges are captured by the envelope of multiple haris represented in the pooled all-order interspike interval distributions (ACFs) of responses of short latency monic signals, regardless of characteristic frequency (Simmons and Ferragamo 1993; Simmons et al. 1993) .
cells in the lateral areas of the TS. The population code extends the range of synchronous activity in the Some neurons in the frog's DLN can synchronize to the envelopes of AM tones up to modulation rates of lateral TS to frequencies higher than those typically encoded by most single cells (Fig. 4) . Pooling of 300 Hz, but there are considerable differences in the extent of phase-locked activity between different funcresponses from groups of cells, which individually might look like poor phase-locked responders, can tional classes of DLN cells (Feng and Lin 1994) . Thus, a transformation and a functional segregation of the give rise to a more precise and statistically significant representation, by virtue of the increased spike numneural code first appears in the medulla, at least for some cell types, and is further reflected in the bers resulting from pooling. In effect, pooling uncovers the underlying temporal sensitivity of these midbrain.
In our data, neither single nor multiple unit activity neurons. Note, however, that even pooled ACFs summed over all recording sites in the csz do not in any region of the TS show significant synchronization to the envelopes of either AM noise or pulsed reflect waveform periodicity. This shows that there are fundamental differences in signal processing between noise at modulation rates beyond 100 Hz; however, within this limited, low modulation range, there are these different areas of the TS. Peaks in the ACF of the bullfrog's advertisement significant differences in the extent of phase-locked responding in different TS subnuclei. Arrays of phasecall ( Fig. 8A ) occur at the same time intervals as peaks in the population ACF from short latency sites in the locked activity from the eighth nerve, and presumably also from the medulla, are clearly represented in neuTmc and lateral Tp (Fig. 8B ). This population coding remains robust with changes in stimulus level, over the ral responses recorded from lateral regions of the TS (Tmc, lateral Tp). Recording sites in the Tmc typically 30 dB range of levels presented here. Simmons and Bean (2000) have shown that male bullfrogs can behavshow a much broader range of phase-locked response than those in the csz, where some cells do not phase iorally detect the presence of single mistuned harmonics in a synthetic advertisement call over an intensity lock to modulation rates even as low as 10 Hz (Figs.  3 and 4) . Regional differences in synchronous range of 30 dB (from 50 to 80 dB SPL), as long as the mistuning does not alter the stimulus envelope. In responding extend up to mid and rostral levels of the TS (Fig. 5) , and we suggest that there is a lateral-totheir data, stimulus level had no significant influence on the animals' ability to discriminate differences in medial gradient of phase-locked activity in the TS. We hypothesize that this lateral-to-medial gradient reflects envelope. This suggests that bullfrogs' perception of periodicity is invariant with changes in level, consistent different patterns of afferent input from medullary auditory nuclei.
with the physiological data presented here, and with human psychoacoustic data on the level-independence The median frequency cutoff for synchronization is higher in response to pulsed noise than in response of judgments of the pitch of complex harmonic sounds (Plomp 1976) . to AM noise (Fig. 4) . Although both AM and pulsed The bullfrog's advertisement call has a first har-(between about 12 and 25%, depending on stimulus type and level). This proportion is similar to that monic period of 100 Hz (Fig. 8A) It is important to note, however, that some rMTFs Moreover, males respond less strongly to synthetic advertisement calls with modulation rates of 200 Hz classified as high-pass might instead be band pass neurons tuned to high modulation rates (Ͼ 100 Hz); this than to those with modulation rates of 100 Hz (Hainfeld et al. 1996) . Our data, therefore, show that a time cannot be excluded in our data because we restricted AM rates tested to those with biological relevance to interval code in the lateral TS can extract the period of complex signals over a modulation range that is the bullfrog. We presented stimuli with AM rates as high as 200 Hz to a small subset of cells in the csz and biologically significant to the animal.
were unable to find band pass rMTFs tuned to rates above 100 Hz; however, the small sample size precludes
Response latency firm conclusions. In other species of anurans, peaks in the rMTF have There were significant differences in response latency between recording sites in different subnuclei of the been observed at the envelope period of the species advertisement call (Rose and Capranica 1985; Die-TS (Fig. 6) . In particular, cells in the csz had significantly longer latencies than those in the Tmc. Short kamp and Gerhardt 1995; reviewed in Feng and Schellart 1999). We observed rMTFs from cells in the csz latency cells were not restricted to the Tmc, but were also found in both the lateral Tp and Tl (Fig. 6) ; one with peaks ranging from 10 to 100 Hz, which spans the bullfrog's range of behavioral sensitivity to modulation Tmc cell had a latency as long as 29.5 ms (population medians ranged from 12 to 16.25 ms, depending on (Hainfeld et al. 1996 ), but we did not find band pass neurons with peaks restricted only to the envelope stimulus type and level). The range of latencies recorded in this study, in both lateral and medial areas period of the advertisement call. Our data extend these previous reports of AM tunof the TS, are within the range of latencies observed in intracellular recordings from isolated frog midbrain ing in the frog's TS (reviews: Simmons and Buxbaum 1996; Feng and Schellart 1999) by showing that band preparations (Luksch and Walkowiak 1998) . This suggests that short latency responses in our sample cannot pass neurons are concentrated in caudal areas of the TS, both medially (csz) and more laterally (Tmc or be attributed solely to recordings from incoming lateral lemniscal fibers, although we cannot exclude the lateral part of the ventral toral zone as described by Wilczynski 1988). This is consistent with data of Rose possibility that some of our recordings might reflect fiber activity rather than somal activity. Lateral lemnisand Capranica (1985) . Within the csz and caudal Tmc, we found no systematic topographical arrangement of cal fibers course laterally-to-medially to their termination sites in the TS, but are typically located more cells tuned to particular AM rates, as observed in the cat by Schreiner and Langner (1988) . Because we ventral than our recording sites (Wilczynski 1988) . Long latencies recorded here are at the low end of pooled recording locations across animals to make a composite representation, we cannot conclude that no the range reported by Alder and Rose (1998) for AMtuned neurons in the TS (exact recording sites not such topographical arrangement exists in the bullfrog, only that it was not obvious in our data. Our data do known). Animals in that study were maintained at a lower body temperature than those in this study, and show that band pass neurons are most commonly found in a spatially-restricted area of the TS, and future this factor might have influenced response latencies.
Both short and long latency responses were studies can take advantage of this finding to search for a "periodotopic" map. It is also interesting to note observed in both single unit and multiple unit recordings, and were recorded with both tungsten that band pass neurons are concentrated outside the tonotopically-organized, cell dense area of the Tp as microelectrodes and HRP-filled glass micropipettes, suggesting that the latency variability we observed is defined by Feng (1983) 1985) , the tuning of band pass neurons can vary with stimulus type and intensity. It is not clear how a ratecode stimulus periodicity by a rate rather than a time code. Band pass neurons comprise a relatively small based model of pitch extraction accounts for these changes, or for differences in the salience of pitches proportion of our total sample of recording sites evoked by different kinds of complex signals (Plomp oscillator neurons, along with the output of "integrator" neurons, feed into a series of coincidence 1976). The shifts in the peak AM sensitivity shown by some of our cells with changes in stimulus type are detecting (AM tuned) neurons, where the final pitch output is computed. greater than what would be expected in psychoacoustic pitch shifts reported by human listeners (Plomp 1976) .
Representation of pitch from interval measurements on incoming arrays of neural activity requires Although bullfrogs are sensitive to shifts in the waveform periodicity of complex signals (Hainfeld et al.
a series of delay lines (Lyon and Shamma 1996) or intrinsic oscillators (Langner 1983 ). An anatomical 1996; Simmons and Bean 2000), as discussed above, it is not known whether they perceive shifts in pitch substrate for delay lines has not yet been observed in the frog auditory brainstem, although the shifts in between AM noise and pulsed noise. Male green tree frogs show similar patterns of behavioral sensitivity to latency with stimulus type and recording area observed here suggests that delay lines may be present. Although AM tones and AM noise differing in modulation rate (Allan and Simmons 1994) , suggesting that it is the we observed some PST patterns in the Tmc and lateral Tp showing chopper-type responses (data not shown), period of the signal, and not its spectral structure, that guides behavior in this species. We also show that the our data are currently insufficient to determine whether these neurons act like the oscillator neurons peak rate in some rMTFs in the csz varies with stimulus level (Fig. 9) . There is no obvious behavioral correlate described by Langner (1983) . Band pass neurons may act as coincidence detectors for shared periodicity, to this effect; indeed, signal level does not seem to affect the ability of male bullfrogs to detect the periodalthough, as discussed above, the observations that these neurons change their peak sensitivity with stimuicity of a synthetic advertisement call (Simmons and Bean 2000) . The invariance of a percept of periodicity lus type and level are problematic for a pitch extraction model. with level would presumably aid a vocalizing male or approaching female frog to discriminate between a Our data suggest that there may be parallel streams for processing of spectral and temporal acoustic fealoud call from a heterospecific male and a soft call from a conspecific male.
tures related to periodicity in the TS. Such a kind of parallel processing for time and frequency coding was described by Hall and Feng (1987) for the frog's auditory thalamus, and parallel pathways for processing of Circuits for representation of periodicity acoustic features related to sound localization have been described in the brainstem of other vertebrates Both spatial and temporal models for encoding pitch in the central auditory system have been described (reviewed in Carr 1993) . HRP labeling studies show that Tmc and Tp receive different patterns of input (reviewed in Lyon and Shamma 1996), but there is no clear agreement on which type of model best explains from auditory nuclei in the medulla (DLN and superior olive) and project to different areas of the thalaboth neurophysiological and behavioral data. This lack of agreement is based in large part on a relative paucity mus (Hall and Feng 1987; Feng and Lin 1991) . It is not known whether different morphological or functional of neurophysiological data from central auditory nuclei collected specifically in relation to neural comcell types in the DLN (Feng and Lin 1994) project to different functional areas of the TS, but our data sugputations underlying pitch. Moreover, there are few behavioral data available from animal subjects parallelgest that this is indeed the case. For example, the Tmc might receive input from those DLN cells showing ing physiological data collected from the same species. Pitch coding based on autocorrelation-like analysis was good phase locked activity, while the Tp might receive input from DLN cells showing poorer phase locking. originally proposed by Licklider (1951) . This model uses a series of delay lines based on axonal length to This has not been systematically examined, either on an anatomical or on a physiological level. Latency difdetect a correlation between a stimulus input and a neuronally-delayed copy of itself. This allows the timferences between lateral and medial TS might arise from differences in lengths of input fibers, or via intering of neural discharges making up one stream of activity from the cochlea to be compared centrally with mediate synapses in another nucleus (the superficial reticular nucleus, for example). It is possible that the other streams to detect consistent patterns or periods. The output of these delay lines then feed into a series synchronous, short latency cells in the Tmc feed into the longer latency, band pass cells in the csz, although of coincidence detectors, which represent the common time intervals or periods between arrays of incomthe large differences in response latency between cells in these different areas argues against direct input. ing phase-locked discharges. Langner (1983 Langner ( , 1992 extended this model by incorporating neurons with
The csz might also integrate activity from other areas in the TS, and from other auditory regions in the intrinsic oscillations (oscillation frequencies independent of stimulus period) which serve as an internal brain, such as the thalamus. An investigation of the specific connectivity of the physiologically-distinct reference for pitch measurements. The output of these FAY RR. Psychophysics and neurophysiology of temporal factors in areas we have identified in the TS to other central hearing by the goldfish: Amplitude modulation detection. J. Neuauditory nuclei would be useful in devising an overall rophysiol. 44:312-332, 1980. model of periodicity extraction in the frog's central 
