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La grande quantité d’informations véhiculées à travers le monde a donné naissance, 
depuis quelques années, à un besoin croissant en débit de transmission dans les systèmes de 
télécommunications. De nombreux services et applications multimédia se sont développées, et 
nécessitent aujourd'hui d’importantes capacités de transmission. Un besoin d’autant plus 
important que les informations échangées grâce à ces applications (données, téléphonie sur 
voix IP, vidéo,…) ont souvent besoin d’être transmises simultanément, par multiplexage. 
Les avantages de la fibre optique en tant que support de transmission (grande bande 
passante, faibles pertes de propagation, immunité aux ondes électromagnétiques) justifient 
l’important développement des systèmes de transmission optiques durant la dernière décennie. 
 
Ces systèmes ont permis d’accroître les débits de transmission grâce à des techniques 
de multiplexage en longueur d’onde (WDM), en code (CDM), ou encore en temporel (TDM). 
 
Le multiplexage dans le domaine temporel a été développé industriellement pour les 
systèmes sans fil (GSM). L’adaptation de cette technique de multiplexage à l’optique a permis 
à l’OTDM de voir le jour au niveau expérimental, et les records dépassant des débits de 
400 Gb/s ont été obtenus dans des laboratoires japonais. 
 
Des composants tels que des lasers à commutation de gain (Gain-switched laser) ou 
des diodes laser à verrouillage de modes (Mode Locked Laser Diode) sont les principales 
sources pulsées utilisées pour la génération du train de pulses optiques, nécessaires dans les 
systèmes de transmissions en OTDM. Ces solutions restent cependant des composants de 
laboratoires, et la plupart d’entre elles sont coûteuses et pas toujours disponibles 
commercialement. 
 
D’un autre côté, l’association des techniques de multiplexage OTDM et WDM permet 
d’augmenter le débit global des systèmes de transmission. Des débits dépassant les 2 Tb/s ont 
ainsi été atteints. Cependant, la nature incohérente des sources optiques pulsées impose un 
important écart spectral entre les canaux lors de multiplexage en longueur d’onde. 
 
Ces facteurs constituent le point de départ de ce travail de thèse, dont l’objectif est de 
réaliser un système de transmission optique en multiplexage temporel, basé sur des 
composants optiques bas coût, et commercialement disponibles. La solution choisie pour 
la génération du train de pulses optiques va introduire des contraintes liées à sa nature 
cohérente. Cependant, en éliminant ces contraintes, le système présente alors l’avantage d’une 
occupation spectrale optique très étroite. Ceci permet une combinaison des deux techniques 
de multiplexage OTDM et WDM, avec un espacement spectral beaucoup plus faible entre les 







Le système conçu ici permet la transmission des données de 4 utilisateurs à un débit de 
2.5 Gb/s chacun, avec un débit global de 10 Gb/s après multiplexage, puis le démultiplexage 
pour la restitution des données de chacun des utilisateurs. Les composants utilisés restent 
néanmoins utilisables pour un débit global de 40 Gb/s, et leurs disponibilités commerciales 
permettent d’envisager des applications concrètes et à court terme du système conçu.  
 
Ce mémoire est divisé en 4 chapitres. 
 
Le premier présente l’ensemble des techniques de multiplexage dans les systèmes de 
transmissions optiques. Il aborde ensuite les différentes solutions élaborées pour la réalisation 
de chacune des étapes qui constituent une chaîne de transmission en OTDM. Les 
performances et limitations de ces solutions sont également énumérées. 
 
Le second chapitre aborde la partie multiplexage du système étudié. Il présente la 
méthode de génération du train de pulses optiques pour le système. Des simulations sont 
ensuite élaborées sous le logiciel COMSIS, afin de démontrer la faisabilité du système étudié. 
La réalisation expérimentale du multiplexage des données de 2 utilisateurs est présentée. Cette 
réalisation est faite avec deux types de sources optiques différentes, et les contraintes liées à 
l’utilisation d’une source cohérente sont exposées. Les performances des deux sources sont 
également comparées à l’échelle du composant puis du système de multiplexage. 
 
Le troisième chapitre présente une étude comparative entre deux solutions pour 
démultiplexer les données en sortie de la partie multiplexage, afin d’extraire les données 
propres à chaque utilisateur. La première technique est une solution de démultiplexage tout-
optique, qui utilise les propriétés non-linéaires de l’amplificateur optique à semi-conducteur 
(SOA). La seconde, électro-optique, est basée autour d’un modulateur à électroabsorption 
(EAM). En partant des données fournies pour un composant commercial, des simulations sous 
le logiciel OptiSystem permettent de déterminer les caractéristiques du signal électrique de 
commande du composant EAM, afin d’y générer la fenêtre de transmission optique pour la 
réalisation de la fonction de démultiplexage. Le choix entre les deux solutions est ensuite 
justifié par les contraintes imposées par chacune en termes de complexité, de disponibilité des 
composants, et des débits visés. 
 
Le dernier chapitre permet de valider expérimentalement la solution de 
démultiplexage choisie. Les caractéristiques de la fenêtre de transmission générée sont 
étudiées. Ensuite, les données des utilisateurs du système sont extraites. Les performances de 
transmission sont évaluées à travers la mesure du Taux d’Erreur Binaire (TEB) pour tous les 
utilisateurs. Le bruit d’interférences cohérentes, lié à l’utilisation d’une source optique 
cohérente contribue à dégrader la qualité de transmission des données utilisateurs. Son impact 
est constaté sur les valeurs de TEB obtenues au bout de la chaîne de transmission. Les deux 
sources optiques étudiées dans le second chapitre sont à nouveau comparées en mesurant la 
courbe du TEB obtenue avec chacune d’entre elles. 
 
Enfin, une conclusion générale est présentée, avec quelques perspectives de ce travail. 
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I.1 Bref historique 
Pour les systèmes de communication, historiquement, l’invention du télégraphe fut un 
grand tournant pour les communications longues distances. Des liaisons transatlantiques 
furent établies grâce au morse, avec pour principe de coder le message grâce à deux symboles 
(le point et le tiret). L’invention du téléphone permit la transmission de signaux analogiques 
grâce à des variations continues de signaux électriques, ce moyen connut un développement 
rapide de ses capacités grâce à l’utilisation du câble coaxial, mais les capacités de 
transmissions étaient limitées par les caractéristiques physiques de ce support. 
Les micro-ondes exploitent une gamme de fréquence plus élevée, de l’ordre de quelques 
Gigahertz à quelques dizaines de Gigahertz, grâce à des systèmes de modulations des champs 
électromagnétiques sur des supports toujours métalliques. On a ainsi atteint des débits de 
transmission de l’ordre de 300 Mb/s dans les années 1970 ; cependant les pertes sur les 
supports métalliques imposaient de mettre des répétiteurs régulièrement distancés, entre 
l’émetteur et le récepteur.  
Très vite, avec la demande croissante en débit et en bande passante, les systèmes de 
communications optiques se sont avérés indispensables. 
 
I.2 Systèmes de communication optique. 
L’utilisation de la lumière comme moyen de communication remonte à l’antiquité. Des 
civilisations antérieures ont utilisé des signaux visuels, qu’on pourrait qualifier d’optiques, 
pour transmettre des messages. En 1792, Claude CHAPPE proposa un système qui consiste à 
transmettre mécaniquement des signaux codés sur des distances avoisinant les 100 Km, le rôle 
de la lumière se résumait simplement à rendre ces signaux visibles. 
Les études ont montré à partir de la seconde moitié du 20e siècle, que le confinement de la 
lumière dans un milieu directeur, pouvait être un moyen de transmission efficace. L’invention 
de la source laser permit alors une exploration des performances que les systèmes de 
communications optiques pouvaient offrir en termes de débit et de distance entre répétiteurs, 
deux paramètres qu’on rassembla dans le produit débit-distance. 
La Figure.I.1 montre l’évolution du produit débit-distance depuis la seconde moitié du 19e 




Figure.I.1: Évolution du produit débit-distance avec le temps. 
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Les systèmes optiques ont permis une montée rapide des débits. Cette ascension s’est 
accélérée avec l’invention de l’amplificateur optique, qui a pallié aux problèmes de pertes sur 
les longues distances, et remplacé les répétiteurs dans les liaisons. 
Les systèmes de communication optiques peuvent être classés en deux catégories : 
systèmes non-guidés tels que les systèmes où le signal optique est envoyé depuis l’émetteur 
jusqu’au récepteur en se propageant dans l’espace libre, et les systèmes guidés où on utilise 
un support, principalement la fibre optique, pour transporter le signal optique depuis 
l’émetteur jusqu’au destinataire. Généralement, une chaîne de transmission optique est 
composée de 3 éléments principaux (Figure.I.2) : un émetteur, un canal de transmission et un 
récepteur. La fibre optique est le canal utilisé par excellence pour les transmissions optiques. 
 
 
Figure.I.2 : Diagramme générique d’une liaison optique 
 
L’émetteur est composé d’une source lumineuse, une diode laser en général, dont on 
module l’intensité optique, par un signal électrique (analogique ou numérique). On parle alors 
de modulation directe. Si la puissance continue de la source est modulée avec un modulateur 
externe, associé à la source, on parle alors de modulation externe. 
Le récepteur convertit le signal optique modulé en signal électrique, qui restitue le signal 
modulé, afin d’exploiter les données transmises. La conversion se fait grâce à un photo-
détecteur. 
En réponse aux besoins croissants en débit, les systèmes de transmissions optiques ont 
développé des techniques de multiplexage. Ces techniques permettent une densification du 
trafic des données sur les réseaux de télécommunications. 
Ce chapitre donne un aperçu de l’ensemble des techniques de multiplexage utilisées dans 
les réseaux de transmissions optiques. Il présente ensuite plus dans le détail, le système de 
transmission par multiplexage temporel en optique (OTDM). Les différentes parties 
constituant la chaîne de transmission d’un système OTDM sont présentées. Les techniques 
utilisées par chacune des parties sont exposées, et leurs performances, avantages et limitations 
détaillées. Enfin, nous comparons ces différentes techniques. 
 
II Techniques de multiplexage en optique 
La bande passante des fibres optiques permet théoriquement l’établissement de systèmes 
de transmission à des débits très élevés. Cependant, le traitement électronique des données, à 
l’émission et à la réception, impose des limitations en termes de débits, dues aux composants 
électroniques dont la bande passante reste bien en deçà de celle accessible par l’optique. 
L’augmentation du nombre d’utilisateurs et de la quantité d’informations échangées dans les 
réseaux de communication a poussé au développement de solutions pour augmenter la 
capacité des réseaux, et profiter de l’avantage en bande qu’offre la fibre optique. Des 
techniques de multiplexage ont ainsi été développées, chacune permettant de transmettre N 
signaux de débit D sur le même canal, ce qui équivaut à la transmission d’un signal global de 
débit N×D. Ces techniques de multiplexage doivent néanmoins respecter la condition 
nécessaire de pouvoir restituer les données propres à chaque utilisateur après leur 
transmission sans créer d’interférences entre les données des différents utilisateurs. Pour cela, 
le signal physique représentant les données de chaque utilisateur se distingue des autres 
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signaux par sa bande spectrale, sa propre fenêtre temporelle ou encore son propre code. Ceci 
permet alors de les séparer finalement avec des techniques de démultiplexage appropriées. 
 
II.1 Multiplexage en longueurs d’onde 
Développés dans les années 1980, les systèmes de multiplexage en longueurs d’onde 
(WDM) constituent en optique, l’équivalent des systèmes de multiplexage par répartition de 
fréquence (FDM) dans le domaine des radiofréquences. On attribue à chaque utilisateur une 
longueur d’onde spécifique qui distingue les données le concernant. La Figure.I.3 montre le 
schéma d’un système de transmission en WDM. 
 
 
Figure.I.3 : Diagramme d’une liaison par multiplexage en longueurs d’onde. 
 
Les données émises par des sources optiques à longueurs d’ondes distinctes sont 
transmises simultanément sur la même fibre optique. Le débit total obtenu est la somme des 
débits de tous les utilisateurs. 
À la réception, les données de chaque utilisateur sont extraites à partir des signaux 
multiplexés, par filtrage optique à la longueur d’onde correspondant aux données de 
l’utilisateur souhaité, avant d’être détectées pour le traitement dans le domaine électrique. 
Beaucoup de techniques d’extraction de longueur d’onde ont été développées dans ce sens, 
dont on citera principalement les réseaux de coupleur 3dB associés à des filtres Fabry-Perrot, 
des réseaux de Bragg sur fibres et des circulateurs montés en cascade [1], ou encore les 
Phasars (Phased-Array demultiplexer) [2], [3]  
L’ITU (International Telecommunication Union) a défini une grille pour les longueurs 
d’ondes utilisées dans la fenêtre allant de 1530 à 1565 nm. L’espacement entre canaux est 
normalisé à 1.6 nm ou 0.8 nm. Le DWDM (Dense-WDM) a ensuite été défini pour un 
espacement entre canaux inférieur à 0.8 nm, puis l’U-DWDM (Ultra Dense WDM) pour un 
espacement atteignant 0.08 nm. Les premiers systèmes WDM commercialisés ont fait leur 
apparition au milieu des années 1990, mais cette technique a connu son vrai essor après 2001, 
avec le franchissement de la barre de 10 Tb/s. Cette technique est principalement utilisée dans 
les réseaux longues distances (Wide Area Network) conçus pour les transmissions à très hauts 
débits [27]. La principale limitation de cette technique réside dans la stabilité des longueurs 
d’onde attribuées aux utilisateurs, une contrainte qui devient d’autant plus pénalisante que 
l’espacement entre canaux se réduit. L’autre difficulté est celle de l’égalisation des niveaux de 
puissances des différents canaux, car les courbes de gain des amplificateurs ne sont pas 
constantes sur l’ensemble du spectre alloué au WDM. 
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II.2 Multiplexage par répartition de code 
Cette technique permet la transmission des données des utilisateurs sur la même bande de 
fréquence et en même temps. Le principe consiste à attribuer à chaque utilisateur un code, 
appelé également «signature», constitué d’une suite de bits rapides (appelés «chips» pour les 
distinguer des bits de données de l’utilisateur). Le débit après codage est celui des données 
utilisateur multiplié par la longueur de la séquence de codes (7 dans le cas de la Figure.I.4). 
Le multiplexage par répartition de code (Code Division Multplexing : CDM) permet d’étaler 
spectralement le signal transmis sur une bande N fois plus large que celle du signal initial, N 
étant la longueur de la séquence de code. Cependant, tous les utilisateurs exploitent la même 
bande spectrale, mais leurs données transmises se distinguent par le code propre à chaque 
utilisateur, ce qui permet d’éviter les interférences d’accès multiples, à condition que les 




Figure.I.4 : Diagramme du codage des données d’un utilisateur. 
 






















Figure.I.5 : Différentes techniques OCDM. 
 
Le CDMA hybride consiste à associer la technique du CDMA aux autres techniques de 
multiplexage. Le CDMA direct se divise en CDMA à séquence directe [5], ainsi que le 
CDMA à saut de fréquence et le CDMA à saut temporel. Utilisée initialement dans le 
domaine de la radiofréquence, l’adaptation du CDMA à l’optique, appelé Optical Code 
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La Figure.I.6 décrit le schéma d’un système de transmission en OCDM.  
 
 
Figure.I.6 : Chaîne de transmission en CDMA. 
 
Les données d’un utilisateur i sont codées avec le code Ci avant d’être combinées dans un 
coupleur N×1, N étant le nombre d’utilisateurs. Après transmission, un second coupleur 1×N 
permet de distribuer le signal optique sur N voies, associées chacunes à un système de 
décodage. Chaque système de décodage possède le code Ci lui permettant d’extraire les 
données de l’utilisateur i avant conversion dans le domaine électrique. 
La principale méthode de codage en optique des données consiste à utiliser un ensemble 
de lignes à retard [5]. Le décodage optique, utilise un système de lignes à retard dans l’ordre 
inversé de celui utilisé pour le codage. 
L’intensité lumineuse ne pouvant avoir que des valeurs positives ou nulles, l’une des 
principales limitations du OCDM réside dans le fait qu’il n’est pas possible d’y utiliser des 
codes bipolaires, contrairement au domaine de la radiofréquence. Or, le nombre de codes 
orthogonaux est très réduit dans une famille de codes dont la longueur est inférieure à 100 
chips. Afin de résoudre ce problème, l’OCDM cohérente a été développée [53]. Elle consiste 
à coder la phase de l’onde lumineuse, qui peut prendre des valeurs positives ou négatives, au 
lieu de l’amplitude du signal lumineux. Cela permet de tirer profit de tous les codes 
bipolaires, qui ont été développés pour la radiofréquence, et dont un bien plus grand nombre 
permet de constituer des familles de codes orthogonaux de même longueur. 
II.3 Multiplexage dans le domaine temporel 
Le multiplexage temporel (Time Division Mulitplexing) consiste à allouer toute la bande 
de fréquence à tous les utilisateurs, mais uniquement de manière séquentielle, à tour de rôle 
pour chacun d’entre eux (Figure.I.7). L’axe de temps est divisé en périodes fixes et égales 
appelées ‘Time Slots’. Chaque utilisateur transmet ses données dans le Time Slot qui lui est 
consacré. Le multiplexage en TDM permet alors de regrouper plusieurs canaux de 
communications à bas débit en un seul canal à un débit N fois plus élevé, N étant le nombre 
d’utilisateurs dans le système. 
 
Figure.I.7 : Diagramme de multiplexage temporel des données. 
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On retrouve cette technique de multiplexage dans les hiérarchies de multiplexage des 
infrastructures des opérateurs des télécommunications, tels que les canaux T1 aux États-unis, 
qui regroupent 24 voies à 64 Kbits/s en une voie à 1,544 Mbits/s, ou sur des canaux E1 en 
Europe qui regroupent 30 voies en une voie à 2,048 Mbits/s. Ces canaux peuvent être à leur 
tour regroupés pour former des canaux de plus hauts débits. La hiérarchie de débit ainsi créée 
est appelée hiérarchie plésiochrone ou PDH (Plesiochronous Digital Hierarchy). 
Les technologies Synchronous Optical Network (SONET) et Synchronous digital 
Hierarchy (SDH), utilisées dans les réseaux de transport de données téléphoniques, exploitent 
également cette technique de multiplexage pour assembler plusieurs lignes de communication. 
Les techniques WDM et TDM se basent sur la partition de grandeurs physiques, tels que 
le spectre optique pour le WDM ou le temps pour le TDM, entre les différents utilisateurs. Par 
contre, tous les utilisateurs partagent la même bande spectrale ainsi que le même temps pour 
la technique CDM. 
Toutes ces techniques peuvent être combinées afin d’augmenter d’avantage les débits de 
transmission [1]. 
III OTDM : Optical Time Division Multiplexing 
 
À la base, la technique de multiplexage temporel a été utilisée pour les systèmes 
électriques. Mais le domaine électrique atteignait rapidement ses limites dès que l’on 
s’approchait de débits de l’ordre de 10 Gb/s à cause des composants électroniques. L’OTDM, 
développée principalement au début des années 1990, a permis de dépasser cette limitation et 
d’atteindre des débits avoisinant le Tb/s [1]. 
Une chaîne de transmission en OTDM est composée des éléments suivants (Figure.I.8) : 
• Une source optique générant le train de pulses optiques nécessaire au système OTDM. 
• Un système de multiplexage qui code les données des utilisateurs du domaine 
électrique au domaine optique avant de les multiplexer. 
• Le système de démultiplexage qui permet de récupérer les données propres à chaque 




Figure.I.8 : Chaîne de transmission en OTDM. 
 
Une source optique pulsée génère un train de pulses de durée TP, et de période de 
répétition T (correspondant à une fréquence F= 1/T). Pour un système de N utilisateurs, TP et 
T sont alors liés par la relation : T=N × TP. 
Les signaux de données, sous forme de signaux électriques codées en codage sans retour à 
zéro (Non Return to Zero : NRZ) à un débit D=1/T, sont codés grâce au système de 
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multiplexage sur le train de pulses optiques injecté à son entrée. Le signal optique en sortie du 
système de multiplexage est alors composé de pulses optiques successifs, à un débit global de 
DT=N×D. Ce signal est ensuite transmis via la fibre optique. 
À la réception, un système de démultiplexage, restitue les données respectives des 
utilisateurs, en isolant les pulses optiques représentant les données de chaque utilisateur. 
Dans ce qui suit, nous allons détailler les différentes techniques qui ont été développées 
pour chacune des parties constituant la chaîne de transmission d’un système OTDM. On 
précisera plus particulièrement les principes de génération de train de pulses optiques requis 
pour réaliser les performances atteintes par les systèmes OTDM développés en recherche, 
ainsi que les techniques de démultiplexage temporel. 
 
III.1 Sources optiques pulsées  
Dans une transmission en OTDM, on a besoin d’une source capable de délivrer un train de 
pulses optiques sur lequel sont codées les données des utilisateurs, sachant que c’est la largeur 
des pulses générés qui détermine la limite en débit de la transmission. La largeur spectrale des 
pulses optiques doit être aussi réduite que possible, pour limiter les effets de la dispersion 
durant la propagation sur des longues distances. Les pulses à bande spectrale limitée sont les 
plus adaptés pour ce type de transmission. Enfin la source pulsée doit être synchronisée avec 
une horloge qui rythme l’ensemble du système de transmission. 
Il existe diverses techniques pour générer un tel train de pulses optiques. Elles différent 
entre elles par la simplicité de conception, la susceptibilité face aux facteurs perturbateurs 
extérieurs, tels que les chocs, les variations de température, et la stabilité des pulses générés. 
Ces différences se reflètent au niveau des performances atteintes, exprimées en fonction de la 
largeur des pulses générés et leur fréquence de répétition. 
Dans le paragraphe suivant, nous allons détailler le principe de fonctionnement des 
principales techniques utilisées pour la génération des trains de pulses optiques, nécessaires 
dans les systèmes OTDM. 
III.1.1 Source optique à commutation de pertes 
III.1.1.1 Principe 
Le principe de fonctionnement de la commutation de pertes (Q-switching) consiste à 
varier les pertes dans la cavité d’un laser d’une valeur importante (augmentée artificiellement 
grâce à un absorbant saturable) à une valeur beaucoup plus faible durant une courte durée. La 
pompe continuant de fournir de la puissance, l’énergie est alors accumulée dans la couche 
active du laser, sous forme d’inversion de population durant la période où les pertes sont 
importantes. Dès que l’absorbant sature, les pertes dans la cavité diminuent brutalement, 
provoquant la libération de l’énergie accumulée sous forme d’une courte impulsion. La 
variation des pertes dans la cavité permet de moduler la valeur seuil d’inversion de population 
Nt permettant le déclenchement de l’effet laser, tandis que le taux de pompage N0 reste 
constant. 
La variation de la densité de photons n(t), à l’origine de la création du pulse optique, est 
décrite dans la Figure.I.9. 




Figure.I.9 : Principe de création du pulse par Q-switching. 
 
 
À t = 0, la pompe est mise en marche, de façon à ce que le taux de pompage soit à un 
niveau N0.. les pertes sont maintenues à un niveau Nta suffisamment important (Nt = Nta > N0 ) 
pour que les oscillations laser ne puissent pas être déclenchées. L’inversion de population 
∆N(t) augmente alors, mais bien que le milieu devienne amplificateur, les pertes sont encore 
assez importantes pour empêcher les oscillations. 
À t = t1, les pertes sont subitement réduites de façon à ce que Nt passe à une valeur 
Ntb < N0. Les oscillations laser sont alors déclenchées et la densité de photons n(t) croit très 
rapidement. Les radiations causent ensuite une déplétion de l’inversion de population 
(saturation de gain) de façon à ce que ∆N commence à diminuer. Quand ∆N passe en dessous 
de la valeur Ntb, les pertes sont à nouveau supérieures au gain, ce qui engendre une 
décroissance rapide de n(t) avec une constante de temps de l’ordre de la durée de vie d’un 
photon. 
À t = t2, les pertes sont à nouveau maintenues au niveau Nta. On instaure ainsi une période 
de croissement de ∆N à nouveau, avant de répéter le cycle permettant la génération d’un 
nouveau pulse (t = t3). Cette répétition du procédé permet alors la génération du train de 
pulses optiques souhaité [9]. 
Il est à noter qu’une technique analogue, dite à commutation de gain (Gain-switched) 
permet d’obtenir le même résultat. Dans cette configuration, c’est le gain du milieu 
amplificateur de la cavité laser qui est périodiquement modulé par le courant de polarisation, 
au lieu des pertes. Cela se traduit par la modulation du taux de pompage N0 pendant que le 
seuil d’inversion de population Nt est maintenu constant [9].  
III.1.1.2 Performances 
Cette technique a été l’une des premières utilisées pour la génération de train de pulses 
optiques à des fréquences de répétition variant entre 1 et 20 GHz. Elle offre l’avantage de 
pouvoir synchroniser le générateur de pulses à une horloge externe. Des pulses de largeur 
inférieure à 10 ps ont été obtenus en associant cette technique avec la méthode de 
compensation de chirp dans une fibre optique [13] et de compression non linéaire de pulses 
[14] [17]. Cependant, avec les débits atteints (100 Gb/s) l’inconvénient de la méthode de 
compression de pulse est que la moindre fluctuation dans la longueur de la fibre peut 
engendrer des fluctuations de largeur de pulse, qui sont d’autant plus critiques que la largeur 
des pulses passent en dessous de la ps. 
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III.1.2 Diode laser à verrouillage de modes 
La technique de verrouillage de modes dans une diode laser (Mode Locked Laser Diode : 
MLLD) consiste à coupler l’ensemble des modes existant dans une cavité laser, en 
verrouillant leurs phases respectives. Quand les phases des différents modes sont couplées, les 
modes se comportent comme les composantes d’une série de Fourrier d’une fonction 
périodique, et forment ainsi un train de pulses périodiques. Le verrouillage des modes est 
obtenu en modulant périodiquement les pertes dans la cavité. 
III.1.2.1 Principe 
La diode laser à verrouillage de modes est constituée d’une cavité Fabry-Perrot, dans 
laquelle se trouve un milieu amplificateur. Ce milieu amplificateur est caractérisé par une 




 Figure.I.10 : Courbe de gain spectral et la sélection des modes dans la cavité d’une MLLD. 
 
Les modes qui sont inclus dans la bande B sont alors amplifiés car leurs gains dépassent 
les pertes dans le milieu, l’amplification de ces modes augmente avec les aller/retours 
effectués entre les deux miroirs de la cavité, donnant lieu au profil de modes amplifiés 
(Figure.I.11). Ces modes sont séparés par νF = 1/TF = c/2d, d étant la longueur de la cavité et 
c=c0/n la célérité de ces modes dans le milieu amplificateur. 
 
 
Figure.I.11 : Modes optiques amplifiés dans la cavité. 
  
Cependant, ces modes oscillent indépendamment les uns des autres et leurs phases sont 
différentes et varient de façon aléatoire. 
= νF 
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Supposons que l’on ait M= 2S+1 modes optiques dans la cavité, séparés par νF = c/2d 
La fonction d’onde complexe du mode q s’écrit : 
 exp[ 2 ]q q q
z
U A j t
c
πυ= ⋅ −⎛ ⎞⎜ ⎟⎝ ⎠  (eq.I.1) 
avec 0 . ,q Fqν ν ν= +  Aq étant l’enveloppe complexe de ce mode. 
Le champ total dans la cavité s’écrit alors 
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= ⋅ ⎛ ⎞⎜ ⎟⎝ ⎠∑  (eq.I.3) 
 
On peut écrire 
 0( , ) exp[ 2 ]
z zU z t A t j t
c c
πυ⎛ ⎞ ⎛ ⎞= − −⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠  (eq.I.4) 
 
Si on arrive à verrouiller les différents modes entre eux, (même phase pour tous les modes 
Aq), et qu’on suppose en plus que tous ces modes ont la même amplitude, alors la fonction 
A(t) peut devenir celle d’un train de pulses périodiques. 
Supposons que toutes les enveloppes complexes Aq aient les mêmes amplitude et phase : et 
s’écrivent Aq = A0 . 
On a alors 
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cette même expression peut alors s’écrire sous la forme 
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=  (eq.I.5) 
 
sinc étant la fonction sinus cardinal : 
s in ( )



















−⋅⋅⋅=−=  (eq.I.6) 
 
La Figure.I.12 représente la forme de l’intensité I en fonction du temps à z donné. 
 




Figure.I.12 : Forme du signal I(t). 
 
Remarque : il est à noter que l’hypothèse selon laquelle tous les modes ont la même 
amplitude n’a été avancée que dans le but de simplifier les calculs. Le cas, plus réaliste, avec 
des modes d’amplitudes différentes permet cependant d’obtenir un résultat analogue [9]. 
Comme on peut le constater sur cette figure, la largeur des pulses dépend de l’écartement 
spectral entre les modes, et du nombre de modes impliqués M, qui est proportionnel à la 
largeur de raie ∆ν. La relation liant la largeur des pulses τpulse au nombre de modes M 
implique alors que cette largeur soit inversement proportionnelle à ∆ν. La fréquence de 
répétition TF quant à elle dépend de la largeur physique de la cavité puisque TF =2d/c. 
Le tableau.I.1 résume les caractéristiques du train de pulses optiques en fonction des 
paramètres physiques de la cavité ainsi que des modes [9]. 
 
Fréquence de répétition TF =2d/c. 
Largeur du pulse τpulse = TF /M 
Intensité moyenne I = M. |A0|2 
Pic d’intensité Ip = M2|A0|2 
 
Tableau.I.1 : Caractéristiques du train de pulses générés par une MLLD. 
 
I(t,z) représente l’intensité d’un train de pulses optiques qui se propage à l’intérieur de la 
cavité, et qui est émis à chaque fois que l’un des pulses optiques atteint le miroir semi-
réfléchissant de la cavité (Figure.I.13). 
 
 
Figure.I.13 : Verrouillage actif des modes optiques. 
 
Le verrouillage de phase offre l’avantage d’avoir des pics d’intensité optique M fois 
plus importante que la puissance optique moyenne I . En utilisant des sources à largeurs de 
raie ∆ν importantes (grand nombre de modes M), cette technique devient plus intéressante que 
le Q-switching pour la génération de train de pulses optiques. 
Le verrouillage des phases des modes s’effectue de façon passive en intercalant un 
matériau absorbant saturable dans le milieu amplificateur, ou de façon active en utilisant un 
modulateur d’intensité commandé qui joue le rôle d’une porte qui s’ouvre uniquement 
pendant une durée égale à la largeur temporelle du pulse. 




Cette technique, développée vers la fin des années 1980 [18], [19] a permis de générer des 
trains de pulses à la limite de la picoseconde. La largeur des pulses générés a pu être 
améliorée, en utilisant un nouveau type de MLLD, appelée Colliding-Pulse Mode-Locked 
Laser Diode (CPM-LD) [29]. Son principe de fonctionnement consiste à placer l’absorbant 
saturable au milieu de la cavité laser. Ainsi deux pulses se propageant en sens contraires, à 
l’intérieur de la cavité, entrent en ‘collision’ au niveau de l’absorbeur, générant ainsi un pulse 
plus court. Cette technique améliorée a permis la génération de pulses en dessous de la 
picoseconde en largeur temporelle, avec des fréquences de répétition de l’ordre de 40 GHz. 
D’autres techniques ont été également associées au principe de la MLLD pour réduire la 
largeur des pulses, tout en gardant un spectre le plus étroit possible. On citera l’intégration 
monolithique d’une MLLD avec un modulateur à éléctroabsorption à puits quantiques 
multiples (MQW-EAM) [30], ou la synchronisation de train de pulses générés grâce à une 
autre MLLD à fréquence de répétition plus basse [20]. Des fréquences de répétition dépassant 
les 100 GHz ont ainsi été obtenues. 
 
III.1.3 Verrouillage de modes dans un laser à fibre dopée Erbium 
III.1.3.1 Principe 
Le verrouillage des modes dans un laser à fibre dopée Erbium est une technique similaire 
à celle décrite dans le paragraphe précédent. La différence vient du fait que la cavité laser est 
constituée d’une boucle de fibre dopée Erbium, qui joue le rôle du milieu amplificateur. Le 
verrouillage de modes est réalisé avec un modulateur d’intensité, modulé à une fréquence fm 
qui est une harmonique (d’ordre m) de l’espacement spectral entre les modes de la cavité νF 
(eq.I.7). 
 




ν= =  (eq.I.7) 
 
ng et L étant respectivement l’indice de réfraction et la longueur de la fibre. 
La Figure.I.14 montre le schéma d’un laser à fibre dopée Erbium à verrouillage de modes 
[12]. Les deux sources à 1.48 nm fournissent le pompage nécessaire à l’amplification, et qui 
est injecté dans la fibre dopée grâce aux multiplexeurs de longueurs d’ondes (WDM). Le 
modulateur d’intensité à base de Niobate de Lithium (LiNbO3) permet de réaliser le 
verrouillage des modes dans la cavité constituée par la fibre. La largeur à mi-hauteur TFWHM 
des pulses générés est donnée par [21] : 
 





γ 1= ∆ ∆
⎛ ⎞ ⎛ ⎞⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠  (eq.I.8) 
 
γ est le coefficient de gain aller/retour et ∆m l’amplitude du signal de modulation du 
modulateur d’intensité. 




Figure.I.14 : Schéma d’une ML-EDFL [12]. 
 
Ainsi, en augmentant la fréquence fm, on peut réduire la largeur des pulses générés. Des 
pulses de largueur inférieure à 5 ps ont pu être générés par injection dans le modulateur d’un 
signal de fréquence fm = 20 GHz. 
 
III.1.3.2 Performances et limitations  
En variant la longueur d’onde centrale du filtre optique, il est possible de sélectionner la 
longueur d’onde d’émission de la source pulsée [12]. Ainsi, un train de pulses optiques de 
largeur 3 à 3.5 ps, et une fréquence de répétition de 20 GHz, a pu été généré dans la gamme 
de 1550 à 1570 nm, comme le montre la Figure.I.15  
 
 
Figure.I.15 : Variation de la largeur du pulse généré TFWHM avec la longueur d’onde [12]. 
 
Cette technique a le mérite de permettre la génération de pulse à la limite de la 
picoseconde, sans avoir recours à aucune technique supplémentaire de compression de pulses. 
Cependant, au vu de l’importante longueur de la cavité que constitue la fibre (environ 30 m), 
un grand nombre de modes entre en jeu (plus de 1000 modes pour une cavité de quelques 
dizaines de mètres), ce qui pose le problème de stabilité d’un tel nombre de modes. Les 
instabilités qui apparaissent dans les cavités laser en fibre dopée Erbium ont deux origines : la 
variation des états de polarisation des modes verrouillés, et la fluctuation de la longueur de la 
cavité à cause des variations de température. 
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Le problème de variation de la polarisation des modes verrouillés a été résolu par 
l’utilisation d’une cavité permettant le maintien de la polarisation [26]. 
La variation de la longueur de la cavité en fibre change l’espacement entre modes, 
longitudinaux νF  Par conséquent la fréquence fm injectée n’est plus une harmonique de νF , ce 
qui constitue une condition nécessaire au verrouillage des modes. La solution consiste à 
récupérer une partie du signal en sortie de la cavité, puis d’en extraire, grâce à une boucle à 
verrouillage de phase, la nouvelle valeur νF , suite à la fluctuation de la longueur de la fibre. 
On en déduit alors la nouvelle fm à injecter pour maintenir le verrouillage des modes.  
 
III.1.4 Source laser continue modulée par un modulateur à électroabsorption 
III.1.4.1 Principe 
Un moyen relativement simple pour générer le train de pulses optiques consiste à moduler 
la lumière continue en sortie d’une source laser avec un modulateur. Le modulateur utilisé est 
un modulateur à électroabsorption (ElectroAbsorption Modulator : EAM), qui est constitué 
d’un matériau dont l’absorption croit sous l’effet d’un champ électrique externe appliqué via 
une électrode. Deux types de phénomènes physiques sont à la base de cette caractéristique : 
l’effet Franz-Keldysh dans les semiconducteurs III-V massifs, ainsi que l’effet Stark confiné 
dans un matériau à puits quantiques. 
La figure.I.16 représente le principe de génération du train de pulses optiques l’EAM. 
 
 
Figure.I.16 : Génération du train de pulse par  
modulation d’une source continue avec un EAM. 
 
L’un des avantages de cette technique est que l’EAM a une courbe de transmission 
fortement non linéaire en fonction de la tension appliquée. Par conséquent, un simple signal 
sinusoïdal (de période T) injecté à l’entrée de son électrode permet la génération du train de 
pulses optiques, à la même période que celle du signal électrique. 
 
Un autre avantage de cette technique est que les modulateurs à électroabsorption 
exploitant l’effet Stark sont fabriqués avec des guides en InGaAsP, ce qui permet l’intégration 
de la source laser et du modulateur sur le même substrat [28].  
La Figure.I.17 présente un schéma de puce intégrant les deux composants [31]. En fait, les 
deux composants se trouvent sur la même puce, mais restent disjoints grâce à la barrière 
d’isolation. Le revêtement anti-réfléchissant permet de diminuer les pertes par réflexion. La 
source fonctionne en continue, mais la section d’absorption est polarisée avec une tension 
continue négative, la rendant très absorbante. La modulation est réalisée en superposant à 
cette tension continue un signal sinusoïdal qui permet de varier les pertes dans la région 
d’absorption. Bien que l’intégration des composants sur une même puce permette de diminuer 
les pertes introduites par l’EAM, par rapport à un composant EAM discret, d’environ 10 dB à 
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moins de 2 dB, elle réduit cependant considérablement la bande passante du composant, à 
cause de l’effet capacitif de l’électrode, et ne permet pas d’avoir des fréquences de 
modulation dépassant les 10 GHz. Il faut ajouter à cela la difficulté technique de réalisation de 
la barrière d’isolation entre le laser et l’EAM. 
La modulation de la lumière continue avec un modulateur à électroabsorption réalisée 
séparément permet d’atteindre des fréquences bien plus importantes [22] [58] [59]. 
 
 
Figure.I.17 : Composant intégrant une source  
laser et un modulateur EAM [31]. 
 
III.1.4.2 Performances et limitations  
Des trains de pulses relativement étroits ont été obtenus grâce à cette technique. Les 
pulses restent cependant plus larges que ceux des techniques décrites dessus. On citera la 
génération de train de pulses de largeur allant de 20 à 11 ps, à des fréquences de répétition 
comprises entre 10 et 40 GHz [23] [54] [22], mais impliquant des amplitudes des signaux 
électriques importantes (de l’ordre de 8 à 10 V pic à pic). L’amélioration de la conception de 
l’électrode a permis de réduire l’amplitude des signaux utilisés à des valeurs de l’ordre de 6 V 
pic à pic [57]. 
Afin de permettre l’utilisation de cette technique pour des systèmes OTDM à des débits 
dépassant les 100 Gb/s (nécessitant des pulses de largeur < 10 ps), une technique de 
compression, basée sur l’utilisation d’une fibre à dispersion compensée en sortie du 
modulateur, a été employée pour réduire la largeur des pulses. Ainsi, un train de pulses de 
6,3 ps de large et d’une fréquence de répétition de 10 GHz a pu être généré [23]. L’association 
d’un composant intégrant sur la même puce une source laser DFB et un modulateur à 
électroabsorption, et d’une fibre à dispersion négative a permis la génération de pulses de 
largeur 2,5 ps à une fréquence de répétition de 15 GHz [28]. 
Cette technique a le mérite d’être de conception plus simple que les principes présentés 
dans les paragraphes précédents, principalement grâce à la réponse en absorption du 
modulateur, qui permet de générer des pulses optiques par application d’un simple signal 
sinusoïdal. Ce signal sert également pour la synchronisation du train généré avec une horloge 
externe. Cependant, son principal inconvénient, reste les importantes pertes engendrées dans 
les matériaux absorbants utilisés jusqu’à maintenant, et qui varient entre 10 et 13 dB (pour des 
composants EAM discrets). Ces pertes varient en fait selon la largeur du pulse généré. Par 
exemple, quand un pulse est généré avec un rapport cyclique de 20 %, alors 80 % de la 
puissance d’entrée est perdue. Le rapport cyclique des pulses et les pertes sont en fait 
complémentaires. Ceci se traduit, pour une fréquence de répétition donnée, par un compromis 
entre la largeur des pulses générés et les pertes d’insertion dans le composant au bout du 
compte. 
L’étude plus détaillée du modulateur à électroabsorption sera faite dans le chapitre III, 
puisque ce composant permet de réaliser d’autres fonctions utilisables dans les systèmes de 
transmission en OTDM. 
CHAPITRE I. Les techniques de multiplexage en optique 
 
 19
III.2 Systèmes de multiplexage en OTDM. 
Le multiplexage est réalisé par codage électro-optique des données utilisateurs. Dans ce 
cas on utilise des circuits passifs tels que des coupleurs en association avec des modulateurs 
d’intensité électro-optiques. 
La première méthode de multiplexage est un multiplexage en parallèle (Figure.I.18), elle 
est simple à concevoir, mais nécessite un contrôle rigoureux des retards introduits entre les 
différents canaux, un contrôle de plus en plus difficile à cause de l’augmentation des débits et 
la réduction des largeurs de pulses utilisés. 
 
 
Figure.I.18 : Multiplexage temporel en parallèle. 
 
Le train de pulses généré est distribué, à travers un coupleur 1×N, sur N modulateurs 
d’intensités Mach-Zehnder (MZM), chacun étant dédié à un utilisateur. Ces modulateurs 
jouent le rôle de portes optiques, contrôlées par les signaux électriques représentant les 
données utilisateurs, à un débit D=1/T. Le multiplexage temporel est réalisé grâce à des lignes 
à retard constituées de N fibres, avec un retard constant entre deux lignes consécutives égale à 
TP. Les données sont recombinées dans le coupleur N×1 pour créer un signal de données de 
débit DT=N×D. 
La seconde méthode, dite de multiplexage temporel en série. Elle est représentée sur la 
Figure.I.19. Elle consiste à utiliser une horloge optique à très haute fréquence de répétition, 
qui envoie le signal d’horloge à travers des commutateurs tout optiques (Comm. Opt.) 
cascadés en série. Chaque commutateur module une partie du signal d’horloge avec les 
données de son utilisateur, qui sont elles même représentées de façon optique à l’origine [24].  
 
 
Figure.I.19 : Multiplexage temporel en série. 
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Une autre méthode utilise le multiplexage tout optique, n’impliquant aucun signal 
électrique, dans ce cas on utilise des principes de non-linéarité des composants optiques tels 
que le mélange à 4 ondes (Four Wave Mixing) (décrit plus loin). Cette dernière méthode a 
permis le multiplexage de 10 canaux à 10 Gb/s chacun en un signal à 100 Gb/s [8]. 
 
III.3 Systèmes de démultiplexage en OTDM 
III.3.1 Introduction 
Après transmission, les données individuelles de chaque utilisateur doivent être restituées 
pour être utilisées par le destinataire. Il faut donc pouvoir extraire le signal optique portant ces 
données à partir du signal obtenu en sortie du système de multiplexage, et passer ainsi du 
débit total des signaux multiplexés au débit utilisateur (N fois plus faible, N étant le nombre 
d’utilisateurs du système). Le démultiplexage en OTDM nécessite donc la réalisation d’une 
fonction de commutation, correspondant à la création d’une porte optique de transmission 




Figure.I.20 : Principe de fonctionnement d’un commutateur optique. 
 
Cette fonction doit satisfaire un certain nombre de conditions : la durée de commutation 
du démultiplexeur ne doit pas dépasser la période d’un bit du signal de donnés, la fenêtre de 
commutation générée doit avoir un important taux d’extinction (supérieur à 10 dB), et doit 
enfin être stable temporellement et donc avoir un faible vacillement ou gigue (jitter). 
Différentes approches ont été étudiées pour la réalisation d’une telle fonction. Elles sont 
répertoriées en deux catégories : le démultiplexage tout optique et le démultiplexage 
électrooptique. La première approche se base sur le contrôle du signal optique, constituant les 
données, par un autre signal optique extérieur, tandis que la seconde utilise un signal 
électrique comme moyen de contrôle du signal optique à traiter. Nous présenterons dans ce 
paragraphe l’ensemble de ces techniques, en détaillant leurs performances et limitations. Nous 
préciserons enfin la méthode que nous avons choisie pour la réalisation de la fonction de 
démultiplexage. 
 
III.3.2 Démultiplexage tout optique. 
Des démultiplexeurs tout optique ont été réalisés en composant hybrides fibrés, puis les 
recherches effectuées dans ce domaine ont permis la réalisation de démultiplexeurs  
tout-optiques intégrés. Leur fonctionnement repose sur deux principes physiques : l’effet Kerr 
non linéaire dans des matériaux, ainsi que le mélange 4 ondes (Four Wave Mixing). L’effet 
Kerr est un effet optique non linéaire qui consiste à changer l’indice de réfraction d’un cristal 
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ou d’un verre sous l’effet d’un champ optique à forte intensité. Cet effet est à l’origine de la 
modulation de phase croisée (Cross Phase Modulation ou XPM), qui consiste à varier la phase 
d’un champ optique (celui des signaux de données dans notre cas, de longueur d’onde λS) à 
cause du changement d’indice de réfraction du milieu de propagation de la lumière, suite au 
passage d’un autre champ optique de forte intensité (du signal de contrôle, de longueur  
d’onde λC). Le matériau utilisé est un milieu non linéaire qui peut être un guide d’ondes 
optique, une fibre optique ou encore un composant optique à semi-conducteurs, tels que les 
amplificateurs optiques à semi-conducteurs (SOA). Deux types de démultiplexeurs tout 
optiques, basés sur ce principe, ont ainsi été réalisés : la ‘Nonlinear Amplifying Loop Mirror’ 
(NALM) [32], [33], et l’interféromètre Mach-Zehnder à base d’amplificateurs optiques à  
semi-conducteurs (SOA-MZM) [10]. Le mélange à 4 ondes FWM est également exploité dans 
les SOA. Il a la particularité d’extraire les données à une longueur d’onde différente de celle 
du signal à son entrée. Les deux solutions sont présentées dans les paragraphes suivants. 
III.3.2.1 Nonlinear Amplifying Loop Mirror 
Une NALM est en fait une version améliorée de l’interféromètre de Sagnac [32] [33 ], qui 
en diffère par l’ajout de l’élément non linéaire (le SOA) dans la boucle de fibre. L’entrée et la 
sortie de la boucle sont reliées à un coupleur 3 dB (Figure.I.21). Le principe de 
fonctionnement de ce composant consiste à renvoyer le signal injecté à son entrée vers sa 
source si les deux champs optiques au niveau du coupleur 3 dB ont la même phase après avoir 
parcouru la boucle, ou de le transmettre entièrement vers l’autre sortie du coupleur, si un 
déphasage de π a pu être réalisé dans la boucle entre les deux champs, issus du signal en 




Figure.I.21 : Principe de fonctionnement d’une NALM. 
 
Un train de pulses (appelé pulse de contrôle), dont la largeur et la fréquence correspondent 
à ceux des données d’un seul utilisateur, est injecté dans la boucle de façon à s’y propager 
uniquement dans le sens direct (sens contraire des aiguilles d’une montre). Le signal issu du 
système de multiplexage est injecté à l’entrée de la NALM 1 puis est divisé dans le coupleur 
3 dB en deux signaux optiques identiques qui parcourent la boucle dans deux sens opposés 
A1, B1 et C1 (respectivement A2, B2 et C2). Si un pulse de contrôle est injecté dans la 
boucle, il introduit un changement de l’indice de réfraction du SOA par effet Kerr. Si l’instant 
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d’arrivée du pulse de contrôle est bien choisi par rapport au pulse de données que l’on désire 
extraire (utilisateur B dans notre cas), alors le pulse B1 va subir un déphasage supplémentaire 
∆φ par rapport au pulse B2 à cause du changement d’indice de réfraction du SOA. Ce 
déphasage a pour valeur [12] : 
2 ,( ) 2. . . . ( )p p moyt k n L I t Iφ ⎡ ⎤∆ = −⎣ ⎦ , k étant la norme du vecteur d’onde du signal de contrôle, n2 
le cœfficient non linéaire de Kerr, L la longueur de la boucle, IP l’enveloppe temporelle de 
l’intensité du pulse de contrôle, et IP,moy sa puissance moyenne. 
Les pulses C1 et C2, par contre, subiront le même déphasage supplémentaire, et resteront 
par conséquent en phase. Après le parcours de la boucle par les deux trains de pulses 1 et 2, 
les pulses A1 et A2 ont subi le même déphasage, et sont donc redirigés après leur 
combinaison vers l’entrée 1de la NALM, puis vers la sortie 3 à travers le second coupleur 
directionnel. B1 et B2 se retrouvent par contre déphasés de π, et sont par conséquent 
recombinés vers la sortie 2 au niveau du coupleur. Enfin, C1 et C2 ont également subi le 
même déphasage, et sont renvoyés vers la sortie 1 puis 3. Tous les canaux peuvent être 
démultiplexés en utilisant la sortie 3 d’une NALM comme l’entrée 1 d’une autre NALM 
pour extraire le canal suivant [7]. Cette technique de démultiplexage a permis d’extraire des 
données utilisateurs dans des systèmes OTDM de 160 Gb/s vers 10 Gb/s [34], de 100 Gb/s 
vers 6,3 Gb/s [6] et de 640 Gb/s vers 80 Gb/s puis vers 10 Gb/s [35]. 
L’inconvénient de cette technique tient dans la combinaison SOA – fibre, qui exige un 
contrôle rigoureux des longueurs initiales des fibres constituant la boucle, puis la nécessité de 
stabiliser ces longueurs contre les perturbations thermiques et mécaniques. Un contrôleur de 
polarisation ainsi qu’une ligne à retard optique sont souvent utilisés à cet effet. 
 
III.3.2.2 Demultiplexage avec interféromètre Mach-Zehnder 
Ce type de démultiplexeur est constitué d’un interféromètre de type Mach-Zehnder, dont 
chacun des bras comporte un SOA (Figure.I.22). 
 
 
Figure.I.22 : Principe de fonctionnement du démultiplexeur  
par interféromètre de Mach-Zehnder. 
 
L’entrée du dispositif est constituée d’un coupleur qui divise chaque pulse du train de 
pulses PDATA à l’entrée 3 en deux pulses identiques se propageant dans les deux bras. À la 
sortie, au niveau du coupleur, les deux pulses interfèrent pour reconstituer le pulse initial qui 
sort soit par la voie 1 soit par la voie 2 selon la différence de phase entre les deux pulses.  
Cette différence de phase est apportée au niveau des SOAs grâce à l’injection de deux pulses 
de contrôle de forte intensité PC1 et PC2 dans les deux bras de l’interféromètre. Les deux 
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pulses de contrôle sont issus de la même source et sont décalés dans le temps afin de traverser 
chacun les SOA à des instants différents. 
L’injection du pulse de contrôle à travers le SOA modifie ses propriétés optiques à savoir 
sa réponse en gain et en phase. Le fait d’injecter les pulses de contrôle dans les deux bras fait 
que les deux trains de pulses de données subissent le même effet au niveau des SOAs. 
Cependant, en décalant d’un certain retard les instants d’injection des pulses de contrôle 
dans les bras, on décale dans le temps la variation de la réponse en gain et surtout en phase 
des SOAs. Ceci a pour conséquence de créer une fenêtre temporelle durant laquelle il y a une 
différence de phase de π entre les deux bras. Le pulse que l’on souhaite extraire se trouvant 
dans cette fenêtre temporelle (de largeur égale au retard entre les deux pulses de contrôle) est 
alors dirigé vers la sortie 1 du coupleur 3 dB en sortie du dispositif. Tous les autres pulses du 
train de pulse à l’entrée 3 subissent quant à eux le même retard au niveau des deux bras de 
l’interféromètre, et sont par conséquent dirigés vers la sortie 2. [10]. 
Ce genre de dispositif connaît les mêmes limitations que la NALM, à savoir le besoin de 
contrôler et stabiliser les longueurs des deux bras de l’interféromètre, en plus de la nécessité 
de synchroniser avec grande précision les deux pulses de contrôle avec le train de données, 
afin de pouvoir sélectionner les données de l’utilisateur souhaité. 
Ce dispositif a permis le démultiplexage de donnés utilisateurs à 10,5 Gb/s à partir d’un 
signal de données multiplexées à 168 Gb/s [11]. La configuration du système global de 
démultiplexage est précisée dans le schéma de la Figure.I.23. Le rôle du filtre optique en 
sortie du dispositif est d’éliminer les pulses de contrôle que l’on retrouve également à la sortie 
du système. Ceci ajoute la contrainte d’avoir un filtre optique suffisamment fin pour restituer 
spectralement le signal démultiplexé, tout en éliminant l’importante composante à la longueur 
d’onde du signal de contrôle, à cause de la forte intensité du pulse Pc. Le résultat de 
démultiplexage est représenté sur la Figure.I.24. 
Une étude de ce dispositif, autant que démultiplexeur dans un système de transmission en 
OTDM sera faite en détail dans les chapitres suivants. 
 
 
Figure.I.23 : Expérience de démultiplexage de pulse à 10,5 Gb/s 
à partir d’un train à 168 Gb/s [11]. 
 





Figure.I.24 : (a) Train de pulses à 168 Gb/s. 
(b) Pulse démultiplexé à la sortie du dispositif [11]. 
 
III.3.2.3 Démultiplexage par mélange 4 ondes 
La technique de démultiplexage par mélange à 4 ondes (FWM) utilise les caractéristiques 





Figure.I.25 Principe de démultiplexage par mélange 4 ondes (FWM). 
 
Le signal de données multiplexées (à la longueur d’onde λS) est injecté dans un milieu non 
linéaire, en même temps qu’un pulse optique de contrôle (de longueur d’onde λC). Ce signal 
de contrôle joue le rôle de pompe pour le processus de mélange à 4 ondes. Dans la fenêtre 
temporelle où le pulse de pompe est superposé au signal utilisateur qu’on souhaite extraire, le 
processus de mélange FWM permet de générer un pulse optique à une nouvelle longueur 
d’onde λFWM, telle que 2.FWM C Sω ω ω= − , ωS, ωC et ωFWM étant les pulsations optiques des 
signaux de données, de contrôle et du signal généré par mélange, respectivement. Le nouveau 
pulse généré est une image du pulse optique représentant le canal qu’on souhaite 
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démultiplexer. Un filtre optique (centrée sur la longueur d’onde λFWM) permet alors de séparer 
le nouveau signal généré du train de pulse initial et du signal de contrôle, le démultiplexage 
est ainsi réalisé. Les premiers dispositifs utilisaient des fibres à maintien de polarisation 
comme milieu non linéaire pour réaliser le mélange 4 ondes. Cependant, le défaut majeur 
d’un tel milieu était le faible facteur de non linéarité dans les fibres qui nécessitait l’utilisation 
des très longues distances de fibre pour obtenir un mélange efficace. Le SOA a alors remplacé 
la fibre en tant que milieu non linéaire dans les nouveaux dispositifs, permettant ainsi un 
important gain en compacité. 
Des expériences de démultiplexage pour des systèmes OTDM à des débits allant jusqu’à 
200 Gb/s ont pu être réalisées avec succès avec un tel dispositif [36]. La Figure.I.26 montre le 
schéma typique d’une expérience de démultiplexage basé sur ce principe, pour un système de 
transmission en OTDM. Cette technique souffre cependant de la limitation due à un faible 
rapport signal à bruit du signal généré. 
 
 
Figure.I.26 Schéma d’un système de démultiplexage  
basé sur le FWM dans un SOA [36]. 
 
III.3.2.4 Mode locked laser diode 
Une autre technique, basée sur l’utilisation d’une diode laser à verrouillage de modes 
(MLLD) comme démultiplexeur a également été démontrée. L’extraction des données d’un 
canal se fait par élimination des autres canaux par l’absorbant saturable de la MLLD, dont 
l’absorption est contrôlée grâce à une autre MLLD [37] [38]. 
 
III.3.3 Démultiplexeur électrooptique : le modulateur à électroabsortpion 
Les démultiplexeurs électrooptiques utilisent des composants tels que le modulateur 
d’intensité Mach-Zehnder en LiNbO3 [1], ou le modulateur à électroabsorption EAM. En effet 
la variation de l’absorption de ce composant peut être utilisée également pour créer une 
fenêtre de transmission permettant d’extraire les données d’un utilisateur à partir des données 
multiplexées de tous les utilisateurs, et de réaliser par conséquent la fonction de 
démultiplexage temporel. 
III.3.3.1 Différentes fonctionnalités possibles avec le modulateur à électroabsorption 
Le modulateur à électroabsorption EAM est un composant électrooptique intéressant pour 
les systèmes de transmissions optiques. En effet, les travaux de recherches menés sur l’étude 
de ce composant ont montré un certain nombre de fonctionnalités réalisables grâce à lui. 
L’EAM a été utilisé par exemple dans une liaison en radio sur fibre (ROF) en tant que 
modulateur de transmission, pour tester la compatibilité d’une liaison optique avec les 
fréquences de la norme GSM [50]. Une fonction de conversion de longueur d’onde, très 
utilisée dans les systèmes de multiplexage en longueurs d’ondes WDM, a également pu être 
réalisée avec un EAM, pour remplacer l’amplificateur SOA, composant classiquement utilisé 
pour une telle fonction [51]. Le composant utilisé offrait l’avantage d’une faible dépendance à 
la polarisation du signal optique, ainsi que l’utilisation d’un signal de commande électrique 
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relativement faible. Stöhr et al ont également pu démontrer l’utilisation de l’EAM en tant que 
photodétecteur. En effet, l’absorption dans le guide d’onde optique provoque la création de 
porteurs photo-générés au niveau de l’électrode [42] [43]. La modulation et la photodétection 
ont ainsi pu être réalisées simultanément à deux longueurs d’onde différentes, avec une 
responsitivité supérieure à 0.8 A/W pour le photodétecteur, et de faibles pertes par insertion 
(7 dB). Le signal optique a été modulé à des fréquences atteignant 70 GHz [44]. 
 
III.3.3.2 L’EAM en tant que démultiplexeur 
Dans les systèmes de transmission en OTDM, nous avons déjà vu qu’il était possible de 
générer un train de pulses optiques, en associant un EAM à une source laser continue. L’EAM 
offre en effet un certain nombre d’avantages tels que des taux d’extinction importants, grâce à 
sa forte absorption, mais aussi l’utilisation d’un simple signal sinusoïdal pour générer le train 
de pulses. Le pulse généré en sortie de l’EAM correspond en fait à la création d’une porte 
temporelle, contrôlée par le signal sinusoïdal, pendant laquelle le signal en entrée de l’EAM 
est transmis, alors qu’il est coupé (absorbé) le reste du temps. Si le signal continu en entrée de 
l’EAM est remplacé par un signal modulé, tel que le signal optique issu du système de 
multiplexage temporel, il suffirait alors que la porte de transmission créée dans l’EAM 
corresponde temporellement au pulse représentant les données d’un utilisateur, pour pouvoir 
extraire ce pulse, en absorbant tous les pulses des autres utilisateurs. Il est ainsi, possible 
d’utiliser l’EAM en tant que démultiplexeur dans un système de transmission en OTDM. La 
fréquence de la sinusoïde appliquée à l’EAM correspondrait alors au débit de données d’un 
seul utilisateur. 
 
III.3.3.3 Evolution du design 
Des travaux de recherches à la fin des années 1980 ont permis la conception des premiers 
EAMs, pour générer des pulses optiques [22] [54] [55] [23]. La dépendance de la réponse en 
fréquence aux différents paramètres de conception de l’EAM a été étudiée par Mitomi et al 
[56]. Le design de tels composants introduisait une constante de temps en RC qui limitait la 
bande passante des premiers EAM à des fréquences inférieures à 20 GHz. Un nouveau 
modèle de conception de ce composant, appelé EAM à onde progressive (Traveling Wave 
EAM), a été étudié et développé au milieu des années 1990 [46] [47]. Ces nouveaux modèles 
permettaient une plus longue section d’interaction entre les champs électrique et optique, ce 
qui améliorait l’efficacité de la modulation et le taux d’extinction, et réduisait l’amplitude des 
signaux électriques de commande nécessaires. La limitation imposée par les éléments RC 
localisés de l’électrode a ainsi pu être dépassée, permettant la réalisation de composants avec 
des bandes passantes dépassant les 40 GHz [48] [45]. Quant aux fenêtres de transmission 
susceptibles d’être générées, elles ont été réduites de 25 à moins de 4 ps, sans l’association 
d’aucune autre technique de compression de pulses optiques telles que celles citées dans les 
paragraphes précédents. Des études plus récentes ont également permis de caractériser avec 
précision la dépendance des EAMs en fonction de la température et de la puissance optique en 
entrée du composant [49] [62]. Une autre amélioration a été ensuite apportée au modèle  
TW-EAM. Ce nouveau modèle, appelé EAM à ondes stationnaire (Standing wave EAM) se 
distingue du TW EAM par une terminaison en circuit ouvert de l’électrode au lieu du 50 Ω 
utilisé dans le TW EAM, et une la longueur de l’électrode différente [57]. Ce dernier modèle 
a permis de réduire l’amplitude de la tension de commande, avec des performances égales en 
termes de taux d’extinction, de largeur de la fenêtre générée, ainsi que de bande passante, en 
plus de plus faibles pertes d’insertion. 




Des expériences de systèmes de transmission en OTDM, utilisant des EAM ont démontré 
l’efficacité d’un tel composant dans la réalisation de systèmes de démultiplexage temporel. 
Ainsi, un système OTDM à 8×10 Gb/s a été démontré, en utilisant uniquement des EAMs, 
pour la génération du train de pulses optiques, ainsi que le démultiplexage [58]. Ce système a 
permis la transmission des données de tous les utilisateurs avec des taux d’erreur binaire 
inférieurs à 10-10. 
La faisabilité d’un autre système de transmission en OTDM entièrement basé sur 
l’utilisation d’EAMs a été prouvée, pour une transmission à 4×30 Gb/s. Le démultiplexage 
des pulses de données dans ce système, dont la largeur était inférieure à 10 ps (8,3 ps), a pu 
être réalisé en utilisant un composant constitué de deux TW-EAMs montés en cascades, 
intégrés sur la même puce. Des taux d’erreurs binaires de 10-12 ont pu être obtenus dans cette 
expérience [59]. 
Le passage au modèle SW-EAM a permis de repousser encore la limite des débits atteints 
en utilisant les EAMs comme composants de base de la partie démultiplexage. Ainsi, le 
démultiplexage d’un signal de données, de 160 Gb/s vers 10 Gb/s a pu être réalisé en utilisant 
un SW-EAM [60]. La fenêtre de transmission permettant le démultiplexage avait pour largeur 
5 ps, et a été obtenue en commandant le SW-EAM avec une sinusoïde de fréquence 40 GHz 
et d’amplitude 6 Vpp, ce qui est un niveau inférieure aux amplitudes habituelles de commande 
des EAMs, qui sont de l’ordre de 10 Vpp. 
 
III.3.3.5 Triple fonctionnalité 
Dans un système de transmission OTDM réel, il est nécessaire de récupérer le débit 
binaire d’un utilisateur, puis de générer un signal d’horloge qui permet la synchronisation 
entre le signal de données et le système de démultiplexage, afin de réaliser cette fonction de 
façon efficace. 
Hormis la possibilité d’extraction des données d’un utilisateur à partir du train de données 
multiplexées avec un EAM, les deux fonctions de récupération d’horloge du signal de 
données, ainsi que la génération d’un signal d’horloge optique ont pu être réalisées en utilisant 
un EAM [66] [65]. Ces fonctions ont pu être réalisées également dans des systèmes de 
transmission à 160 Gb/s [52] [61]. Le signal optique d’horloge est généré à une longueur 
d’onde λ2 différente de celle des données, par injection d’un signal optique continue en entrée 
de l’EAM avec le signal de données. 
Il est donc possible de concevoir un système réel de démultiplexage en OTDM, en 
utilisant uniquement des EAMs, puisque ce composant permet de remplir toutes les 
fonctionnalités nécessaires dans le processus d’extraction des données d’un utilisateur dans un 
réseau de transmission optique. 
 
III.3.3.6 Composants commerciaux 
Les travaux de recherches menés sur le développement des EAM pour les différentes 
fonctionnalités citées ci-dessus, ont permis le développement de composants de laboratoires 
très performants. La technologie de développement des EAMs est désormais suffisamment 
mature, pour que des composants commerciaux existent déjà pour la réalisation de liens allant 
jusqu’à 40 Gb/s. Les modules commerciaux intégrant des diodes laser avec des EAM 
permettent de réaliser des transmissions atteignant les 10 Gb/s. Ils ont des bandes passantes 
entre 8 et 15 GHz [67] [68]. 
Les composants contenant uniquement des EAM, qui servent dans le démultiplexage en 
OTDM, offrent de meilleures performances [64] [63] [25]. Ces composants permettent la 
génération de fenêtres de transmission dont la largeur varie entre 80 et 17 ps. Leurs bandes 
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passantes sont également plus larges, allant jusqu’à 40 GHz. Ils disposent également de taux 
d’extinctions dépassant les 30 dB, pour des signaux électriques de commande d’amplitude 
inférieure à 6 Vpp, et des pertes par insertion de moins de 8 dBm. Ces composants sont donc 
idéaux en tant que démultiplexeurs dans des systèmes de transmission à 40 Gb/s. 
III.3.3.7 Démultiplexage par Modulateurs d’intensité Mach-Zehnder en cascade. 
La technique de démultiplexage électrooptique basée sur l’utilisation d’un modulateur 
d’intensité consiste à cascader des modulateurs d’intensité de Mach-Zehnder en LiNbO3, 
chacun constituant un étage qui permet de diviser par deux le débit du signal en sortie de 
l’étage précédent, en sélectionnant la moitié des utilisateurs. Le dernier étage permet alors 
d’extraire les données du dernier canal sélectionné. La (Figure.I.27) montre un système de 
démultiplexage permettant d’extraire un canal parmi quatre, en utilisant 3 modulateurs 
électro-optiques montés en série. Le démultiplexage nécessite un signal d’horloge qui vient 
commander les 3 modulateurs par des signaux sinusoïdaux de fréquence égale au débit d’un 
seul utilisateur, et des amplitudes de 4Vπ, 2Vπ et Vπ respectivement. Cette technique, 
développée au début des années 1990 [39]-[41] [7], permet d’utiliser des composants 
commerciaux disponibles. Par contre, elle est limitée en performance par la réponse 
dynamique des modulateurs, et nécessite en plus des tensions de commande qui peuvent 
devenir importantes avec l’augmentation du nombre d’utilisateurs, puisque qu’il faut Ln2(N) 
modulateurs commandés par des signaux d’amplitudes allant de Vπ à 2N-1×Vπ pour extraire un 
utilisateur parmi N. (À titre d’exemple les modulateurs d’intensité commerciaux ont 




Figure.I.27 Schéma d’un système de démultiplexage  
utilisant des modulateurs d’intensité en cascade. 
 
III.3.4 Comparaison et conclusion : 
Un certain nombre de méthodes de démultiplexage dans les systèmes OTDM ont été 
présentées. Elles diffèrent selon le principe physique utilisé à chaque fois, la nature du signal 
de contrôle (optique ou électrique), ainsi que la complexité, la nature des matériaux utilisés. 
Les systèmes de démultiplexage tout optique exploitent les caractéristiques non linéaires 
dans des milieux tels que les fibres ou les amplificateurs optiques à semi-conducteurs (SOA) 
pour la réalisation du démultiplexage. Ces techniques offrent des très hautes performances en 
termes de débits, puisque les recherches menées là-dessus ont prouvé la possibilité de les 
utiliser dans des systèmes de transmission à plus de 1 Tb/s. 
Cependant, ces techniques présentent un certain nombre d’inconvénients et de difficultés. 
Leur conception reste relativement complexe, et implique l’utilisation de plusieurs 
composants autres que le dispositif de démultiplexage lui-même. Hormis l’encombrement 
causé par la fibre, la réalisation des dispositifs avec des composants fibrées souffre de 
problèmes d’instabilités dues aux variations de conditions thermiques et mécaniques externes. 
La solution pour ces contraintes passe par une stabilisation thermique du dispositif et 
l’utilisation de lignes à retard pour compenser les variations des chemins optiques. Les 
composants intégrés permettent de passer outre ces limitations, mais le débit de transmission 
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est alors figé par les paramètres de dimensionnement de chaque composant, et un seul débit 
binaire peut alors être utilisé pour un composant donné. 
L’inconvénient majeur des systèmes de démultiplexage tout optiques restent néanmoins le 
besoin d’une source optique pulsée pour générer les trains de pulses de contrôle. Ces sources 
pulsées doivent être très performantes, car en plus de la condition de devoir générer des pulses 
de largeurs égales à celles des données utilisateur, leurs pulses doivent avoir une grande 
puissance crête (plus de 16 dBm) afin que le processus non linéaire dans les matériaux utilisés 
soit suffisamment efficace pour le démultiplexage. Ces sources doivent être également 
contrôlable par un signal externe, pour synchroniser les pulses de contrôle avec les données 
utilisateur qu’on souhaite extraire. La propagation des pulses de contrôles jusqu’en sortie des 
dispositifs de démultiplexage nécessite leur élimination pour garder uniquement le signal de 
données démultiplexées avant la détection. Cela passe par l’utilisation supplémentaire de 
filtres optiques, qui doivent être d’autant plus performants que les longueurs d’onde utilisés 
pour les signaux de contrôle sont proches de celles du signal de données. 
Bien que conçus pour des performances plus modestes, l’EAM est un composant qui a 
prouvé son efficacité pour la réalisation de systèmes des démultiplexage en OTDM. Les 
systèmes utilisant les EAMs ne nécessitent pas d’autres composants, ce qui offre un avantage 
en termes de coût et d’encombrement. Le signal de contrôle, dans le cas d’une telle solution, 
peut être facilement obtenu grâce à des synthétiseurs. Ces mêmes signaux d’ailleurs peuvent 
servir d’horloge pour l’ensemble du système de transmission. Ce composant est donc un 
candidat intéressant pour la réalisation de la partie démultiplexage d’un système OTDM qui 
se voudrait bas coût, à des débits variant entre 10 et 40 Gb/s. 
IV Conclusion du chapitre I 
Ce chapitre a permis de présenter l’évolution des systèmes de transmission, les besoins 
qui ont menés à l’apparition des systèmes de transmission optiques, ainsi que les avantages 
apportés par ces derniers. L’ensemble des techniques de multiplexage utilisées dans les 
systèmes optiques ont été présentées, avec leurs caractéristiques, avantages et limitations. 
L’OTDM est une technique de multiplexage temporel, née à l’origine pour les systèmes 
électriques sans fils et étendue au domaine optique. Grâce à des techniques de génération de 
pulses optiques, et de démultiplexage très évoluées, l’OTDM a permis la réalisation 
d’expériences de transmission à des débits très élevés, dépassant le Tb/s dans les laboratoires. 
Ces techniques restent cependant difficiles à mettre en œuvre. Les versions commerciales de 
la plupart d’entre elles sont coûteuses, et pas toujours disponibles. 
Ce travail de thèse consiste à étudier et concevoir un système de transmission bas coût en 
OTDM, et suffisamment rapide. 
Dans les chapitres qui vont suivre, nous allons étudier la possibilité de concevoir des 
solutions peu coûteuses qui permettront d’atteindre l’objectif de chacune des parties 
constituant une chaîne de transmission en OTDM. 
La conception de chaque partie passera par une étude théorique, suivie de simulations 
permettant de justifier le choix de la solution, avant la validation expérimentale. L’évaluation 
finale de la qualité de transmission du système se fera grâce à la mesure du taux d’erreur 
binaire (BER). 
Nous proposerons une solution simple pour générer le train de pulses optiques nécessaire 
au système de transmission étudié. Le démultiplexage sera réalisé grâce à l’utilisation d’un 
EAM. Ce composant présente en effet de nombreux avantages, et semble être le mieux adapté 
aux performances visées par le système conçu. Le système permettra la transmission des 
données de 4 utilisateurs, pour un débit global de 10 Gb/s. 
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Ce chapitre propose une étude de la partie multiplexage du système de transmission que 
nous étudierons ici. Une solution simple et bas coût permet de générer le train d’impulsions 
nécessaire au système de multiplexage à 4×2.5 Gb/s, pour transmettre les données de 4 
utilisateurs. 
Ce chapitre sera décliné en cinq parties. 
La première sera consacrée à la description du simulateur système COMSIS, ainsi que des 
outils de test du système de multiplexage. 
La seconde abordera la simulation du système décrit. Cette simulation se fera en plusieurs 
étapes, dont chacune introduira de nouveaux éléments qui rendront le système simulé le plus 
proche possible de la réalité. 
La réalisation expérimentale du système de multiplexage sera abordée dans la troisième 
partie. On y exposera les résultats obtenus avec deux sources optiques différentes, ainsi que 
les contraintes liées à l’utilisation de chacune d’entre elles. 
La quatrième partie va permettre de corréler les performances du système, obtenues dans 
la partie précédente, aux caractéristiques de bruit des deux sources étudiées. 
Enfin, la dernière partie apportera une dernière amélioration au système de multiplexage, 
à travers l’exploitation du principe de fonctionnement des modulateurs d’intensité du système 
en mode Dual Drive. 
 
II Outils de simulation et de test 
II.1   Outils de simulation COMSIS 
Face à la complexité croissante des architectures et systèmes développés, les outils de 
simulation ont acquis un rôle important. Ils sont de plus en plus utilisés afin d’optimiser les 
paramètres qui interviennent dans la réalisation d’un système. Ils permettent d’obtenir une 
prévision des résultats attendus expérimentalement. Ils permettent désormais également 
d’utiliser lors d’une simulation, des éléments expérimentaux tels que des signaux relevés avec 
des appareils de mesure ou encore des courbes caractéristiques de composants réels. Cette 
partie décrit l’outil de simulation système qu’on va utiliser COMSIS [1] – [3]. 
 
II.1.1 Présentation du logiciel 
COMSIS est un logiciel de simulation système développé par la société IPSIS, qui permet 
de modéliser, simuler, et analyser des modules allant du simple dispositif au système complet. 
Toutes les fonctions d'éditions et de traitements sous COMSIS s'articulent autour de 
l'éditeur de schéma-bloc (Figure.II.1). 
 
 
Figure.II.1 : L'éditeur de schéma-bloc de COMSIS 
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La définition des paramètres des blocs se fait par attribution de valeurs numériques ou par 
paramètres formels. Il est également nécessaire d’insérer des variables intermédiaires aux 
entrées et sorties des opérateurs. On peut ainsi accéder aux signaux en chaque point du 
schéma. 
L’ensemble des blocs utilisés dans un schéma de simulation est regroupé dans des 
bibliothèques, classées par thème. Nous avons travaillé avec la version 8.7.7. 
 
II.1.2 La simulation 
La simulation d’un système sous COMSIS se passe en 3 phases : la modélisation du 
système, suivie d’une analyse de la liaison, et enfin la simulation proprement dite. 
 
II.1.2.1 La modélisation du système 
Le système de transmission est constitué d’une cascade de modules caractérisés par une 
grandeur de sortie dépendant de grandeurs d'entrée. Ces modules opèrent sur des signaux 
utiles, contenant l'information à transmettre. La façon selon laquelle ces dispositifs opèrent 
sur les signaux utiles, quant à elle, dépend des signaux de contrôle ou de commande, qui sont 
inhérents aux différents modules 
 
COMSIS propose de traiter 3 types de systèmes : continus, discrets et échantillonnés. La 
nature réelle des signaux traités implique l’utilisation des systèmes continus. 
 
Les résultats de simulation 
COMSIS propose plusieurs types d’analyses, afin de déterminer les caractéristiques d’un 
composant isolé, ou encore d’évaluer les performances d’une liaison entière. 
 
II.1.2.2 Les différentes analyses 
Les différentes analyses sont présentes sous le menu Analyse de l'éditeur de schéma-bloc. 
 
• L'analyse statique : permet de déterminer certaines courbes caractéristiques de 
dispositifs de la bibliothèque des composants. 
• L'analyse de stabilité : permet de calculer la réponse en fréquence et les marges de 
stabilité d'un système, à partir de la représentation en diagrammes de Bode, Black et Nyquist. 
• L'analyse de transfert de boucle : permet d’obtenir les mêmes résultats que l’Analyse 
de stabilité mais pour des systèmes en boucles (asservissement). 
• La réponse fréquentielle : permet de calculer la réponse fréquentielle d'un opérateur 
de filtrage. La réponse fréquentielle est alors affichée en amplitude et en phase. 
• La simulation temporelle : permet de déterminer la réponse de tout un système à des 
signaux dans le domaine temporel. Cette dernière catégorie de simulation sera la principale 
utilisée dans ce travail, car on cherchera à évaluer le comportement de notre système de 
multiplexage vis à vis de signaux externes (données) représentés dans le temps. 
A l'issue de la simulation temporelle, la fenêtre d'Évaluation des Performances propose 
différents traitements sur les variables simulées. Ils sont examinés dans le paragraphe suivant. 
 
II.1.2.3 La visualisation et le traitement des résultats 
Suite à la simulation, COMSIS permet d’afficher plusieurs types de résultats, tels que 
l’Affichage temporel direct, le bilan de puissance, le facteur Q… (Figure.II.2). 
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 Figure.II.2 : Fenêtre graphique de visualisation Figure.II.3 : Fenêtre d'évaluation 
 des résultats sous COMSIS. des performances. 
 
La simulation temporelle permet d’exploiter les résultats en proposant un certain nombre 
de possibilités, listées dans la fenêtre d'Évaluation des Performances (Figure.II.3). 
 
• Visualisation des résultats de simulation 
Plusieurs types de pré-traitements sur les variables sont possibles, avant de les afficher : 
a. La réponse temporelle : Cette commande permet d'observer directement les variables 
simulées, sans pré-traitement. L'abscisse des courbes est constituée d'une base de temps. 
b. Les fonctions de corrélation : permettent de calculer la fonction d'autocorrélation d'un 
signal et la fonction d'intercorrélation de deux signaux. COMSIS [4], [5]. 
c. Le diagramme de l'œil : le diagramme de l'oeil est obtenu en utilisant une variable 
d'horloge de synchronisation, pour générer la base de temps appropriée. Des mesures sont 
alors possibles, telles que l’ouverture horizontale, verticale, taux d'extinction, facteur Q… 
d. Le diagramme vectoriel ou trajectoire : en combinant l’amplitude et la phase des 
données numériques, on obtient ce diagramme, qui est en fait la représentation de la 
composante en quadrature en fonction de la composante en phase du signal modulé. 
e. La vue tridimensionnelle : permet de visualiser l'évolution des composantes en phase et 
en quadrature, d'un signal en fonction du temps. 
f. Le diagramme de constellation : l'échantillonnage des données du diagramme vectoriel 
d'un signal aboutit au diagramme de constellation. COMSIS permet de faire des mesures 
identiques à celles réalisées par l'analyseur de constellation de la société Hewlett-Packard [6]. 
g. La transformée de Fourier : La transformée de Fourier étant complexe, COMSIS édite, 
dans deux cadres différents, la partie réelle et la partie imaginaire [7]. 
h. La densité spectrale de puissance : elle permet d’avoir une idée sur la largeur de bande 
nécessaire pour transmettre un signal. Elle est définie pour un processus stationnaire, comme 
la transformée de Fourier de la fonction d'autocorrélation. Les signaux représentés en 
enveloppe complexe sont traités avec la méthode des périodogrammes modifiés [7] - [9]. 
i. La puissance instantanée : ce pré-traitement permet de visualiser la variation de la 
puissance instantanée d'un signal en fonction du temps. 
j. L'histogramme : ce pré-traitement permet de visualiser la distribution des échantillons 
d'une variable. Cette fonction est particulièrement adaptée à l'analyse de distributions des 
valeurs prises par la variable sur laquelle s'effectue la décision. 
k. La fonction de distribution cumulative : l'échelle des ordonnées est une échelle 
logarithmique représentant une probabilité en pourcentage. L'échelle des abscisses est une 
échelle en décibel (dB) considérant l'offset par rapport à la puissance moyenne du signal. 




• Sauvegarde des résultats de simulation 
Chaque variable simulée peut être stockée dans un fichier binaire. Les résultats de 
simulation sauvegardés peuvent alors être ré-exploités par COMSIS ou une autre application. 
 
II.2   Outil de test : le Parallel Bit Error Rate Tester (ParBERT)  
II.2.1 Introduction  
Le Agilent ParBERT 8150 est un outil de test modulaire pour les liaisons électriques / 
optiques à des débits atteignant allant de 675 Mb/s à 45 Gb/s. Il est composé de modules de 
génération de séquences de données, mais aussi d’analyse des séquences transmises par le 
système étudié. Ces séquence peuvent être de type pseudo-aléatoires (PRBS) ou définies par 
l’utilisateur. C’est un outil de test idéal pour les systèmes de multiplexage / démultiplexage, 
ou encore de systèmes 10 Gb Ethernet. La partie Hardware est contrôlée, via un ordinateur, 
avec le logiciel accompagnant. Ce dernier permet de définir l’ensemble des signaux générés 
par les modules générateurs, mais aussi les procédures de mesures de la qualité de la 
transmission au niveau des modules d’analyse (mesure du Taux d’Erreur Binaire) [10]. 
Nous disposons de deux modules de génération, ainsi que de deux modules d’analyse. 
Chacun étant associé à un module d’horloge centrale, comme résumé le tableau.II.1.Dans la 
première étape de système de transmission, qui est le multiplexage, seul le module Générateur 
du ParBert sera utilisé. Nous en faisons donc la description dans ce qui suit. 
 
Module Type Débit maximal (Gb/s) 
Agilent E4809A Horloge centrale 13.5 
Agilent N4872A Générateur 13.5 
Agilent N4873A Analyseur 13.5 
Agilent E4808A Horloge centrale 3.35 
Agilent E4862B Générateur 3.35 
Agilent N4863B Analyseur 3.35 
 
Tableau.II.1 : Modules disponibles à la plateforme PLATEST pour l’Agilent ParBERT 8150. 
 
II.2.2 Module générateur à 13.5 Gb/s. 
II.2.2.1 Module d’horloge centrale E4809A. 
Ce module contient un séquenceur qui permet de déterminer la façon de générer un signal 
d’horloge, selon l’un des modes suivants : 
• Single : génération une seule fois de la séquence de données définie. 
• Looped : génération un certain nombre de fois déterminé de la séquence de données. 
• Infinitely : génération continue et infinie de la séquence de données. 
• Event handling : la génération est contrôlée par la réception d’un signal externe. 
• Synchronisation : la séquence est générée à la réception d’un signal d’horloge externe. 
 
La Figure.II.4 représente le module d’horloge centrale E4809A. Les connectiques sur ce 
module se divisent en deux types : 
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• Connectiques de sortie : 
a. System Clock Outputs : génère le signal d’horloge envoyé au module de données 
N4872A. Les fréquences d’horloges varient entre 20.834 MHz et 13.5 GHz. 
b. Trigger Output : génère un signal TTL, utile pour synchroniser un système extérieur tel 
que l’oscilloscope à échantillonnage afin de visualiser correctement les signaux. 
• Connectiques d’entrée 
a. Clock Input : permet de synchroniser le module à un signal externe, selon 2 modes : 
⇒ Direct clock mode : le signal externe est directement amené à la sortie GigaClock. 
⇒ Indirect clock mode : une boucle à verrouillage de phase (PLL) est utilisée pour 
générer le signal d’horloge du module, en multipliant la fréquence du signal externe. 
b. Start Input : On génère les données dès qu’un signal externe est injecté sur cette entrée. 
c. Reference Input : permet de générer le signal d’horloge en synchronisation avec une 
horloge externe à 10 MHz. Ce genre d’horloge existe sur les synthétiseurs de fréquences. 
II.2.2.2 Module de génération de séquences de données N4872A . 
Ce module génère des séquences de données à un débit entre 620 MHz et 13.5 GHz. Les 
séquences générées peuvent être de type PRBS ou bien définies par l’utilisateur. La 
Figure.II.5 représente le module de générateur de séquence à 13.5 Gb/s N4872A. 
L’entrée Sys Clk IN reçoit le signal d’horloge émis par le module E4809A. La sortie 
CLK. Les deux sorties OUT et OUT  génèrent deux séquences de données complémentaire, 
entre lesquelles on peut introduire un retard variable grâce à l’entrée DELAY CTRL. Toutes 
les connectiques ont une impédance d’entrée (ou de sortie) de 50 Ohm [10]. 
 
   
 Figure.II.4 : Module d’horloge Figure.II.5 : Module de génération de  
 centrale E4809A à 13.5 Gb/s.  données à 13.5 Gb/s N4872A. 
 
II.2.3 Module générateur à 3.35 Gb/s. 
II.2.3.1 Module d’horloge centrale E4808A. 
Le séquenceur de ce module permet de générer le signal d’horloge sur le même modèle 
que le module à 13.5 Gb/s. La Figure.II.6 représente le module d’horloge centrale E4808A  
Ce module a des connectiques qui remplissent les mêmes rôles que celles à 13.5 Gb/s : 
• Connectiques de sortie 
a. System Clock Outputs : génère l’horloge qui synchronise les séquences de données. 
b. Trigger Output : génère un signal TTL à une fréquence maximale de 675 MHz. 
• Connectiques d’entrée 
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a. Clock / ref. input : cette connectique sert à synchroniser le module sur un autre signal 
d’horloge externe. 
b. External Input : a un rôle similaire à celui de Start Input du module 13.5 Gb/s. 
 
II.2.3.2 Module de génération de séquences de données E4862B. 
Le module E4862B fonctionne selon le même principe que le module à 13.5 Gb/s, à des 
débits entre 20.834 MHz et 3.35 GHz. Ce module contient 4 canaux de sortie qui permettent 
de générer 4 séquences de données indépendantes. Chacune possède une sortie OUT et OUT . 
La Figure.II.7 représente le module de générateur de séquence à 3.35 Gb/s E4862B. 
 
   
 Figure.II.6 : Module d’horloge  Figure.II.7 : Module de génération  
 centrale E4808A à 3.35 Gb/s. de séquences à 3.35 Gb/s E4862B. 
Il est également possible d’introduire un retard variable entre les deux sorties OUT et 
OUT en injectant un signal électrique dans l’entrée DELAY CTRL IN. Les connectiques ont 
une impédance d’entrée (ou de sortie) de 50 Ohm [10]. 
 
II.3   Critères de qualité 
La transmission réelle d'un signal diffère de la transmission idéale, du fait des défauts des 
modules d’émission et de réception, ainsi que des perturbations introduites par le canal de 
propagation. En réalité, du bruit se superpose au signal lors de sa propagation et le déforme. 
Dans le cas d'une information numérique (comme c’est le cas dans cette étude), le bloc de 
réception prend des décisions, à partir du signal reçu, pour reconstituer une suite de données 
binaires, en assignant à chaque pulse optique détecté un bit 0 si le niveau du pulse est en 
dessous d’un seuil défini, ou un bit 1 dans le cas inverse. Cependant, l'atténuation, la 
dispersion et les différents bruits que subit le signal entraînent des erreurs. L’élément 
déterminant de la qualité de la transmission devient alors le nombre d'erreurs existant dans le 
signal régénéré. Le critère de qualité utilisé au bout d’une liaison est le taux d'erreur binaire 
(TEB). Mais ce critère n’est mesurable qu’une fois que l’on a extrait les données propres d’un 
canal (utilisateur), donc seulement en sortie du système de démultiplexage. 
Cela dit, on peut mesurer les performances des transmissions en sortie du système de 
multiplexage grâce à d’autres critères de qualité, ces critères ayant eux même un impact sur la 
valeur du TEB après démultiplexage. La mesure de ces critères permet d’avoir une première 
idée sur la qualité de la transmission, et de conclure quant à l’évolution ultérieure du TEB. 
Parmi ces critères figure le facteur Q, qui est lié au rapport signal à bruit, ainsi que le taux 
d’extinction. Ces deux critères peuvent être mesurés sur un oscilloscope à échantillonnage, à 
partir du relevé du diagramme de l’œil du signal en sortie du système de multiplexage. 
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Nous disposons à la plateforme de test de l’oscilloscope numérique à échantillonnage 
Agilent 86100B Infinium DCA. Cet appareil constitue un outil de visualisation et de mesure 
de la qualité de transmission du signal numérique, puisqu’il permet de relever et d’analyser le 
diagramme de l’œil en sortie du système de multiplexage, et d’en extraire un certain nombre 
de facteurs significatifs, liés à la qualité de transmission [11] [12]. 
La construction du diagramme de l’œil se fait par superposition, dans une fenêtre 
temporelle, de l’ensemble des symboles binaires constituant la séquence de données binaires 
transmises. La Figure.II.8 montre un exemple du relevé du diagramme de l’œil obtenu pour 4 
canaux multiplexés dans le temps, et affiché dans une fenêtre temporelle de 100 ps. Sur cet 
exemple, les données sont codées en RZ, et chaque canal a un time slot de 25 ps. 
 
 
Figure.II.8 : Exemple de diagramme de l’œil. 
 
À partir du relevé du diagramme de l’œil, l’oscilloscope détermine les niveaux de 
puissance correspondant aux niveaux logiques ‘1' et ‘0’. Ces niveaux sont déterminés en 
analysant l’histogramme des parties supérieure et inférieure de l’œil dans une fenêtre 
temporelle centrée au milieu de celui-ci. Dans le cas du codage en RZ, la fenêtre correspond à 
5% de la largeur de l’œil (Figure.II.9). On mesure par conséquent la puissance accumulée 
pour le niveau ‘1’ ainsi que pour le niveau ‘0’ dans un même laps de temps. 
 
 
Figure.II.9 : Eléments de mesure sur un digramme de l’œil en RZ. 
 
Il est à noter que la puissance mesurée au centre du niveau ‘1’ est différente du la 
puissance maximale du niveau ‘1’. Cette dernière représente la valeur maximale de puissance 
optique atteinte par le niveau ‘1’ parmi l’ensemble des valeurs superposées dans le 
diagramme de l’œil. L’histogramme tracé à partir des puissances accumulées permet alors de 
déduire la valeur moyenne de puissance du niveau ‘1’ : µ1 (respectivement ‘0’ : µ0), qui est la 
moyenne centrée de l’histogramme tracé pour le niveau ‘1’ (respectivement ‘0’). 
L’histogramme permet également de mesurer les écarts types des deux niveaux σ1 et σ0. 
L’ensemble de ces éléments permet de mesurer les critères de qualité suivants : 
 
• Le taux d’extinction ou Extinction Ratio (E.R.) 




µ  -  niveau d'obscurité
E.R. (lin.) = 
µ  -  niveau d'obscurité   (eq.II.1) 
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Le niveau d’obscurité représente le niveau de signal résiduel dans l’oscilloscope quand 
aucun signal n’est appliqué à son entrée. Pour déterminer ce niveau, il est nécessaire 
d’effectuer une calibration de l’entrée du canal avant toute mesure du taux d’extinction. 
L’oscilloscope permet de faire une mesure directe en dB du taux d’extinction. 
 
• Le facteur Q 
Le signal mesuré à l’entrée du canal de l’oscilloscope contient une contribution due au 
signal ‘utile’ ainsi qu’un apport en bruit dû à l’ensemble des éléments de la chaîne de 
transmission. Dans le diagramme de l’œil qui retrace le signal mesuré, ‘le signal utile’ est 
représenté par les niveaux moyens µ1 et µ0. Le ‘bruit’ représente les déviations des puissances 
optiques autour de ces niveaux moyens, il est quantifié en combinant les écarts-types µ1 et µ0. 




µ   -  µ
Q = 
σ  +  σ   (eq.II.2) 
L’oscilloscope permet également de mesurer d’autres éléments tels que : 
• L’amplitude de l’œil 
L’amplitude de l’œil représente simplement la différence entre les deux niveaux moyens 




Figure.II.10 : Mesure de l’amplitude de l’œil.  
 
• L’ouverture de l’oeil 
L’ouverture de l’œil permet de quantifier l’impact du bruit sur l’ouverture verticale de 





µ   -  3.σ
ouverture de l'oeil = 
µ  -  3.σ   (eq.II.3) 
 
 
Figure.II.11 : Mesure de l’ouverture de l’œil.  
 
L’oscilloscope permet également de faire des mesures temporelles sur le diagramme de 
l’œil, telles que les temps de montée et de descente, la largeur du pulse [11]. 
CHAPITRE II. Système de multiplexage à 4×2.5 Gb/s. 
 
 44
II.4   Conclusion 
Nous avons présenté l’ensemble des éléments qui vont servir dans la partie multiplexage 
du système, que ce soit lors de la simulation ou la réalisation expérimentale de cette partie. 
Nous avons également défini les éléments qui serviront de critères de qualité pour évaluer la 
qualité de transmission des données des utilisateurs en sortie de la partie multiplexage. 
Nous abordons dans le paragraphe suivant, la simulation du multiplexage sous COMSIS. 
 
III Simulation du système de multiplexage temporel 
III.1 Caractéristiques des éléments utilisés en simulation 
Les caractéristiques de tous les éléments utilisés dans la partie multiplexage ont été 
déterminées, afin de définir leurs comportements dans la simulation de cette partie. 
III.1.1 Modulateurs d’intensité Mach-Zehnder (MZM) 
III.1.1.1 Principe 
Le MZM est un composant essentiel dans la conception de la partie multiplexage du 
système, où il joue deux rôles. Associé à la source optique continue, le MZM permet de 
générer le train de pulses optiques nécessaire au système de transmission. Le second rôle, qui 
consiste à coder les données utilisateurs a été présenté dans le chapitre précédent. 
Le principe de fonctionnement du MZM sera présenté ultérieurement. D’un point de vue 
système, le MZM peut être défini comme un composant qui permet de moduler la puissance 
optique à son entrée, sous l’effet d’un signal électrique appliqué à son électrode (Figure.II.12). 
 
 
Figure.II.12 : Schéma d’un modulateur d’intensité MZM. 
 
La fonction de transfert T du MZM qui lie la puissance optique à son entrée Pin, à la 
puissance optique à sa sortie Pout a pour expression : 




P t V tT
P Vπ
πα ⎛ ⎞= = ⎜ ⎟⎝ ⎠   (eq.II.4) 
avec : 
• Pout(t) : l’intensité optique à la sortie du modulateur en fonction du temps t. 
• Pin : l’intensité optique à l’entrée du modulateur en fonction du temps t. 
• V(t) : la tension appliquée à l’électrode du MZM. 
• α : le facteur de pertes d’insertion. 
• Vπ : Cette tension, appelée tension d’extinction, correspond à celle nécessaire au 
MZM pour passer d’un état de transmission maximale à celui de transmission minimale. 
Elle est caractéristique du composant, et dépend de la géométrie de l’électrode, de l’indice 
de réfraction du matériau utilisé, et de ses coefficients de tenseur électro-optique [13]. 
L’expression de T définit la fonction de transfert ‘théorique’ du MZM. Les courbes 
mesurées en réalité sont différentes. La Figure.II.13 représente une courbe de transfert 
pratique d’un MZM. Elle permet de déduire tous les éléments caractéristiques du MZM. 





Figure.II.13 : Courbe caractéristique T(V) d’un composant MZM réel. 
 
On constate qu’il existe, par rapport à la théorie, une tension de décalage V0 qui est 
également caractéristique de chaque MZM.. Le signal V(t) de commande est constitué d’une 
composante continue VDC, qu’on appelle tension de polarisation continue, et d’une 
composante variable VRF(t). Il existe trois tensions particulières sur la courbe T(V) :  
• VDC_0 : qui est la tension du minimum de transmission du MZM, et qui vaut V0. 
• VDC_max : qui la tension du maximum de transmission du MZM. Elle vaut V0 + Vπ. 
• VDC_Q : appelée tension de quadrature, elle se situe au milieu des deux tensions VDC_0 
et VDC_max. autour de cette tension, T(V) est pratiquement une fonction linéaire. 
III.1.1.2 Caractérisation des modulateurs du système de multiplexage. 
Pour les besoins de la simulation, les modulateurs utilisés dans le multiplexage ont été 




Figure.II.14 : Principe de mesure de la courbe T(V) d’un modulateur MZM 
 
On applique un signal optique continu à l’entrée du modulateur, d’intensité Pin connue. On 
varie ensuite la tension continue V appliquée au MZM, en mesurant pour chaque valeur la 
puissance optique Pout. Le rapport Pout/Pin en fonction de V permet de tracer la courbe T(V). 
Nous disposons de 3 modulateurs MZM identifiés par leurs numéros de série : 
• Un modulateur MZM_75630 de bande passante de 40 GHz. 
• Deux modulateurs MZM_89184 et MZM_89187 de bande passante de 20 GHz. 
La bande passante représente la composante spectrale maximale du signal V(t). 
Les figures Figure.II.15.a, Figure.II.15.b et Figure.II.15.c représentent les courbes 
mesurées T(V) pour les 3 modulateurs. Les valeurs extraites de Vπ,V0 et α permettent de 
superposer à la courbe mesurée, la courbe théorique (eq.II.4) utilisant les valeurs extraites. On 
peut ainsi extrapoler la courbe T(V) pour une fenêtre plus large de variation de la tension V. 































































Figure.II.15 : Courbes T(V) théoriques et mesurées des modulateurs 
(a) MZM_75630. (b) MZM_89184. (c) MZM_89187. 
 
Le tableau.II.4 résume les valeurs déduites des paramètres de chacun des modulateurs. 
 
Modulateur  Vπ (V) V0  (V) α (linéaire) α (dB) 
MZM_75630 5.3 1.75 0.322 -4.92 
MZM_89184 5 3 0.41 -3.872 
MZM_89187 5.15 4.6 0.40 -3.957 
 
Tableau.II.3 : Valeurs des paramètres caractéristiques des MZMs. 
 
Les valeurs obtenues sont en cohérence avec celles avancées par le fabricant. 
Le modulateur a plus large bande passante, MZM_75630, sera réservé à la génération du 
train de pulses optiques. Il sera donc associé à la source optique continue, et sera désigné dans 
le manuscrit en tant que ‘modulateur source’ Les deux autres modulateurs, MZM_89184 et 
MZM_89187, serviront au codage des données des utilisateurs, grâce aux signaux de données 
électriques à 2.5 Gb/s. Ils seront désignés en tant que ‘modulateurs utilisateurs’. 
 
III.1.2 Coupleurs 1×4 et 4×1 
Les coupleurs 1×4 et 4×1 sont des composants passifs. Ils servent à distribuer le train de 
pulse optiques aux entrées des modulateurs qui codent les données des utilisateurs, puis de 
recombiner les pulses optiques codées au niveau de la sortie du système de multiplexage. En 
terme de pertes, Il est indispensable que les bras du coupleur soient les plus équilibrés 
possibles, pour éviter les différences d’amplitudes des pulses qui arrivent sur les modulateurs. 
Les pertes par insertion des bras des coupleurs utilisés ont été mesurées (tableau.II.2). 
 
 Coupleur 1×4 Coupleur 4×1 
Bras n° 1 2 3 4 1 2 3 4 
Pertes (dB) 
(à λ = 1550 nm) 6.765 6.75 6.672 6.815 6.66 6.48 6.52 6.465 
 
Tableau.II.2 : Pertes par insertion mesurées pour les deux coupleurs. 
 
L’écart en pertes par insertion est faible entre les bras d’un même coupleur. Il est au 
maximum de 0.14 dB entre les bras du coupleur 1×4, et inférieur à 0.2 dB entre ceux du 
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III.1.3 Amplificateur Optique 
La création des amplificateurs optiques a constitué un tournant pour le développement des 
systèmes de transmission optique (Figure.I.1). Les amplificateurs optiques sont désormais une 
vraie alternative à la solution lourde et couteuse des répéteurs-régénérateurs. Leur large bande 
d’amplification permet de couvrir toutes les bandes optiques utilisées par les systèmes WDM. 
Le principe de fonctionnement des amplificateurs optiques repose sur l’émission stimulée. 
L’amplification du signal est cependant accompagnée d’une émission spontanée de photons, 
qui est la cause d’amplification du bruit de signal optique. 
L’apport en bruit d’un amplificateur optique est quantifié grâce à sa figure de bruit Fn 
(eq.II.5). SNRin et SNRout représentent respectivement les rapports signal à bruit en entrée et 






  (eq.II.5)  n
1 1F =2. .sp
Gn
G G
− +   (eq.II.6) 
 
nSP est le facteur d’émission spontanée, et G le gain (linéaire) de l’amplificateur [14]. Le 
facteur de bruit peut atteindre des valeurs comprises entre 6 et 8 dB.  
• Amplificateur optique à semi-conducteur (Semi-conducteur Optical Amplifier) 
Développé dans les années 1980, l’amplificateur optique à semi-conducteur (SOA) utilise 
le même principe de fonctionnement qu’un laser, avec un pompage électrique par injection de 
courant. Le SOA présente l’avantage d’intégration monolithique avec d’autres composants 
(Chapitre I), il présente cependant des non-linéarités surtout à saturation de gain. 
• L’amplificateur Raman [15] 
L’amplificateur Raman utilise l’effet non-linéaire de la diffusion Raman dans la fibre 
optique. Son gain atteint quelques dizaines de décibels, mais l’importante dégradation du 
rapport signal à bruit en fort gain, limite l’utilisation de cet amplificateur à de faibles gains. 
• L’amplificateur à fibre dopée Erbium (Erbium Doped Fiber Amplifier : EDFA) 
Le milieu est encore la fibre, sauf que l’amplification se fait grâce aux éléments terre-rare 
qui la dopent. Les longueurs d’ondes d’amplification et la bande spectrale de gain, dépendent 
par conséquent de l’ion dopant. L’Erbium est le principale élément utilisé dans les systèmes 
de transmission, car il opère à des longueurs d’ondes proches de la 3ème fenêtre des 
télécommunications. La Figure.II.16 représente la configuration d’un amplificateur EDFA. 
 
 
Figure.II.16: Schéma d’un amplificateur optique à fibre dopée Erbium. 
 
Le pompage se fait optiquement grâce à des sources qui opèrent à 980 nm ou à 1480 nm. 
Le signal de pompe peut se propager dans le même sens que celui du signal à amplifier, on 
parle alors de configuration de propagation directe, ou encore dans le sens opposé, on parle 
dans ce cas de configuration de propagation inverse. Les gains obtenus avec les EDFA 
peuvent atteindre 45 dB, et les puissances de saturation varient entre 0 à 10 mW. Les 
performances offertes par l’amplificateur EDFA en font un composant idéal pour les systèmes 
de communication à fibre optique. Nous avons donc décidé d’utiliser ce type d’amplificateur. 
Les caractéristiques d’un amplificateur optique varient selon sa position dans une chaîne 
de transmission (Figure.II.17) [16].  





Figure.II.17: Différentes configurations d’utilisation d’un amplificateur  
optique dans une chaîne de transmission. 
 
Un ‘post-amplificateur’ doit être capable de recevoir un fort signal optique, d’où la 
nécessité d’avoir une importante puissance de saturation. Un ‘amplificateur en ligne’ doit 
avoir un important gain, avec un apport en bruit moyen. Enfin, en bout de chaîne, le signal en 
entrée du récepteur a accumulé beaucoup de bruit, et il a également subi une forte atténuation. 
Le ‘pré-amplificateur’ doit par conséquent amplifier le signal ‘utile’, avec un apport minimal 
en bruit. Le facteur de bruit doit donc être le plus faible possible. 
 
Nous disposons d’un EDFA à gain variable et à faible bruit, du fabriquant HOPECOM. 
Les caractéristiques de cet amplificateur sont résumées dans le tableau.II.3. 
 
Paramètre Symbole Conditions Min. Typ. Max. Unité 
Bande d’amplification λ  1528  1562 nm 
Puissance en entrée Pin  -35 -30 -10 dBm 
Puissance de saturation en 
sortie Psat Pin = -30 dBm  5  dBm 
Pin = - 30 dBm  
Pout = -5 dbm  4.3  dB Figure de bruit NF Pin = -20 dBm  
Pout = -5 dbm  4.8  dB 
Dispersion des modes de 
polarisation PMD 
Pin = -30 dBm  
Pout = -5 dBm   0.3 dBp-p 
Courant de pompe tolérée Ipump_max    250 mA 
 
Tableau.II.3 : Caractéristiques de l’EDFA commercial utilisé dans le système de multiplexage. 
Cet EDFA présente les caractéristiques d’un pré-amplificateur. S’il placé en sortie de la 
soure optique continue ou du modulateur associé, le niveau de puissance à l’entrée de l’EDFA 
risque de l’endommager. Par contre, en sortie du coupleur 4×1 le signal optique est fortement 
atténué et bruité, ce qui nécessite une amplification avec un faible facteur de bruit tel que 
celui spécifiée pour l’EDFA présenté. Il serait donc judicieux de placer l’EDFA en sortie du 
coupleur 4×1, juste avant la détection du signal par le photodétecteur. 
III.2 Simulation d’un système de multiplexage à deux utilisateurs 
Le but des simulations est de prévoir autant que possible le comportement du système vis 
à vis des données à transmettre. Elles permettent également d’optimiser les paramètres de 
fonctionnement des composants sans avoir recours à des tests coûteux en temps et en argent. 
Afin que les simulations reflètent le plus fidèlement le comportement d’un système, la 
modélisation des éléments simulés se doit d’être la plus proche de la réalité. Ceci passe par 
une utilisation de modèles inspirés des caractéristiques réelles des composants simulés. Ce 
paragraphe présente la simulation du système de multiplexage qu’on étudie, et qui permet le 
multiplexage de deux canaux (utilisateurs). 
Nous avons introduit au fur et à mesure, les caractéristiques mesurées, les vrais signaux de 
données, ainsi que les apports en bruit des éléments dans le modèle simulé. 
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III.2.1 Schéma de simulation du système de multiplexage 
La figure.II.18 représente le schéma de simulation sous COMSIS, du système de 
multiplexage avec deux utilisateurs.   
 
Figure.II.18 : Schéma de simulation du système de multiplexage. 
 
Les considérations sur les composants sont les suivantes : 
• La source optique continue est représentée par une source laser, délivrant une 
puissance de 8.5 mW. Le bruit de la source est représenté par le facteur de bruit relatif 
d’intensité (Relative Intensity Noises : RIN), de valeur moyenne -145 dB/Hz, valeur typique 
des sources laser commerciales. Le choix de la source sera traité dans le paragraphe  V. 
 
• Les paramètres de simulation des MZMs sont celles de leurs caractéristiques 
respectives (tableau.II.3). Vdc_84 et Vdc_87 sont les tensions de polarisations continues des 
modulateurs des utilisateurs. Ce modulateurs sont polarisés aux points de transmission 
minimale afin d’augmenter le taux d’extinction en sortie du système de multiplexage. 
Le modulateur MZM_75630 associé à la source est également polarisé au minimum de 
transmission. L’impact du choix de point de polarisation sur les performances transmission en 
sortie du système de multiplexage sera montré. Son signal de commande est issu du module 
13.5 Gb/s du ParBERT (Figure.II.19.a). Il s’agit d’un train d’impulsions, obtenu grâce à un 
signal binaire de la forme {1, 0, 0, 0}, avec une fréquence de répétition de 2.5 GHz. Les 
valeurs mesurées des temps de montée et de descente du signal sont de : T10-90 = 25 ps. 
L’amplitude du pulse présente également des fluctuations de niveau. Afin d’être simulé, ce 
signal a été relevé avec l’oscilloscope, ce qui impose de limiter le nombre de périodes 
relevées, pour avoir une résolution maximale. 
Les signaux électriques des données des utilisateurs (PRBS 2-12-1 à 2.5 Gb/s) ont été 
relevés également à partir des deux canaux du module générateur à 2.5 Gb/s du ParBERT 
(Figure.II.19.b et Figure.II.19.c). Leur temps de montée et de descente vaut : T10-90 = 70 ps. 
 
• Les lignes à retard sont modélisées par des fibres standard monomodes (Single Mode 
Fiber : SMF). Ce type de fibre est typiquement utilisé dans les systèmes de transmissions à la 
longueur d’onde 1550 nm. Le tableau.II.4 résume les caractéristiques de la fibre utilisée. 
 
Paramètre Valeur Unité 
Atténuation 0.25 dB/Km 
Dispersion chromatique 17 ps / (nm.Km) 
Effet Kerr Non dB 
Effet Raman Non dB 
Retard introduit 100.10-6 µs 
Tableau.II.4 : Caractéristiques de la fibre SMF utilisée dans la simulation. 
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• L’amplificateur EDFA est utilisé avec un gain standard de 20 dB. Il sert à compenser 
les pertes dues au système de multiplexage, et faire émerger le signal utile du bruit accumulé. 
• Le récepteur représente l’oscilloscope AGILENT 86100B, qui sert à visualiser 
expérimentalement le signal en sortie du système. Son entrée optique permet de relever et de 
représenter la trace temporelle ou encore le diagramme de l’œil de signaux optiques, grâce au 
photodétecteur intégré, dont la responsitivité est normalisée à 1A/W. La bande passante du 
photodétecteur, limitée à 15 GHz, est représentée par un filtre passe-bas de Bessel du 1er 
ordre. Sa réponse en amplitude est représentée sur la Figure.II.20. 
 
 
Figure.II.19 : Traces temporelles des signaux de commande 
a)Signal de commande du MZM_75630 généré par le ParBERT. 




Figure.II.20 : Réponse en amplitude du filtre d’entrée de l’oscilloscope. 
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• Introduction du bruit de détection 
Au bruit d’intensité relatif (RIN), déjà représenté au niveau de la source optique continue, 
deux bruits se superposent au courant photo-généré au niveau de l’oscilloscope. Il s’agit de 
l’apport en bruit à la détection, qui a pour origine deux sources. 
 
a. Bruit thermique 
Le mouvement aléatoire des électrons dans un conducteur, se traduit par une fluctuation 
du courant qui le traverse, ce qui manifeste le bruit thermique. La résistance de sortie du 
photodétecteur RL va ajouter un courant de bruit thermique au courant produit par ce dernier. 
Ce courant ith est modélisé par un processus aléatoire gaussien stationnaire, de densité 
spectrale de puissance Nth et de variance σ²th. 
 




=   (eq.II.7) 2 2 4. .( )th th
L
k Ti t f
R
σ = = ∆   (eq.II.8) 
 
• k = 1.38 10-23 J/K est la constante de Boltzmann. 
• T= 290 K est la température ambiante. 
• La résistance RL vaut 50 Ω. 
COMSIS représente ce bruit par sa variance normalisée dans une bande spectrale 
∆f = 1 Hz  : <i2therm> = 3.2.10-22 A²/Hz. 
 
b. Bruit Schottky 
Le bruit Schottky est causé par la nature aléatoire de génération des électrons, suite à 
l’incidence des photons sur le photodétecteur. Le courant est fonction de la puissance optique 
moyenne détectée, et a une densité spectrale Nq et de variance σSh [14]:  
 
 opt( ) 2. . .P .q LN f q Rη=   (eq.II.9) 2 2 opt( ) 2. . .P .q qi t q fσ η= = ∆   (eq.II.10) 
 
• q = 1.6.10-19 C : la charge de l’électron. 
• η=1 : la responsitivité de l’oscilloscope normalisée. 
• Popt = 1.5 mW : la puissance optique pic des pulses optiques en sortie de l’EDFA. 
COMSIS représente ce bruit par sa variance normalisée dans une bande spectrale 
∆f = 1 Hz  : <i2grenaille> = 4.8.10-22 A²/Hz . 
 
Le bruit total à la détection est alors représenté par une source de courant de bruit gaussien 
de variance normalisée <iBruit> : 
 
 2 2 1/2Bruit therm grenaille<i > = <i > + <i >   (pA/Hz )  (eq.II.11) 
 
On a alors : <iBruit> = 28.3 pA/Hz½. 
La figure.II.21 représente le diagramme de l’œil des données multiplexées après détection 




Figure.II.21 : Diagramme de l’œil du signal détecté en sortie  
du système simulé de multiplexage à 2 utilisateurs. 
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L’ensemble des effets liés aux temps de montée des signaux de commandes, de la 
limitation de la bande passante du récepteur et de l’addition des différents bruits se combinent 
dans le résultat obtenu pour le diagramme de l’œil en sortie du système. La bande passante du 
photodétecteur engendre une augmentation du temps de montée des pulses, ce qui réduit la 
largeur des pulses optiques multiplexés. Le bruit contribue à la fluctuation de l’amplitude du 
signal optique, et par conséquent à la dégradation de la fermeture verticale de l’œil. Cet effet 
est néanmoins diminué par la bande passante du récepteur qui élimine les composantes hautes 
fréquences dans le spectre du bruit ajouté. 
 
III.2.2 Choix du point de polarisation du modulateur source 
L’effet du choix de point de polarisation du modulateur MZM_75630 a été étudié, sur le 
diagramme de l’œil en sortie du système de multiplexage. La tension de polarisation au 
minimum de transmission de ce modulateur est VDC_0 = 1.75 V (tableau.II.3). Le tableau.II.5 
résume les valeurs du facteur Q, mesurées à partir du diagramme de l’œil, en fonction de la 
tension de polarisation appliquée. Cette dernière est exprimée en écart par rapport à VDC_0. 
 
Tension de polarisation 
du MZM_75630 Q 
VDC_0 – 0.3 3.05 
VDC_0 – 0.2 3.47 
VDC_0 – 0.1 3.93 
VDC_0 5.45 
VDC_0 + 0.1 5.1 
VDC_0 + 0.2 4.5 
VDC_0 + 0.3 3.24 
 
Tableau.II.5 : Variations du facteur Q avec la tension de polarisation continue du MZM_75630. 
 
Pour les tensions de polarisation inférieures à VDC_0, la dégradation du facteur Q 
s’explique par une augmentation de la valeur moyenne µ0 et une réduction de µ1 (eq.II.2). 
Pour les tensions supérieures à VDC_0, les deux puissances moyennes µ0 et µ1 sont 
augmentées, mais cette augmentation s’accompagne d’une augmentation du bruit optique, et 
donc des facteurs σ1 et σ0 (eq.II.2). Cela explique la dégradation du facteur Q. La tension 
VDC_0 est par conséquent celle qui réalise le meilleur compromis sur les paramètres µ1, µ0, σ1 
et σ0 et qui permet par conséquent d’obtenir un facteur Q optimal. 
III.3 Conclusion 
Nous avons donc effectué la simulation de la partie multiplexage de notre système de 
transmission, en utilisant un modèle le plus proche possible de la réalité. La simulation a 
également permis de conclure quant au choix de la tension de polarisation continue du 
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IV Système expérimental de multiplexage à 2 utilisateurs 
Ce paragraphe aborde la réalisation expérimentale du système de multiplexage, simulé 
dans le paragraphe précédent (Figure.II.18). La mesure des retards de groupes (Groupe 
Delay : G.D.) des composants utilisés sera effectuée, puis le schéma de synchronisation de 
l’ensemble du système à une horloge de référence sera décrit. Le paragraphe présente ensuite 
les performances en sortie du système réalisé, à travers l’étude de deux types de sources : une 
source optique incohérente, puis une source laser cohérente. Enfin, la problématique des 
interférences cohérentes, liées à la nature cohérente de cette source sera traitée, et une solution 
permettant de les éliminer sera proposée. 
IV.1 Mesure du retard de groupe des composants du système de multiplexage 
Le multiplexage temporel impose la nécessité de connaître les temps de parcours du signal 
optique à travers les différents chemins du système de multiplexage. La détermination des 
retards de groupes (G.D.) des composants impliqués dans la réalisation du système de 
multiplexage a pour but de déterminer la combinaison de ces composants qui permet de 
décaler les signaux des 2 utilisateurs de 100 ps, réalisant ainsi leur multiplexage temporel. 
 
Le AGILENT All Test Set Parameter (ATSP) est un outil qui permet de mesurer un 
certain nombre d’éléments caractéristiques des composants optiques fibrés, tels que la 
dispersion chromatique, les pertes par insertion, et le retard de groupe (G.D). La mesure de ce 




Figure.II.22 : Principe de mesure du G.D. des dispositifs avec le ATSP. 
 
La source laser réglable permet d’effectuer le balayage en longueur d’onde, et le signal 
S(f) détecté par le puissance-mètre est déterminé par l’expression : 
 
 ( )( )( )0 _ _( )  . 1 ( ) 2 ( ).cos 2 . ( )4 DUT REFIS f T f T f f fφ φπ τ τ= + + −    (eq.II.12) 
 
I0 est la puissance optique du laser, T(f) la réponse en fréquence optique du dispositif et 
τφ_DUT et τφ_REF sont respectivement les retards de phases introduits par le dispositif et par un 
trajet de référence. Le dernier terme de eq.II.12 exprime le battement du signal optique en 
sortie pour la fréquence optique f. Connaissant la valeur du temps τφ_REF, le logiciel de 
traitement différencie le terme de différence de retard de phase (2.π.f.(τφ_DUT(f) - τφ_REF) par 
rapport à f, pour obtenir la valeur du retard de groupe G.D., exprimé par : 
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L’avantage de cette méthode réside dans l’extraction automatisée des valeurs du G.D. en 
fonction de la longueur d’onde optique. La mesure effectuée bénéficie également d’un grand 
degré de précision, inférieure à 0.1 ps. Cette méthode a été utilisée pour mesurer les G.D. des 
coupleurs ainsi que des MZM_89187 et MZM_89184. Le tableau.II.6 résume les résultats de 
mesure des G.D. des composants utilisés dans la partie multiplexage. 
 
 
Tableau.II.6 : Valeurs des G.D. mesurés avec le ATSP 
IV.2 Détermination de la combinaison pour le multiplexage temporel à 2×2.5 
Gb/s. 
Il est désormais possible de déterminer la combinaison qui permet d’avoir deux trajets 
optiques, impliquant les bras des deux coupleurs ainsi que les deux MZMs, décalés de 100 ps. 
Un programme sous MATLAB, a permis de calculer l’ensemble des combinaisons 
possibles entre les différents composants. Parmi ces possibilités, nous avons obtenu celle 
permettant d’atteindre notre objectif. Cette combinaison est présentée sur la Figure.II.23. 
 
 
Figure.II.23 : Combinaison des composants permettant de décaler les deux canaux de 100 ps. 
 
Les résultats du tableau.II.6 montrent que cette combinaison permet en fait d’avoir un 
décalage de 97 ps entre les deux canaux. Cette valeur est assimilable à 100 ps, car la 
différence est comprise dans la gigue sur la position des pulses. 
L’intérêt de ce procédé est qu’il permet de réaliser le multiplexage des canaux sans 
utilisation de lignes à retard supplémentaire. Un gain est ainsi réalisé en termes de pertes 
d’insertion, mais aussi du coût global de réalisation du système. 
IV.3 Schéma global du système avec synchronisation 
Deux types de signaux électriques, créés au niveau du ParBERT, sont injectés dans le 
système de multiplexage. Le train de pulses électriques à 10 Gb/s, qui attaque l’entrée RF du 
modulateur d’intensité associé à la source optique continue, est généré par le module 
N4872A. Les données à transmettre sont quant à elles émises par les différents canaux du 
module E4862B. La génération des signaux pour chacun des deux modules (N4872A et 
E4862B) est réglée par son module d’horloge associé (respectivement E4809A et E4808A). 
Nous avons par conséquent besoin de synchroniser ces deux modules d’horloge. 
Coupleur 1×4 Coupleur 4×1 
Composant 





G.D. (ps) 14647 14491 14461 14447 14709 14618 14974 15041 15368 15442
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Le module d’horloge E4808A va jouer le rôle d’horloge maître pour orchestrer l’ensemble 
du système. Il contrôlera simultanément la génération des données par le module E4862B, et 
la génération du signal d’horloge du module E4809A, afin que ce dernier permette, à son tour, 




Figure.II.24 : Schéma de liaison entre les modules du ParBERT pour la synchronisation  
des signaux injectés dans le système de multiplexage. 
 
Les modules d’horloge contrôlent les modules de données associés grâce à la liaison entre 
les sorties ‘System Clock Outputs’ et les entrées ‘Sys Clck IN’. La liaison permettant au 
module E4808A de contrôler le module E4809A va être réalisée grâce au câble liant la 
connectique de sortie ‘Trig Output’ de E4808A, à la connectique d’entrée ‘Clk Input’ du 
E4809A. Ce dernier génère à son tour le signal de contrôle du module N4872A, qui génère le 
train de pulses électriques à 10 Gb/s. Tout le système est ainsi contrôlé par une unique 
horloge. 
Nous abordons dans la suite la réalisation expérimentale du système de multiplexage. 
IV.4 Système de multiplexage avec une source incohérente 
Les systèmes de multiplexage en OTDM imposent de travailler dans un régime 
incohérent. En effet, le multiplexage temporel est réalisé par sommation des puissances des 
pulses optiques décalés, lors de leur recombinaison. Cette sommation des puissances est 
possible dans le régime incohérent, quand le retard introduit entre les deux pulses optiques τd 
est supérieur au temps de cohérence de la source optique utilisée τC. 
Le temps de cohérence n’est généralement pas précisé pour les sources optiques 




τ π ν= ∆    (eq.II.14) 
 
Pour une source optique émettant à la longueur d’onde centrale λ0, la largeur spectrale ∆ν 
correspond à une largeur en longueur d’onde ∆λ :  
 
 20 . c
νλ λ ∆∆ =    (eq.II.15) 




Ces relations permettent donc de savoir si une source optique, utilisée dans notre système 
de multiplexage, permet d’être en régime incohérent, à partir de sa valeur de la largeur de raie.  
 
IV.4.1 Largeur spectrale de la source incohérente 
La première source optique continue étudiée est une source ASE (Amplified Spontaneous 
Emission) incohérente. Ce type de sources utilise l’amplification de l’émission spontanée 
dans une fibre dopée Erbium. La Figure.II.25 représente le spectre mesuré de cette source. 
 
 
Figure.II.25 : Spectre mesuré de la source ASE. 
 
La largeur spectrale à -3 dB de la source a été mesurée en référence par rapport à 
l’amplitude à 1550 nm. Elle vaut ∆λ = 36 nm. On en déduit alors la largeur spectrale 
∆ν = 4590 GHz, puis τC = 0.07 ps. L’utilisation de cette source dans le système de 
multiplexage à 2×2.5 Gb/s (canaux décalés de 100 ps) permettrait donc d’être dans un régime 
incohérent. 
Le choix de la puissance optique délivrée par la source continue dépend de plusieurs 
critères. Le principe de fonctionnement de la source ASE implique que l’augmentation de la 
puissance optique générée s’accompagne d’une augmentation du bruit d’intensité qui se 
propage le long du système de multiplexage, et se retrouve au niveau du diagramme de l’œil. 
D’un autre côté, nous souhaitons comparer les performances obtenues avec l’ASE à une 
source laser (voir paragraphe suivant). Cette dernière est commandée par un courant dont la 
valeur est limitée à 100 mA. Cette contrainte implique alors la limitation de la puissance à une 
valeur inférieure à 10 mW). Enfin le modulateur MZM utilisé pour la création du train de 
pulses optiques est limité à son entrée à une puissance optique continue inférieure à 10 mW. 
Nous avons donc opté pour une puissance optique suffisamment importante pour palier 
aux pertes introduites par le système de multiplexage, mais limitée par les contraintes citées 
ci-dessus. La valeur choisie est de PSOURCE = 8.5 mW. 
 
IV.4.2 Choix du point de polarisation du modulateur source 
Nous allons pouvoir constater expérimentalement l’impact du choix de point de 
polarisation du modulateur MZM_75630 sur la qualité de multiplexage des deux canaux. 
Dans un premier temps, les données de 2 utilisateurs sont composées d’une suite de ‘1’, à 
un débit de 2.5 Gb/s. La Figure.II.26 représente le résultat en sortie du système de 
multiplexage. 
 




Figure.II.26 : Signal en sortie du système de multiplexage  
expérimental pour une séquence de données du type ‘111…’. 
 
Il ne s’agit pas vraiment d’un diagramme de l’œil. On définit cependant un critère 
provisoire de qualité du signal multiplexé. ∆P10 = P1_min - P0_max, qui représente la différence 
entre la valeur d’intensité la plus basse pour un niveau logique ‘1’ : P1_min et la valeur 
maximale de la puissance à la base des pulses : P0_max (Figure.II.26). 
 
En partant de la tension de transmission minimale du modulateur MZM_75630 : 
VDC_0 = 1.75 V, nous avons relevé la valeur de ∆P10 pour différentes valeurs de la tension de 
polarisation continue VDC. Les résultats sont résumés dans le tableau.II.7. 
 






Tableau.II.7 : Évolution du paramètre ∆P10 en fonction du  
point de polarisation continue du MZM_75630. 
 
On constate qu’une augmentation de VDC implique une réduction de ∆P10. Ceci est dû à 
une augmentation plus conséquente de P0_max que P1_min avec la valeur de VDC. L’obtention 
d’un pulse d’amplitude maximale se fait donc à la polarisation VDC_0 = 1.75V. Ce résultat est 
cohérent avec la conclusion tirée à partir des simulations de l’impact de variation de la tension 
de polarisation continue du MZM_75630 sur la valeur du facteur Q (paragraphe III.2.2). 
 
IV.4.3 Variation du facteur Q avec le gain de l’EDFA 
Les données à transmettre sont désormais des séquences binaires du type PRBS (212-1) à 
2.5 Gb/s. Le facteur Q est directement mesurable sur l’entrée optique de l’oscilloscope, qui, à 
partir du diagramme de l’œil, mesure les puissances optiques moyennes µ1 et µ0, ainsi que les 
écarts types de bruit sur les niveaux logiques σ1 et σ0, et en déduit le facteur Q (eq.II.2). 
La Figure.II.27 montre les diagrammes de l’œil obtenus en sortie de l’EDFA, placé après 
le système de multiplexage (Figure.II.18), pour différents gains de l’EDFA. 
 




Figure.II.27 : Diagramme de l’œil en sortie du système de  
multiplexage expérimental pour différents gains du EDFA. 
 
Le tableau.II.8 résume l’ensemble des valeurs du facteur Q mesurés. 
 
GEDFA (dB ) 26 28 29 30 31 32 
Q 4.68 4.55 4.47 4.36 4.33 4.28 
 
Tableau.II.8 : Évolution du facteur Q en sortie du système de 
multiplexage expérimental en fonction du gain du EDFA. 
 
Nous avons constaté que l’augmentation du gain de l’EDFA permettait d’améliorer le 
facteur Q, mais que cette amélioration était limitée à des gains inférieurs à G = 26 dB. Au delà 
de cette valeur, l’amplification du bruit, parallèle à celle du signal ‘utile’, devenait 
prédominante et entrainait une décroissance du facteur Q. 
Le résultat final obtenu pour le diagramme de l’œil en sortie du système de multiplexage 
(après l’EDFA), avec la source ASE est représenté sur la Figure.II.28. 
 
 
Figure.II.28 : Diagramme de l’œil en sortie du système  
de multiplexage expérimental à 2×2.5 Gb/s avec la source ASE. 
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Nous avons démontré la réalisation expérimentale du système de multiplexage à 4×2.5 
Gb/s. Bien qu’on se soit limité pour l’instant à 2 utilisateurs, les fenêtres temporelles des deux 
utilisateurs sont cependant respectées, et peuvent servir à l’insertion de leurs données. 
La source ASE est une source incohérente qui permet par conséquent de réaliser le 
multiplexage temporelle des données des utilisateurs, sans se soucier des interférences qui 
peuvent être occasionnées lors de la recombinaison des champs optiques des signaux de 
données. On constate, cependant, à partir des résultats présentés ci-dessus, que le niveau de 
bruit sur les amplitudes des pulses optiques reste important. Ce bruit d’intensité touche 
particulièrement le niveau logique ‘1’. L’amplification optique augmente l’effet de ce bruit 
d’intensité au-delà d’un certain seuil d’amplification. 
D’un autre côté, l’importante largeur spectrale de la source ASE limite l’exploitation du 
système de multiplexage établi. En effet, l’une des perspectives d’utilisation de ce système est 
de pouvoir réaliser une combinaison de multiplexage temporel et en longueur d’onde 
OTDM/WDM. Il est donc nécessaire d’utiliser, une source à spectre plus étroit 
 
IV.5 Système de multiplexage avec une e source optique cohérente  
Les sources laser Distributed FeedBack (DFB) ont été très développées depuis la dernière 
décennie, particulièrement pour des systèmes de transmissions WDM. Cependant, en cas 
d’utilisation dans le système de multiplexage temporel étudié, la faible largeur spectrale d’une 
source DFB implique que les deux signaux optiques de données, décalés dans le temps, vont 
interférer de façon cohérente à l’entrée du coupleur 4×1. Cela engendrera des fluctuations 
aléatoires des puissances optiques des deux pulses représentant les données multiplexées. 
 
IV.5.1 Bruit de phase d’une source cohérente 
Le bruit de phase de la diode laser est dû à la fluctuation dans le temps de la phase 
instantanée φ(t) du champ électromagnétique de l’onde émise. 
Le bruit de phase est caractérisé par le temps de cohérence τC, qui est un indicateur de la 
vitesse à laquelle le laser perd l’information sur sa phase initiale. Ce temps est lié à la largeur 
de raie d’émission ∆ν de la source par la relation présentée dans l’équation eq.II.14. 
 
IV.5.1.1 Théorie des interférences cohérentes 
Des études précédentes ont mis en évidence l’impact du bruit de phase d’une source 
optique cohérente, dans un dispositif interférométrique tel que représenté sur la Figure.II.29. 
La configuration présente une onde optique continue, d’amplitude complexe Ein(t), interférant 
avec elle même après un retard τ, et créant le champ en sortie d’amplitude Eout(t). 
 
 
Figure.II.29 : Schéma de l’interféromètre déséquilibré  
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Le champ optique Ein(t) a pour expression :  
 
 ( )( )02 . . ( )( ) . inj t tin inE t E e
π ν φ φ+ +=   (eq.II.16) 
 
où ν0 est la fréquence optique centrale, φin est la phase initiale du champ émis par la 
source, et φ(t) la bruit aléatoire de fluctuation de la phase à l’instant t. 
L’intensité optique en sortie du dispositif Pout(t) s’écrit alors [17]: 
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Où <.> représente la moyenne temporelle et Re la partie réelle. 
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appelée fonction de cohérence normalisée (ou degrés de cohérence). 
IV.5.1.2 Adaptation du calcul théorique au système de multiplexage étudié 
Dans le cas du système de multiplexage à deux utilisateurs que nous étudions, l’onde 
optique n’est plus une onde continue. Son amplitude varie sous forme d’une impulsion 
gaussienne pendant une durée TP. La Figure.II.30 représente les formes temporelles des 
champs optiques à différents niveaux du système de multiplexage. 
 
 
Figure.II.30 : Formes temporelles des champs optiques à différents niveaux  
du système de multiplexage à deux utilisateurs. 
 
Les signaux optiques sont représentés sur une période du train de pulses, à savoir 400 ps. 
Le champ E0(t), représentant le train de pulses optiques en entrée du système de 
multiplexage, a la même expression temporelle que celle définie pour le champ Ein(t) 
(eq.II.16), sauf que son amplitude E0_amp(t) varie elle même avec le temps. Ce champ a pour 
expression :  
 
 ( )( )0 02 . . ( )0 0 _( ) ( ).
j t t
ampE t E t e
π ν φ φ+ +=   (eq.II.18) 
 
À la sortie du coupleur 4×1, ce champ se divise en deux champs optiques identiques : 
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La modulation de la puissance des pulses optiques dans les MZMs équivaut à la 
multiplication de l’amplitude E’0_amp(t) par un facteur d’atténuation α. Les deux champs 
interférant à l’entrée du coupleur 4×1 ont alors pour expressions : 
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E t E t τ α= − =   (eq.II.21) 
 
τ représente le retard introduit entre les champs des deux utilisateurs. Il correspond dans le 
cas du système de multiplexage à la largeur de la fenêtre temporelle d’un canal TP. La 
puissance optique Pout(t), due aux interférences entre les deux champs optiques E1(t) et E2(t), 
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Les amplitudes des champs optiques étant des réels positifs, l’expression devient : 
 
 











E t E t e e
E t
π ν τ φτγ τ
∆−=   (eq.II.24) 
Avec ∆φ(t,τ) = φ(t-τ) - φ(t). 
 
Le photodétecteur mesure la puissance optique en effectuant une moyenne sur un grand 
nombre de périodes des champs optiques. Sa bande passante est néanmoins assez grande pour 
détecter les variations temporelles de la puissance du signal optique, et donc celles des 
amplitudes des champs : E1_amp(t) et E1_amp(t-τ). 
Dans le système étudié, les temps de montée et de descente des pulses optiques sont 
d’environ Tr = 30 ps, tandis que la période des champs optiques est de TOpt = 5.16 fs (pour 
λ0 = 1550 nm. Les temps de variations de E1_amp(t) et E1_amp(t-τ) sont donc très importants 
devant la période TOpt, sur laquelle se fait le moyennage lors de la détection du signal optique. 
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Il est justifié par conséquent de sortir les termes E1_amp(t) et E1_amp(t-τ) des termes de 
moyennes temporelles dans l’expression de γin(τ). Celle-ci devient alors. 
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π ν τ φτ ∆−=  (eq.II.25) 
 
Le terme ∆φ(t,τ) = φ(t-τ) - φ(t) représente la variation aléatoire de la phase optique entre 
les temps t et t+τ. En général, le processus de bruit de phase φ(t) est un processus non 
stationnaire, mais sa variation ∆φ(t,τ) est une variable aléatoire stationnaire ergodique d’ordre 
deux, de moyenne nulle, et de variance σ²(τ), décrite par une loi statistique gaussienne [19]. 
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Or, puisque ∆φ(t,τ) est à moyenne nulle on a alors : 2 2( ) ( , )tσ τ φ τ= ∆  
 


















  (eq.II.27) 
 
L’ergodicité d’ordre deux de ∆φ(t,τ) implique que sa moyenne temporelle est égale à sa 
moyenne statistique autant que fonction de la variable τ. Par conséquent on a : 
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∆ =∫   (eq.II.29) 
 
La densité spectrale de puissance des fluctuations aléatoires de fréquence optique Sδν(f) et 
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Le bruit de fluctuations de la fréquence optique est ici supposé blanc, Sδν(f) est donc 
constante : Sδν(f) = C. Par ailleurs, comme la variable ∆φ(t,τ) est de moyenne nulle, sa 
variance représente aussi son énergie, et la relation de Parceval permet alors d’écrire : 
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En remplaçant S∆φ(f) par son expression en fonction de Sδν(f), σ2(τ) devient alors :  
 
 2 2( ) 2 Cσ τ π τ=   (eq.II.32) 
 
Cette variance croit donc linéairement avec le retard τ. On définit alors le temps de 
cohérence τC de la source optique selon :  
 
 2 ( ) 2
C
τσ τ τ=   (eq.II.33) 
 
En utilisant les eq.II.25, eq.II.28, eq.II.29 et eq.II.33, on obtient l’expression finale de 
γin(τ)  : 
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Comme τ correspond au retard entre les deux canaux des utilisateurs, TP, on a alors : 
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D’où l’expression finale de la puissance optique en sortie du système de multiplexage : 
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La Figure.II.30 montre que dans la fenêtre temporelle d’un canal (de largeur TP), la 
variation temporelle de l’amplitude E1_amp(t) est celle d’un pulse. Dans cette même fenêtre 
temporelle, l’amplitude E2_amp(t) correspond au faible niveau optique continu se trouvant à la 
base du pulse. 
Le dernier terme dans l’expression de Pout (eq.II.36) implique le temps de cohérence de la 
source optique τC. Ce terme est négligeable, si la largeur de la fenêtre temporelle d’un canal 
TP est importante devant τC. On tend alors vers un régime incohérent en sortie du système de 
multiplexage. Ce terme devient par contre important si la valeur de TP est petite devant τC. 
 
On vient donc de mettre en évidence l’impact des interférences cohérentes dans le système 
de multiplexage étudié. Le terme représentatif des ces interférences montre que leur 
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importance dépend du rapport entre le temps de cohérence de la source utilisée, et de la 
fenêtre temporelle d’un canal utilisateur, ce qui traduit le régime (cohérent ou incohérent) 
dans lequel se trouve les signaux optiques des utilisateurs lors de leur combinaison. Ces 
interférences engendrent une fluctuation aléatoire de la puissance optique du signal en sortie 
du système, comme nous allons le constater expérimentalement. 
 
IV.5.2 Caractérisation de la largeur de raie de la source laser 
Le temps de cohérence τC de la source optique est un facteur déterminant pour l’impact 
des interférences cohérentes sur le signal optique en sortie du système de multiplexage. Ce 
facteur peut être déduit à partir de la largeur de raie spectrale ∆ν de la source. Il est donc 
nécessaire dans un premier temps de mesurer cette ∆ν pour la source laser dont nous 
disposons. 
La méthode présentée dans le paragraphe précédent pour la mesure du spectre optique de 
la source n’est pas utilisable dans le cas d’une source laser. En effet, la largeur spectrale ∆λ 
(calculée à -3 dB) du spectre d’une source laser est de l’ordre du pm. Cette valeur est trop 
faible par rapport à la résolution des analyseurs de spectre optique qui existent, ce qui 
nécessite l’utilisation d’une autre méthode. 
 
Nous n’avons pas pu mettre en place la méthode présentée ci-dessous, mais nous en 
expliquons cependant le principe. Cette méthode de mesure de la largeur de raie des sources 
lasers, appelée montage auto-hétérodyne, est présentée sur la Figure.II.31 [17] [18]. 
 
 
Figure.II.31 : Schéma de montage de mesure de la largeur  
de raie d’une source laser d’après [17]. 
 
La méthode consiste à faire interagir le signal de sortie du laser avec lui même dans un 
interféromètre de Mach-Zehnder déséquilibré. Le signal issu de l’interféromètre est envoyé 
sur un photodétecteur, puis injecté dans un analyseur de spectre électrique. 
Le modulateur accousto-optique permet le décalage du spectre autour d’une fréquence non 
nulle (ici 40 MHz), pour une meilleure détection du spectre. La largeur à -3 dB du spectre 
donne la mesure de la largeur de raie ∆ν (Figure.II.32). 
 
 




Figure.II.32 : Mesure de la largeur de raie d’un laser avec le montage auto-hétérodyne, et 
extrapolation de la courbe mesurée [17]. 
 
La largeur de raie ∆ν de la source laser FU-68PDF-5M63A que nous utilisons, nous a été 
fournie par le fabricant. Elle vaut ∆ν = 20 MHz. Le temps de cohérence en est alors déduit : 
τC = 10.6 ns. Cette valeur montre bien qu’avec une telle source, les signaux optiques des deux 
canaux multiplexés vont interférer dans un régime cohérent à l’entrée du coupleur 4×1. 
 
IV.5.3 Mise en évidence expérimentale des interférences cohérentes 
La mise en évidence expérimentale des interférences cohérentes en sortie de la partie 
multiplexage, en replaçant la source ASE par la source cohérente laser DFB. Cette dernière 
sera utilisée à la même puissance optique continue, PSOURCE = 8.5 mW, que la source ASE. 
Les données des utilisateurs sont du type PRBS (212-1). 
 
La trace temporelle du signal en sortie de la partie multiplexage exhibe d’importantes 
fluctuations des niveaux optiques au maximum et la base des pulses. Ces fluctuations, 
observées avec la source laser DFB, arborent un caractère aléatoire prouvant qu’elles sont 
dues aux interférences cohérentes entre les signaux des deux utilisateurs.  
Les fluctuations observées lors de l’utilisation de la source ASE étaient de caractère 
permanent, et représentaient l’effet du bruit présent dans toutes les sources optiques. 
La Figure.II.33 représente les diagrammes de l’œil obtenus en sortie du système étudié, 
pour différentes valeurs de ∆V, ∆V étant l’écart par rapport à la tension de minimum de 
transmission du MZM_75630 : VDC_0 = 1.75 V (déterminée au paragraphe III.1.1.2) 
 
 
Figure.II.33  : Diagramme de l’œil en sortie du système de multiplexage  
expérimental avec la source laser pour différentes valeurs de ∆V. 




Les fluctuations se traduisent par la dégradation de l’ouverture verticale du diagramme de 
l’œil. L’importance du bruit de fluctuation va en croissant avec ∆V. Le facteur Q se dégrade 
de pratiquement 80 % entre le meilleur et le pire cas (∆V = 0.05 V et ∆V = 0.95 V). 
 
IV.5.4 Analyse et solution 
L’impact des interférences cohérentes, dues à l’utilisation de la source laser, a donc pu 
être observé expérimentalement. Sa représentation théorique est un terme qu’on retrouve dans 
l’expression de la puissance optique en sortie de la partie multiplexage (eq.II.36). Par 
conséquent, l’élimination du bruit de fluctuation d’amplitude dû aux interférences cohérentes 












−  est d’autant plus significatif que la source utilisée a une largeur spectrale 
réduite, et donc un temps de cohérence τC plus important. Il est impossible de le varier, car les 
valeurs de τC et TP sont respectivement fixées par la source optique, et les spécifications du 
système conçu, à savoir 4 utilisateurs pour un débit global de 10 Gb/s. 
 
Les deux autres facteurs, E1_amp(t) et E1_amp(t-TP), représentent les amplitudes des champs 
interférant en entrée du coupleur 4×1. Dans la fenêtre temporelle d’un utilisateur, de largeur 
TP, la puissance du pulse optique est proportionnelle au carré de E1_amp(t). Ce pulse arrive au 
même instant t que le signal optique à la base du pulse, dont l’intensité est proportionnelle au 
carré de E1_amp(t-TP) (Figure.II.30). 
Le choix des tensions de polarisation des modulateurs des utilisateurs (MZM_89184 et 
MZM_89187 sur la Figure.II.30) permet de varier l’offset de puissance optique superposé au 
pulses optiques en sortie de chaque modulateur, et qui contribue à l’augmentation des termes 
E1_amp(t) et E1_amp(t-TP). La réduction de ces facteurs nécessite par conséquent de polariser les 
modulateurs MZM_89184 et MZM_89187 en leur tensions de transmission minimales 
respectives. 
Il est cependant nécessaire de réduire davantage les facteurs E1_amp(t) et E1_amp(t-TP), la 
Figure.II.30 montre que leurs valeurs dépendent de celle du champ optique E0(t) créé en sortie 
du modulateur source MZM_75630. Il faut donc réduire également ce champ, en choisissant 
la tension de polarisation continue adaptée pour le MZM_75630. 
 
IV.5.5 Suppression du bruit de fluctuation lié aux interférences cohérentes 
Le diagramme de l’œil en sortie de la partie multiplexage (après l’amplificateur EDFA) a 
été relevé, pour différentes valeurs de la tension de polarisation continue du MZM_75630, 
quantifiée par l’écart ∆V par rapport à VDC_0. Ils sont représentés sur la Figure.II.34. 
 
 
Figure.II.34 : Diagramme de l’œil en sortie du système de multiplexage  
expérimental avec la source laser, pour des tensions de polarisation autour de VDC_0. 
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On a constaté une diminution des fluctuations aléatoires d’amplitude du signal optique en 
tendant vers la tension de polarisation VDC_0, que ce soit par valeur croissante ou décroissante 
de la tension. Le bruit de fluctuations aléatoires disparaît pratiquement à la tension VDC_0. 
 
La dégradation du diagramme de l’œil a été quantifiée, en calculant, pour chaque valeur 




V∆− , Q∆V étant le facteur Q mesuré à un ∆V donné, et Q0 celui 
mesuré à la tension VDC_0. Les résultats sont résumés sur la Figure.II.35. 
 
 
Figure.II.35 : Écart relatif sur le facteur Q mesuré en fonction des valeurs de ∆V  
 
Le facteur Q se dégrade assez rapidement, à partir de faibles écarts par rapport à la tension 
de polarisation VDC_0 (∆V=0). Cependant, on constate qu’à valeur absolue égale de ∆V, l’écart 
du Q∆V par rapport à Q0, semble moins important pour un ∆V négatif qu’un ∆V positif. 
 
Si on prend le cas ∆V= ±0.15V, augmenter ∆V de 0 à 0.15 V se traduit par une 
augmentation des valeurs des facteurs E1_amp(t) et E1_amp(t-TP), et donc du terme de bruit dans 
l’expression de la puissance optique en sortie du système de multiplexage (eq.II.36). Le bruit 
de fluctuation des niveaux logiques, s’en trouve alors accru, et le facteur Q dégradé. 
Si on réduit ∆V de 0 à -0.15 V, on se place alors sur la courbe de transmission du 
MZM_75630, de façon à augmenter le niveau optique à la base des pulses générés de façon 
similaire au cas ∆V= +0.15V, mais on réduit le niveau du maximum des pulses. Le facteur 
E1_amp(t-TP) est encore augmenté, mais la valeur de E1_amp(t) est réduite, de façon à ce que 
produit E1_amp(t)×E1_amp(t-TP) soit à nouveau augmenté, mais de façon moins significative que 
dans le cas ∆V= +0.15V, la dégradation du facteur Q est alors moindre. 
 
Cependant, cette explication reste valable dans une certaine limite. Ainsi, au delà d’une 
certaine valeur absolue de ∆V, la réduction de µ1,  la puissance moyenne du niveau logique 
‘1’, dans le cas de valeurs ∆V<0 va détériorer le facteur Q de façon plus importante que 
l’augmentation des fluctuations des niveaux logiques pour les valeurs ∆V>0, à valeur absolue 
égale de ∆V. Le facteur Q aura alors tendance à se dégrader plus rapidement avec des valeurs 
négatives que positives de ∆V, comme c’est le cas pour le cas ∆V = ± 0.35 V. 
 




Ce paragraphe a permis de décrire les étapes de réalisation expérimentale du système de 
multiplexage avec 2 utilisateurs. Après avoir caractérisé temporellement l’ensemble des 
composants utilisés, nous avons établi un schéma de synchronisation permettant de contrôler 
tous les signaux dans le système par une horloge de référence. 
Les performances en sortie du système de multiplexage ont ensuite été étudiées pour deux 
sources optiques continues différentes. 
Avec une première source incohérente ASE, les performances de multiplexage ont été 
optimisées par choix du gain de l’EDFA et de la tension de polarisation du modulateur 
MZM_75630 adaptés, en utilisant le facteur Q comme critère de qualité. 
Le bruit de fluctuations aléatoires d’amplitude, lié à l’utilisation d’une source optique 
cohérente a été ensuite présenté. Sa contribution à la puissance optique en sortie du 
multiplexage a été exprimée en théorie, puis constaté expérimentalement. Une solution a été 
déduite pour supprimer ce bruit. Elle consiste à polariser les modulateurs du système à leurs  
tensions de transmission minimales. La suppression du bruit a été observée expérimentalement. 
La polarisation à la tension VDC_0 permet donc d’optimiser les performances obtenues en 
sortie du système de multiplexage avec les des deux sources optiques étudiées. Nous allons 
donc comparer ces performances. 
 
V Comparaison des performances composant/ système avec deux 
sources optiques. 
V.1   Introduction 
Ce paragraphe va nous permettre de comparer les performances des deux sources 
optiques, dans le but de déterminer la mieux adaptée des deux au système de transmission 
étudié. Cette comparaison se fera d’abord à l’échelle du système, en évaluant la qualité du 
multiplexage des données avec chacune des sources, puis au niveau du composant lui même, 
en comparant les bruits d’intensité propres des deux sources. 
Nous présenterons les différents types de bruits qui existent dans les systèmes de 
transmissions optiques, en précisant leurs caractéristiques. Nous expliquerons également la 
méthodologie qui permet de déduire le bruit d’intensité relatif (RIN) de chaque source 
optique. Enfin, nous établirons une relation entre l’amélioration des performances apportée 
par une source optique par rapport à l’autre au niveau du système, et la différence entre les 
caractéristiques de bruit d’intensité des deux sources. 
 
V.2   Comparaison des performances en sortie du système de multiplexage 
La puissance optique en sortie du système de multiplexage, après amplification 
représentée sur le canal optique de l’oscilloscope, est en fait détectée par le photodétecteur 
interne de celui-ci. Elle est convertie en courant électrique équivalent, qui produit une tension 
aux bornes de la résistance de sortie du photodétecteur. En utilisant les valeurs de la 
responsitivité du photodétecteur et sa résistance de sortie, l’oscilloscope permet de tracer la 
puissance optique à partir de la tension mesurée. Ainsi, le facteur Q peut être exprimé 
également en fonction des courants équivalents aux puissances optiques reçues par : 
 




−= +   (eq.II.37) 
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ii étant le courant moyen détecté pour le niveau logique i={0;1} et σi l’écart type du bruit 







SNR Q σ σ
−= = +
⎛ ⎞⎜ ⎟⎝ ⎠
  (eq.II.38) 
 
Les figures Figure.II.36.a et Figure.II.47.b montrent les diagrammes de l’œil obtenus 
respectivement, avec les sources DFB et ASE utilisées à puissance de sortie égale. 
 
 
Figure.II.36 : Diagramme de l’œil mesuré en sortie du système de multiplexage avec  
(a) la source ASE. (b) la source laser. 
 
Les histogrammes relevés pour les deux cas, permettent de constater que les termes i1, i0, 
et σ0 restent sensiblement inchangés, pour les deux sources considérées, tandis que σ1 est plus 
faible pour la source DFB que pour la source ASE, comme le confirment les diagrammes de 
l’œil relevés. La source DFB permet donc d’améliorer le facteur Q, et le SNR par conséquent. 
Cette amélioration a été quantifiée en calculant le rapport (exprimé en dB) entre les deux SNR 
mesurés avec les deux sources, qu’on note ∆SNRdB. Nous obtenons alors une valeur de :  
 





∆ = =⎛ ⎞⎜ ⎟⎝ ⎠  (eq.II.39) 
 
Les facteurs σ1 et σ0 représentent l’ensemble des bruits accumulés le long de la chaîne de 
transmission sur les niveaux logiques ‘1’ et ‘0’.  
Dans le paragraphe III.2.1, nous avons présenté les bruit thermique et bruit de Schottky,. 
Ces bruits, qui s’ajoutent à la détection du signal optique, augmentent les valeurs des 
grandeurs σ1 et σ0. Cependant, leur contribution est la même pour les deux sources, car leurs 
valeurs dépendent des puissances moyennes des niveaux logiques, égales pour les deux 
sources. Les deux sources se distinguent par contre par leurs bruits d’intensité relatifs. Nous 
traitons dans le paragraphe suivant ce type de bruit, et analysons sa contribution au bruit 
global en sortie du système de multiplexage. 
 
V.3   RIN des sources optiques 
V.3.1 Définition 
Le bruit d’intensité de la source optique est un bruit qui dépend uniquement de la source 
optique. Ce bruit existe avant la détection même du signal. 
Dans le cas de sources à cavité, telle que le laser DFB ou Fabry-Perot, ce bruit est 
provoqué par le battement entre le signal stimulé du laser et l’émission spontanée, générée à 
l’intérieur de la cavité laser [22]. 




Le bruit d’intensité est également présent dans les sources non-laser, comme les sources 
ASE. Il y est généré par le battement interférométrique entre différentes fréquences optiques 
de leurs spectres d’émission. 
Un moyen utile pour quantifier un tel bruit est de l’exprimer comme le rapport entre le 
courant continu IDC (correspondant à la puissance optique continue POpt) et les fluctuations de 
ce courant ∆iRIN(t) (dues aux fluctuations de POpt), dans une bande de 1 Hz. Ce rapport est 










∆=   (eq.II.40) 
 
L’unité du RIN est le Hz-1, mais il est souvent exprimé en dB/Hz. 
 
 
V.3.2 Spectre du RIN d’une source Laser 





Figure.II.37 : Exemple de spectre du RIN d’une source laser. 
 
 
Ce spectre est composé de 3 parties :  
Une partie plate du spectre, due à l’émission spontanée, où le RIN à généralement des 
valeurs entre -140 et -150 dB/Hz. 
Une partie avec un pic de résonance, dû au rehaussement de l’émission spontanée par le 
processus de relaxation dans les hautes fréquences. Ce pic se situe dans les gammes des GHz. 
Enfin une partie dans les basses fréquences, liée au bruit de flicker en 1/f, où le spectre est 
inversement proportionnel à la fréquence. Ce type de bruit est présent dans tous les 
composants électroniques et électro-optiques [23]. La zone de passage du bruit de flicker au 
bruit d’émission spontanée se situe entre 10 et 100 kHz. 
Le pic de résonance a tendance à diminuer en amplitude et à se déplacer vers les 
fréquences supérieures, quand le courant de polarisation augmente. 
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V.3.3 Bruit total détecté 
Le bruit RIN s’ajoute aux bruits thermique et Schottky au niveau du photodétecteur pour 
constituer un courant total. Les expressions des variances des courants générés par le bruit 
thermique et Schottky, σT et σSh, sont fournies par les expressions eq.II.8 et eq.II.10. 
Les processus dont résultent ces trois bruits étant décorrélés, la variance du courant de 
bruit global s’obtient en sommant les variances des trois :  
 
  2 2 2total th Sh RIN= + +σ σ σ σ   (eq.II.41) 
 
En remplaçant les termes des variances par leurs expressions respectives, on obtient 
alors :  
  24. . 2. . . . .total DC DC
L
k T
f q I f I RIN f
R
= ∆ + ∆ + ∆σ  (eq.II.42) 
 
Cette expression reste valable dans l’hypothèse où le spectre des bruits considérés est 
constant sur la bande ∆f. C’est le cas des bruits thermique et Schottky. Pour le bruit du RIN, il 
faut intégrer sur la bande ∆f. L’expression de σ²RIN devient alors [14] :  
 
  2 2 ( ).RIN DC fI RIN f dfσ ∆= ∫   (eq.II.43) 
 
La Figure.II.38 montre un exemple du résultat de combinaison des sources de bruits au 




Figure.II.38 : Densité de courant de bruit total σtotal, dans une bande  
de 1 Hz en fonction du courant moyen généré IDC. 
 
 
La figure montre la dépendance de tous les bruits, ainsi que celle du bruit total, calculé à 
partir de l’expression eq.II.42. On constate que pour des niveaux de courant faibles 
(IDC < 52 µA) le bruit total est principalement dominé par la présence du bruit thermique. 
Pour des courants compris entre 52 µA et 1 mA, le bruit Schottky devient prépondérant. 
Quand le courant dépasse le mA, c’est le bruit d’intensité de la source optique qui domine. 
Pour les liaisons optiques courtes, dont le système étudié fait partie, le bruit de RIN est 
donc prépondérant. Nous allons nous y intéresser, et le comparer pour les deux sources. 
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V.3.4 La mesure du RIN 
La mesure du RIN s’effectue dans le domaine fréquentiel, en utilisant un analyseur de 
spectre. Ce dernier permet de tracer la densité spectrale de puissance d’un signal électrique 
issu de la détection du signal optique dont on souhaite caractériser le bruit. 




Figure.II.39 : Schéma de mesure du RIN des sources optiques. 
 
La source émet la même puissance optique continue que dans le système de multiplexage. 
Elle est connectée à un atténuateur optique variable, dont le rôle est de simuler l’atténuation 
apportée par le système de multiplexage. Il permet alors d’obtenir une puissance optique 
équivalente au niveau logique moyen obtenu sur les diagrammes de l’œil relevés. Le signal 
est ensuite photodétecté puis amplifié électriquement grâce au Lightwave HP 83420. Ce 
dernier est équivalent à un photodétecteur de responsitivité η = 37,5 A/W. Le courant 
résultant est envoyé sur l’analyseur de spectre. La densité spectrale de puissance est relevée 
sur une bande B = 20 GHz. Cette bande couvre celle du photodétecteur du canal optique de 
l’oscilloscope (15 GHz). La résistance de charge en sortie de Lightwave HP 83420 vaut 50 Ω. 
 
Le schéma présenté ici permet de mesurer la contribution du bruit d’intensité de la source, 
traduit par les fluctuations du courant généré IDC ; cependant à ce bruit vont s’ajouter les bruits 
thermiques et de Schottky, tels que décrits dans la partie précédente. La différence avec le 
système de multiplexage, réside dans le fait que ces bruits vont être générés ici par les 
éléments de mesure que sont le LIGHTWAVE HP 83420 et l’analyseur de spectre. Ces bruits 
deviennent alors des grandeurs parasites, qu’il faut éliminer afin d’accéder à la vraie valeur du 
RIN de la source. Le schéma décrit ci-dessus permet de mesurer la densité spectrale de 
puissance de bruit Nsyst, de l’ensemble composé de la source optique, et des éléments de 
mesure. 
La densité spectrale de bruit thermique Nth (eq.II.7) est mesurable avec le même schéma. 
En effet, le bruit thermique étant indépendant de la puissance optique incidente, Nth est 
mesuré en faisant un relevé sur l’analyseur de spectre avec la source optique éteinte. 
La densité spectrale de puissance du bruit Schottky Nq est donnée par l’équation eq.II.9. 
Le courant moyen IDC se calcule à partir de la puissance optique Popt qu’on a mesurée. 
Le RINsource est alors déduit de la mesure de Nsyst en utilisant la formule [24] :  
 
  
( ) ( )
( )





N f N N f
RIN f
P P P
RIN f RIN f RIN f
= − −
= − −
  (eq.II.44) 
 
Pelec est la puissance électrique du courant moyen photodétecté IDC, définie par : 
 
  ( )2. .elec L OptP R Pη=   (eq.II.45) 
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V.3.5 Les résultats de mesure du RIN. 
Nous avons effectué la mesure qui nous a permis de déduire le RIN de chacune des deux 
sources optiques en utilisant la méthodologie décrite ci-dessus. Les mesures ont été faites 
avec des puissances Popt en sortie de l’atténuateur correspondant à chacune des puissances 
optiques équivalentes au maximum du pulse optique et à son minimum sur le diagramme de 
l’œil en sortie du système de multiplexage, qu’on notre respectivement Popt_1 et Popt_0. 
Pour la puissance Popt_0 nous avons constaté qu’une mesure de la densité spectrale à 
l’analyseur spectrale était invariable, que la source soit allumée ou éteinte. Ce constat a été 
fait pour les deux sources étudiées. La mesure à source éteinte représentant la densité 
spectrale du bruit thermique Nth, nous en déduisons que pour la puissance Popt_0 le bruit 
d’intensité est dominé par les autres bruits, ce qui le rend incalculable. La Figure.II.40 





Figure.II.40 : Mesure de RIN des sources ASE et DFB. 
 
On constate que la forme du RIN de la source DFB est cohérente avec sa description 
théorique. Le pic de résonance se trouve à f = 11 GHz. On constate également pour les deux 
sources la présence du bruit de flicker en basse fréquence. 
Afin de comparer les bruits d’intensité des deux sources, nous avons calculé le rapport des 














⎛ ⎞⎜ ⎟⎜ ⎟⎝ ⎠
∫
∫   (eq.II.46) 
 
En effet, le RIN n’étant pas constant sur la bande de détection B, sa puissance est calculée 
par intégration de ses valeurs le long de cette bande. Nous obtenons alors une valeur :  
 
  10.36 dBdBRIN∆ =   (eq.II.47) 
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V.4   Corrélation des performances composant/système 
Nous venons de comparer les performances des deux sources optiques. Cette comparaison 
s’est faite premièrement au niveau du système, en calculant le rapport ∆SNR des rapports 
signal à bruit obtenus avec les deux sources en sortie du système de multiplexage. Ensuite, 
nous avons comparé les sources à l’échelle du composant, par le biais de ∆RIN, qui représente 
le rapport des puissances dues aux bruits d’intensité propres des deux sources. 
Les valeurs obtenues pour ces deux rapports peuvent être corrélées. En effet, le passage de 
la source ASE à la source DFB va réduire la valeur du paramètre σ1 dans l’expression du SNR 
(eq.II.38), or ce paramètre s’écrit, pour chacune des deux sources, sous la forme [14] : 
 
 2 2 21_ _ASE th Sh RIN ASEσ σ σ σ= + +   (eq.II.48) 2 2 21_ _DFB th Sh RIN DFBσ σ σ σ= + +   (eq.II.49) 
 
σ²th et σ²Sh étant respectivement les variances des courants dus aux bruits thermique et 
Schottky à la détection du signal optique en sortie du système de multiplexage. Le terme 
σ²RIN_ASE  (respectivement σ²RIN_DFB) s’exprime en utilisant l’égalité eq.II.43 :  
 
 
 2 2_ 1 ( ).RIN ASE ASEBi RIN f dfσ = ∫  (eq.II.50)  2 2_ 1 ( ).RIN DFB DFBBi RIN f dfσ = ∫   (eq.II 51) 
 
i1 étant le courant moyen équivalent à la puissance optique Popt_1, après détection au 
niveau de l’oscilloscope,(µ1 dans l’expression du SNR (eq.II.38). 
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∫
  (eq.II.52) 
 
car i0, i1 et σ0 restent égaux entre les deux cas d’après les mesures. L’expression de σ0 se 
décompose de la même façon que celle de σ1, cependant le fait que σ0 reste inchangé lors du 
changement de la source optique montre que les termes de bruit thermique et Schottky 
prédominent dans son expression sur le terme de bruit du RIN. Ce constat est cohérent avec le 
relevé de mesure du RIN pour la puissance Popt_0, et qui avait conduit à la même conclusion. 
La différence entre ∆SNRdB et ∆RINdB est due à la contribution des termes σ0 , σ²Th et 
σ²Shot, cependant le faible écart entre ces deux valeurs montre que σ2RIN  reste le terme 
prédominant de la somme des bruits dans l’expression de σ1. 
 
V.5   Conclusion  
Nous avons donc évalué les performances du système de multiplexage en utilisant deux 
sources optiques différentes, et constaté que la source DFB permet d’améliorer le rapport 
signal à bruit en sortie du système par rapport à la source incohérente ASE. 
Cette amélioration a été reliée à la différence des RIN des deux sources, qui entraîne une 
puissance de bruit différente sur le niveau logique ‘1’. 
L’amélioration apportée par la source DFB au niveau du SNR aura un impact direct sur la 
courbe du taux d’erreur binaire (TEB) obtenue en fonction de la puissance optique incidente. 
Effectivement, pour un TEB donné, obtenu avec une certaine puissance de la source DFB, il 
faudra fournir plus de puissance optique avec la source ASE, ce qui impliquera une pénalité 
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en puissance. Un autre avantage de la source DFB, réside dans la possibilité de combiner 
plusieurs systèmes de multiplexage en temporel, avec des sources DFB à spectres optiques 
disjoints, multiplexées en longueur d’onde (WDM). Le débit total est alors multiplié par le 
nombre de sources utilisées. 
 
VI Amélioration des performances du système 
VI.1 Introduction 
Nous allons tenter, dans ce paragraphe, d’apporter les dernières améliorations au système 
de multiplexage étudié. On commencera par ajouter un 3ème utilisateur, en présentant la 
nouvelle configuration permettant de réaliser le décalage temporel nécessaire à cela. Nous 
étudierons dans un second temps, l’impact de l’utilisation des modulateurs d’intensité en Dual 
Drive (D.D.). Cette étude présentera les contraintes liées à cette utilisation, et les 
améliorations apportées aux performances en sortie du système de multiplexage. 
 
VI.2 Passage à 3 utilisateurs 
Nous disposons d’un 3ème modulateur qu’on notera MZM_89188. Ce modulateur, à bande 
passante de 20 GHz, va permettre de coder et multiplexer les données d’un 3ème utilisateur. 
Nous avons commencé par tracer la courbe caractéristique T(V) de ce composant en utilisant 
la méthode précisée dans le paragraphe III.1.1.2. La Figure.II.41 représente la courbe T(V) 
mesurée pour le MZM_89188, ainsi que celles obtenues pour les deux autres modulateurs des 
utilisateurs MZM_89187 et MZM_89184. 
 





















































Figure.II.41 : Courbes T(V) des modulateurs des utilisateurs 
(a) MZM_89188. (b) MZM_89187. (c) MZM_89184. 
 
Nous résumons également dans le tableau.II.9 l’ensemble des caractéristiques déduites 
pour les 3 modulateurs utilisés pour le codage des données des utilisateurs. 
 
Modulateur  Vπ (V) V0  (V) α (linéaire) α (dB) 
MZM_89188 5.05 3.8 0.42 -3.767 
MZM_89184 5 3 0.41 -3.872 
MZM_89187 5.15 4.6 0.40 -3.957 
 
Tableau.II.9 : Valeurs des paramètres caractéristiques des  
MZM_89188, MZM_89187 et MZM_89184. 




Nous avons mesuré le retard de groupe (G.D.) du MZM_89188, en utilisant le ATSP. 
(voir paragraphe IV.1). Le tableau.II.10 résume les valeurs des G.D. de l’ensemble des 
éléments utilisés dans le système de multiplexage à 3 utilisateurs. 
 
Composant G.D. (ps) 
Bras 1 14647 
Bras 2 14491 
Bras 3 14461 Coupleur 1×4 
Bras 4 14447 
Bras 1 14709 
Bras 2 14618 
Bras 3 14974 Coupleur 4×1 
Bras 4 15041 
MZM_89184  15368 
MZM_89187  15442 
MZM_89188  15434 
 
Tableau.II.10 : Valeurs des G.D. mesurés des composants utilisés dans le système 
 de multiplexage à 3 utilisateurs (mesurés avec le ATSP). 
 
Nous avons ensuite utilisé à nouveau le programme de MATLAB qui permet de 
déterminer la combinaison correspondante à 3 trajets optiques décalés successivement de 100 
ps. Cette configuration est présentée sur la Figure.II.42. 
 
 
Figure.II.42 : Combinaison des composants réalisant le multiplexage 
 temporel de 3 canaux décalés de 100 ps. 
 
Le tableau.II.11 précise le trajet optique total pour chacun des 3 canaux, de l’entrée du 


















Tableau.II.11 : Trajets optiques globaux des 3 canaux 
 dans le système de multiplexage à 3×2.5 Gb/s. 
 
On constate que l’écart entre deux canaux successifs permet bien de réaliser le décalage 
temporel nécessaire pour le système de multiplexage à 3×2.5 Gb/s. L’erreur par rapport au 
décalage exacte de 100 ps reste faible, et comprise dans la fourchette de l’erreur de gigue sur 
la position des pulses optiques. 
Nous avons réalisé expérimentalement la nouvelle configuration précisée ci dessus. La 
Figure.II.43 montre le diagramme de l’œil obtenu en sortie du système de multiplexage 
expérimental avec 3 utilisateurs. Le nouveau modulateur ajouté a été également polarisé à sa 
tension de transmission minimale V0 = 3.8 V. 
 
 
Figure.II.43 : Diagramme de l’œil en sortie du système  
de multiplexage expérimental avec 3 utilisateurs. 
 
En comparaison avec le diagramme obtenu pour le multiplexage de 2 utilisateurs, on 
constate une dégradation de l’ouverture verticale de l’œil. Cette dégradation est liée aux 
interférences entre symboles qui se produisent cette fois-ci avec le signal optique ajouté en 
plus, impliquant un bruit de fluctuation d’amplitude plus important des 3 pulses multiplexés. 
Nous avons relevé la position temporelle des pulses du 3ème canal, et constaté qu’il avait 
un écart de 110 ps par rapport à celui du second canal. Nous n’avons pas réussi à expliquer 
l’importance d’un tel écart par rapport à la valeur attendue (103 ps). Nous en attribuons, 
cependant, une partie à l’accumulation des erreurs de mesures sur les G.D. des différents 
composants parcourus par le signal optique. L’écart entre les deux premiers canaux reste, 
quant à lui, en accord avec la valeur calculée. 
 
Canal  Trajet optique  (ps) 
Écart temporel entre 
canaux successifs 
 (ps) 
Utilisateur 1 44599 101 
Utilisateur 2 44700 
Utilisateur 3 44803 103 
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VI.3 Utilisation des modulateurs d’intensité en ‘Dual Drive’ 
VI.3.1 Introduction 
Nous allons présenter dans cette partie une ultime amélioration apportée au système de 
multiplexage. Nous sommes arrivés dans les paragraphes précédents à la conclusion de la 
nécessité de polariser tous les modulateurs d’intensité en leurs tensions de transmission 
minimales. Cependant, cela impliquait que les niveaux maxima des pulses optiques, au niveau 
du train de pulses optique généré ou encore des pulses optiques codés avec les données des 
utilisateurs, était ramenés à leur valeurs d’amplitudes minimales. Cette restriction est due à la 
limitation des amplitudes des signaux électriques générés par le ParBERT, soit au niveau du 
module à 10 Gb/s (amplitude maximale de 1.8 V), ou des modules de génération de données à 
2.5 Gb/s (amplitude maximale de 2 V). 
Nous avons donc trouver un moyen de doubler ‘virtuellement’ cette amplitude, en 
exploitant le fait que tous les modulateurs utilisés sont du type Dual Drive (D.D.), et en 
utilisant la sortie ou t , qui génère le signal de données complémentaires de celui de la sortie 
out, présente sur tous les modules du ParBERT, 
 
VI.3.2 Théorie 
La Figure.II.44 représente la structure des modulateurs D.D. utilisés dans notre système. 
 
 
Figure.II.44 : Structure d’un modulateur d’intensité Dual Drive (D.D.). 
 
L’entrée DC permet d’appliquer la tension de polarisation continue VDC, tandis que les 
deux entrée RF1 et RF2 reçoivent les signaux de commande du modulateur VRF1 et VRF2. 
La fonction de transfert du modulateur D.D. s’écrit alors :  
 




V V t V tP tT
P Vπ
πα ⎛ ⎞+= = ⎜ ⎟⎝ ⎠
  (eq.II.53) 
 
Tous les termes de cette expression ont les mêmes définitions que celle données dans le 
paragraphe III.1.1 La remarque concernant l’existence de la tension de décalage V0 
mentionnée précédemment reste également valable. L’effet Pockels et le principe de 
fonctionnement détaillé du modulateur d’intensité sont présentés dans l’annexe. 
 
Jusque là, nous n’avons utilisé que les entrées DC et RF1 des modulateurs, pour la 
polarisation, et les signaux de données générés pas les modules du ParBERT. Si on attaque 
l’entrée RF2 des modulateurs par le signal complémentaire de celui injecté dans l’entrée RF1, 
le modulateur se comportera alors comme un modulateur Single Drive mais modulé par un 
signal d’amplitude double. On sera ainsi capable de palier la limitation d’amplitude des 
signaux générés par le ParBERT, et d’améliorer par conséquent les performances du système 
de multiplexage comme on le verra plus loin. La Figure.II.45 décrit l’impact de l’utilisation 
du modulateur en D.D. sur l’amplitude du train de pulse optique généré par le MZM_75630. 
 





Figure.II.45 : Amplitude du train de pulses généré par le modulateur MZM_75630. 
(a) en Single Drive. (b) en Dual Drive. 
 
On constate à partir de la Figure.II.45, que l’amélioration apportée par l’utilisation en 
D.D. des modulateurs s’obtient à certaines conditions. L’équation eq.II.53, montre que les 
niveaux de tensions choisies pour les signaux électriques VRF1 et VRF2 doivent être de signes 
opposés, afin que leur différence permette d’obtenir l’amélioration souhaitée. On choisira par 
conséquent pour VRF1 un signal d’amplitude variant entre 0 et 1.8 V. 
En ce qui concerne le point de polarisation continue, les conclusions du paragraphe 
précédent exigent que le modulateur soit polarisé en minimum de transmission. La tension 
équivalente dans le cas D.D, permettant de remplir cette condition est alors VDC_0 + 1.8. 
Enfin, l’effet d’amélioration est conditionné par le fait que les deux signaux de données 
VRF1 et VRF2 soient synchronisés, pour ce soustraire aux bons instants. Nous allons voir l’effet 
d’un décalage temporel entre les deux signaux sur l’allure du train de pulse généré. 
 
VI.3.3 Simulation de l’impact du décalage entre les signaux de données 
Nous avons voulu simuler l’impact du décalage temporel entre les deux signaux de 
données sous COMSIS. Malheureusement, ce dernier ne propose pas de modèle de 
modulateur d’intensité à deux électrodes. Nous avons dû opter pour un autre logiciel de 
simulation. 
Le logiciel OptiSystem, commercialisé par OPTIWAVE, est un logiciel de simulation 
système qui fonctionne sur le même principe que COMSIS, pour simuler des systèmes à fibre 
optique. OptiSystem dispose d’une bibliothèque de composants opto-électroniques assez 
complète, comprenant également le modèle de modulateur D.D. 
Nous avons alors simulé la génération du train de pulse optique, avec les caractéristiques 
du MZM_75630. La Figure.II.46 montre le schéma de simulation effectuée sous OptiSystem. 
 





Figure.II.46 : Schéma de simulation sous OptiSystem de la génération du train  
de pulses par le modulateur MZM_75630 en D.D. 
 
Les signaux électriques VRF1 et VRF2 ont été relevés directement sur les sorties out et ou t  
du module générateur de données à 10 Gb/s du ParBERT. La source laser a les 
caractéristiques de la source DFB utilisée dans le système expérimental. La simulation a été 
réalisée en variant le décalage temporel entre les signaux VRF1 et VRF2. 
La Figure.II.47 représente le train de pulses optiques simulé pour différentes valeurs 





Figure.II.47 : Pulse optique simulé en sortie du MZM_75630 pour différentes  
valeurs d’écart temporel entre les signaux VRF1 et VRF2. 
 
On constate que l’écart croissant ∆t entre les VRF1 et VRF2 conduit à la déformation des 
pulses générés. Cette déformation se traduit par une diminution de l’amplitude du pulse, et un 
élargissement temporel de sa base. Nous avons calculé l’élargissement de la base du pulse, 
par rapport à la valeur de référence (100 ps) obtenue pour ∆t = 0 ps. Le tableau.II.12 résume 
les largeurs calculées pour les différentes valeurs de ∆t. 
 
 











Tableau.II.12 : Élargissement du pulse généré en fonction de l’écart ∆t. 
 
Un écart temporel de 20 ps entre VRF1 et VRF2 implique donc un élargissement de 5% du 
pulse généré. Cette valeur peut être fixée comme seuil maximal, au delà duquel on considère 
que le décalage ∆t a un impact sur la largeur du pulse, et par conséquent sur l’importance des 
interférences entre les canaux en sortie du système de multiplexage. 
 
VI.3.4 Résultats expérimentaux 
VI.3.4.1 Mesure des retards de groupe des câbles électriques 
Nous avons exposé l’impact d’un décalage entre les signaux électriques de commande du 
modulateur MZM_75630, quand ce dernier est utilisé en D.D. Il est donc nécessaire de 
pourvoir l’évaluer expérimentalement en mesurant l’écart réel entre les deux câbles qui 
servent à amener les signaux générés par les sorties out et o u t , jusqu’aux entrées RF1 et RF2 
du MZM_75630. Nous allons mesurer les G.D. de ces deux câbles, comme nous l’avons 
précédemment fait pour les composants optiques du système du multiplexage. 
 
Le principe de mesure du retard de groupe d’un câble consiste à déduire sa longueur 
électrique à partir de sa réponse en phase, mesurée avec un analyseur vectoriel de réseau 
(VNA). La configuration de mesure est présentée sur la Figure.II.48 
 
 
Figure.II.48 : Schéma de principe de mesure avec le VNA. 
 
Le VNA possède la fonction ‘Port extension’ qui permet de compenser le retard apporté 
par le câble, en ramenant le plan de référence P1 au niveau du plan P2. Cela se traduit par une 
annulation de la réponse en phase du paramètre S21. Par ce procédé, le VNA mesure la 
longueur électrique du câble compensé, et en déduit le temps de parcours dans ce câble. 
Nous avons relevé les temps fournis par le VNA, après annulation de la réponse en phase 



















Figure.II.49.a : Réponse en phase du paramètre  Figure.II.49.b : Réponse en phase du paramètre 
 S12 après annulation. Câble 1.  S12 après annulation. Câble 2. 
 
L’incertitude sur la valeur du temps de parcours a été estimée à partir de la variation de 
l’allure de la réponse de phase annulée. Les valeurs obtenues pour les deux câbles sont alors : 
Câble 1 : T1 = 4759 ± 0.4 ps. 
Câble 2 : T2 = 4750 ± 0.4 ps. 
D’où on déduit l’écart entre les deux câbles : TCAB1-CAB2 = T1 – T2 = 9 ± 0.8 ps. Les 








Tableau.II.13 : Mesures des G.D des deux câbles avec le VNA. 
 
Les valeurs d’écarts obtenues restent inférieures au seuil fixée dans la partie précédente, 
pour considérer qu’il a un réel impact sur l’allure temporelle des pulses optiques générés en 
sortie du MZM_75630. 
 
VI.3.4.2 Utilisation du modulateur source en Dual Drive  
La nouvelle tension de polarisation continue VDC du MZM_75630 doit avoir pour valeur : 
VDC = VDC_0 + 1.8 = 3.55 V. Cependant, en variant cette tension, nous avons constaté que la 
valeur qui permet de polariser le modulateur en minimum de transmission était de 
VDC = 3.2 V. Cette différence montre, que bien que le ParBERT affiche que les niveaux de 
tensions varient entre 0 et 1.8 V pour les signaux générés à 10 Gb/s, la vraie amplitude des ces 
signaux serait plutôt de 1.45 V. 
Nous avons relevé un tracé temporel du train du pulses optiques en sortie du 
MZM_75630. La Figure.II.50 représente ce signal dans le cas d’utilisation du modulateur en 
Single Drive (S.D.) et en Dual Drive (D.D). 
 
 Retard de groupe (ps) 
Écart entre les deux 
câbles (ps) 
Câble 1 4759 ± 0.4 
Câble 2 4750 ± 0.4 9 ± 0.8 




Figure.II.50 : Train de pulses expérimental en  
sortie du MZM_75630. (a) en S.D. (b) en D.D. 
 
Nous ne pouvons pas utiliser à ce stade le facteur Q pour évaluer l’amélioration apportée 








=   (eq.II.54) 
 
P1 et P0 étant respectivement la puissance optique au maximum du pulse et sa base. Nous 
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Une amélioration de 3.5 dB est donc apportée au taux d’extinction des pulses générés par 
le MZM_75630 par utilisation en D.D. Cette amélioration va se répercuter sur les 
performances en sortie du système de multiplexage, comme nous l’observons sur la 
Figure.II.51, qui montre le diagramme de l’œil obtenu à sa sortie. 
 
 
Figure.II.51 : Diagramme de l’œil mesuré en sortie du système de multiplexage à 3×2.5 Gb/s. 
(a) MZM_75630 en S.D. (b) MZM_75630 en D.D. 
 
On constate la nette amélioration des amplitudes des pulses multiplexés, ainsi que de 
l’ouverture verticale de l’œil. Le tableau.II.14 résume l’amélioration du facteur Q, apportée 
par chaque configuration. Elle est exprimée par la valeur en dB du rapport entre les valeurs 
des facteurs QDD et QSD mesurés dans chacun, et ceci pour chacun des 3 utilisateurs. 
 











Tableau.II.14 : Amélioration du facteur Q en sortie du système de  
multiplexage à 3×2.5 Gb/s par utilisation du MZM_75630 en D.D. 
 
VI.3.4.3 Utilisation des modulateurs utilisateurs en Dual Drive 
Dans le but d’apporter l’ultime amélioration au système de multiplexage étudié, nous 
avons tenté d’exploiter le principe de fonctionnement en D.D. également pour les modulateurs 
des utilisateurs MZM_89187, MZM_89188 et MZM_89184. 
Les G.D. des différents câbles utilisés pour ces modulateurs, ont été mesurés en utilisant le 
VNA. Le tableau.II.15 résume les valeurs mesurées pour chaque paire de câbles associée à un 
utilisateur. Pour simplifier leur désignation, on notera les câbles destinés à l’utilisateur 1 par 













Tableau.II.15 : Mesures des G.D des câbles utilisés pour les modulateurs des utilisateurs. 
 
L’importance de l’écart temporel entre les câbles d’une paire varie selon l’utilisateur. Elle 
est maximale pour l’utilisateur 2. Cependant, l’importance de l’impact de l’écart temporel 
reste pondérée par la période des signaux de données. Dans le cas des données utilisateurs, il 
s’agit de signaux dont la période est de 400 ps. Par conséquent, même un écart de 53 ps 
n’aura pas un impact majeur sur la forme du pulse codé au niveau du modulateur concerné. 
 
L’ensemble des tensions de polarisations continues des modulateurs, pour l’utilisation en 
D.D., sont résumées dans le tableau.II.16. 
 
 
Tableau.II.16 : Tensions de polarisations continues expérimentales  
appliquées aux modulateurs d’intensité en D.D. 
On constate également l’écart des valeurs expérimentales des tensions VDC par rapport à 








Utilisateur 1 2.64 
Utilisateur 2 2.95 
Utilisateur 3 3.15 
 Group Delay (ps) 
Écart  
(ps) 
use1_RF1 4181 ± 0.2 
use1_RF2 4167 ± 0.2 14 ± 0.2 
Use2_RF1 4253 ± 0.2 
Use2_RF2 4200 ± 0.2 53 ± 0.2 
Use3_RF1 4180 ± 0.2 
Use3_RF2 4185 ± 0.2 5 ± 0.2 
Modulateur MZM_75630 MZM_89187 MZM_89188 MZM_89184 
VDC 3.2 6.4 5.55 4.7 
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Le diagramme de l’œil obtenu avec la nouvelle configuration est représenté sur la 
Figure.II.52. On notera :  
• SD_SD : la configuration initiale où tous les modulateurs sont utilisés en Single Drive. 
• DD_SD : la configuration où seul le modulateur MZM_75630 est utilisé en Dual Drive. 
• DD_DD : la configuration où tous les modulateurs du système sont utilisés en Dual 
Drive. 




Figure.II.52 : Diagramme de l’œil mesuré en sortie du système de multiplexage à 3×2.5 Gb/s. 
(a) configuration SD_SD. (b) configuration DD_SD. (c) configuration DD_DD. 
 
On évalue à nouveau l’amélioration apportée par cette dernière configuration aux 
performances du système de multiplexage, que nous résumons dans le tableau.II.17. QSD_SD, 











Tableau.II.17 : Amélioration du facteur Q en sortie du système de multiplexage 
à 3×2.5 Gb/s avec la configuration DD_DD. 
VI.4 Conclusion  
L’ajout d’un 3ème utilisateur dans le système de multiplexage a été réalisé en utilisant une 
configuration des composants optiques permettant de se passer de lignes à retard 
supplémentaires. Une amélioration a été apportée aux performances du système de 
multiplexage, en utilisant les modulateurs d’intensité en Dual Drive. Les contraintes liées à 
cette utilisation ont été exposées, Parmi lesquelles figure le décalage temporel entre les 
signaux électriques de commande des modulateurs. Ce décalage a été mesuré, mais les faibles 
valeurs relevées n’ont pas d’impact majeur sur les formes temporelles des pulses optiques. 
Nous avons enfin pu constater et évaluer l’amélioration apportée aux performances du 
système de multiplexage, en quantifiant la croissance du facteur Q apportée par l’utilisation 
des modulateurs d’intensité en D.D. 
 . . _ . .
. . _ . .
D D S D
S D S D
Q
Q
 (dB) . . _ . .
. . _ . .
D D D D




Utilisateur 1 2.64 3.42 
Utilisateur 2 2.95 3.66 
Utilisateur 3 3.15 3.96 
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VII Conclusion du chapitre II 
Ce chapitre a permis d’étudier le multiplexage de notre système de transmission en 
OTDM. Nous avons proposé une solution simple et bas coût pour la génération du train de 
pulse nécessaire au système. Cette solution consiste à la modulation externe d’une source 
optique continue. 
Après avoir présenté les outils qui allaient nous servir pour la simulation ainsi que la 
réalisation expérimentale, nous avons simulé le système de multiplexage sous le logiciel 
COMSIS. Cette simulation, effectuée en plusieurs étapes, a permis de fixer les paramètres de 
fonctionnement optimaux du système, tel que le choix de la tension de polarisation du 
modulateur associé à la source optique. 
La réalisation expérimentale a permis d’évaluer et d’optimiser les performances obtenues 
avec deux types de sources optiques : une source ASE incohérente et une source laser DFB 
cohérente. L’utilisation de cette dernière a montré l’existence du problème d’interférences 
cohérentes dans le système de multiplexage étudié, à cause du temps de cohérence de la 
source, trop important devant la fenêtre temporelle alloué à chaque canal d’utilisateur. Nous 
avons proposé alors une solution pour palier ce problème, et pu vérifier expérimentalement 
l’élimination des interférences, par polarisation du modulateur associé à la source optique, à 
sa tension de transmission minimale. 
La comparaison entre les performances en sortie du système de multiplexage, obtenues 
avec les deux sources étudiées a pu être corrélée à la différence entre les niveaux de bruits 
d’intensité relatifs (RIN) des deux sources. Ces derniers ont été mesurés, et se sont avérés être 
les principaux contribuant au bruit présent sur la puissance optique du niveau logique ‘1’ à la 
détection du signal de données multiplexées. L’avantage est revenu à la source DFB, qui en 
plus d’avoir un niveau de RIN plus faible que la source ASE, offre la possibilité, grâce à son 
spectre étroit, de combiner le système de transmission OTDM à un système de multiplexage 
en longueurs d’ondes (WDM), ce qui permettrait d’augmenter le débit global de transmission. 
Après avoir ajouté un 3ème utilisateur dans le système de multiplexage, en utilisant la 
configuration adéquate, nous avons pu améliorer les performances de multiplexage en 
utilisant les modulateurs d’intensité en Dual Drive. Nous avons constaté et évalué 
l’amélioration apportée sur les valeurs des facteurs Q des 3 utilisateurs du système. 
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Les données individuelles des utilisateurs doivent être acheminées à leurs destinataires. 
Mais avant cela, il faut pouvoir reconstituer le signal propre de chaque utilisateur, c’est ce 
qu’effectue la partie de démultiplexage. 
En OTDM, le démultiplexage consiste à extraire les pulses optiques représentant les 
données d’un utilisateur à partir du train de pulses multiplexés, repassant ainsi du débit total 
N×B vers un débit B, B étant le débit d’un utilisateur, et N le nombre d’utilisateur dans le 
système de transmission. La fonction d’un système de démultiplexage en temporel est de 
créer une porte optique de transmission qui va coïncider avec les pulses optiques d’un seul 
canal, permettant ainsi la transmission de ces pulses, et supprimant les pulses des autres 
canaux. La principale contrainte sur cette fenêtre de transmission réside dans sa largeur 
temporelle qui ne doit pas dépasser celle d’un bit du signal de données dans le système. 
Différentes techniques de démultiplexage ont été présentées dans le premier chapitre. 
Elles ont été différentiées soit en techniques de démultiplexage tout optique et soit électro-
optique. Dans ce chapitre, nous allons avons étudié la faisabilité de deux techniques 
particulières parmi celles-ci. 
 
La première technique utilise un dispositif interférométrique du type Mach-Zehnder, dont 
les bras sont munis d’amplificateurs SOAs. Nous avons dimensionné l’ensemble des éléments 
de ce dispositif en fixant par simulation, les paramètres physiques du SOA. Nous avons 
ensuite simulé le comportement de l’ensemble du dispositif de démultiplexage. 
 
La seconde technique que nous avons traitée consiste à utiliser un modulateur EAM pour 
la réalisation de la fonction de démultiplexage. Partant de données réelles fournies provenant 
d’un composant EAM commercial, nous avons déterminé le signal électrique de contrôle 
nécessaire pour la génération de la fenêtre de transmission par l’EAM. L’ensemble du 
système de démultiplexage a été simulé par la suite. 
 
En comparant les deux techniques, en terme de complexité de réalisation, d’adaptabilité 
avec la partie de multiplexage, de possibilité d’utilisation de composants commerciaux et de 
coût de réalisation, nous avons conclu sur le choix du système que nous avons réalisé 
expérimentalement pour remplir la fonction de démultiplexage. 
 
II Simulation d’un système de démultiplexage utilisant un SOA 
Le point commun entre les techniques de démultiplexage tout optique présentées 
précédemment est le contrôle du signal optique des données, par un autre signal optique, 
appelé signal de contrôle. Ces techniques consistent à changer les propriétés optiques d’un 
milieu non linéaire pour réaliser la fonction de démultiplexage. Les dispositifs utilisés pour 
leurs propriétés non linéaires varient entre la fibre optique, les cristaux optiques ou encore les 
amplificateurs optiques à semi-conducteur (SOA). Ce dernier composant offre l’avantage 
d’avoir un volume d’encombrement réduit dans le dispositif de démultiplexage, et a été utilisé 
dans différentes configurations pour réaliser des dispositifs de démultiplexage tout optiques 
en OTDM [1], [2]. 
Dans ce paragraphe, nous allons étudier l’une des configurations des systèmes de 
démultiplexage tout-optique, basée sur l’utilisation du SOA. Il s’agit de l’interféromètre 
Mach-Zehnder dit ‘à SOAs symétriques’, les deux SOAs étant positionnés de façon 
symétrique sur les deux bras de l’interféromètre [3]. Le dispositif en question est appelé 
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également Traveling Pulse Mach-Zehnder (TPMZ), à cause du fait que les pulses de contrôle 




Figure.III.1 : Schéma de principe du dispositif TPMZ [4]. 
 
Le choix des longueurs d’ondes utilisées pour les signaux de données et de contrôle, par 
rapport à la courbe spectrale de gain du SOA permet de définir la forme des données 
démultiplexées, ainsi que celle du train de données complémentaires (le train de données 
multiplexées dont on a extrait le canal souhaité) en sortie du TPMZ. Trois schémas de 
commutation ont ainsi été étudiés durant les dernières années :  
• Schéma de commutation dit Conventionnel [5]. 
• Schéma de commutation à gain transparent [6]. 
• Schéma de commutation à gain décalé [7] 
La Figure.III.2 présente ces trois configurations. Le positionnement spectral des longueurs 




Figure.III.2 : Différentes configurations de commutation.  
(a) configuration conventionnelle. (b) configuration à gain transparent.  
(c) configuration à gain décalé [4]. 
Le passage des pulses de contrôle, de forte puissance optique, dans les SOAs provoque 
une variation de la réponse en phase de ces composants. Cette variation est cependant 
accompagnée d’une variation de gain, ce qui constitue le principal inconvénient de ce 
système. En effet la variation de gain dans le SOA provoque une variation de l’amplitude des 
pulses non démultiplexés transmis en sortie du dispositif TPMZ, qui n’ont alors plus la même 
amplitude, comme cela était le cas en sortie du système de multiplexage. L’importance de 
cette variation dépend de la configuration choisie, comme le montre la Figure.III.3. 
 





Figure.III.3  : Courbe de variation du gain du SOA au passage du pulses de contrôle, et forme 
temporelle des pulses transmis (non démultiplexés). (a) configuration conventionnelle. (b) 
configuration à gain transparent. (c) configuration à gain décalé [4]. 
 
La configuration à gain décalé, qui a été récemment étudiée dans la thèse de Tolga Tekin   
[4], offre l’avantage d’avoir une variation minimale du gain dans les SOAs, après le passage 
des pulses de contrôle, par rapport à la configuration conventionnelle. Elle est également plus 
intéressante que la configuration à gain transparent, car cette dernière utilise des pulses de 
contrôle à λc = 1300 nm, ce qui cause d’importantes pertes d’insertion dans le dispositif, 
conçu pour transmettre des signaux à 1550 nm [6], [8]. 
 
II.1   Principe théorique de fonctionnement du TPMZ. 
Dans cette partie, nous exposons le principe théorique de la réalisation de la fonction de 
démultiplexage grâce au dispositif TPMZ. 
 
II.1.1 Expression des signaux au niveau des deux sorties du dispositif 
La Figure.III.4 représente un schéma simplifiée du dispositif, ce dernier possède une 
entrée optique sur laquelle va être injecté le signal optique issu de la partie de multiplexage 
(port #0), et deux sorties optiques, une servant à extraire le signal optique du canal 




Figure.III.4 : Schéma simplifié du dispositif TPMZ. 
 
Soit A1(t) l’enveloppe complexe temporelle de l’onde optique du train de pulses 
multiplexés en entrée du dispositif TPMZ. B1(t) et B2(t) sont les ondes issues du premier 
coupleur dont le cœfficient de couplage est k1. C1(t) et C2(t) sont les ondes en sortie des SOA1 
et SOA2. Enfin D1(t) et D2(t) sont les ondes en sortie du coupleur 2 (de cœfficient k2), au 
niveau des deux ports port#1 et port#2. 
B1(t) et B2(t) s’écrivent alors sous la forme : 
 
 1 1 1( ) cos( ). ( )B t k A t=   (eq.III.1) 
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 2 1 1( ) .sin( ). ( )B t i k A t=   (eq.III.2) 
 
En supposant que le coupleur soit un coupleur 3 dB idéal, les équations eq.III.1 et eq.III.2. 




( ) . ( )
2
B t A t=  (eq.III.3) 
 2 1
1
( ) . . ( )
2
B t i A t=   (eq.III.4) 
 
Les ondes C1(t) et C2(t) issues des deux SOAs s’expriment en fonction des ondes B1(t) et 
B2(t) par : 
 
 1. ( )1 1 1( ) ( ). . ( )
i tC t G t e B tΦ=   (eq.III.5) 
 2. ( )2 2 2( ) ( ). . ( )
i tC t G t e B tΦ=  (eq.III.6) 
 
G1(t), φ1(t) et G2(t), φ2(t) étant les réponses temporelles en gain et en phase de SOA1 et 
SOA2 respectivement. 
 
À la sortie du second coupleur, que l’on suppose 3 dB également, les ondes optiques 
s’écrivent alors : 
 
 1 2. ( ) . ( )1 1 1 2 2
1 1
( ) . ( ). . ( ) . . ( ). . ( )
2 2
i t i tD t G t e B t i G t e B tΦ Φ= +   (eq.III.7) 
 1 2. ( ) . ( )2 1 1 2 2
1 1
( ) . . ( ). . ( ) . ( ). . ( )
2 2
i t i tD t i G t e B t G t e B tΦ Φ= +   (eq.III.8) 
 
En remplaçant les ondes B1(t) et B2(t) par leurs expressions en fonction de A1(t), on déduit 
alors la relation qui lie les ondes optiques en sortie du dispositif à celle à son entrée :  
 
Port#1 1 2. ( ) . ( )1 1 2 1
1
( ) . ( ). ( ). . ( )
2
i t i tD t G t e G t e A tΦ Φ= −⎡ ⎤⎣ ⎦   (eq.III.9) 
Port#2 1 2. ( ) . ( )2 1 2 1
1
( ) . . ( ). ( ). . ( )
2
i t i tD t i G t e G t e A tΦ Φ= +⎡ ⎤⎣ ⎦   (eq.III.10) 
 
Puis on obtient enfin l’expression de l’intensité optique en sortie de chaque port du 
dispositif P1 et P2 en fonction de l’intensité optique du signal en entrée P : 
 
Port#1 ( )1 1 2 1 2 1 21 1( ) . ( ) ( ) ( ). ( ).cos ( ) ( ) . ( )2 2P t G t G t G t G t t t P t= + − Φ − Φ
⎡ ⎤⎢ ⎥⎣ ⎦   (eq.III.11) 
Port #2 ( )2 1 2 1 2 1 21 1( ) . ( ) ( ) ( ). ( ).cos ( ) ( ) . ( )2 2P t G t G t G t G t t t P t= + + Φ − Φ
⎡ ⎤⎢ ⎥⎣ ⎦   (eq.III.12) 
 
On en déduit également les fonctions de transfert au niveau des deux ports #1 et #2 :  
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Port#1 ( )11 1 2 1 2 1 2( ) 1 1( ) . ( ) ( ) ( ). ( ).cos ( ) ( )( ) 2 2
P t
T t G t G t G t G t t t
P t
= = + − Φ − Φ⎡ ⎤⎢ ⎥⎣ ⎦  (eq.III.13) 
Port#2 ( )22 1 2 1 2 1 2( ) 1 1( ) . ( ) ( ) ( ). ( ).cos ( ) ( )( ) 2 2
P t
T t G t G t G t G t t t
P t
= = + + Φ − Φ⎡ ⎤⎢ ⎥⎣ ⎦   (eq.III.14) 
 
La forme de la fenêtre de commutation, déduite de la fonction de transfert, dépend donc 
de la variation temporelle des grandeurs Gi(t) et φi(t). Ces dernières varient sous l’effet du 
passage des pulses de contrôle à travers les SOAi . 
La dépendance des grandeurs Gi(t) et φi(t) en fonction du pulse de contrôle, s’exprime sous 
une forme simplifiée par [1]. 
 
 ' ' '0( ) . ( ). ( ).CG t G G R t P t t dt
−∞
+∞
= − ∆ −∫  (eq.III.15) 
 ' ' '( ) . ( ). ( ).Ct R t P t t dtφ φ
−∞
+∞
= ∆ −∫   (eq.III.16) 
 
∆G et ∆φ sont respectivement les valeurs de transition du gain et de la réponse en phase 
des SOAs au passage du pulse de contrôle. Leurs valeurs dépendent linéairement de l’énergie 
du pulse de contrôle, dont PC(t) est la puissance instantanée à l’instant t. Elle a pour 







CP t P e
−⎛ ⎞⎜ ⎟⎝ ⎠=   (eq.III.17) 
 
P0 et T0 sont respectivement la puissance maximale et la largeur à mi-hauteur de la 
gaussienne. 
R(t) représente la responsivité du matériau optique, elle est de la forme : 
 ( ) ( ).exp( )tR t H t τ= −  (eq.III.18) 
H(t) étant la fonction de Heaviside, et τ le temps de recouvrement qui caractérise la durée de 
retour des grandeurs Gi et φi à leurs valeurs initiales (théoriquement G0 et 0 rd) après le 
passage du pulse de contrôle. 
 
La Figure.III.5 représente les variations des grandeurs Gi(t) et φi(t) au passage d’un pulse 
(à l’instant t=0 ps). Le pulse a pour largeur temporelle 2 ps, ce qui correspond au temps de 
transition de Gi(t) et φi(t) [15]  
 





Figure.III.5 : Réponse temporelle (a) en gain et (b) en phase du  SOA au passage du pulse de 
contrôle [1]. 
 
Remarque : La Figure.III.5 représente également (courbes en pointillés) les réponses de Gi(t) 
et φi(t), dans le cas où les pulses de contrôle se propagent en sens contraire que celui de 
propagation des données dans le dispositif. En effet les SOA ne sont pas des dispositifs 
symétriques, et l’effet d’un pulse optique de grande intensité sur leurs caractéristiques dépend 
du sens de propagation du pulse. Nous n’étudierons, pour notre part que le cas de co-
propagation entre les pulses de contrôle et les données. 
 
II.1.2 Simulation sous MATLAB du principe de démultiplexage. 
Nous avons commencé par reproduire certains des résultats annoncés dans la littérature 
[1], à travers un programme développé sous MATLAB permettant, à partir de la définition 
temporelle des paramètres Gi(t) et φi(t), de tracer la fonction de transfert du dispositif TPMZ 
(eq.III.13) au niveau du port permettant le démultiplexage d’un canal (port #1), puis nous 
avons observé le pulse à cette sortie. 
 
II.1.2.1 Définition de la variation de Gi(t) et φi(t) 
Nous nous sommes basés sur les données fournies dans la référence [1], pour définir les 
variations temporelles de Gi(t) et φi(t). 
Initialement chacun des SOAs a un gain G0 =10 dB et une réponse en phase nulle. Quand 
il est traversé par un pulse de contrôle de largeur 2 ps, le gain décroît de 3 dB (∆G =5) et la 
réponse en phase croit de 0.5π. 
Après le passage du pulse de contrôle, Gi(t) et φi(t) reviennent à leurs valeurs initiales 
selon une loi exponentielle (eq.III.18), avec une constante de temps τ égale à 400 ps. Les 
Figure.III.6.a et Figure.III.6.b montrent les variations de Gi(t) et φi(t) pour les SOAi. Ces 
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derniers sont traversés chacun par un pulse de contrôle, avec un décalage temporel de 4 ps, 
correspondant à la largeur temporelle de la fenêtre de commutation. On définit comme origine 


















 Figure.III.6.a : Simulations des variations  Figure.III.6.b : Simulations des variations 
  décalées des gains des SOAs, au  décalées des phases des SOAs, au 
 passage  des pulses de contrôle passage  des pulses de contrôle. 
 
 
II.1.2.2 Fenêtre de commutation 
La fenêtre de commutation est définie grâce à l’équation (eq.III.13), et correspond à la 
fonction de transfert du dispositif au niveau du port #1. Pour mettre en évidence l’effet 
prépondérant de la variation de la phase sur celle du gain, on définit une première fois la 
fenêtre de commutation grâce à l’équation (eq.III.13), où Gi(t) et φi(t) varient tels que 
représentés sur les Figure.III.6.a et Figure.III.6.b. Ensuite, on redéfinit la fenêtre de 
commutation mais cette fois avec les gains Gi(t) constants et égaux à leur valeur initiale 
G0 =10 dB. 
 
La Figure.III.7 représente la fenêtre de commutation à la sortie du port #1. La trace rouge 
est celle correspondant à des SOAs dont le gain et la réponse en phase varient temporellement 
comme précisé plus haut, et la trace bleue est obtenue pour des SOAs dont seules les réponses 
en phase φi(t) varient au passage des pulses de contrôle. On obtient donc une fenêtre de 
commutation de largeur équivalente au retard introduit entre les deux pulses de contrôle. La 
décroissance du plafond de la fenêtre de commutation est due à la tendance des réponses en 















Figure.III.7 : Fenêtre de commutation simulée à la sortie du port #1 
du dispositif pour un gain  constant et variable des SOAs. 
 
On constate que même si on suppose les gains Gi(t) constants, la fenêtre de commutation 
garde la même forme temporelle, la seule différence réside dans la diminution de l’amplitude 
de la fenêtre. Ceci aura pour conséquence de diminuer le taux d’extinction du pulse 
démultiplexé, mais sans influencer sa forme. 
 
On peut assimiler le passage du premier pulse de contrôle (t=0 ps) au travers du premier 
SOA à l’ouverture de la fenêtre de commutation, et le passage du second pulse dans le second 
SOA (t=4 ps) à sa fermeture. 
Le pulse à extraire à partir du train de données en entrée du dispositif doit ainsi coïncider avec 
la fenêtre de transmission afin d’être dirigé vers le port #1. Pour cela, les deux pulses, pulses 
obtenus à partir d’un pulse d’entrée, aux 2 sorties du coupleur 3 dB (figure.III.4), doivent 
traverser les deux SOAs simultanément entre l’ouverture et la fermeture de la fenêtre de 
commutation ; c'est-à-dire juste après le passage du premier pulse de contrôle dans le SOA1 et 
avant le passage du second pulse de contrôle dans le SOA2. 
 
II.1.2.3 Pulse démultiplexé  
Avec le système défini ci-dessus, on a effectué la simulation de démultiplexage d’un pulse 
à partir d’un train de pulses multiplexés à 168 Gb/ s. On part de l’hypothèse que le pulse que 
l’on souhaite extraire coïncide avec la création de la fenêtre de commutation définie 
préalablement. 
On observe la sortie du port #1 du dispositif dans les deux cas : gains des SOAs constants et 
variables. 
La Figure.III.8 montre le train de pulse initial ainsi que le pulse extrait pour les deux cas 
envisagés pour les gains des SOAs. 
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Figure.III.8 : Pulse démultiplexé à partir du train de pulse dans les cas des gains des SOAs 
constants et variables. 
 
II.1.3 Conclusion. 
Les résultats de la simulation montrent qu’il est donc possible, grâce à ce système, de 
réaliser le démultiplexage des données d’un utilisateur à partir d’un train de données 
multiplexées. Comme prévu, le pulse extrait dans le cas de SOA à gain variable présente une 
amplitude inférieure à celui dans le cas d’un SOA à gain constant. Ceci aura pour effet de 
réduire le taux d’extinction ainsi que le rapport signal à bruit optique au niveau du diagramme 
de l’oeil après démultiplexage. Malheureusement, les composants SOA commerciaux qui 
existent actuellement utilisent tous la configuration de commutation conventionnelle, ce qui 
rend la variation de gain dans les SOA inévitable. Ainsi, si l’on souhaite simuler le 
comportement d’un composant proche de ce qui existe commercialement, il faudra 
obligatoirement prendre en considération ce phénomène. 
 
II.2   Dimensionnement du composant SOA 
Afin d’effectuer les simulations de tout le système de démultiplexage, il est nécessaire de 
dimensionner en première étape le composant essentiel autour duquel est conçu le dispositif 
de démultiplexage, à savoir le SOA. Le dimensionnement du SOA consiste à définir ses 
paramètres physiques qui permettront d’avoir les réponses souhaitées en gain et en phase. Les 
valeurs de certains paramètres seront choisies en se basant sur les données recueillies dans la 
littérature. D’autres paramètres seront fixés à partir de données fournies par le fabricant d’un 
modèle commercial du SOA. Les paramètres restants, dans le modèle proposé par COMSIS, 
seront alors modifiés, afin d’observer l’évolution des courbes de gain et de phase des SOA en 
fonction des valeurs choisies. 




II.2.1 Modèle du SOA sous COMSIS 
L’amplificateur optique à semi-conducteur est généralement modélisé par des équations 
spatio-temporelles. M. J. Adams et al proposent un modèle simplifié permettant de prendre en 
compte non seulement la réflectivité des faces mais aussi l’émission spontanée amplifiée [9]. 
Les hypothèses simplificatrices sont : 
 
1°) le gain est indépendant de la position z le long de la cavité, 
2°) la densité de photons moyenne est considérée. 
 
Malgré ces approximations, ce modèle reste d’une précision suffisante dans beaucoup de 
cas comme le montre le nombre d’études théoriques réalisées avec ce modèle [10], [11]. 




 est exprimé par la relation : 
 1 2
2 2
1 2 1 2
(1 )(1 )





I R R e
I R R e R R e φ
− −= − ⋅ + ⋅ ⋅  (eq.III.19) 
 
• g est le gain du matériau. Il peut être exprimé de façon simplifiée par : 
 
 mg g α= Γ ⋅ −  (eq.III.20) 
avec  20 0 1( ) [ ]m pg a N N a λ λ= − − −  
 
• Γ : le facteur de confinement 
• α : les pertes internes du SOA. 
• a0 : est le gain différentiel 
• a1 : la courbure de la courbe spectrale de gain.  
• λp : la longueur d’onde correspondant au maximum de la courbe de gain. 
 
Les variations de la phase de l’onde optique traversant la structure amplificatrice doivent 
tenir compte des variations de l’indice de réfraction induites par la modification temporelle 
des porteurs dans la cavité. Les variations de la phase φ s’expriment alors sous la forme :  
 





πφ λ= − + −







π≈ −  
 
N étant la densité des porteurs 
ng l’indice de groupe du matériau, fixé à 3,4. 
 
Les paramètres physiques qui définissent le modèle de SAO proposé sous COMSIS sont 
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 Paramètre symbole unité 
P1 
 Longueur. d'onde du maximum de la courbe 
de gain λP nm 
P2 gain différentiel de la structure a0 cm
2 
P3 courbure de la courbe de spectre du gain  a1 cm-3 
P4 coefficient de fluctuation de la longueur d’onde a2 (=0) cm4 
P5 durée de vie des porteurs τ s 
P6 densité de porteurs au seuil  Nth cm-3 
P7 volume de la couche active  (L w d) Vact cm3 
P8 longueur de l’amplificateur L cm 
P9 coefficient de réflexion de la face 1 R1 - 
P10 coefficient de réflexion de la face 2 R2 - 
P11 densité de porteurs à la transparence No cm-3 
P12 courant de polarisation I A 
P13 facteur de confinement optique Γ - 
P15 Pertes internes α cm-1 
P14 facteur de couplage phase-amplitude αH - 
 
Tableau.III.1 : Paramètres de simulation du modèle de SOA sous COMSIS. 
 
Le point suivant consistera à déterminer les valeurs des paramètres ci-dessus afin 
d’obtenir les réponses souhaitées en terme de gain et de phase du SOA, suite au passage du 
pulse optique de contrôle. 
Il est difficile de retrouver l’ensemble des paramètres physiques du SOA réunis dans une 
même publication. La littérature nous a permis d’avoir une idée sur l’ordre de grandeur d’un 
certain nombre de paramètres à la fois, selon les expériences réalisées. 
Une expérience de démultiplexage a permis d’extraire un train de pulse à 10 Gb/s à partir 
d’un train à 80 Gb/s [12]. Le SOA utilisé avait pour longueur 500 µm, un facteur N0 de 
1,2.10+24 m-3, un gain différentiel a0 de 2,5.10-16 cm² et un facteur de confinement optique Γ 
de 0,35. L’indice effectif du milieu était de ng = 4. Le courant de polarisation du SOA variait 
entre 215 et 220 mA. Le pulse de contrôle utilisé était à la longueur d’onde 1559 nm et avait 
pour largeur 7 ps. 
Une autre expérience mentionne l’utilisation d’un SOA dont la couche active en InGaAsP 
avait pour dimensions 0,2 µm d’épaisseur, 1,2 µm de largeur et 80 µm de longueur. Le SOA a 
été polarisé avec un courant de 200 mA. La durée de vie des porteurs dans le matériau était de 
60 ps. Le pulse de contrôle utilisé avait pour largeur 5 ps et il a été émis à partir d’une source 
pulsée en anneau de fibre à 1548 nm [13]. 
 
Remarques : Le choix des caractéristiques des pulses de contrôle est aussi important que celui 
des paramètres du SOA. En effet, le comportement du SOA dépend de la largeur, la puissance 
et la longueur d’onde du train de pulse de contrôle. Par conséquent les caractéristiques de ce 
dernier feront partie des facteurs à fixer. 
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II.2.2 Paramètres fournis par le fabricant 
Nous souhaitons pouvoir utiliser des composants commerciaux. Il serait donc judicieux 
dans notre étude de prendre en considération les modèles déjà commercialisés, en utilisant les 
données qu’il nous a été possible de récupérer à partir de certain modèles définis dans la 
littérature. Les données ainsi fournies permettront de fixer au préalable quelques paramètres 
parmi ceux à déterminer. Cela constituera un point de départ pour simuler les paramètres 
restant. 
 
Un fabricant nous a fourni certains des paramètres du SOA qu’il propose. Les valeurs de 
ces paramètres sont réunies dans le tableau.III.2. 
 
 Paramètre symbole valeur unité 
P1 
 longueur. d'onde du maximum de la 
 Courbe de gain λP  nm 
P2 gain différentiel de la structure a0  cm
2 
P3 courbure de la courbe de spectre du gain  a1 0,4.10+13 cm-3 
P4 
coefficient de fluctuation de la  
longueur d’onde a2 0 cm
4 
P5 durée de vie des porteurs τ 400.10-12 s 
P6 densité de porteurs au seuil  Nth  cm-3 
P7 volume de la couche active  (L w d) Vact 4.10-10 cm3 
P8 longueur de l’amplificateur L 0,0001 cm 
P9 coefficient de réflexion de la face 1 R1 2.10-4 - 
P10 coefficient de réflexion de la face 2 R2 2.10-4 - 
P11 densité de porteurs à la transparence No  cm-3 
P12 courant de polarisation I 0,499 A 
P13 facteur de confinement optique Γ 0,2 - 
P15 pertes internes α 7 cm-1 
P14 facteur de couplage phase-amplitude αH  - 
 
Tableau.III.2 : Paramètres de simulation imposés par le modèle du SOA commercial. 
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Figure.III.9 : Courbe de variation du gain du SOA commercial avec la longueur d’onde. 
 
La valeur de λC a été déterminée à partir de la courbe de variation spectrale du gain du 
SOA (Figure.III.9). Cette même courbe a servi à la détermination du facteur a1. Ce facteur 
intervient dans la dépendance du gain avec λ à travers l’équation eq.III.20. 
On a supposé qu’il n y a pas de fluctuation de la longueur d’onde correspondant au gain 
maximal, par conséquent a2 =0. La littérature fixe le facteur τ à quelques centaines de ps. Pour 
notre système, la fréquence de répétition des données du canal qu’on souhaite extraire 
(f= 2.5 GHz) doit correspondre à la périodicité de la variation des réponses en gain et en 
phase du SOA. Cette périodicité étant liée à τ, nous avons fixé τ à la valeur 400 ps. 
Concernant le courant de polarisation, le fabricant nous a signalé que les variations des 
gains et phase sont notables pour des courants dépassant les 500 mA. Cependant, COMSIS 
n’accepte pas des valeurs dépassant les 499 mA. On a donc fixé le courant de polarisation à 
cette valeur maximale. 
 
II.2.3 Paramètres du pulse de contrôle 
Le pulse de contrôle doit être également défini en fixant ses paramètres, tels que résumés 
dans le tableau.III.3 
 
Paramètre symbole valeur unité 
puissance maximale Pm  dBm  
largeur à mi-hauteur. Tfwhm 10 ps 
fréquence de répétition des pulses F 1 GHz 
 
Tableau.III.3 : Paramètres du pulse de contrôle. 
 
La largeur du pulse de contrôle détermine le temps de transition du gain et de la phase, 
avant que ces derniers retrouvent leur valeurs initiales après une durée égale à la durée de vie 
des porteurs. Par conséquent, l’unique contrainte imposée à ce paramètre est l’obligation qu’il 
soit plus petit que la largeur des pulses de données multiplexés du système, à savoir 100 ps. 
On a récupéré les données d’une source optique pulsée commerciale, qui mentionnent la 
possibilité de générer des pulses avec une larguer à mi-hauteur de 10 ps. Cette valeur étant en 
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cohérence avec la limitation imposée au pulse de contrôle, nous l’avons gardée pour notre 
simulation, comme valeur pour TFWHM. 
La détermination des caractéristiques de la source portera donc sur la puissance maximale 
du pulse, et qui va déterminer le niveau de variation des gains et phases des SOAs, et la 
fréquence de répétition de ces pulses. Dans un premier temps, nous avons choisi une 
fréquence de répétition des pulses F=1 GHz pour le test. 
 
II.2.4 Variation du gain 
Maintenant que l’on a fixé certains paramètres, nous allons effectuer une première série de 
simulations qui nous permettra de constater l’évolution de la réponse en gain du SOA selon 
les différentes valeurs attribuées aux paramètres restant à définir. 
 
II.2.4.1 Paramètres à varier 
Certains paramètres n’influencent pas la variation de la réponse en gain du SOA. Leurs 
valeurs seront par conséquent fixées pour le moment à des valeurs par défaut, en attendant de 
voir leur effet sur la réponse en phase dans l’étude suivante. Ces paramètres sont : 
• a1  = 0. 
• αH = 0. 
• Nth = 1,8.10-18 cm-3. 
 
Les paramètres à varier sont regroupés dans le tableau.III..4 Le tableau précise également 
la fourchette de variation de ces paramètres. 
 
 Paramètre valeurs unité 
a0 [1.10-16 ; 3.10-16] cm2 
Paramètres du SOA 
N0 [1.10+18 ; 3.10+18] cm-3 
Paramètres du pulse  
de contrôle Pm [-4 ; 20] dBm 
Tableau.III.4 : Paramètres à varier pour la réponse en gain du SOA. 
 
II.2.4.2 Simulation sous COMSIS de la courbe de réponse en gain du SOA. 
La Figure.III.10 illustre le principe de déduction de la réponse en gain du SOA sous 













Figure.III.10 : Principe de déduction de la réponse en gain du SOA. 
 
Le schéma de simulation sous COMSIS de ce principe est représenté sur la Figure.III.11.  






Figure.III.11 : Schéma de simulation sous COMSIS permettant de 
déduire la courbe de réponse en gain du SOA. 
 
Le boitier ‘CONV’ permet de générer le train de pulse à partir de l’horloge ‘H’. Ce train 
de pulse est distribué à l’entrée du SOA d’un coté, et est directement détecté dans le boitier 
‘PD2’. Le gain du SOA est déterminé en établissant le rapport entre la puissance injectée dans 
le SOA, et celle à sa sortie (boîtier ‘T’). 
 
II.2.4.3 Résultats 
Dans un premier temps, nous avons fixé les valeurs de N0 à 1,2.10+18 cm-3, et fait varier les 
valeurs des autres paramètres. 
Parmi les courbes obtenues, nous avons retenu celles dont les variations s’approchaient le plus 
des résultats mentionnés dans la littérature. Les valeurs correspondant aux courbes 
sélectionnées sont résumées dans le tableau.III.5. Le seul paramètre qui différencie les 
courbes sélectionnées est la puissance crête du pulse de contrôle Pm. 
 
 Paramètre valeurs unité 
a0 1,2.10-16 cm2 Paramètres du SOA 
N0 1,2.10+18 cm-3 
Paramètres du pulse  
de contrôle Pm 10, 20, 25 dBm 
 
Tableau.III.5 : Valeurs retenues pour a0 et Pm. 
 
La Figure.III.12 représente les 3 courbes retenues de la réponse en gain du SOA, 
correspondant aux valeurs choisies pour a0 et Pm. 
 
Figure.III.12 : Réponses en gain du SOA pour les valeurs retenues de a0 et Pm. 
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On constate qu’avec une fréquence de répétition des pulses de contrôle de 1 GHz, la durée 
de vie des porteurs permet un retour du gain à sa valeur initiale entre le passage de deux 
pulses successifs. 
Le choix de la courbe de gain adéquate dépend de différents critères. Il nous faut choisir la 
courbe pour laquelle le gain connaît la transition la plus faible, car une variation importante 
du  gain de SOA aura pour effet de moduler la puissance des pulses transmis (non 
démultiplexés) comme on l’a précisé précédemment. Cependant en choisissant une courbe 
avec un Pm  faible (faible transition du gain), on sait que la transition de la réponse en phase 
sera faible également, alors qu’on a besoin d’une importante variation de la phase pour avoir 
un démultiplexage efficace. Il faut donc réaliser un compromis entre la variation de réponse 
en gain, qu’on souhaite la plus faible possible, et celle de la phase (qui est proportionnelle à la 
puissance Pm), et dont la valeur idéale serait π. 
La valeur que l’on a décidé de retenir pour Pm est 16 dBm. Cette valeur permet d’avoir 
moins de transition sur la gain que pour Pm = 20 dBm, et implique en même temps une 
puissance optique suffisante pour espérer obtenir une transition de la réponse en phase proche 
de π. 
D’un autre côté, la gain réalisé sur la puissance optique du pulse de contrôle se traduit par un 
gain sur le coût de la source. En effet, l’obtention d’une puissance maximale de 20 dBm 
nécessiterait l’ajout d’un module de puissance qui augmenterait le coût total de la source 
optique pulsée, et celui de système par conséquent. 
Pour cette configuration, on varie cette fois la valeur de N0. Les variations de la réponse 





Figure.III.13 : Réponse en gain du SOA en fonction du paramètre N0. 
Cette fois, l’effet de l’augmentation de N0 sur l’évolution de la courbe de gain est inverse 
à celui dû à l’augmentation de la puissance du pulse de contrôle Pm. Pour les mêmes raisons 
citées ci-dessus, concernant le choix de la courbe adéquate de la réponse en gain, nous avons 
opté pour une valeur N0 = 1,25.10+18 cm-3. Cette valeur a été utilisée dans la réalisation de 
composants expérimentaux [12]. 
 
II.2.4.4 Valeurs retenues 
L’ensemble des valeurs des paramètres impliqués dans la variation de la courbe de gain du 
SOA que l’on a déterminées sont regroupées dans le tableau.III.6 : 
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Paramètre symbole valeur unité fixé par 
 longueur. d'onde du maximum de la 
 Courbe de gain λC 1540 nm  
gain différentiel de la structure a0 1,2.10
-16 cm2 Simulation 
courbure de la courbe de spectre du gain a1  cm-3  
coefficient de fluctuation de la  
longueur d’onde a2 0 cm
4 arbitraire 
durée de vie des porteurs τ 400.10-12 s système 
densité de porteurs au seuil  Nth  cm-3  
volume de la couche active (L w d) Vact 4.10-10 cm3 Fabricant 
longueur de l’amplificateur L 0,0001 cm Fabricant 
coefficient de réflexion de la face 1 R1 2.10-4 - Fabricant 
coefficient de réflexion de la face 2 R2 2.10-4 - Fabricant 
densité de porteurs à la transparence No 1,25.1018 cm-3 Simulation 
courant de polarisation I 0.499 A Fabricant 
facteur de confinement optique Γ 0,2 - Fabricant 
pertes internes α 7 cm-1 Fabricant 
facteur de couplage phase-amplitude αH  -  
 
Paramètre symbole valeur unité fixé par 
puissance maximale Pm 16 dBm   Simulation
largeur à mi-hauteur. Tfwhm 10 ps Fabricant 
fréquence de répétition des pulses F 1 GHz Arbitraire 
 
Tableau.III.6 : Résumé de l’ensemble des valeurs retenues pour la 
variation du gain du SOA. 
 
II.2.5 Variation de la phase 
Avec les paramètres influençant le gain du SOA désormais fixés, on va se pencher dans 
cette partie sur la détermination de la courbe de réponse en phase en fonction des paramètres 
qu’il nous reste à déterminer. Comme on l’a montré dans la simulation de la forme temporelle 
de la fenêtre de commutation, la variation de la phase est plus déterminante que celle du gain. 
La variation de la phase au passage du pulse de contrôle dans le SOA est l’élément qui permet 
la création de la fenêtre de commutation, et la réalisation de la fonction de démultiplexage par 
conséquent. Idéalement, on souhaiterait avoir une transition de π de la phase au passage du 
pulse de contrôle. Cependant, ceci n’est pas toujours possible. La littérature mentionne des 
transitions de phase de 0.5π à 0.8 π [1]. D’autres expériences ont permis d’atteindre la valeur 
de π [14], [12]. 
 
II.2.5.1 Paramètres à varier 
Les paramètres physiques du SOA qu’on n’a pas encore déterminés sont ceux qui 
interviennent dans la variation de sa réponse en phase. À ces éléments vient s’ajouter l’effet 
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du pulse de contrôle. En effet en plus de l’influence de la puissance crête du pulse optique de 
contrôle sur la valeur de la transition des gain et phase du SOA, la longueur d’onde choisie 
pour ce pulse intervient également dans la variation de la phase, comme le montre l’équation 
eq.III.21. 
Les paramètres à varier pour l’étude de la réponse en phase du SOA sont donc regroupés 
dans le tableau.III.7 Nous verrons également l’effet de la puissance optique des pulses de 
données sur la variation de la phase en sortie du SOA. 
 
 Paramètre valeurs unité 
αH [2 ; 8]  
Paramètres du SOA 
Nth [1.10+18 ; 3.10+18] cm-3 
Paramètres du pulse  
de contrôle λcontrôle [1525 ; 1560] nm 
 
Tableau.III. 7: Paramètres à varier pour la réponse en phase du SOA. 
 
II.2.5.2 Simulation sous COMSIS  de la courbe de réponse en phase du SOA. 





Figure.III.14 : Principe de déduction de la réponse en phase du SOA. 
 
Le schéma de simulation sous COMSIS est représenté sur la Figure.III.15.  
 



















































Figure.III.15 : Schéma de simulation sous COMSIS de la courbe de 
réponse en phase du SOA. 
 
Si S est l’enveloppe complexe du signal optique, la phase de l’onde optique se déduit alors 







φ = ⎛ ⎞⎜ ⎟⎝ ⎠  (eq.III.22) 
 
Im et Re étant respectivement les parties imaginaire et réelle de S. Les phases des ondes 
optiques en entrée et sortie du SOA (respectivement φin et φout) sont déduites en utilisant 
l’eq.III.22. Puis la réponse en phase ∆φ du SOA est calculée par différence entre les deux. 
À partir de cette formule, on constate que la valeur de φ  sera constamment comprise entre  
-π/2 et π/2, alors qu’en réalité elle pourrait être en dehors de cet intervalle. L’inconvénient de 
cette contrainte est que la visualisation sous COMSIS de la phase introduira des sauts de 
phase à chaque fois que sa valeur atteindra -π/2 ou π/2. Pour avoir la vraie variation de la 
phase il faudra reconstruire la courbe, en continuant la croissance (respectivement la 
décroissance) de la phase quand elle atteint π/2 (respectivement -π/2). 
 
Remarque : L’étude de la variation du gain a été effectuée avec un train de pulses de  
fréquences de répétition de 1GHz. Cependant, on envisage de travailler à un débit utilisateur de 
2,5 GHz. Par la suite, on utilisera donc un train de pulses de fréquence de répétition 2,5 GHz. 
 
II.2.5.3 Variation de αH  
On varie les valeurs de αH dans l’intervalle mentionné précédemment. La Figure.III.16 
représente le résultat, tel qu’il est issu de COMSIS, de la réponse de phase ∆φ du SOA pour 









Figure.III.16 : Réponse en phase ∆φ du SOA en fonction de αH. 
 
La reconstruction des courbes de variation de ∆φ permet d’obtenir deux paramètres 
importants : 
• La valeur de la variation de φ au passage du pulse de contrôle δφ . 
• La différence entre la valeur initiale φ0 de la phase et sa valeur juste avant le passage 
du pulse de contrôle suivant φf. 
Cette différence caractérise la rapidité avec laquelle la phase revient à sa valeur initiale 
après sa variation de δφ au passage du pulse de contrôle. Elle dépend de la durée de vie des 
porteurs, mais également de la valeur de δφ et du facteur αH. Il est évident que cette 
différence est d’autant plus faible que la différence temporelle entre deux pulses de contrôle 
successifs est grande. Cependant, cela a pour inconvénient de réduire la fréquence de 
répétition des pulses de contrôle qui n’est autre que le débit utilisateur. L’ensemble des ses 
paramètres est représenté sur la Figure.III.17, qui décrit l’évolution de la réponse en phase du 
SOA avec l’arrivée du pulse optique de contrôle à son entrée, et les paramètres qui 
caractérisent la variation de cette réponse. 
 
 
Figure.III.17 : Paramètres caractérisant la variation de phase du SOA. 
 
Pour une fréquence de répétition donnée des pulses de contrôle (2,5 GHz), Il s’agit de 
définir la valeur de αH  qui permettrait d’avoir le δφ le plus proche de π, mais avec une 
différence φ0 -φf la plus faible possible, puisque il faut que la phase retrouve autant que 
possible une valeur proche de sa valeur initiale φ0 avant le passage du pulse de contrôle 
suivant. Le compromis entre ces deux conditions est exprimé par le rapport 0 - fφ φδφ , qui se 
doit d’être le plus faible possible. 
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Les résultats pour les différentes valeurs de αH  sont regroupés dans le tableau.III.8. 
 
αH 2 4 6 8 
δφ 0,35*π 0,7*π 1,05*π 1,4*π 




 23% 24% 51% 26% 
 
Tableau.III.8 : Résultat de variation des paramètres de la réponse en phase en fonction des 
valeurs de αH. 
 
On constate que la valeur αH =2 permet d’obtenir la plus faible valeur du rapport 0 - fφ φδφ . 
Nous retenons par conséquent cette valeur pour la suite de l’étude qui portera sur la variation 
de δφ avec la longueur d’onde. 
 
II.2.5.4 Variation de la longueur d’onde du pulse de contrôle. 
Nous avons jusqu’ici réussi à fixer tous les paramètres du SOA, ainsi que certains parmi 
ceux du pulse de contrôle, afin d’avoir la meilleure réponse possible en terme de phase pour le 
SOA au passage du pulse de contrôle. Cependant nous n’avons pas encore étudié l’effet de la 
longueur d’onde du pulse de contrôle sur cette réponse en phase du SOA. 
Le SOA est caractérisé par une longueur d’onde centrale qui correspond à la longueur 
d’onde pour laquelle son gain est maximal. Nous disposons de données constructeur qui 
indiquent que pour le composant qu’ils proposent cette longueur d’onde est 1540 nm 
(Figure.III.9). Or le pulse qu’on a utilisé jusqu’à présent est à la longueur d’onde imposée par 
la source laser DFB utilisée, 1550 nm. 
Dans cette partie, nous allons faire varier la longueur d’onde de ce pulse, et voir 
l’influence de cette variation sur la réponse en phase du SOA. Les autres caractéristiques du 
pulse sont pour l’instant fixés aux valeurs suivantes (tableau.III.9) 
 
Paramètre symbole valeur unité 
puissance maximale Pm 16 dBm   
largeur à mi-hauteur. Tfwhm 10 ps 
fréquence de répétition des pulses F 1 GHz 
 
Tableau.III.9 : Paramètres du pulse de contrôle lors de la variation de sa longueur d’onde. 
 
On varie alors la valeur de λcontrôle autour de 1550 nm. Nous avons réuni les résultats de 
cette variation dans le tableau.III.10, qui présente la valeur de la variation de la phase δφ du 
SOA au passage du pulse de contrôle, en fonction de la longueur d’onde de celui-ci. 
 
λcontrôle
(nm) 1525 1530 1535 1538 1539 1540 1541 1542 1545 1550 1555 1560 
δφ  
(rd) 0,9960 1,0905 1,156 1,181 1,1766 1,1796 1,18 1,172 1,16 1,103 1,011 0,8937
 
Tableau.III.10 : Variation de δφ avec la longueur d’onde du pulse de contrôle λcontrôle. 
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Figure.III.18 : Courbe de variation de δφ avec la longueur 
d’onde du pulse de contrôle λcontrôle. 
 
 
On constate que la variation de δφ avec λcontrôle est symétrique par rapport à la longueur 
d’onde centrale du SOA : 1540 nm, pour laquelle δφ atteint sa valeur maximale. Il serait par 
conséquent judicieux de la choisir comme longueur d’onde du pulse de contrôle la longueur 
d’onde de gain maximale du SOA. 
On constate cependant que même pour cette valeur de λcontrôle, la valeur de transition de la 
réponse en phase δφ reste faible et loin de la valeur idéale de π. Nous sommes par conséquent 
obligé d’augmenter la puissance crête du pulse de contrôle Pm. Nous avons refait la simulation 
de la variation de la phase pour une puissance Pm = 20 dBm, et pu obtenir une amélioration de 
la valeur de δφ, qui vaut désormais δφ  = 2,54 rd (au lieu de 1,179 rd avec Pm = 16 dBm). On 
utilise donc cette nouvelle valeur, sachant que cela impliquera la nécessité supplémentaire 
d’utiliser une source optique pulsée plus puissante. 
 
II.2.5.5 Variation de Nth. 
Cette fois, le paramètre à varier est la densité de porteurs au seuil Nth, dont la valeur varie 
typiquement entre 1.10+18 et 3.10+18 cm-3. Rappelons que les derniers paramètres fixés ont 
pour valeurs : 
• Pm = 20 dBm. 
• λcontrôle =1540 nm. 
• αH = 2. 
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Nth .(cm-3 ) 
× .10+18 1 1,2 1,25 1,5. 1,8 2 2,5 3 
δφ  (rd) 2,56 2,55 2,54 2,54 2,54 2,55 2,54 2,53 
 
Tableau.III.11 : Variation de δφ en fonction de Nth. 
 
On constate que la variation de Nth n’influence que très peu la valeur de δφ. On gardera 
par conséquent une valeur typique fournie par COMSIS : Nth = 1.8.10+18 cm-3. 
 
II.2.5.6 Effet du pulse de données. 
Le principe du démultiplexage consiste à introduire une variation dans la réponse en gain 
et surtout en phase dans les SOAs du dispositif TPMZ. Cette variation est d’autant plus 
importante que la puissance crête du pulse de contrôle est grande. Cependant il est nécessaire 
de vérifier que le pulse de données n’introduit pas lui-même un changement dans la réponse 
du SOA. 
Pour le vérifier, on attaque cette fois-ci le SOA avec un pulse optique à la longueur d’onde 
λ=1550 nm, de largeur à mi-hauteur Tfwhm = 100 ps. On va alors faire varier la puissance crête 
de ce pulse et on relève son effet sur la réponse en phase du SOA. La variation de cette 
réponse en phase pour différentes valeurs de la puissance crête du pulse de données est 
résumée dans le tableau.III.12 : 
 
Puissance crête du 
pulse de données 
(dBm) 
-6 0 6 10 20 
δφ  (rd) 0,0078 0,0311 0,1226 0,302 2,39 
 
Tableau.III.12 : Variation de δφ avec la puissance crête du pulse de données. 
 
On constate que pour une puissance crête inférieure à 0 dBm, l’effet du pulse de données 
sur la réponse en phase du SOA reste négligeable devant celui du pulse de contrôle. 
 
II.2.6 Configuration finale des paramètres de simulation 
La configuration finale retenue est donc la suivante : 
 
Paramètre symbole valeur unité 
 longueur. d'onde du maximum de la 
 Courbe de gain λC 1540 nm 
gain différentiel de la structure a0 1,2.10
-16 cm2 
courbure de la courbe de spectre du gain a1  cm-3 
coefficient de fluctuation de la  
longueur d’onde a2 0 cm
4 
durée de vie des porteurs τ 400.10-12 s 
densité de porteurs au seuil  Nth 1.8.10+18 cm-3 
volume de la couche active  (L w d) Vact 4.10-10 cm3 
longueur de l’amplificateur L 0,0001 cm 
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coefficient de réflexion de la face 1 R1 2.10-4 - 
coefficient de réflexion de la face 2 R2 2.10-4 - 
densité de porteurs à la transparence No 1,25.1018 cm-3 
courant de polarisation I 0.499 A 
facteur de confinement optique Γ 0,2 - 
pertes internes α 7 cm-1 
facteur de couplage phase-amplitude αH 2 - 
 
Paramètre symbole valeur unité 
puissance maximale Pm 20 dBm   
largeur à mi-hauteur. Tfwhm 10 ps 
longueur d’onde du pulse de contrôle λcontrôle 1540 nm 
fréquence de répétition des pulses F 1 GHz 
 
Tableau.III.13 : Valeurs finales pour l’ensemble des paramètres du dispositif de démultiplexage 
 
II.3   Simulation du système global de démultiplexage 
Maintenant que l’on a défini les caractéristiques physiques du SOA et celles du pulse de 
contrôle, on va simuler le fonctionnement de l’ensemble du dispositif de démultiplexage. 
La simulation du dispositif va consister à injecter les variations de Gi(t) et φi(t) dans les 
équations qui permettent de déterminer les formes temporelles des signaux optiques au niveau 
des deux sorties, port #1 et port #2 du dispositif TPMZ (eq.III.11 et eq.III.12). Les variations 
de Gi(t) et φi(t) seront celles obtenues dans les SOAi, dimensionnés dans la partie précédente, 
sous l’effet de passage des pulses de contrôle. On supposera que les pulses du canal qu’on 
souhaite extraire coïncident temporellement avec la création de la fenêtre de transition dans le 
dispositif. Autrement dit, le pulse de données à extraire traverse les deux SOAi entre le 
passage de premier pulse de contrôle dans le SOA1 et du second dans le SOA2. 
Nous présenterons les formes temporelles des fenêtres de transitions au niveau des deux 
ports de sortie du dispositif, ainsi que les formes temporelles du signal optique du canal 
démultiplexé et du train de pulses complémentaires (les canaux transmis). On étudiera le cas 
de démultiplexage d’un bit de donnée à ‘1’ puis à ‘0’. 
Le train de pulses utilisé en entrée du dispositif TPMZ correspond à celui en sortie de la 
partie multiplexage, à savoir une suite de pulses à 10 Gb/s, de largeur TFWHM = 100 ps. 
 
II.3.1 Fenêtre de commutation  
Les Figure.III.19.a et Figure.III.19.b représentent les réponses temporelles en gain et en 
phase Gi(t) et φi(t) des deux SOA, telles que simulées sous COMSIS . 
 




Figure.III.19 : Réponses (a) en gain Gi(t) et (b) en phase φi(t) des SOAi obtenues sous COMSIS. 
 
 
Ces résultats sont cohérents avec les résultats présentés dans la littérature pour un schéma 
de commutation conventionnelle. On constate la limitation, due au temps de vie des porteurs, 
qui empêche les réponses en gain et en phase d’atteindre à nouveau leurs valeurs initiales 
avant le passage du pulse de contrôle suivant (transition suivante). 
 
L’injection des Gi(t) et φi(t) dans les équations eq.III.11 et eq.III.12 permet alors de 
déduire la forme des fenêtres de commutation pour les deux sorties du dispositif. Les 
Figure.III.20.a et Figure.III.20.b représentent respectivement les fenêtres obtenues au niveau 
du port #1 (canal démultiplexé), et port #2 (canaux transmis). 
 




Figure.III.20 : Fenêtres de transition créées en sortie du TPMZ 
(a) au niveau du port #1 (canal extrait). (b) au niveau du port #2 (canaux transmis). 
 
Au niveau du port #1, la fenêtre de transmission créée correspond en terme de largeur 
temporelle aux pulses à démultiplexer, et permettra par conséquent d’extraire ces derniers. 
Cependant, le retour non immédiat des Gi(t) et φi(t) à leur valeurs initiales a pour conséquence 
de créer un ‘résidu’ de puissance optique provenant des canaux adjacents que l’on souhaite 
éliminer au niveau du port #1. On constate également que la fenêtre de transmission n’a pas 
une forme symétrique, ce qui risque de déformer les pulses du canal démultiplexé. 
 
II.3.2 Canal démultiplexé 
Après la détermination des formes temporelles des fenêtres de commutation au niveau des 
deux sorties du TPMZ, nous avons déterminé l’évolution des signaux optiques sur ces deux 
sorties. Nous avons donc visualisé les puissances optiques du canal démultiplexé et des 
canaux restant transmis. Le canal choisi est celui du 2ème utilisateur qui coïncide 
temporellement avec la création de la fenêtre de commutation. 
 
II.3.2.1 Extraction d’un bit ‘1’ 
Les Figure.III.21.a, b et c représentent le signal en entrée du dispositif, au niveau du port 
#1 ainsi que du port #2. Le bit à extraire est un ‘1’ dans ce cas. On constate que les amplitudes 
des signaux au niveau des deux ports sont à l’image de celles des fenêtres de transmissions. 
Comme attendu pour le cas d’un schéma de commutation conventionnel, l’effet du retour non 
immédiat des Gi(t) et φi(t) à leurs valeurs initiales est observé sur l’évolution des amplitudes 
maximales des canaux transmis par le port #2. Ces amplitudes sont modulées par la courbe de 
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variation de Gi(t) et φi(t) après leur transition, ce qui cause l’inégalité observée entre les 




Figure.III.21. : Simulations des puissances optiques au niveau des différents ports du TPMZ  
(a) Entrée du dispositif. (b) sortie Port #1 (canal extrait : Ch. 2 )  
(c) sortie Port #2 (canaux restant : Ch. 1, Ch. 3, Ch. 4,). Le bit à extraire est un '1'. 
 
Au niveau du port #1, le pulse démultiplexé est déformé, mais son amplitude reste 
importante par rapport au résidu des canaux adjacents. De toute façon, ce résidu en puissance 
ne pose pas de problèmes d’interférences avec les autres canaux, dans le cas présent où le bit 
‘1’ à transmettre ne peut pas être influencé par la présence de bits à ‘1’ de part et d’autre. 
 
II.3.2.2 Extraction d’un bit ‘0’ 
Le deuxième cas à étudier concerne l’extraction d’un bit à ‘0’. Nous avons étudié la pire 
situation qui consiste à ce que les bits des canaux adjacents (utilisateur 1 et 3) soient à ‘1’, 
comme le montre la Figure.III.22.a. Cette fois, la Figure.III.22.b montre que le niveau du 
résidu en puissance des canaux adjacents dépasse le niveau optique correspond au bit ‘0’ pour 
le canal démultiplexé. Cela aura pour effet une fermeture verticale du diagramme de l’œil, car 
le niveau optique du ‘0’ est rehaussé surtout par la présence du résidu du canal suivant 
(utilisateur 3). Le taux d’extinction sera alors diminué, et le rapport signal à bruit sera 
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également détérioré, et le TEB par conséquent. Par contre, au niveau du port #2 
(Figure.III.22.c), le taux d’extinction, défini par le rapport entre la puissance maximale des 
pulses et le la puissance minimale correspondant au niveau ‘0’, est amélioré. En effet, la 
différence en dB entre les niveaux de puissance correspondant au ‘1’ et ‘0’ était de 10 dB à 
l’entrée du dispositif. Au niveau du port #2, elle atteint 20 dB dans le pire cas (différence 
entre le niveau optique maximal du pulse du canal 3 et le niveau optique résiduel du canal 2), 




Figure.III.22. : Simulations des puissances s optiques au niveau des différents ports du TPMZ  
(a) Entrée du dispositif. (b) sortie Port #1 (canal extrait : Ch. 2 )  
(c) sortie Port #2 (canaux restant : Ch. 1, Ch. 3, Ch. 4,). Le bit à extraire est un '0'. 
 
Ainsi, selon que le bit du canal à démultiplexer est un ‘1’ ou un ‘0’, ce dispositif permet 
d’améliorer ou de détériorer la qualité de transmission des données. Le démultiplexage d’un 
‘1’ se fait de façon efficace tandis que la transmission des canaux restant introduit une 
modulation des amplitudes de ces canaux, et une réduction de leur taux d’extinction. Dans le 
cas de démultiplexage d’un bit à ‘0’, le résidu de puissance optique dû aux canaux adjacents 
rehausse le niveau optique correspondant au ‘0’ sur la sortie du canal démultiplexé, tandis que 
la différence entre les niveaux ‘1’ et ‘0’ est améliorée sur la sortie des canaux transmis, bien 
que la modulation des amplitudes de ces canaux par la réponse en gain du SOA reste présente. 
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II.4   Conclusion 
Nous avons donc réalisé une étude de faisabilité d’un système de démultiplexage tout 
optique en OTDM basé sur l’utilisation d’un dispositif interférométrique TPMZ. 
Nous sommes partis de données techniques fournies par un fabricant de composants 
commerciaux pour fixer certains des paramètres du SOA, qui constitue l’élément de base de 
ce dispositif. Nous avons ensuite fait varier les paramètres physiques, inconnue, du composant 
afin d’obtenir les réponses en gain et en phase nécessaires à la réalisation de la fonction de 
démultiplexage. Les simulations nous ont alors permis de fixer l’ensemble des paramètres du 
SOA, ainsi que ceux du pulse de contrôle utilisé pour faire varier les gain et phase du SOA 
tels que l’on le souhaite. L’étape suivante a consisté à intégrer le comportement du SOA dans 
le dispositif de démultiplexage. Nous avons pu alors réaliser la fonction de démultiplexage. 
Le démultiplexage d’un canal du système de transmission présente cependant quelques 
inconvénients, tels que la variation des amplitudes des canaux restant, transmis par le 
dispositif. Une autre contrainte technique réside dans le fait que l’on souhaite utiliser des 
composants commerciaux. Mais ces composants étant fibrés, la réalisation de l’ensemble du 
dispositif exigerait, en plus des deux SOAs, l’ajout d’une ligne à retard qui permettrait de 
contrôler la différence de chemin optique entre les deux bras du Mach-Zehnder. Ce 
composant supplémentaire est constitué de deux bouts de fibre séparés par un gap d’air, et ce 
dernier introduirait alors des pertes qui rendraient les amplitudes des pulses dans les deux bras 
du dispositif inégales. Ceci ajouterait une modulation supplémentaire des amplitudes des 
pulses optiques en sortie du dispositif. Enfin, la nécessité d’utiliser une source optique pulsée 
pour la génération des pulses de contrôle constitue une contrainte supplémentaire de coût, 
comme nous l’avons précisé dans le premier chapitre. Tous les éléments cités ci-dessus, font 
que ce genre de dispositif est incompatible avec les objectifs fixés pour ce travail, à savoir 
principalement l’utilisation de composants commerciaux, et la réalisation d’un système bas 
coût. Les dispositifs à démultiplexage tout optique ont été conçus pour de plus hautes 
performances en termes de débit que celles visées dans notre système, les pulses de données 
étant dans ces cas là du même ordre de grandeur, en largeur temporelle, que ceux fournis par 
les sources optiques pulsées (en dessous de 10 ps). Par conséquent ce dispositif serait 
‘surdimensionné’ pour notre système en terme de débit. 
 
Les avantages que présente le modulateur à électroabsorption (voir chapitre I), en font un 
candidat intéressant pour la fonction de démultiplexage. Cette technique est 
vraisemblablement aujourd’hui la plus simple à mettre en œuvre pour la réalisation de la 
fonction de démultiplexage dans les systèmes OTDM, jusqu’à des débits de 160 Gb/s. Le 
développement de composants commerciaux performants est un argument supplémentaire, 
qui va dans le sens des objectifs de ce travail. Nous nous sommes donc intéressés à l’étude de 
la faisabilité d’un système de démultiplexage basé sur l’utilisation de l’EAM. 
 
III Étude d’un système basé sur l’EAM 
Comme on a l’a présenté dans le premier chapitre, le modulateur à électro-absorption 
(EAM) est un composant électrooptique qui permet de réaliser différentes fonctions dans les 
systèmes de transmission optiques. 
Associé à une source laser DFB continue, Il peut permettre de générer le train de pulses 
optiques nécessaires pour un système en OTDM [15] [16]. Il peut être également utilisé en 
démultiplexage, afin de générer la porte de transmission nécessaire à l’extraction des pulses 
optiques d’un utilisateur donné. Son principe de fonctionnement consiste à augmenter 
l’absorption d’un matériau optique sous l’effet d’un champ électrique dû au signal appliqué à 
son électrode. 




III.1 Principe théorique 
Il existe deux effets électro-absorbants à l’origine du fonctionnement de l’EAM. 
 
Le premier effet est l’effet Franz-Keldysh. Du nom du physicien Allemand Walter Franz 
et du physicien russe Leonid Keldysh, l'effet Franz-Keldysh est un changement des fonctions 
d’ondes des porteurs dans un matériau semi-conducteur par application d’un champ 
électrique. Il est le résultat des fonctions d’ondes ‘fuyantes’ des porteurs dans la bande 
interdite du matériau [17] [18]. Quand un champ électrique est appliqué, les fonctions d’ondes 
de l'électron et du trou passent d’ondes planes à des ondes en fonctions d’Airy dont chacune 
comprend une partie inclue dans la bande interdite, comme le montre la Figure.III.23. Ces 
deux parties se recouvrent légèrement, même si l’électron et le trou sont à des potentiels 
différents (positions légèrement différents le long du champ). Plus le recouvrement entre les 
deux fonctions d’ondes est important, plus l’absorption optique est grande. Le spectre 
d'absorption contient alors, une partie (correspondant au recouvrement des fonctions d’ondes 
de l’électron et du trou) aux énergies au-dessous de la bande interdite, ainsi qu’une autre 
partie au-dessus de cette bande. 
La Figure.III.23 montre la variation du spectre d’absorption du matériau semi-conducteur 
sous l’effet d’un champ électrique [19].En choisissant une longueur d’onde légèrement 
supérieure à celle du bord d’absorption, il est possible de passer d’un état de faible absorption 
à un état d’absorption importante par changement du champ électrique appliqué. 
 
 
Figure.III.23 : Fonctions d’ondes des porteurs dans un matériau semi-conducteur sous l’effet 
d’un champ extérieur. 
 
Le second effet exploité est l’effet Stark confiné dans les structures multi-puits quantiques 
(MQW). Il est en effet possible de faire croître successivement de très fines couches de semi-
conducteurs III-V d’énergie de bandes interdites différentes. Les électrons et les trous sont 
ainsi piégés dans ces puits constitués par cette alternance de strates de semi-conducteurs de 
petites et grandes énergies de bandes interdites, comme le montre la Figure.III.24. 
 




Figure.III.24 : Diagramme de niveaux d’énergies d’un puit quantique. (a) sans la présence d’un 
champ électrique externe F. (b) sous l’effet d’un champ électrique F. 
 
La résolution de l’équation de Schrödinger montre que le niveau d’énergie fondamental 
du porteur piégé est supérieur à l’énergie de la bande interdite dans le puit. Il en résulte une 
incertitude sur sa vitesse qui se traduit par un minimum non nul de l’énergie cinétique. 
L’énergie de transition n’est plus Eg, l’énergie de bande interdite du matériau du puit 
quantique, mais Ee-h = Ee+Eg+Eh., Ee et Eh étant les énergies de quantification des électrons et 
des trous piégés respectivement. Quand un champ électrique F est appliqué, la forme des puits 
varie progressivement permettant aux porteurs de sortir plus facilement du puit quantique. Les 
énergies de quantification Ee et Eh diminuent. Il faut ajouter l’effet dû à l’exciton. A champ 
nul, la force d’oscillateur de l’exciton est renforcée en raison du confinement des porteurs 
dans les couches des puits quantiques. Quand le champ électrique est appliqué, les électrons et 




Figure.III.25 : Variation du spectre d’absorption sous l’effet d’un champs électrique F, dans les 
structures à puits quantiques. 
 
La Figure.III.25 montre l’effet qui s’en déduit sur le spectre d’absorption dans la structure 
à puits quantiques. L’effet Stark confiné s’observe alors comme un décalage du bord 
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d’absorption vers le rouge (longueurs d’ondes supérieures), qui s’accompagne d’une 
diminution et d’un élargissement du pic d’absorption. 
 
Les EAMs utilisant le principe de l’effet Stark confiné sont les composants les plus 
répandus. Ils permettent en effet d’obtenir de meilleures performances en termes de taux 
d’extinction, des pertes par insertion, avec un signal électrique de commande de plus faible 
amplitude. 
 
III.1.1  Expression de la fonction de transfert de l’EAM 
Le rôle du modulateur EAM est de permettre l’obtention d’un signal optique en sa sortie 
avec une intensité de forme temporelle donnée. Cette forme temporelle va dépendre de 
l’intensité optique en entrée du modulateur, mais également des paramètres physiques 
intrinsèques de l’EAM, ainsi que des caractéristiques du signal électrique appliqué à son 
électrode. L’intensité optique Pout, en sortie de l’EAM, s’exprime en fonction des paramètres 
intrinsèques au composant comme le montre l’eq.III.23. [20] : 
 
 . ( ).. . V Lout inP P e
αγ −Γ=  (eq.III.23) 
 
Pin : l’intensité optique en entrée du EAM. 
γ : le facteur de pertes par insertion. 
 Γ : le facteur de confinement optique effectif. 
 L : la longueur du composant. 
 α(V) : l’absorption du matériau, qui dépend du signal électrique appliqué V. 
 
On définit alors par la suite un certain nombre de paramètres permettant d’évaluer les 
performances du EAM : 
 
III.1.1.1 Taux d’extinction :  
Il est défini pour une tension donnée V, comme le rapport entre la puissance optique, en 
sortie du EAM, obtenue pour une tension nulle Pout(0), et celle obtenue quand on applique la 





















−Γ= = =  (eq.III.24) 
 
exprimé en dB, ce rapport s’écrit alors : 
 
 . . ( ) 10.log( . .( )) 4.343.[ ( ) (0) . .dBE R V E R V V Lα= = − α ] Γ  (eq.III.25)
  
 
III.1.1.2 Pertes par insertion :  
Elles sont définies par l’expression suivante :  
 





−α Γ−= = −  (eq.III.26) 
 
On constate, à partir de l’expression du taux d’extinction, que ce dernier peut être 
améliorées en augmentant la longueur du composant L, mais cela aura pour conséquence 
d’augmenter également les pertes par insertion (eq.III.26). Il y a donc un compromis à réaliser 
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entre le taux d’extinction, et les pertes par insertion introduites par le composant, durant la 
conception du composant. 
 
III.1.1.3 Efficacité de modulation :  
Cette grandeur quantifie la variation de la profondeur de modulation avec la tension 
appliquée, ce qui s’exprime par le rapport du taux d’extinction obtenu pour la tension V, pour 
une variation ∆V autour de cette tension. 
 
 . . ( ) .[ ( ) (0) .4.343dBE R V V L
V V
αΓ − α ]=∆ ∆  (eq.III.27) 
 
III.1.1.4  Expression simplifiée de la fonction de transfert 
Un modèle précis de modulateur EAM demande la connaissance des variations de 
l’absorption du matériau α en fonction de la tension appliquée V, en plus des caractéristiques 
optogéométriques du composant. Des modèles permettant d’approcher de manière assez 
satisfaisante des résultats expérimentaux ont été développés. Ainsi, la fonction de transfert de 











⎛ ⎞⎜ ⎟⎝ ⎠= =  (eq.III.28) 
 
 V0 : tension dont la valeur est propre à chaque composant, elle correspond à la tension 
continue qu’il faut appliquer à l’EAM pour diviser l’intensité optique injectée dans le 
composant par un facteur e à sa sortie. 
 n : est un paramètre dont la valeur dépend également du composant. Sa valeur 
s’échelonne entre 1 et 2 pour les EAMs basés sur l’effet Franz-Keldysh, et entre 1 à 4 pour les 
structures utilisant l’effet Stark confiné [21], [22], [23], [24]. 
 
III.1.2  Caractéristiques de la fenêtre de transmission 
L’expression de la fonction de transfert de l’EAM va être mise à profit afin de créer une 
porte de transmission optique qui permettra la réalisation du démultiplexage temporel des 
données d’un utilisateur à partir de train de données de l’ensemble des utilisateurs. Comme on 
l’a déjà mentionné, l’avantage de ce composant, par rapport à un modulateur d’intensité en 
LiNbO3, est que le signal électrique nécessaire pour générer la porte de transmission optique 
est une simple sinusoïde, grâce à la courbe de variation de l’absorption du matériau, fortement 
non-linéaire en fonction de la tension appliquée. Cela offre un avantage conséquent, puisque 
les contraintes au niveau de la puissance et de la bande passante du signal électrique 
nécessaire à la création de la porte de transmission sont beaucoup plus faibles pour une 
sinusoïde, comparé au signal électrique nécessaire pour réaliser la même fonction avec un 
modulateur d’intensité en LiNbO3. 
Dans ce paragraphe, nous allons étudier les caractéristiques de la porte de transmission 
temporelle créée dans l’EAM, quand celui-ci est attaqué par un signal électrique du type 
sinusoïdal. 
 
III.1.2.1 Largeur de la porte TFWHM. 
Le signal électrique V qui commande l’EAM est composé d’une composante continue Vb, 
et d’une composante sinusoïdale d’amplitude VRF et de fréquence f : 
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 .cos(2 )b RFV V V ftπ= +  (eq.III.29) 
 
L’intensité lumineuse maximale (resp. minimale) à la sortie du modulateur Imax (resp. Imin) 












+−⎛ ⎞⎜ ⎟⎝ ⎠= γ ⋅  (eq.III.31) 
 
si t0 est l’instant où la puissance en sortie du EAM vaut Pmax, la largeur de la porte créée à 





FWHMT PP t + = ⎛ ⎞⎜ ⎟⎝ ⎠  (eq.III.32) 
 
III.1.2.2 Rapport cyclique.  
La fréquence de répétition de la porte optique créée est celle du signal électrique appliqué 
f=1/T. Le rapport cyclique est alors donné par la fraction du TFWHM par la période de 
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 (eq.III.33) 
 
Ce rapport est très important, car à fréquence de répétition fixée f, l’équation eq.III.33 
permet de déterminer la largeur de la porte de transmission. Ce dernier paramètre joue un rôle 
primordial dans la qualité d’extraction des pulses de données d’un utilisateur particulier, et 
détermine l’impact des interférences entres symboles avec les donnés des autres utilisateurs. 
Des études de la dépendance de ce rapport aux facteurs n et V0 ont été réalisées [16], avec 
un signal électrique de commande tel que Vb =VRF. La Figure.III.26.a montre la variation du 
rapport cyclique en fonction de n pour V0 valant respectivement 0.1 et 0.5, avec VRF = 5V. On 
constate que le rapport cyclique est presque constant à partir de n > 1, mais avec une valeur 
qui croit avec V0. La Figure.III.26.b montre la variation de ce rapport en fonction de V0 pour 
VRF  valant 3, 4 et 5V, et pour n=1. Ce graphe montre que plus le paramètre V0 est grand, plus 
le rapport cyclique va être important, et par conséquent plus la largeur temporelle de la fenêtre 
générée sera grande. Par conséquent un composant EAM sera d’autant plus efficace pour la 
fonction de démultiplexage que sa tension V0 sera faible, car avec un signal électrique de 
commande d’amplitude donnée, la fenêtre générée sera d’autant plus étroite, et permettra de 
mieux isoler les données qu’on souhaite extraire. D’un autre côté, l’amplitude Vb nécessaire 
pour obtenir un rapport cyclique déterminé est d’autant plus faible que V0 l’est également. 
 




 Figure.III.26.a : Variation du rapport  Figure.III.26.b : Variation du rapport  
 cyclique avec n [16] cyclique avec V0 [16]. 
 
III.2 Étude du composant EAM utilisé 
III.2.1  Détermination des éléments de simulation sous COMSIS. 
III.2.1.1 Modèle de l’EAM sous COMSIS  
La simulation du comportement de l’EAM nécessite de définir les éléments 
caractéristiques du composant. Cependant, les éléments nécessaires à fixer changent d’un 
logiciel de simulation à un autre. 
L’approche de simulation de l’EAM sous COMSIS est une approche théorique, basée sur 
l’utilisation de l’expression de la fonction de transfert présentée dans l’équation eq.III.28.  




FigureIII.27 : Boitier représentant le modèle de l’EAM sous COMSIS. 
 
Les paramètres systèmes demandés par COMSIS sont :  
• Pertes (dB) : elles correspondent à la valeur en dB du cœfficient γ dans l’équation 
eq.III.28. 
• Tension de référence (V) : elle correspond à la tension V0. 
• Cœfficient de l’exposant : correspond au facteur n. 
 
La courbe caractéristique des composants EAM, généralement fournie par les fabricants, 
représente les pertes par insertion (I.L.) du composant en fonction de sa tension de commande 
V. La Figure.III.28 représente cette courbe, mesurée pour un EAM commercial, du fabricant 
CIP. 
 

















FigureIII.28 : Pertes par insertion en mesurées en fonction de la tension de  
commande pour le composant EAM commercial du fabricant CIP. 
 
La tension représentée sur l’axe des abscisses est négative, les EAMs étant des 
composants toujours commandé par une tension négative. Les pertes ont été mesurées pour 
une longueur d’onde de 1550 nm, et pour les deux polarisations optiques TE et TM. 
L’exploitation de ces courbes va servir à déterminer les éléments de simulation de l’EAM 
sous COMSIS. Nous utilisons la courbe de la polarisation optique TE, qui est celle de la 
source laser utilisée. 
 
III.2.1.2 Détermination des éléments de simulation : 
 
• Pertes : I.L.0 
En reprenant l’expression de la fonction de transfert (eq.III.28), on peut exprimer la 
variation des pertes par insertion I.L.(V) avec la tension de commande V. Ces pertes s’écrivent 
en dB sous la forme : 
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On a alors : 0. . (0) . .dBI L I L= . On déduit donc la valeur de I.L.0 en relevant graphiquement, 
sur la courbe fournie, la valeur des pertes par insertion pour une tension nulle. 
On trouve alors :   I.L.0 = 9.8 dB. 
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• Tension de référence : V0 
D’un autre côté on a :  
0 0. . ( ) . . 4.34
               14.14 dB
dBI L V I L= +
=  
Donc, en relevant sur la courbe, la tension correspondant à des pertes par insertion de 
14.14 dB, on remonte à V0. 
On trouve alors :  V0 = 0.833 V. 
 
• Cœfficient de l’exposant : n  
Pour trouver la valeur de n, il suffit de constater que  
( )0 0 10. . (2. ) . . . 2ln(10)
n
dBI L V I L= +  
D’où,  
 
[ ]0 0 ln(10)ln . . (2. ) . . . 10
ln(2)




⎡ ⎤⎢ ⎥⎣ ⎦  
On trouve alors :  n = 2.26. 
 
Cette valeur confirme bien le fait que le EAM qu’on étudie est basé sur l’effet Stark 
confiné, puisque la valeur du cœfficient n est comprise entre 2 et 4 pour ce type de EAM. 
 
Nous avons ensuite injecté les valeurs de ces paramètres dans le modèle proposé par 
COMSIS pour déduire la courbe des pertes par insertion en fonction de la tension appliquée, 
afin de la comparer à celle fournie par le fabriquant.  
Malheureusement, COMSIS n’accepte pas dans le modèle qu’il propose pour l’EAM, de 
rentrer des valeurs non entières pour le paramètre n, ce qui nous a obligés à abandonner 
l’étude du comportement de ce composant sous COMSIS. Il nous a été par conséquent 
impossible de simuler sous COMSIS le système de démultiplexage basé sur l’EAM. 
 
III.2.2  Simulation de la fenêtre de transmission générée sous OptiSystem 
La seconde approche de simulation du composant EAM, celle utilisée par le logiciel 
OptiSystem, est une approche plus réaliste. OptiSystem permet en fait de simuler le 
comportement du l’EAM grâce à un modèle dans lequel on peut rentrer, sous forme de fichier 
de données, les pertes par insertion réelles mesurées en fonction de la tension appliquée. En 
exploitant donc des courbes de composants comme celle présentée ci-dessus, il est possible de 
simuler un comportement plus proche de la réalité que le modèle de COMSIS, qui lui, est 
basé sur une approximation théorique de la fonction de transfert du composant. 
Nous avons donc, dans ce qui suit, étudié les caractéristiques de la fenêtre de transmission 
générée par l’EAM. Nous comparerons ensuite les performances obtenues avec deux 
composants commerciaux (proposés par les fabricants AMS et OKI respectivement), afin de 
choisir celui qui permet au mieux de réaliser la fonction de démultiplexage adaptée à notre 
système de transmission. 
 
III.2.2.1 Variation du rapport cyclique de la fenêtre de transmission avec la fréquence du 
signal électrique de commande. 
Dans une première simulation, nous avons cherché à confirmer le résultat de l’équation 
(eq.III.33), qui préconise que le rapport cyclique est indépendant de la fréquence du signal 
électrique de commande (égale à la fréquence de répétition de la fenêtre optique générée). 
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Pour cela, on a fixé l’offset et l’amplitude du signal de commande (Vb = -2.5V, Vpp = 5V), 
puis on a fait varier la fréquence de ce signal, et relevé la largeur à mi-hauteur TFWHM de la 
fenêtre générée, que l’on a divisée ensuite par la période pour obtenir le rapport cyclique. 
Nous avons utilisé les données du composant EAM proposé par AMS, dont la courbe 
caractéristique est fournie sur la Figure.III.27. 
 




Figure.III.29 : Modèle de simulation du EAM sous OptiSystem. 
 
Les éléments définissant le modèle du EAM sous OptiSystem sont résumés dans les 
tableaux tableau.III.14 et tableau.III.15. 
 
Nom du port Type du port Nature du signal 
 Modulation Entrée Électrique 
 Porteuse entrée Optique 
 Sortie Sortie Optique 
 








Bias voltage Tension  ]-∞ , +∞[ -2.5 
Signal électrique 
normalisé Booléen Vrai, Faux vrai 
Tension de 
modulation Tension  ]0, +∞[ 2.5 
Absorption Fichier   Absorption.dat 
 
Tableau.III.15 : Paramètres du modèle représentant l’EAM sous OptiSystem. 
 
Le fichier ‘Absorption.dat’ est un fichier texte contenant deux colonnes, l’une représentant 
la tension de commande du EAM, et l’autre les pertes correspondantes. 
L’entrée optique de l’EAM est attaquée par un signal optique continu, émanant d’une 
source laser. Les caractéristiques du modèle utilisé pour la source laser utilisée représentent 
celles de la source laser DFB dont nous disposons. Les principales données concernant cette 
source sont résumées dans le tableau.III.16. 




Paramètre  Valeur  Unité  
 Longueur d’onde 
 centrale 
1550,92 nm   
 Courant de seuil 12 mA 
 Largeur de raie 50 MHz  
 Rendement 0,6 W/A 
 Bruit RIN -140 dB / Hz 
 Puissance émise 1 mW 
 
Tableau.III.16 : Paramètres de la source laser utilisée sous OptiSystem. 
 
Le schéma de simulation est représenté sur la Figure.III.30. 
 
 
Figure.III.30  : Schéma de simulation pour générer la fenêtre de 
transmission dans l’EAM. 
 
Le tableau.III.17 ci-dessous résume les résultats de simulations obtenus pour le rapport 
cyclique pour différentes fréquences de répétition. 
 
f (GHz) T (ps) TFWHM (ps) 
Rapport cyclique 
TFWHM / T 
1 1000 239 0.24 
2.5 400 98 0.245 
5 200 47 0.235 
10 100 24.1 0.241 
20 50 12 0.241 
 
Tableau.III.17 : Variations du rapport cyclique de la fenêtre générée avec la fréquence du signal 
électrique de commande de l’EAM. 
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On constate alors que le rapport cyclique est pratiquement indépendant de la fréquence de 
répétition du signal électrique. Autrement dit, la grandeur TFWHM varie linéairement avec la 
période de répétition T pour une amplitude et un offset donnés du signal électrique de 
commande. 
 
III.2.2.2 Variation des paramètres de la fenêtre de transmission 
Le train de pulses en sortie de notre système de multiplexage est composé de pulses de 
largeur Tp = 100 ps, les pulses de chaque utilisateur ayant une période de répétition de T = 
400 ps. On a donc besoin de créer, par le biais de l’EAM une fenêtre de transmission dont la 
largeur ne dépasse pas 100 ps, sinon les pulses optiques représentant les données des 
utilisateurs adjacents risquent d’introduire des erreurs sur le niveau logique détecté pour 
l’utilisateur concerné. La fenêtre de transmission doit également avoir une fréquence de 
répétition de 400 ps. 
La période de répétition étant fixée par celle du signal électrique de commande (f = 2.5 
GHz pour notre système), la largeur de la fenêtre de transmission sera déterminée par 
l’amplitude et l’offset du signal électrique. 
 
Deux fabricants de composants EAMs, CIP qui est distribué par AMS, et OKI Electric 
Industry ,nous ont fourni les courbes des pertes d’insertion mesurées de leurs composants,en 
fonction de la tension appliquée. Ces courbes sont représentées sur les Figure.III.31.a et 
Figure.III.31.b respectivement. Ceci nous a permis d’effectuer les simulations, puis de 
comparer les résultats obtenus pour leurs deux composants : 
• 10G-PS-EAM-1550, fabriqué par CIP, qu’on notera AMS_EAM . 
• OM5642W-30B, fabriqué par Oki Elcetric Industry, qu’on notera OKI_EAM. 
 
Nous avons fait varier les valeurs de l’offset Vb et de l’amplitude pic à pic Vpp du signal 
électrique de commande, puis observé la fenêtre de transmission générée à la sortie de 
l’EAM. 
 
     
 
Figure.III.31 : Variation des pertes d’insertion en fonction de la tension pour (a) 
AMS_EAM et (b) OKI_EAM. 
 
Les résultats de simulation pour générer les portes de transmission optiques, pour 
différentes configurations de la tension de commande, sont résumés sur la Figure.III.32 pour 
le AMS_EAM, et la Figure.III.33 pour le OKI_EAM. 
 
 




Figure.III.32 : Fenêtres de transmission optiques simulées  pour différentes configurations de la 




Figure.III.33 : Fenêtres de transmission optiques simulées pour différentes 
configurations de la tension de commande, pour le OKI_EAM 
 
Une première remarque à faire concerne les ‘plafonds’ des fenêtres de transmissions dans 
certains cas, ils sont dus au fait que le calcul de la valeur de transmission dans ces zones 
correspond à des tensions électriques pour lesquelles les valeurs des pertes par insertion n’ont 
pas été définies (V>0.6 V pour AMS_EAM et V>0 V pour OKI_EAM), car non mesurées 
par les fabricants. Ainsi quand la tension de commande atteint ces valeurs, OptiSystem garde 
la dernière valeur d’absorption définie pour le composant, ce qui explique ces plafonnements. 
On peut constater que plus la transmission est importante, plus la largeur du pulse à mi-
hauteur TFWHM est grande, ceci est cohérent avec le fait que le taux d’extinction (lié à la 
largeur de la fenêtre générée) et les pertes par insertion sont complémentaires. 
Il y a donc un compromis à réaliser afin de choisir la meilleure largeur de fenêtre de 
transmission pour éviter les interférences entre canaux d’un côté, et pouvoir extraire les 
données de l’utilisateur avec le moins de pertes optiques possibles, pour garantir une 
ouverture de l’œil suffisante par rapport au bruit d’intensité optique, d’un autre côté. 
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III.2.2.3 Comparaison des performances et choix de la configuration adaptée 
Les tableau.III.18 et tableau.III.19 résument les résultats les plus intéressants obtenus pour 
chacun des deux composants. Nous avons mentionné uniquement les cas que l’on souhaite 
comparer, puisque les autres cas représentent des fenêtres de transmission de trop faibles 
amplitudes (exe : Vb = -3.5 V et Vpp = 2 V pour les deux composants, ou encore   Vb = -1.5 V 
et Vpp = 6 V pour OKI_EAM qui donnent lieu à des fenêtres de transmission de largeur 
supérieure à la fenêtre allouée à chaque canal). 
 
Cas n° Vb  Vpp 
Maximum de 
transmission TFWHM (ps ) 
1 - 3.5 6 0.11 64.1 
2 -2.5 4 0.11 77.7 
3 -2.5 6 0.185 102 
4 -1.5 2 0.11 112 
 
Tableau.III.18 : Caractéristiques de la fenêtre de transmission générée avec AMS_EAM pour 
différentes configurations du signal électrique de commande. 
 
 
Cas n° Vb  Vpp 
Maximum de 
transmission TFWHM (ps ) 
1 -3.5 4 0.105 74 
2 - 3.5 6 0.28 98 
3 -2.5 2 0.105 108 
4 -2.5 4 0.28 120 
5 -2.5 6 0.41 (estimée) 134 
 
Tableau.III.19 : Caractéristiques de la fenêtre de transmission générée avec OKI_EAM pour 
différentes configuration du signal électrique de commande. 
 
Le maximum de transmission correspond à la valeur maximale d’amplitude des fenêtres 
de transmission présentées sur les Figure.III.32 et Figure.III.33. Le paramètre TFWHM est 
mesuré à la valeur moitié de cette amplitude maximale. 
 
Afin de simplifier la comparaison entre différents cas, l’annotation AMS_i désignera le 
cas numéro i mentionné pour AMS_EAM, et une annotation analogue désignera les cas 
concernant OKI_EAM. 
 
Si on traite un cas de valeur de transmission commune aux deux composants. Les cas 
AMS_1, AMS_2 et AMS_4 permettent d’obtenir un maximum de transmission équivalent à 
celui obtenu dans les cas OKI_1 et OKI_3. Pour cette valeur de transmission, l’avantage 
revient au cas AMS_1, car c’est celui qui permet d’obtenir la fenêtre de transmission la plus 
étroite (TFWHM = 64.1 ps), et donc la mieux adaptée pour réaliser un démultiplexage optimal. 
Cependant, la faible valeur du maximum de transmission est un facteur limitant, puisqu’à une 
telle valeur, l’ouverture verticale du diagramme de l’œil risque d’être très affectée par le bruit 
optique, entraînant un important taux d’erreur binaire. La solution consisterait à faire un 
compromis en optant pour une fenêtre de transmission plus large, mais avec une transmission 
plus importante, réduisant ainsi les pertes dues au démultiplexage. 
Les cas AMS_3 et OKI_5 nécessitent l’application du même signal électrique, mais la 
fenêtre générée par le composant OKI, bien qu’ayant un maximum de transmission plus 
important que celui du composant AMS, est trop large pour le système de démultiplexage 
qu’on cherche à concevoir. La même remarque concerne le cas OKI_4 qui permet d’obtenir 
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un maximum de transmission de 0.28, mais dont la largeur de fenêtre générée 
(TFWHM = 120ps) est encore une fois inadaptée pour notre système. 
La dernière comparaison concerne donc le cas AMS _3 avec OKI _2. Effectivement, en 
plus d’une transmission convenable de 0.28, le cas OKI_2 permet d’obtenir une fenêtre de 
transmission avec une largeur acceptable pour notre système. Malheureusement, les tensions 
Vb = -3.5 V et Vpp = 6 V utilisées dans ce cas sont telles que le signal électrique appliqué à 
l’EAM OKI_EAM varie entre -6.5 V et –0.5 V, or les données du constructeur imposent que 
la tension de commande du composant OKI_EAM reste limitée entre -5 V et 1 V, au risque 
de détériorer le composant le cas échéant. 
Ajoutons à cela que les composants OKI sont proposés à des prix plus élevés (un rapport 
de 2.5) par rapport au composant distribué par AMS. 
 
Le composant AMS_EAM réalise donc un bon compromis entre le maximum de 
transmission, qui affecte les pertes engendrées par le système de démultiplexage, et la largeur 
temporelle de la fenêtre de transmission nécessaire pour notre système. Le signal requis pour 
la génération d’une telle fenêtre (Vpp = 6 V à 2.5 GHz) peut être généré en associant les 
synthétiseurs dont nous disposons à un amplificateur de puissance à la fréquence de 2.5 GHz. 
Le signal électrique de commande du EAM est compatible avec les spécifications imposées 
par le fabricant, et peut donc être appliqué sans risque de dégradation du composant. Enfin, le 
coût du composant AMS_EAM, plus de deux fois moins cher que OKI_EAM, est un 
argument supplémentaire pour justifier notre choix. 
 
Nous avons donc opté pour l’utilisation du composant AMS_EAM, avec la configuration : 
Vb = -2.5V, Vpp = 6V pour le signal électrique de commande. Cette configuration permet 
d’obtenir une fenêtre de transmission de largeur à mi-hauteur TFWHM = 102 ps, avec un temps 
de montée T10-90 = 34.5 ps. Elle va être utilisée pour simuler la partie démultiplexage de notre 
système de transmission sous OptiSystem. 
 
III.3 Système de démultiplexage établi 
Dans cette partie, nous allons utiliser le composant EAM, choisi précédemment 
(AMS_EAM), pour simuler la partie démultiplexage de notre système. Le signal électrique de 
commande de l’EAM sera celui déterminé auparavant, et qui permet de générer la fenêtre de 
transmission adaptée à notre système. Cette partie va nous permette d’extraire les données 
respectives des 3 utilisateurs, à partir du signal issu de la partie multiplexage. La Figure.III.34 









Figure.III.34 : Signal optique en sortie du système de multiplexage expérimental. 
III.3.1 Génération du signal issu de la partie multiplexage 
Pour reproduire le signal présenté ci-dessus, nous allons utiliser sous OptiSystem un 
schéma de simulation équivalent de la partie multiplexage, pour générer un signal similaire à 




Figure.III.35 : Schéma de simulation du système de multiplexage. 
 
Le train de pulse optique est généré avec une source optique ‘Optical Gaussian Pulse 
Generator’ attaquée par une séquence binaire ‘1000’. Cette source transforme la séquence 
binaire en train optique, dont le pulse est une gaussienne, de forme temporelle proche du celle 
générée en sortie du modulateur d’intensité associé à la source laser DFB dans le système 
expérimental. Le coupleur 1 vers 4 distribue le train de pulse généré sur 4 chemins optiques 
décalés temporellement de façon équivalente à celle du système expérimental (Figure.III.34). 
Le codage des données, réalisé dans l’expérience grâce aux modulateurs d’intensité associés 
aux utilisateurs, est représenté par des atténuateurs optiques dont l’atténuation varie selon 
qu’on souhaite coder un ‘1’ ou un ‘0’. 
Le but de cette partie étant seulement de générer un signal représentatif de celui du 
système expérimental de multiplexage, nous n’avons pas cherché à représenter des données en 
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PRBS pour les utilisateurs, mais nous nous sommes contentés de représenter l’ensemble des 
combinaisons binaires possibles avec 3 utilisateurs, à savoir : ‘000’, ‘001’, …, ‘111’. 
L’absence du 4ème utilisateur est simulée par l’application d’une atténuation optique continue 
au signal issu du 4ème bras du coupleur. Les pulses optiques ‘codées’ sont ensuite combinés 
dans un train de pulses, puis amplifiés avec un modèle d’EDFA aux mêmes caractéristiques 
que l’EDFA qu’on a utilisé. Le gain de l’EDFA a été choisi pour obtenir des niveaux de 
puissances optiques sur le diagramme de l’oeil, égaux à ceux représentés sur la Figure.III.34.  
Le diagramme de l’œil du signal en sortie de la partie multiplexage simulé est représenté 
sur la Figure.III.36.  
 
 
Figure.III.36 : Signal optique en sortie du système de multiplexage simulé. 
 
En comparant les Figure.III.34 et Figure.III.36, on constate que le signal optique issu de la 
simulation de la partie multiplexage est relativement comparable au signal obtenu 
expérimentalement. 
 
III.3.2 Simulation du système de démultiplexage 
Le système de démultiplexage que l’on a simulé permet d’extraire, de façon simultanée, 
les données des trois utilisateurs en partant du signal issu de la partie multiplexage. Il 
nécessite donc l’utilisation de 3 composants EAM que l’on va supposer identiques. 
Dans la réalité nous disposons seulement d’un seul EAM qui va permettre, comme on le 
verra dans la réalisation expérimentale de cette partie, d’extraire un seul canal à la fois à partir 
des 3 canaux multiplexés. La valeur du retard introduit sur le signal électrique de commande 
permettra alors de choisir le canal (utilisateur) qu’on souhaite démultiplexer. Le 
démultiplexage simultané des 3 canaux nécessiterait dans la pratique de faire la même étude, 
que celle effectuée précédemment, pour chacun des 3 EAMs pour déterminer les 
caractéristiques du signal électrique de commande adéquat, puisque la courbe mesurée de 
pertes en fonction de la tension varie d’un EAM à un autre dans la réalité. 
La Figure.III.37 représente la partie démultiplexage qu’on a simulé sous OptiSystem pour 
l’extraction simultanée des données des 3 canaux de notre système. Le signal issu de la partie 
multiplexage est divisé pour être injecté dans les 3 EAMs. Chacun de ces EAMs est 
commandé par un signal électrique de composante continue Vb = - 2.5 V, et de composante 
sinusoïdale de fréquence 2.5 GHz et d’amplitude pic à pic Vpp = 6V, tel que défini dans la 
partie précédente. 
La Figure.III.36 montre que l’origine temporelle du train de pulses multiplexés, issu du 
schéma simulé sous OptiSystem (paragraphe III.3.1) ne coïncide pas avec l’origine de l’axe 
des temps, à cause du choix de l’origine du temps par OptiSystem Un décalage temporel est 
introduit sur le signal obtenu. Il est estimé à 300 ps. 
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Or la génération d’une fenêtre de transmission synchronisée avec le pulse à extraire, 
nécessite d’appliquer à l’EAM un signal sinusoïdal décalé de 50 ps. En résumé, le premier 
EAM, qui permettra d’extraire le premier pulse du train de données multiplexées, devra être 
commandé par une sinusoïde qui prendra en compte le décalage temporel de ce train en plus 
du décalage qui lui est propre, et donc devra être décalée de 350 ps (Figure.III.37). 
Par conséquent, les signaux électriques de commande des EAMs doivent subir le même 
décalage pour être synchronisés avec le train de pulses généré par la partie multiplexage. 
Ainsi, on introduira sur le signal de commande du premier EAM (Sin Gen 1), un décalage 
de 350 ps, Sin Gen 2 générera une sinusoïde décalée de 450 ps, et enfin pour Sin Gen 3, on 
décalera la sinusoïde de 560 ps. Le choix de cette dernière valeur est justifié par le fait que les 
données du 3ème utilisateur sont décalées dans la réalité, d’environ 110 ps au lieu de 100 ps 
par rapport à celles du 2ème. Ce constat a été fait dans la réalisation expérimentale du 
multiplexage (figure.III.34), et a d’ailleurs été pris en compte dans le schéma de simulation, 




Figure.III.37 : Schéma de simulation du système de démultiplexage. 
 
La Figure.III.38 représente respectivement, le diagramme de l’œil du signal en entrée du 
système de démultiplexage simulé (Figure.III.38.a), ainsi que les diagrammes de l’œil des 3 
canaux démultiplexés en sortie de chacun des EAMs (Figure.III.38.b, c et d). 
 





Figure.III. 38 : Simulation du système de démultiplexage basé sur l’EAM. (a) : signal en entrée 
du système de démultiplexage. (b) : signal en sortie CH_1. (c) : signal en sortie CH_2. (d) : signal 
en sortie CH_3. 
 
On constate, que la configuration choisie pour le signal électrique de commande permet 
d’extraire de façon satisfaisante tous les pulses de données des 3 canaux. 
Le taux d’extinction important de l’EAM permet d’isoler efficacement les données de 
chaque canal, réduisant ainsi l’effet des interférences entre canaux. Cependant dans la réalité, 
le bruit de signal optique demeurera présent en dehors de la fenêtre temporelle correspondant 
à chaque canal. 
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Ces simulations permettent donc de démontrer la faisabilité de la fonction de 
démultiplexage des données respectives de tous les utilisateurs du système de transmission 
établi. Elles ont l’avantage d’avoir été réalisées en utilisant les caractéristiques réelles 
mesurées pour le composant commercial qu’on a choisi. Ceci laisse prédire des résultats 
expérimentaux proches de ceux obtenus par la simulation. 
 
IV Conclusion du chapitre III 
Dans ce chapitre, nous avons étudié la faisabilité de deux techniques de démultiplexage en 
OTDM, à travers la simulation de leur principe de fonctionnement. 
 
La première technique, utilise un dispositif interférométrique du type Mach-Zehnder, dont 
les bras sont munis d’amplificateurs optiques à semi-conducteur (SOA). Ce principe de 
démultiplexage tout optiques exploite les propriétés non-linéaires des composants SOA, pour 
la réalisation de la fonction de démultiplexage. 
Nous avons dimensionné l’ensemble des éléments de ce dispositif en fixant par 
simulation, les paramètres physiques du SOA, ainsi que les caractéristiques du pulse de 
contrôle. Le but de ces premières simulations était d’obtenir les variations adéquates des 
réponses en gain et en phase du SOA pour la réalisation de la fonction de démultiplexage dans 
le dispositif. Nous avons ensuite simulé le comportement de l’ensemble du dispositif et 
constaté la possibilité de démultiplexer un canal à partir des données multiplexées en sortie de 
notre système de multiplexage. 
Cependant, le démultiplexage d’un canal du système avec ce dispositif présente certains 
inconvénients techniques, dont le principal est la variation des amplitudes des canaux transmis 
par le dispositif. D’un autre côté, la réalisation d’un tel dispositif s’avère coûteuse (nécessité 
d’utiliser une source optique pulsée), mais également complexe à partir du moment où l’on 
souhaite utiliser des composants SOA commerciaux. 
 
Nous avons donc opté pour l’utilisation d’une technique plus adaptée à nos objectifs et au 
débit de notre système, et qui permettrait en plus d’utiliser des composants disponibles 
commercialement. 
Nous avons donc étudié dans une seconde partie, la réalisation du démultiplexage 
temporel par utilisation d’un modulateur à électro-absorption (EAM). Le principe de cette 
technique électro-optique, consiste à varier l’absorption dans l’EAM, grâce à un signal 
électrique de commande, afin de créer une fenêtre temporelle de transmission permettant 
d’isoler les données d’un canal à partir de l’ensemble des canaux multiplexés. 
L’avantage des simulations réalisées consiste dans le fait qu’elles ont été menées avec les 
données réelles sur des composants EAM commerciaux. Nous avons étudié les 
caractéristiques de la fenêtre de transmission générée en fonction de celles du signal 
électrique de commande, puis déduit les valeurs nécessaires à la création de la fenêtre adaptée 
à notre système. En comparant les performances obtenues avec deux composants EAM 
commerciaux, nous avons conclu sur le choix du bon composant, selon le compromis à faire 
entre les pertes et la largeur de la fenêtre générée. Puis, en recréant un signal similaire à celui 
en sortie de notre système de multiplexage, nous avons simulé la réalisation de la fonction de 
démultiplexage, et constaté la faisabilité d’une telle fonction grâce au composant choisi. 
Le système de démultiplexage conçu présente des avantages en termes d’encombrement, 
mais aussi de coût. Il est également plus adapté au débit qu’on souhaite atteindre pour la 
transmission des données, que le système de démultiplexage présenté avant. 
Le système étant dimensionné dans la théorie, nous allons dans le chapitre suivant en 
aborder la réalisation pratique. 
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Le système de démultiplexage étant conçu dans la théorie, nous en abordons la réalisation 
expérimentale dans ce chapitre. Nous étudierons les caractéristiques de la fenêtre de 
transmission générée expérimentalement en sortie du modulateur à électro-absorption (EAM), 
puis étudierons le démultiplexage de l’ensemble des canaux du système de transmission. 
L’évaluation des performances du système de transmission globale sera réalisée, à travers la 
mesure du taux d’erreur binaire (TEB) pour l’ensemble des canaux du système. L’impact des 
interférences cohérentes, liés à l’utilisation de la source laser DFB, sur les valeurs du TEB 
sera également présenté. Enfin, les deux sources DFB et ASE seront comparées au niveau des 
performances de TEB obtenues avec chacune d’entre elles. 
 
II Génération de la fenêtre de transmission 
II.1   Caractéristiques de la fenêtre de transmission. 
La génération de la fenêtre de transmission avec le modulateur à électro-absorption 
(EAM) se fait par modulation de l’intensité d’un signal optique continu, en appliquant un 
signal électrique de commande à l’électrode de l’EAM. Les composantes de ce signal sont 
celles déduites dans le chapitre III. La Figure.IV.1 représente le schéma expérimental 




Figure.IV.1 : Principe de génération de la fenêtre de transmission avec l’EAM. 
 
Un amplificateur électrique associé au synthétiseur, permet de générer le signal VRF 
d’amplitude pic à pic VPP = 6 V, à la fréquence 2.5 GHz. On superpose à ce signal, la tension 
d’offset Vb = -2.5 V, avant de l’injecter dans l’entrée du EAM. 
L’EAM étant un composant sensible à la polarisation du signal optique incident, un 
contrôleur de polarisation (C. P.) est placé à son entrée afin de minimiser les pertes 
d’insertion. La Figure.IV.2 représente le signal obtenu en sortie de l’EAM, relevé sur l’entrée 
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Figure.IV.2 : Signal optique mesuré en sortie de l’EAM. 
 
La fenêtre de transmission optique présente un temps de montée T10-90 = 46 ps, et une 
largeur à mi-hauteur TFWHM = 110 ps. La gigue sur la position temporelle de la fenêtre est de 
2.7 ps. 
 
La bande passante des appareils de mesure intervient dans la mesure des grandeurs 
temporelles telles que le temps de montée. En effet le temps de montée réel de la fenêtre de 
transmission T10-90_réel se déduit du temps de montée mesuré sur l’oscilloscope à partir de la 
relation [1] : 
 
  2 210-90 réel 10-90 mesuré 10-90 appareilT T -T=   (eq.IV.1) 
 
T10-90 appareil est le temps de montée de la réponse impulsionnelle de l’appareil de mesure. Il 
est estimé pour le canal optique de l’oscilloscope AGILENT 86100B à 32 ps [2]. 
La valeur du temps de montée de la fenêtre de transmission vaut donc : T10-90 réel = 33 ps. 
Cette valeur est proche de celle déduite grâce aux simulations effectuées dans le chapitre III 
(34.5 ps).La largeur à mi-hauteur correspondante est par conséquent proche de celle 
déterminée par les simulations (TFWHM = 102 ps). 
 
II.2   Position temporelle de la fenêtre de transmission  
Le contrôle de la position temporelle de la fenêtre de transmission est indispensable pour 
la réalisation de la fonction de démultiplexage temporel. Il permet de faire coïncider cette 
fenêtre avec l’arrivée, à l’entrée de l’EAM, des pulses optiques du canal qu’on souhaite 
extraire. Ce contrôle est réalisé grâce à la variation de la phase du signal VRF, obtenue en 
introduisant un déphaseur (bande passante : 4 GHz), à la sortie du synthétiseur (non 
représenté sur la Figure.IV.1). La Figure.IV.3 montre le déplacement de la position temporelle 
de la fenêtre de transmission, suite à l’introduction d’un déphasage sur le signal VRF. Le 
déphasage introduit est de 85.5°, ce qui correspond à un décalage temporel de 95 ps. 
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Figure.IV.3 : Contrôle de la position temporelle de la fenêtre de transmission mesurée. 
 
La variation de la position de la fenêtre de transmission avec le déphasage du signal de 
commande de l’EAM, se fera selon un taux de variation α : 
 
  400=  = 63.66 ps/rd
2.
α π    
 
Le choix de la position se fera de façon à optimiser le diagramme de l’œil des données 
extraites, et garantir la plus faible valeur du TEB. 
 
III Réalisation expérimentale du système de démultiplexage 
III.1 Extraction des pulses utilisateurs 
La synchronisation des différents signaux dans le système de transmission est un élément 
majeur pour le bon fonctionnement de ce système. Une nouvelle configuration, par rapport à 
celle présentée dans le paragraphe IV.3 du chapitre II, permettant la synchronisation des 
signaux utilisés dans la partie multiplexage avec le système de démultiplexage est présentée 





Figure.IV.4 : Synchronisation entre les parties multiplexage  
et démultiplexage du système de transmission. 
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La source du signal orchestrant l’ensemble du système est le synthétiseur. Un diviseur 
micro-ondes permet d’envoyer une partie du signal généré par le synthétiseur sur l’entrée ‘Clk 
Input’ du module d’horloge E4809A à 10 Gb/s. le module d’horloge E4808A à 2.5 Gb/s est 
contrôlé grâce à un signal d’horloge à 10 MHz généré par une autre sortie du synthétiseur. Ce 
signal est injecté à l’entrée ‘Clk / ref Input’ du module E4808A. Enfin, la synchronisation 
avec l’oscilloscope se fait indirectement, en utilisant la sortie ‘Trig Output’ du module 
E4809A qu’on envoie sur l’entrée ‘Trigger’ de synchronisation de l’oscilloscope. L’ensemble 
du système de transmission est ainsi orchestré par le synthétiseur à 2.5 GHz. 
La sélection des données d’un utilisateur parmi les trois a été réalisée en ajustant le retard 
introduit par le déphaseur sur le signal VRF. La Figure.IV.5 montre les diagrammes de l’œil 
obtenus respectivement pour les données des 3 canaux démultiplexés. 
Les diagrammes de l’œil des données extraites présentent un faible bruit d’amplitude sur 
chacun des deux niveaux logiques, ainsi qu’une faible gigue. La tableau.IV.1 résume les 








Tableau.IV.1 :Caractéristiques des diagrammes de l’œil des canaux démultiplexés. 
 
 
Les caractéristiques des pulses démultiplexés sont similaires à celles du train de pulses 
optiques, généré par le modulateur MZM_75630. (Figure.II.64). Leurs qualités permettent de 

























Utilisateur Gigue  (ps) 
Largeur à mi-hauteur 
(ps) 
Canal 1 2.6 80 
Canal 2 2.74 85 
Canal 3 2.65 83 
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Figure.IV.5 : Diagrammes de l’œil expérimentaux des 3 canaux démultiplexés. 
(a) signal en sortie du système de multiplexage (b) signal en sortie du EAM selon le canal choisi. 
 
III.2 Mesure du taux d’erreur binaire des 3 canaux reçus 
Le Taux d’Erreur Binaire (TEB) constitue l’ultime critère de qualité pour évaluer les 
performances d’un système de transmission numérique. Le TEB est communément défini 
comme le rapport entre le nombre de bits erronés reçus (un ‘0’ au lieu d’un ‘1’ et vise versa) 
et le nombre de bits transmis. Il est généralement exprimé sous la forme d’une puissance 
négative de 10 (exe : 10-6, ce qui correspond à un bit mal déterminé à la réception parmi 1 
million de bits transmis). 
Quand un système de transmission est conçu, la valeur maximale visée pour le TEB 
dépend de plusieurs facteurs, tels que le débit de transmission, la puissance optique utilisée, la 
distance de la liaison ou encore le bruit dans le système [3], [4]. La plupart des systèmes de 
transmission optiques exigent la valeur limite de TEB = 10-9 comme critère de qualité 
minimale d’une transmission [5] - [7]. 
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La Figure.IV.6 présente le schéma de configuration permettant la mesure du TEB pour les 




Figure.IV.6 : Schéma de mesure expérimentale du TEB des 3 canaux démultiplexés du système. 
 
Les données démultiplexées sont converties dans le domaine électrique, puis injectées sur 
l’entrée  ‘In’ du module analyseur N4863B du ParBERT. La comparaison des bits reçus à 
ceux constituant la séquence PRBS envoyée permet alors d’établir la mesure du TEB. 
La qualité de transmission est estimée en mesurant le TEB en fonction de la puissance 
optique moyenne Popt à l’entrée de l’EDFA. Cette puissance est modifiée avec un atténuateur 
optique (Figure.IV.6). Le TEB mesuré en fonction de Popt est représentée sur la Figure.IV.7. 
 
















Figure.IV.7 : TEB mesuré pour les 3 canaux en fonction de la puissance optique moyenne Popt. 
 
La sensibilité de réception est un facteur clé pour évaluer l’efficacité d’un système de 
transmission optique. Elle représente la puissance optique nécessaire pour obtenir un taux 
d’erreur binaire de TEB = 10-9. Sa valeur est augmentée par les différents bruits accumulés  
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par le signal lors de la transmission, ainsi qu’à la détection. Elle a été déduite pour les 3 
canaux démultiplexées à partir de la Figure.IV.7 :  
 
• Canal 1 : -25.5 dBm. 
• Canal 2 : -25.6 dBm. 
• Canal 3 : -25.75 dBm. 
 
Cette faible différence entre les 3 canaux s’explique par une légère différence en efficacité 
de modulation entre les modulateurs d’intensité MZM_89187, MZM_89188 et 
MZM_89184. En effet, le modulateur MZM_89187 (associé au canal 1) a le facteur Vπ le 
plus élevé parmi les trois modulateurs. Par conséquent, en appliquant des signaux électriques 
de données de mêmes amplitudes aux 3 modulateurs, les pulses optiques en sortie du 
modulateur MZM_89187 ont l’amplitude la plus faible, ce qui se reflète sur les résultats du 
TEB. 
 
IV Étude de l’impact des interférences cohérentes sur le TEB 
Nous avons montré préalablement que les interférences cohérentes causaient une 
dégradation significative du diagramme de l’œil en sortie du système de multiplexage, en 
introduisant un bruit de fluctuation d’amplitude des pulses optiques multiplexés (paragraphe 
IV.5 du chapitre II). L’élimination de ces interférences a été obtenue en polarisant le 
modulateur MZM_75630, associé à la source cohérente DFB, à la tension de transmission 
minimale VDC_0. Ce paragraphe traite de l’impact de ces interférences sur le TEB mesuré. 
La mesure du TEB a été effectuée en variant la valeur de la tension de polarisation 
continue du modulateur MZM_75630 autour de VDC_0. La Figure.IV.8 représente les valeurs 
mesurées du TEB pour différents écarts ∆V de la tension appliquée par rapport à VDC_0. 
 
 
Figure.IV.8 : TEB mesuré en fonction de l’écart ∆V par rapport à VDC_0. 
 
Les valeurs du TEB augmentent rapidement avec |∆V|. Cette dégradation est le résultat de 
la décroissance du facteur Q avec l’écart ∆V, constatée précédemment en sortie du système de 
multiplexage (paragraphe IV.5.5 du chapitre II). Les variations du TEB selon le signe de ∆V 
sont similaires à celles du facteur Q. 
Nous concluons donc également qu’une valeur optimale du TEB nécessite de maintenir la 
tension de polarisation du modulateur MZM_75630 à la valeur VDC_0, car c’est ce qui permet 
d’éliminer le bruit d’intensité, dû aux interférences cohérentes, introduit par l’utilisation de la 
source cohérente DFB. 
CHAPITRE IV. Réalisation expérimentale du démultiplexage temporel et évaluation des 
performances du système de transmission 
 
 149
V Comparaison des TEB obtenus avec deux sources optiques 
Les deux sources DFB et ASE ont été précédemment comparées en termes de 
performances en sortie du système de multiplexage (paragraphe V du chapitre II). La source 
DFB permettait alors d’améliorer le rapport signal à bruit en sortie du système. Une 
amélioration liée à la différence entre les caractéristiques de bruit (RIN) des deux sources. 
Cette différence va avoir un impact sur le TEB en sortie du système de démultiplexage. 
La courbe du TEB a été mesurée en fonction de la puissance moyenne incidente Popt pour 
l’un des 3 canaux démultiplexés, en utilisant chacune des deux sources optiques DFB et ASE. 
Les conditions de fonctionnement des sources sont similaires (même puissance optique  
moyenne générée). La Figure.IV.9 présente la mesure du TEB, pour l’un des 3 canaux, 




Figure.IV.9 : TEB mesuré en utilisant les deux sources DFB et ASE. 
 
On constate que la source ASE introduit une pénalisation en puissance optique, résultat 
prévisible à partir des conclusions du chapitre II, où on avait constaté l’amélioration apportée 
par la source DFB sur le rapport signal à bruit en sortie de la partie multiplexage. Cette 
pénalisation en puissance est quantifiée au niveau de la sensibilité de réception. Celle-ci se 
dégrade de 3 dB entre les deux sources. 
La dégradation des performances de transmission, constatée au niveau de la partie 
multiplexage, se retrouve donc au bout du système de transmission, après l’extraction des 
données de chacun des 3 utilisateurs. 
 
VI Conclusion du chapitre IV 
Un système de démultiplexage simple, construit autour du modulateur d’électroabsorption 
(EAM), a été réalisé expérimentalement. Les conditions de fonctionnement optimales de 
l’EAM, déduites à partir de l’étude présentée dans le chapitre III, ont permis d’extraire avec 
succès les données de chacun des 3 canaux du système de transmission. 
Les diagrammes de l’œil des canaux démultiplexés présentent une ouverture suffisante, 
pour pouvoir réaliser une transmission sans erreurs des données. Ceci a été confirmé par la 
mesure du taux d’erreur binaire (TEB). Le seuil limite de TEB = 10-9 a ainsi été atteint pour 
tous les canaux. Le faible écart entre les performances obtenues pour les 3 canaux est attribué 
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à l’efficacité de modulation des données des utilisateurs, par leurs modulateurs d’intensité 
respectifs, dans la partie de multiplexage. 
Le bruit d’interférences, dû à la nature cohérente de la source laser DFB utilisée, engendre 
une dégradation notable du TEB mesuré. Un TEB optimal reste en outre conditionné par la 
polarisation du modulateur associé à la source optique à sa tension de transmission minimale. 
Les sources laser DFB cohérente et ASE incohérente ont été à nouveau comparées. 
L’avantage de la source DFB en termes de caractéristiques de bruit se retrouve sur la 
différence entre les courbes de TEB mesurées avec les deux sources. La source ASE, plus 
bruitée, introduit ainsi une pénalisation sur la puissance optique nécessaire pour atteindre des 
performances de TEB similaires à celles de la source DFB, une pénalisation qui se retrouve au 
niveau de la mesure de la sensibilité de réception. 
 
 
CHAPITRE IV. Réalisation expérimentale du démultiplexage temporel et évaluation des 





 [1] K. D. Li Dessau, L. Edward, “Insights into High-Speed Detectors and High-Frequency 
Techniques,” Ginzton Laboratory, Stanford University, New Focus. 
 [2] http://www.home.agilent.com 
 [3] Harry J. R. Dutton, “Understanding Optical Communications,” First Edition, 
International Technical Support Organization, September 1998. 
 [4] Govind P. Agrawal, ‘‘Fiber-optic communication systems,” 3ème édition, 
WILEYINTERSCIENCE, 2002. 
 [5] A. Glavieux., M. Joindot, “Communications numériques : introduction,” Collection 
Pédagogique de Télécommunication, Edition Masson, 1996. 
 [6] Irène et Michel Joindot, “Les Télécommunications par fibres optiques,” Collection 
Technique et Scientifique des Télécommunications, Dunod et CENT-ENST, Paris, 1996. 
 [7] Guy Foster, “Stressed Eye: “Know what you’re really testing with,” SyntheSys Research, 


































CHAPITRE IV. Réalisation expérimentale du démultiplexage temporel et évaluation des 

















L‘objectif de ce travail est la réalisation d’un système de transmission bas coût, pour 
un débit global de 10 Gb/s. Le système proposé peut cependant être étendu à une utilisation à 
un débit de 40 Gb/s. 
 
Nous avons opté dans notre système pour une solution consistant à la modulation 
externe d’une source optique continue, avec un modulateur d’intensité électro-optique, afin de 
générer le train de pulses optiques nécessaire aux systèmes de transmission en OTDM. Le 
signal de modulation est produit par un générateur de séquences de données à haut débit. 
 
Des simulations concluantes, de la partie multiplexage du système, ont été effectuées 
avec le logiciel COMSIS. Elles ont permis de démontrer la faisabilité de la solution proposée. 
Ce résultat a été confirmé lors de la réalisation expérimentale, où un train de pulses optiques a 
pu être généré, avec des pulses de largeur inférieure à 100 ps, et à une fréquence de répétition 
de 2.5 GHz. Cependant, cette réalisation a mis en évidence le phénomène d’interférences 
cohérentes, liées à la nature cohérente de la source optique laser utilisée, et qui n’a pas pu être 
modélisé lors des simulations. Ces interférences ont être constatées en sortie de la partie 
multiplexage, et ont engendré une forte dégradation du facteur Q. 
 
Une étude théorique a permis de palier ce problème. En effet, la polarisation du 
modulateur d’intensité associé à la source laser, à la tension du minimum de transmission, a 
permis de réduire l’amplitude des champs optiques contribuant à l’apparition des interférences 
cohérentes. L’élimination du bruit de fluctuation d’amplitude, dû aux interférences a été 
obtenue expérimentalement. Ceci a engendré une amélioration significative des performances 
de multiplexage, en termes d’ouverture du diagramme de l’œil et du facteur Q.  
 
Dans un but comparatif, nous avons évalué les performances de multiplexage, par 
utilisation de deux sources optiques différentes. La source laser DFB cohérente, et une source 
ASE à large spectre optique, incohérente. La source laser permettait alors d’obtenir le 
meilleur rapport signal à bruit pour le système. La différence de performance au niveau du 
système de multiplexage a été corrélée à la différence entre les niveaux de bruits d’intensité 
relatifs (RIN) des deux sources. Ces derniers se sont avérés être les principaux contribuant au 
bruit présent sur la puissance optique du niveau logique ‘1’ à la détection du signal de 
données multiplexées. Une dernière amélioration a été apportée au multiplexage, par 
utilisation des modulateurs d’intensité du système en ‘Dual Drive’. Cette amélioration a été 
quantifiée à travers la mesure de la croissance du facteur Q, qui allait permettre la réduction 
du taux d’erreur binaire (TEB) après la phase de démultiplexage. 
 
Pour la réalisation de la fonction de démultiplexage, nous avons opté pour une 
solution basée sur la génération de la fenêtre temporelle de démultiplexage dans un 
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modulateur à électroabsorption (EAM). Ce composant offre particulièrement l’avantage de 
pouvoir générer la fenêtre de démultiplexage par application d’un simple signal sinusoïdal à 
son entrée. Les caractéristiques du signal de commande de l’EAM ont été déduites à partir de 
simulations sous le logiciel OptiSystem de la génération de la fenêtre de transmission par ce 
composant. La simulation du système de démultiplexage, conçu autour de l’EAM, a conclu à 
la faisabilité de la fonction d’extraction des données de chaque canal du système, avec les 
caractéristiques déduites du signal de commande. 
 
Ces résultats ont été confirmés expérimentalement, à travers la génération de la fenêtre 
de transmission, aux caractéristiques temporelles adéquates. L’extraction de tous les canaux 
transmis par le système a été ensuite réalisée avec succès. Les diagrammes de l’œil des 
canaux démultiplexés présentaient une ouverture suffisante pour réaliser une transmission 
sans erreurs des données, ce qui a été confirmé par la mesure des taux d’erreur binaire des 3 
canaux, qui ont tous atteint des valeurs inférieures à TEB = 10-10. Le TEB a également servi 
d’indicateur de l’impact des interférences cohérentes sur la qualité de transmission des 
données par le système. L’obtention d’un TEB optimal reste conditionnée par la polarisation 
du modulateur associé à la source optique à sa tension de transmission minimale. 
 
La comparaison des deux sources, laser DFB cohérente et ASE incohérente, au niveau 
des valeurs de TEB obtenues avec chacune a confirmé l’avantage de la source laser DFB en 
terme de bruit. Celle-ci permet de réaliser une économie de puissance optique moyenne 
incidente sur le récepteur de 3 dB. 
 
Les résultats encourageants obtenus à l’issue de cette étude poussent à envisager de 
plus grandes performances en débit. En effet, tous les composants utilisés dans le système 
présenté sont compatibles avec un débit pouvant atteindre 40 Gb/s. Ainsi, Il serait possible de 
transmettre les données de 4 utilisateurs, à un débit individuel de 10 Gb/s. La limitation de 
cette perspective est due au générateur de signaux dont nous disposions. Le modèle qui génère  
des signaux de données à 40 Gb/s, rendrait envisageable l’extension de l’application à 40 Gb/s. 
 
Le principal atout de ce système reste la largeur spectrale de la source utilisée. Les 
systèmes OTDM / WDM développés jusqu’à présent sont limités par les largeurs spectrales 
des sources optiques utilisées. Ces sources, devant être incohérentes, possèdent de larges 
spectres en comparaison avec ceux des sources laser. Ceci implique un écart important entre 
les canaux multiplexés en longueur d’onde. L’utilisation de sources laser, rendra possible le 
multiplexage de longueurs d’onde beaucoup plus rapprochées, augmentant ainsi la capacité du 
système OTDM / WDM, puisqu’une même bande spectrale optique serait alors divisée en 
bandes plus étroites. Cette perspective pourrait être rapidement mise en œuvre, puisque des 
travaux de thèse précédents [1], réalisés par Vincent Girod au sein du laboratoire, ont abouti à 
des résultats concluants de transmission aux deux longueurs d’ondes 1550.12 nm et 1550.92 
nm, ce qui est en conformité avec la norme DWDM (0.8 nm d’écart entre canaux adjacents). 
 
Enfin, la disponibilité des composants utilisés permet d’envisager des applications 
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Le fonctionnement du modulateur Mach-Zehnder 
 
 
Le modulateur d’intensité Mach-Zehnder à deux bras est un composant essentiel dans le 
système de transmission que nous présentons. 
Le fonctionnement de ce composant est basé sur un effet optoélectronique qui est l’effet 
Pockels dans les matériaux non-centrosymmétrique. Nous présentons dans cette annexe cet 
effet, ainsi que le principe de fonctionnement du modulateur d’intensité Mach-Zehnder. 
VIII L'effet Pockels 
L'effet Pockels est basé sur l'interaction entre le champ électrique dans un matériau et son 
indice de réfraction. Quand on applique un champ électrique E sur un matériau avec un indice 
de réfraction n, on observe alors un changement d’indice de réfraction ∆n, qui a pour 
expression : 
 
 2 3(1) (2) (3) ...n r E r E r E∆ = + + +  (eq.A.1) 
 
r(i) sont des constantes d'interaction. Le premier terme, r(1).E, décrit l'effet Pockels. Sa 
contribution est la plus grande dans la valeur de la valeur de ∆n. Le second terme, r(1)E², 
exprime l’effet Kerr, et peut être négligé dans notre cas. 
L'indice de réfraction dans un matériau non-centrosymétrique peut être décrit comme : 
 
 2 2 22 2 2 2 2 2
1 2 3 4 5 6
1
1 1 1 1 1 12 2 2x y z yz xz xy
n n n n n n
=⎛ ⎞ ⎛ ⎞ ⎛ ⎞ ⎛ ⎞ ⎛ ⎞ ⎛ ⎞+ + + + +⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠ ⎝ ⎠ ⎝ ⎠ ⎝ ⎠ ⎝ ⎠   (eq.A.2) 
 
Cette équation est celle d’un volume représentant les valeurs d'indices de réfraction pour 
les différentes polarisations de la lumière incidente. 
Le changement d'indice de réfraction en présence d'un champ électrique ( )1 2 3, ,E E E E=?  est 











∆ =⎛ ⎞⎜ ⎟⎝ ⎠ ∑  (eq.A.3) 
 
Avec rij les coefficients du tenseur électro-optique du matériau utilisé. Le changement 
d'indice dépendra donc du matériau utilité, ainsi que de la polarisation du champ électrique 
qui lui est appliqué. 
 
IX L'Effet Pockels dans le matériau LiNbO3 
Les modulateur Mach-Zehnder présentés dans notre chaîne de transmission utilisent 
comme matériau le Niobate Lithium (LiNbO3), polarisé dans la direction cristallographique z. 
La Figure.A.1 présente le schéma d'un guide optique en LiNbO3, soumis à un champ 
électrique EZ créé par la tension V(t) entre ses électrodes. La Figure.A.1 représente également 







Figure.A.1 Schéma d’un guide d’onde optique soumis à un champ électrique EZ 
 










+ + = , avec n0 = 2.22 et ne = 2.146 (eq.A.4) 
 
Si une tension est appliquée entre les électrodes, le champ électrique dans le guide d'onde 
sera orienté selon l'axe z : .Z ZE E e=
? ??
. Le tenseur des coefficients électro-optiques pour le 
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  (eq.A.5) 
 
En appliquant l’équation eq.A.3, le nouvel indice de réfraction est décrit par : 
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x y z =⎛ ⎞ ⎛ ⎞ ⎛ ⎞+ + + + +⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠ ⎝ ⎠   (eq.A.6) 
 
Pour le LiNbO3 on a :  r13 = 10 pm / V 
r33 = 33 pm / V 
 
La Figure.A.2 représente l'indice de réfraction avant et après application d'un champ 





Figure.A.2 : Changement d'indice de réfraction dans le  




Le changement résultant de l'indice de réfraction dans la direction z, sous l’effet du champ 
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2 z z
n r E= −  (eq.A.7) 
X  Changement de phase et interférences 
Le changement d'indice implique un changement de phase (introduction d'un retard) de la 
lumière qui traverse le guide d'onde. Pour une onde optique polarisée selon l'axe z, le 
déphasage vaut : 
 2zn
πφ λ∆ = ∆   (eq.A.8) 




λ= −  (eq.A.9) 
La Figure.A.3 représente le schéma d’un modulateur Mach-Zehnder à deux bras, dont les 




Figure.A.3 Schéma d’un modulateur Mach-Zehnder à deux bras  
 
Avec w la distance entre l’électrode à laquelle est appliquée la tension VRFi(t) et 
l’électrode de la masse. Chaque guide d'onde est soumis à un champ électrique E(i)Z, qui va 
moduler l'onde optique dans ce guide par un indice selon la tension VRFi(t) appliquée à 
l’électrode correspondante, avec i = {1 ; 2}. 
Dans le système de transmission étudié, les signaux VRF1(t) et VRF2(t) sont respectivement 
remplacés par le signal de données binaires VDATA(t) et son signal complémentaire VDATA(t), 
(Figure.A.4). Le modulateur d’intensité fonctionne ainsi en mode Dual Drive. 
 
 




L'onde optique issue de la source laser est polarisée selon l'axe z. Elle peut être 
représentée par une onde plane polarisée selon l'axe z : 
 
 ( ).( , ) . .j t k rz zE t E e eωω −=
? ?? ??
  (eq.A.10) 
 
ω est la fréquence optique de la lumière, et k?  le vecteur d'onde. 
Dans notre cas, la lumière se propage dans la direction de l'axe x, donc ( ), 0, 0xk k=? . 
L’équation eq.A.10 devient alors : 
 
 ( )0 
.( , ) . .xj t kopt z
x
optE t E e eωω −=? ??             avec 2x nk πλ−=   (eq.A.11) 
 
L'intensité optique due à cette onde vaut alors : 
 
 0. . . *I c E Eε=  (eq.A.12) 
 
c est la vitesse de la lumière et ε0 est la constante diélectrique. Un coupleur 3 dB divise 
cette onde sur les deux bras du modulateur. En supposant que la polarisation reste confinée 
selon l'axe z. Les deux ondes optiques dans les deux bras s’expriment alors par : 
 
 ( )1.1 0 1( , ) .
j t k x
opt optt eE E
ωω −=   (eq.A.13) 
 ( )2 .2 0 2( , ) .
j t k x
opt optt eE E
ωω −=   (eq.A.14) 
 
Chaque faisceau est guidé dans un guide optique avec des indices de réfraction respectifs 
n1 et n2 et de longueur L. Un déphasage, dont l’expression est donnée par l’équation eq.A.7, 
est introduit dans chaque bras quand on applique un champ électrique. Le champ résultant de 
ce déphasage a pour expression dans les bras 1 et bras 2 respectivement : 
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ω φω −∆=   (eq.A.15) 
 ( )22 0 2( , ) .
j t
opt optt eE E














πφ λ∆ = −   (eq.A.18) 
 
E(1)Z et E(2)Z sont les champs électriques décrits dans la Figure.A.3. En utilisant 
l’expression ( )E grad V= −? ????? , on peut décrire le déphasage résultant entre les deux bras. 
( )grad V
?????
représente le gradient de variation de la tension V. 
 
 1(1) ( )RFzE w
V t= Γ   (eq.A.19) 
 2(2) ( )RFzE w
V t= Γ   (eq.A.19) 
 
Γ est un coefficient de confinement, de valeur inférieure à 1, qui prend en compte 
l'homogénéité du champs électrique dans le guide (Figure.A.3). Le déphasage entre les deux 
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λ= − Γ  (eq.A.22) 
 
Vπ est appelée tension d'extinction. 
Les deux ondes interfèrent et l'intensité résultante en sortie du dispositif vaut alors : 
 
 ( ) ( )*(1) (1) (1) (1)0. . .tot z z z zE E E EI cε= + +   
 ( )(1) (1)* (2) (2)* (1) (2)*0. . . . 2 .z z z z z zE E E E E Ecε= + +  
 ( )1 2 1 2 1 22. . cosI I I I φ φ= ∆ − ∆+ +  
 ( )( )0 1 21 cos2I φ φ= ∆ − ∆+  
 ( )20 1 22..cos . ( ) ( )2 RF RF
I
V
V t V t
π
π= ⎛ ⎞−⎜ ⎟⎝ ⎠
 (eq. A.23) 
Avec I1 = I2 = I0/4 
La fonction de transfert résultante pour un modulateur idéal est donc : 
 
 ( )2 1 22.
( ) cos . ( ) ( )out RF RF
in V
P t V t V t
P π
π= ⎛ ⎞−⎜ ⎟⎝ ⎠
 (eq. A.24) 
 
• Pin : la puissance optique à l'entrée du modulateur. 
• Pout(t) : la puissance optique à la sortie du modulateur. 
 
Dans le cas réel, on doit tenir compte des pertes d’insertion du modulateur. En 
superposant aux deux tensions VRF1(t) et VRF2(t) la tension de polarisation continue VDC 
(Figure.A.4), on obtient l’expression finale de la fonction de transfert : 
 
 ( )2 1 2. 2.
( ) cos . ( ) ( )out DC RF RF
in V
P t V V t V t
P π
πα= ⎛ ⎞+ −⎜ ⎟⎝ ⎠
 (eq. A.25) 
 
• α: les pertes d’insertion du modulateur 
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Sigle Signification (Anglais) Signification (français) 
ASE Amplified Spontaneous Emission Émission spontanée amplifiée 
BER Bit Error Rate Taux d'erreur binaire 
BERT Bit Error Rate Tester Testeur de taux d'erreur binaire 
CDMA Code Division Multiple Acces Accès multiple par répartition de code 
DFB Distributed FeedBack Laser à rétroaction distribuée 
DWDM Dense Wavelength Division 
Multiplexing 
Multiplexage par répartition en longueur 
d'ondes dense  
EAM ElectroAbsorption Modulator : Modulateur à électroabsorption 
EDFA Erbium Doped Fiber Amplifier  Amplificateur à fibre dopée Erbium 
FDM Frequency Division Multiplexing Multiplexage à répartition fréquentielle 
FWHM Full With at Half Maximum Largeur à mi-hauteur 
FWM Four Wave Mixing Mélange quatre ondes 
G.D Groupe Delay  Retard de groupe 
I L Insertion Loss pertes d'insertion 
ITU International Telecommunication 
Union 
Union international des 
télécommunications 
MLFL Mode locked Fibre Laser Laser en fibre à verrouillage de modes 
MLLD Mode locked Diode Laser Diode laser à verrouillage de modes 
MQW Multi Quantum Wells  Puits quantiques multiples 




Sigle Signification (Anglais) Signification (français) 
NRZ No Return to Zero Non retour à zéro 
OCDM Optical Code Division Multiplexing Multiplexage optique à répartition de 
code 
OTDM Optical Time Division Multiplexing Multiplexage optique à répartition 
temporelle 
PDH Plesiochronous Digital Hierarchy Hiérarchie numérique plésiochrone 
PPG Pseudorandom Patern Generator Générateur de séquence pseudo-
aléatoire 
PRBS Pseudorandom Bit Sequence Séquence binaire pseudo-aléatoire 
RIN Relative Intensity Noises  Bruit d'intensité relatif 
ROF Radio Over Fibre Radio sur fibre 
RZ Return to Zero Retour à zéro 
SDH  Synchronous Digital Hierarchy  Hiérarchie numérique synchrone 
SMF Single Mode Fibre Fibre monomode 
SNR Signal to Noise Ratio Rapport signal à bruit 
SOA Semi-conducteur Optical Amplifier Amplificateur optique à semi-
conducteur  
SONET  Synchronous Optical Network Réseau optique synchrone 
TDM Time Division Multiplexing Multiplexage à répartition temporelle 
VNA Vector Network Analyser Analyseur de réseau vectoriel 
WDM Wavelength Division Multiplexing Multiplexage à répartition de longueur 
d'onde 






L’objectif de cette thèse est de réaliser un système de transmission optique bas coût en multiplexage 
temporel (OTDM), pour un débit global de 10 Gb/s. Le train de pulses optique nécessaire au système a 
été généré par modulation externe d’une source optique continue, avec une modulateur d’intensité. Les 
simulations ont été concluantes quant à la faisabilité du système étudié. Une étude théorique a permis 
de résoudre le problème lié aux interférences cohérentes dues à la nature de la source utilisée. Les 
performances du système de multiplexage expérimental ont été comparées pour deux sources optiques 
différentes. Le démultiplexage est réalisé avec un modulateur à électroabsorption (EAM). Des valeurs de 
Taux d’Erreur Binaire (TEB) inférieures à 10-10 ont été obtenues expérimentalement sur chaque canal 








Transmission optique, multiplexage temporel, modulateur d’intensité, source laser, source à émission spontanée amplifiée, 










The aim of this thesis is to develop a low-cost 10 Gb/s optical time division multiplexing system (OTDM). 
The required optical pulse train for the system has been generated by external modulation of an optical 
source continues, with an intensity modulator. Simulations demonstrated the feasibility of the studied 
system. A theoretical study solved the problem of interferences due to the coherent nature of the used 
source. The performances of the experimental multiplexing system were compared for two different 
optical sources. The demultiplexing is made with an electroabsorption modulator (EAM). Values of Bit 
Error Rate (BER), below 10-10, have been achieved experimentally, for each extracted channel. The 







Optical transmission - Time domain multiplexing – Intensity modulator – laser source – Amplified Spontaneous Emission 




Institut de Microélectronique, Électromagnétisme et Photonique. 
INPG - Minatec  
3 Parvis Louis Néel 
BP 257, 38016 Grenoble Cedex 1, France 
 
