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Global solutions to the three-dimensional full
compressible Navier-Stokes equations with vacuum
at infinity in some classes of large data
Huanyao Wen∗, Changjiang Zhu†
Abstract
We consider the Cauchy problem for the full compressible Navier-Stokes equations
with vanishing of density at infinity in R3. Our main purpose is to prove the existence
(and uniqueness) of global strong and classical solutions and study the large-time behavior
of the solutions as well as the decay rates in time. Our main results show that the strong
solution exists globally in time if the initial mass is small for the fixed coefficients of
viscosity and heat conduction, and can be large for the large coefficients of viscosity and
heat conduction. Moreover, large-time behavior and a surprisingly exponential decay rate
of the strong solution are obtained. Finally, we show that the global strong solution can
become classical if the initial data is more regular. Note that the assumptions on the
initial density do not exclude that the initial density may vanish in a subset of R3 and
that it can be of a nontrivially compact support. To our knowledge, this paper contains
the first result so far for the global existence of solutions to the full compressible Navier-
Stokes equations when density vanishes at infinity (in space). In addition, the exponential
decay rate of the strong solution is of independent interest.
KeyWords: Full compressible Navier-Stokes equations, global classical and strong solutions,
large-time behavior, vacuum.
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1 Introduction
The compressible Navier-Stokes equations, describing the motion of compressible fluids, can
be written in the Eulerian coordinates in R3 as follows:

ρt + div(ρu) = 0,
(ρu)t + div(ρu⊗ u) +∇P = div(T ),
(ρE)t + div(ρEu+ Pu) = div(T u) + div(κ∇θ).
(1.1)
Here T is the stress tensor given by
T = µ (∇u+ (∇u)′)+ λdivuI3,
where I3 is a 3 × 3 unit matrix; ρ = ρ(x, t), u = u(x, t) = (u1, u2, u3)(x, t) and θ = θ(x, t)
are unknown functions denoting the density, velocity and absolute temperature, respectively;
P = P (ρ, θ), E and κ denote pressure, total energy, and coefficient of heat conduction,
respectively, where E = e +
|u|2
2
(e is the internal energy); µ and λ are coefficients of
viscosity, satisfying the following physical restrictions
µ > 0, λ+
2µ
3
≥ 0. (1.2)
Assume that
P = Rρθ, e = Cνθ,
for some constants R > 0 and Cν > 0. Note that the temperature function can be written as
θ = A exp{S/Cν}ργ−1 where S = S(x, t) is the entropy, A > 0 and γ > 1 are constants.
When the density has a positive lower bound (i.e., no vacuum at any point), the mo-
mentum equation and the energy equation are parabolic. In this case, there have been a
lot of works so far on the well-posedness of solutions to the Cauchy problem and the initial-
boundary-value problem for (1.1). Refer, for instance, to these elegant works [17, 18, 19,
25, 26, 28, 29, 32] for local and global existence of classical solutions from one dimension to
high dimensions. In particular, Matsumura and Nishida in [28, 29] showed that the global
classical solution in three dimensions exists provided that the initial data is small in H3.
In one dimension and high dimensions with spherically symmetric solutions, the global ex-
istence of classical solutions with large initial data has been obtained (see [26, 25, 18]). On
the existence, asymptotic behavior of the weak solutions to the system (1.1), please refer, for
instance, to [20, 21, 22, 14, 13, 10] from one dimension to high dimensions.
When vacuum is allowed, some new challenging difficulties arise, such as degeneracy of
the equations. In spite of this, some important progress on global existence of weak solutions,
local existence of strong solutions and global existence of classical solutions has been achieved
by Feireisl, Bresch-Desjardins, Cho-Kim and Huang-Li [11, 1, 4, 15]. More precisely, Feireisl
in his pioneering work [11] got the global existence of so-called variational solutions to (1.1)
2
with temperature-dependent coefficient of heat conduction in a bounded domain Ω ⊆ RN
for N ≥ 2. The temperature equation in [11] is satisfied only as an inequality in sense of
distribution. This work is the very first attempt towards the existence of weak solutions to
the full compressible Navier-Stokes equations in high dimensions. With viscosity coefficients
which are only density-dependent, the existence of global weak solutions to the Navier-Stokes
equations for viscous compressible and heat conducting fluids in T3 or R3 was obtained by
Bresch and Desjardins [1]. One of the important estimates in [1] is the Bresch-Desjardins
entropy estimate which gives more regularity of the density function with the help of the
density-dependent viscosity. As pointed out in [1], the assumption on the initial density that
ρ0 − ρ∞ ∈ L1 is necessary for some positive constant ρ∞. Huang and Li [15] obtained the
existence and uniqueness of global classical solutions to the Cauchy problem for (1.1) in R3
provided that the initial energy is small. Vacuum is allowed interiorly but not at infinity in
[15]. When the domain is bounded, with vacuum and large initial data, we got existence and
uniqueness of global classical solutions to the initial-boundary-value problem of (1.1) in one
dimension and in high dimensions with spherically and cylindrically symmetric initial data
[33, 34]. Temperature-dependent coefficient of heat conduction plays a crucial role in the
proof.
When the initial density and initial temperature vanish at infinity1, there is no useful
basic energy equality (or inequality). To our knowledge, there is only one result so far in this
direction, please refer to [4] for the perfect gas with constant coefficients of viscosity and heat
conduction, where the authors obtained the local existence and uniqueness of strong solutions
to (1.1) with vacuum at infinity in R3. Two natural questions are: do there exist some global
strong and more regular solutions to (1.1) when vacuum state is allowed at infinity? If do,
then how do they behave when time goes to infinity? We will answer the questions in the
paper.
We would like to introduce our main ideas in the paper. To prove the global existence of
the strong solution, we establish a sharper blow-up criterion than that we have obtained in
[35] for strong solution if the strong solution blows up in finite time. Then we get a crucial
proposition (Proposition 4.1) which implies that the terms in the criterion will never blow
up in finite time when the initial mass is small in some sense (refer to the proof of Corollary
4.2 for more details). This together with the contradiction arguments indicates that the
strong solution exists globally in time. This is the main ingredient of the proof. Moreover,
our result shows that the initial mass can be large if the coefficients of viscosity and heat
conduction are taken to be large, which implies that large viscosity and heat conduction mean
large solution. Furthermore, large-time behavior of the strong solution is considered, and a
surprisingly exponential decay rate of the strong solution is obtained. Finally, we show that
the global strong solution can become classical if the initial data is more regular.
The main challenges in studying the global well-posedness of solution are summarized as
follows:
(D1) : No useful basic energy equality (or inequality).
When ρ → ρ˜ > 0, θ → θ˜ > 0 as |x| → ∞, the following classical basic energy equality
holds:
C(t) +
∫ t
0
∫
R3
(
λ(divu)2 + µ|∇u+(∇u)
′|2
2
θ
+
κ|∇θ|2
θ2
)
= C(0),
1In this case, initial vacuum state at infinity is allowed.
3
where
C(t) =
∫ (
ρ(
θ
θ˜
− log θ
θ˜
− 1) + ρ|u|
2
2θ˜
+ (ρ˜− ρ+ ρ log ρ
ρ˜
)
)
.
It is easy to verify that C(0) ≥ 0. This equality plays an important role in the proof of the
main theorems for instance in [15, 18, 22]. If (ρ˜, θ˜) = (0, 0), the energy equality (or inequality)
is unavailable.
(D2) : Zlotnik inequality (see Appendix A in Section 7) which was used in [16] for isen-
tropic flow to get the upper bound of the density does not work here. In [16], g(ρ) is defined
as g(ρ) = −ρP (ρ)2µ+λ for the case that ρ˜ = 0, where P (ρ) = aργ for a > 0 and γ > 1. However,
in the present paper, P = Rρθ. Thus g(∞) 6= −∞ due to the possible vanishing of θ.
Our strategies on handling (D1) and (D2) are as follows. Firstly, for (D1), we define a
new B(T ) (see (4.3)) in Proposition 4.1 and do not need time-weighted terms with more
regularity like those in [15]. Besides, we prove that the mass is conserved for all time with
the regularity of the strong solution, i.e.,∫
R3
ρ dx =
∫
R3
ρ0 dx.
This gives that the mass is small for all time if we assume the initial mass is small. The
“smallness” of the mass and the a priori assumption of B(T ) and density make us get the
estimate of ∇u in L2xt norm which is the very important starting point. Secondly, for (D2),
we use the idea of Lions ([27]) and Desjardins ([6]) to construct a “log ρ” equation. Then
we define a different function g from the isentropic case, i.e., g(ρ) = − Rρθ2µ+λ . With the help
of the “log ρ” equation, the “smallness” of mass and the a priori assumptions of A(T ) (see
(4.2)), B(T ) and ρ, we have N1 = 0 in Appendix A. This suggests that g ≤ 0 is enough in
stead of g(∞) = −∞ in Appendix A. This is the main ingredient in the proof of the upper
bound of the density. See Lemma 4.7 for more details.
Before we state our main results, we would like to give some notation which will be used
throughout this paper.
Notation:
(i)
∫
R3
f =
∫
R3
f dx.
(ii) For 1 ≤ l ≤ ∞, denote the Ll spaces and the standard Sobolev spaces as follows:
Ll = Ll(Σ), Dk,l =
{
u ∈ L1loc(Σ) : ‖∇ku‖Ll <∞
}
,
W k,l = Ll ∩Dk,l, Hk =W k,2, Dk = Dk,2,
D10 =
{
u ∈ L6 : ‖∇u‖L2 <∞},
‖u‖Dk,l = ‖∇ku‖Ll .
(iii) G = (2µ+ λ)divu− P is the effective viscous flux.
(iv) h˙ = ht + u · ∇h denotes the material derivative.
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(v) m0 =
∫
R3
ρ0(x) dx.
The rest of the paper is organized as follows. In Section 2, we present our main results. In
Section 3, we establish a sharp blow-up criterion for strong solution. In Section 4, motivated
by the blow-up criterion established in Section 3, we prove the global existence of strong
solution provided that the initial mass is small in some sense. In Section 5, we study the
large-time behavior of the solution and get the exponential decay estimate. In Section 6, based
on the local well-posedness of the classical solution, we get the existence and uniqueness of
global classical solution by establishing some higher-order a priori estimates globally in time.
In Section 7, we give the proof of the local well-posedness of classical solution.
2 Main results
Assume that µ, λ and κ are constants. We assumeR = Cν = 1 henceforth, since the constants
R in the pressure function and Cν in the internal energy play no role in the analysis. In this
case, if the solutions are regular enough (such as strong solutions and classical solutions),
(1.1) is equivalent to the following system

ρt +∇ · (ρu) = 0,
ρut + ρu · ∇u+∇P (ρ, θ) = µ∆u+ (µ + λ)∇divu,
ρθt + ρu · ∇θ + ρθdivu = µ2 |∇u+ (∇u)′|2 + λ(divu)2 + κ∆θ, in R3 × (0,∞).
(2.1)
System (2.1) is supplemented with initial conditions
(ρ, u, θ)|t=0 = (ρ0, u0, θ0), x ∈ R3, (2.2)
with
ρ(x, t)→ 0, u(x, t)→ 0, θ(x, t)→ 0, as |x| → ∞, for t ≥ 0. (2.3)
We give the definition of the strong solution to (2.1)-(2.3) throughout this paper, which
is similar to [4].
Definition 2.1 (Strong solution) For T > 0, (ρ, u, θ) is called a strong solution to the com-
pressible Navier-Stokes equations (2.1)-(2.3) in R3 × [0, T ], if for some q ∈ (3, 6),
0 ≤ ρ ∈ C([0, T ];W 1,q ∩H1), ρt ∈ C([0, T ];L2 ∩ Lq),
(u, θ) ∈ C([0, T ];D2 ∩D10) ∩ L2([0, T ];D2,q), (ut, θt) ∈ L2([0, T ];D10),
(
√
ρut,
√
ρθt) ∈ L∞([0, T ];L2), θ ≥ 0,
(2.4)
and (ρ, u, θ) satisfies (2.1) a.e. in R3 × (0, T ]. In particular, the strong solution (ρ, u, θ) of
(2.1)-(2.3) is called global strong solution, if the strong solution satisfies (2.4) for any T > 0,
and satisfies (2.1) a.e. in R3 × (0,∞).
2.1 A blow-up criterion
We state our main theorem in Section 2.1, which is on a blow-up criterion for strong solutions
to (2.1)-(2.3), as follows:
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Theorem 2.1.1 Assume ρ0 ≥ 0, ρ0 ∈ H1∩W 1,q∩L1, for some q ∈ (3, 6), (u0, θ0) ∈ D2∩D10,
and the following compatibility conditions are satisfied:{
µ∆u0 + (µ+ λ)∇divu0 −∇P (ρ0, θ0) = √ρ0g1,
κ∆θ0 +
µ
2 |∇u0 + (∇u0)′|2 + λ(divu0)2 =
√
ρ0g2, x ∈ R3,
(2.1.1)
for some gi ∈ L2, i = 1, 2. Let (ρ, u, θ) be a strong solution to (2.1)-(2.3) in R3 × [0, T ]. If
0 < T ∗ < +∞ is the maximal existence time of the strong solution, then
lim sup
TրT ∗
(
‖ρ‖L∞(0,T ;L∞) + ‖ρθ‖L4(0,T ;L 125 )
)
=∞, (2.1.2)
provided that 3µ > λ.
Remark 2.1.2 Theorem 2.1.1 is an extension of our previous result in [35] where a blow-up
criterion in terms of the upper bounds of ρ and θ was established.
Remark 2.1.3 The additional restriction on the viscosity, i.e., 3µ > λ, is only used in
Lemma 3.2. Thus, this additional restriction 3µ > λ can be removed if (2.1.2) is replaced by
lim sup
TրT ∗
(
‖ρ‖L∞(0,T ;L∞) + ‖ρθ‖L4(0,T ;L 125 ) + ‖ρ
1
4u‖L∞(0,T ;L4) +
∥∥|u||∇u|∥∥
L2(0,T ;L2)
)
=∞.
Remark 2.1.4 Theorem 2.1.1 gives a necessary condition that the strong solution blows up
in finite time. Thus, to prove the global existence of strong solution to (2.1)-(2.3), it suffices
to find some suitable initial data and explore some global a priori estimates to make the
necessary condition fail. Please see Theorem 2.2.1 and its proof in Section 4 for more details.
Remark 2.1.5 Under the conditions of Theorem 2.1.1, the local existence and uniqueness
of the strong solutions was obtained by Cho and Kim in [4]. Thus, the assumption T ∗ > 0
makes sense.
2.2 Global strong solution
The second result is concerned with global existence and uniqueness of strong solution.
Theorem 2.2.1 (Global strong solution) For any given Ki > 0 (i = 1, 2) and ρ¯ > 0, assume
that the initial data (ρ0, u0, θ0) satisfies
ρ0 ≥ 0, θ0 ≥ 0, in R3, ρ0 ∈ H1 ∩W 1,q ∩ L1, (u0, θ0) ∈ D2 ∩D10 , (2.2.1)
for some q ∈ (3, 6), and{
0 ≤ ρ0 ≤ ρ¯, in R3,
‖∇u0‖L2 ≤
√
K1, ‖√ρ0θ0‖L2 ≤
√
K2,
(2.2.2)
and the compatibility conditions (2.1.1). Then there exists a unique global strong solution
(ρ, u, θ) in R3 × [0, T ] for any T > 0, provided that
m0 ≤ ε0 , min
{
C3,
Cˇ(2µ+ λ)6
E˜3
, Cˇ(2µ+ λ) 127 , Cˇµ
12(2µ+ λ)12
E˜12
, Cˇ(2µ+ λ)36κ12
}
,
where m0 =
∫
R3
ρ0(x) dx, E˜ =
(14µ+9λ)
2µ +
6ρ¯K2
µ(µ+λ)K1
+ 8ρ¯κK2µ(µ+λ)2K1 + 1, and
C3 = min


Cˇκ6(µ+ λ)6µ6(
κ(µ+ λ) + 1
)6 , Cˇµ3κ3(2µ+ λ)6, Cˇµ6E˜2 , Cˇµ2(2µ+ λ)8, Cˇκ
4µ2
(2µ+ λ)8E˜6
,
Cˇκ4
E˜4µ2
,
Cˇκ6
E˜3

 ,
6
for some constant Cˇ > 0 depending on ρ¯,K1,K2, and some other known constants but
independent of µ, λ, κ, and t.
Remark 2.2.2 For the fixed viscosity and heat conduction, we need the “smallness” of initial
mass. But the velocity and temperature can be large. Even the density can also be large in
some small regions.
Remark 2.2.3 In Theorem 2.2.1, for any fixed λ satisfying (1.2), as µ and κ are large
enough, we have
E˜ ∼
1
µ2
+
κ
µ3
+ 1,
C3 ∼min
{
µ6, µ9κ3,
µ6
E˜2
, µ10,
κ4
µ6E˜6
,
κ4
E˜4µ2
,
κ6
E˜3
}
∼min
{
µ6,
µ12
κ2 + µ6
,
κ4µ12
κ6 + µ18
,
κ4µ10
κ4 + µ12
,
κ6µ9
κ3 + µ9
}
.
Thus,
ε0 ∼min
{
µ12
κ2 + µ6
,
κ4µ12
κ6 + µ18
,
κ4µ10
κ4 + µ12
,
κ6µ9
κ3 + µ9
,
µ15
κ3 + µ9
, µ
12
7 ,
µ60
κ12 + µ36
, µ36κ12
}
∼µα,
for some α = α(r1) > 0, provided that κ ∼ µ
r1, for any r1 ∈ (32 , 5). In this case, the
initial mass (i.e., C0) could be large if µ are sufficiently large. In fact, for isentropic flow
(no temperature equation), there have been some works on the global large regular solutions
with vacuum for the initial-boundary-value problem in one dimension and in high dimensions
(symmetric initial data), Cauchy problem and periodic problem in two dimensions [7, 8, 23,
24]. For the full system, please refer to our previous works [33, 34] for the initial-boundary-
value problem in one dimension and in high dimensions (symmetric initial data).
Remark 2.2.4 For the coefficient of heat conduction κ = 0, two important works by Xin et
al. [36, 37] indicate that there are no global smooth (classical) solutions to (2.1) with initial
density of nontrivial compactly support or with initial density satisfying{
V ⊂ V¯ ⊂ U ⊂ Ω,
ρ0 = 0, in U − V,
and ρ0 is not identically equal to zero on V , where U is a bounded and connected open set.
Remark 2.2.5 For κ > 0, with small initial mass, one can not expect generally that the
global solutions as in Theorems 2.2.1 and 2.4.2 are highly decreasing at infinity (in space)
due to [30] even if they are initially, or that the entropy S has better regularity due to [31].
Remark 2.2.6 We would like to mention the Ref. [2] which shows that there is no global
strong solution in R3 if the initial density is of nontrivial compactly support. While the authors
in [2] essentially impose on the strong solution an assumption for the entropy function S (i.e.,
S = S(x, t) < ∞ for all (x, t) ∈ R3 × [0, T ]) in order that the temperature function vanishes
in the vacuum region. Thus here we find a global strong solution in a bigger space than that
in [2]. As a byproduct, when the initial mass is small in some sense, our result shows that
the entropy function S of the strong solution is not always less than infinity in R3 × [0, T ]
even if it is initially.
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2.3 Asymptotic behavior
The third result is concerned with the large-time behavior of the solution as well as its decay
rate.
Theorem 2.3.1 (Asymptotic behavior) Under the conditions of Theorem 2.2.1, it holds that∫
R3
(
ρ|θ|2 + |∇u|2 + |∇θ|2)→ 0, (2.3.1)
as t→∞, provided that
m0 ≤ ε0.
Furthermore, the following decay rate∫
R3
(
ρ|θ|2 + |∇u|2) ≤ C¯ exp{−C¯1t}, (2.3.2)
holds for any t ∈ [0,∞), provided that
m0 ≤ min{ε0, ε˜0},
for some positive constants ε˜0, C¯, and C¯1 depending on µ, λ, κ,K1,K2, ρ¯, and some other
known constants but independent of t.
Remark 2.3.2 Some large-time behavior of the solutions to Cauchy problem for (1.1) with
non-vacuum state at infinity have been studied before, see for instance [13, 15] and references
therein. While, there seem few results on the decay rate. Here we get the exponential de-
cay estimate (2.3.2) which seems surprising. The main ingredient is that here we have the
integrability and the uniform upper bound of ρ in R3 such that the inequality obtained from
(5.17) (assume all the constant coefficients are 1 w.l.o.g.)∫
R3
(|∇u|2 + |∇θ|2 + ρ|u˙|2)+ d
dt
∫
R3
(
ρ|u|2 + ρ|θ|2 + |curlu|2 +G2) ≤ 0
is able to give the desired inequality (assume the constant coefficients are 1) which implies
the exponential decay estimate, i.e.,∫
R3
(
ρ|u|2 + ρ|θ|2 + |curlu|2 +G2)+ d
dt
∫
R3
(
ρ|u|2 + ρ|θ|2 + |curlu|2 +G2) ≤ 0.
Refer to Section 5.2 for more details.
Remark 2.3.3 From (2.1)3, Lemmas 5.2, 5.3, 5.5, Corollary 5.4, and the standard interpo-
lation inequality, it is easy to verify that the large-time behavior (2.3.1) and the decay estimate
(2.3.2) can be improved as follows:∫
R3
(ρ|θ|r1 + |∇u|r + |∇θ|r)→ 0
for any r ∈ [2, 6) and any r1 ∈ [2,∞), as t→∞, and∫
R3
(ρ|θ|r1 + |∇u|r) ≤ C¯ exp{−C¯1t}
for any t ∈ [0,∞) and some positive constants C¯ and C¯1 independent of t.
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2.4 Global classical solution
The global strong solution as in Theorem 2.2.1 can become classical, if there is more regularity
of the initial density(c.f. [15, 24]). Before presenting the main result in this part, we would
like to give a definition of classical solution in the paper.
Definition 2.4.1 (classical solution) For T > 0, (ρ, u, θ) is called a classical solution to the
compressible Navier-Stokes equations (2.1)-(2.3) in R3 × [0, T ], if for some q ∈ (3, 6),
ρ ∈ C([0, T ];H2 ∩W 2,q), ρt ∈ C([0, T ];H1), ρ ≥ 0, θ ≥ 0,
(u, θ) ∈ C([0, T ];D2 ∩D10) ∩ L2([0, T ];D3), (ut, θt) ∈ L2([0, T ];D10),
(
√
ρut,
√
ρθt) ∈ L∞([0, T ];L2),
√
t
√
ρutt ∈ L2([0, T ];L2), t√ρutt ∈ L∞([0, T ];L2),√
tu ∈ L∞([0, T ];D3),
√
tut ∈ L∞([0, T ];D10) ∩ L2([0, T ];D2),
tu ∈ L∞([0, T ];D3,q), tut ∈ L∞([0, T ];D2), tutt ∈ L2([0, T ];D10),
tθ ∈ L∞([0, T ];D3) ∩ L2([0, T ];D4), tθt ∈ L∞([0, T ];D10) ∩ L2([0, T ];D2),
t
3
2 θ ∈ L∞([0, T ];D4), t 32 θt ∈ L∞([0, T ];D2), t√ρθtt ∈ L2([0, T ];L2),
t
3
2
√
ρθtt ∈ L∞([0, T ];L2), t
3
2 θtt ∈ L2([0, T ];D10),
(2.4.1)
and (ρ, u, θ) satisfies (2.1) in R3 × (0, T ]. In particular, the classical solution (ρ, u, θ) of
(2.1)-(2.3) is called global classical solution, if the classical solution satisfies (2.4.1) for any
T > 0, and satisfies (2.1) in R3 × (0,∞).
Now we are in a position to state our main result in this part.
Theorem 2.4.2 (Global classical solution) Under the conditions of Theorem 2.2.1, if in
addition that
ρ0 ∈ H2 ∩W 2,q, (2.4.2)
for some q ∈ (3, 6), then there exists a unique global classical solution (ρ, u, θ) of (2.1)-(2.3).
Remark 2.4.3 Though the initial data can be large if the coefficients of viscosity and heat
conduction are large, it is still unknown whether the global classical solution exists when the
initial data are large for the fixed coefficients of viscosity and heat conduction. It should be
noted that a similar question of whether there exists a global smooth solution of the three-
dimensional incompressible Navier-Stokes equations with smooth initial data is one of the
most outstanding mathematical open problems ([9]).
3 A blow-up criterion
Let 0 < T ∗ <∞ be the maximal existence time of the strong solution (ρ, u, θ) to (2.1)-(2.3).
Namely, (ρ, u, θ) is a strong solution to (2.1)-(2.3) in R3 × [0, T ] for any 0 < T < T ∗, but
not a strong solution in R3 × [0, T ∗]. We shall prove Theorem 2.1.1 by using a contradiction
argument. Suppose that (2.1.2) is false, i.e.
M := lim sup
tրT ∗
(‖ρ(t)‖L∞ +
∫ t
0
‖ρθ(s)‖4
L
12
5
ds) <∞. (3.1)
Our aim is to show that under the assumption (3.1), there is a bound C > 0 depending only
on M,ρ0, u0, θ0, µ, λ, κ, and T
∗ such that
sup
0≤t<T ∗
‖θ(t)‖L∞ ≤ C. (3.2)
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With (3.2) and (3.1), we showed in our previous paper [35] that T ∗ is not the maximal time,
which is the desired contradiction.
Throughout the rest of the section, we denote by C a generic constant depending only on
ρ0, u0, θ0, T
∗, M , λ, µ, κ.
Lemma 3.1 Under the conditions of Theorem 2.1.1, it holds that∫
R3
ρ =
∫
R3
ρ0 , m0, (3.3)
for any t ∈ [0, T ∗).
Proof. For any r > 1, let φr be the classical cut-off function satisfying
φr ∈ C∞0 (R3), suppφr ∈ Br(0), φr ≡ 1 in B r2 (0), 0 ≤ φr ≤ 1, and |∇φr| ≤
C
r
in R3.
Multiplying (2.1)1 by φr, we have
(φrρ)t + φr∇ · (ρu) = 0. (3.4)
Integrating (3.4) over R3 × [0, t] for 0 ≤ t < T ∗, and using integration by parts, we have∫
R3
φrρ =
∫
R3
φrρ0 +
∫ t
0
∫
R3
ρu · ∇φr
=
∫
R3
φrρ0 +
∫ t
0
∫
Br(0)/B r
2
(0)
ρu · ∇φr
=I1 + I2.
(3.5)
Since ρ0 ∈ L1, we have
I1 →
∫
R3
ρ0 (3.6)
as r→∞.
For I2, we have
|I2| ≤C
∫ t
0
∫
Br(0)/B r
2
(0)
ρ
|u|
r
≤C
∫ t
0
∥∥u∥∥
L6(R3)
∥∥ρ∥∥
L2
(
Br(0)/B r
2
(0)
)∥∥1
r
∥∥
L3
(
Br(0)/B r
2
(0)
)
≤C
∫ t
0
∥∥∇u∥∥
L2(R3)
∥∥ρ∥∥
L2
(
Br(0)/B r
2
(0)
).
Since ∇u ∈ C([0, t];L2(R3)) and ρ ∈ C([0, t];L2(R3)) for t ∈ [0, T ∗), let r go to ∞, one has
I2 → 0.
This together with (3.5) and (3.6) deduces
ρ(·, t) ∈ L1,
and ∫
R3
ρ =
∫
R3
ρ0
for any t ∈ [0, T ]. ✷
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Lemma 3.2 Under the conditions of Theorem 2.1.1 and (3.1), if 3µ > λ, it holds that
sup
0≤t≤T
∫
R3
ρ|u|4 dx+
∫ T
0
∫
R3
|u|2|∇u|2 dx dt ≤ C, (3.7)
for any T ∈ (0, T ∗).
Proof. The detailed proof of Lemma 3.2 could be found in [35] (Lemma 4.2 therein), which
might be slightly modified (only for the pressure term). ✷
Lemma 3.3 Under the conditions of Theorem 2.1.1 and (3.1), it holds that for any T ∈
[0, T ∗)
sup
0≤t≤T
∫
R3
(ρ|θ|2 + |∇u|2) dx+
∫ T
0
∫
R3
(|∇θ|2 + ρ|ut|2) dxdt ≤ C. (3.8)
Proof. Multiplying (2.1)2 by ut, and integrating by parts over R
3, we have
∫
R3
ρ|ut|2 + 1
2
d
dt
∫
R3
(
µ|∇u|2 + (µ+ λ)|divu|2)
=
d
dt
∫
R3
Pdivu− 1
2(2µ + λ)
d
dt
∫
R3
P 2 − 1
2µ+ λ
∫
R3
PtG−
∫
R3
ρu · ∇u · ut
=
4∑
i=1
(I)i,
(3.9)
where G = (2µ+ λ)divu− P .
Recalling P = ρθ, we obtain from (2.1)1 and (2.1)3
Pt = −div(Pu)− ρθdivu+ µ
(∇u+ (∇u)′) : ∇u+ λdivudivu+ κ∆θ. (3.10)
Substituting (3.10) into (I)3, and using integration by parts and the Ho¨lder inequality, we
have
(I)3 =− 1
2µ+ λ
∫
R3
Pu · ∇G+ 1
2µ+ λ
∫
R3
ρθdivuG
+
µ
2µ+ λ
∫
R3
(∇u+ (∇u)′) : (∇G⊗ u) + λ
2µ+ λ
∫
R3
divuu · ∇G
+
1
2µ+ λ
∫
R3
(
µ∆u+ (µ+ λ)∇divu) · uG+ κ
2µ + λ
∫
R3
∇θ · ∇G
≤C‖ρuθ‖L2‖∇G‖L2 +
1
2µ + λ
∫
R3
ρθdivuG+ C‖∇G‖L2
∥∥u|∇u|∥∥
L2
+ C‖∇G‖L2‖∇θ‖L2 +
1
2µ+ λ
∫
R3
(
µ∆u+ (µ+ λ)∇divu) · uG.
(3.11)
Substituting (2.1)2 into (3.11), and using the Sobolev inequality, (3.1) and integration by
11
parts, we have
(I)3 ≤C‖∇G‖L2
(
‖ρuθ‖L2 +
∥∥u|∇u|∥∥
L2
+ ‖∇θ‖L2
)
+
1
2µ+ λ
∫
R3
ρut · uG
+
1
2µ+ λ
∫
R3
ρu · ∇u · uG− 1
2µ+ λ
∫
R3
Pu · ∇G
≤C‖∇G‖L2
(
‖ρuθ‖L2 +
∥∥u|∇u|∥∥
L2
+ ‖∇θ‖L2
)
+
1
6
∫
R3
ρ|ut|2
+ C
∫
R3
ρ|u|2|G|2 + C
∥∥u|∇u|∥∥2
L2
≤C‖∇G‖L2
(
‖ρuθ‖L2 +
∥∥u|∇u|∥∥
L2
+ ‖∇θ‖L2
)
+
1
6
∫
R3
ρ|ut|2
+ C
∫
R3
|u|2|∇u|2 + C
∫
R3
ρ|u|2|ρθ|2.
(3.12)
Taking div on both side of (2.1)2, we get
∆G = div(ρut + ρu · ∇u). (3.13)
By (3.13) and the standard L2-estimates together with (3.1), we get
‖∇G‖L2 ≤ C‖ρut‖L2 + C‖ρu · ∇u‖L2 ≤ C‖
√
ρut‖L2 + C
∥∥|u||∇u|∥∥
L2
. (3.14)
Substituting (3.14) into (3.12), and using the Cauchy inequality, we have
(I)3 ≤C‖ρuθ‖2L2 + C
∥∥u|∇u|∥∥2
L2
+ C‖∇θ‖2L2 +
1
3
∫
R3
ρ|ut|2. (3.15)
For the first term of the right hand side of (3.15), using the Ho¨lder inequality, the Sobolev
inequality and the Cauchy inequality, we have
‖ρuθ‖2L2 ≤
∥∥|u|2∥∥
L6
‖ρθ‖2
L
12
5
≤ C∥∥u|∇u|∥∥
L2
‖ρθ‖2
L
12
5
≤C∥∥u|∇u|∥∥2
L2
+ C‖ρθ‖4
L
12
5
.
(3.16)
Substituting (3.16) into (3.15), we have
(I)3 ≤C‖ρθ‖4
L
12
5
+ C
∥∥u|∇u|∥∥2
L2
+ C‖∇θ‖2L2 +
1
3
∫
R3
ρ|ut|2. (3.17)
For (I)4, using Cauchy inequality and (3.1), we have
(I)4 ≤1
6
∫
R3
ρ|ut|2 + C
∫
R3
|u|2|∇u|2. (3.18)
Putting (3.17) and (3.18) into (3.9), and integrating it over [0, t], for t < T ∗, we have
∫ t
0
∫
R3
ρ|ut|2 +
∫
R3
(
µ|∇u|2 + (µ + λ)|divu|2)
≤2
∫
R3
Pdivu+ C
∫ t
0
‖∇θ‖2L2 + C
≤(µ+ λ)
∫
R3
|divu|2 + C( ∫
R3
ρθ2 +
∫ t
0
∫
R3
|∇θ|2)+ C,
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where we have used Cauchy inequality, (3.1) and (3.7). Therefore,
∫ t
0
∫
R3
ρ|ut|2 +
∫
R3
|∇u|2 ≤ C( ∫
R3
ρθ2 +
∫ t
0
∫
R3
|∇θ|2)+ C. (3.19)
Multiplying (2.1)3 by θ and integrating by parts over R
3, we have
κ
∫
R3
|∇θ|2 + 1
2
d
dt
∫
R3
ρ|θ|2
=−
∫
R3
ρθ2divu+
∫
R3
µ
2
|∇u+ (∇u)′|2θ +
∫
R3
λ|divu|2θ
=
3∑
i=1
(II)i.
(3.20)
For (II)2 and (II)3, we have
(II)2 + (II)3 =
∫
R3
µ
(∇u+ (∇u)′) : ∇uθ + ∫
R3
λ|divu|2θ
=−
∫
R3
µ(△u+∇divu) · uθ −
∫
R3
µ
(∇u+ (∇u)′) : (∇θ ⊗ u)
−
∫
R3
λu · ∇divuθ −
∫
R3
λdivuu · ∇θ
=−
∫
R3
(ρut + ρu · ∇u+∇P ) · uθ −
∫
R3
µ
(∇u+ (∇u)′) : (∇θ ⊗ u)
−
∫
R3
λdivuu · ∇θ
=−
∫
R3
ρut · uθ −
∫
R3
ρ(u · ∇)u · uθ +
∫
R3
ρθ2divu+
∫
R3
ρθu · ∇θ
−
∫
R3
µ
(∇u+ (∇u)′) : (∇θ ⊗ u)− ∫
R3
λdivuu · ∇θ,
(3.21)
where we have used integration by parts and (2.1)2.
Using the Ho¨lder inequality, the Cauchy inequality, (3.1) and (3.7), we have
(II)2 + (II)3
≤‖√ρut‖L2‖ 4
√
ρu‖L4‖ 4
√
ρθ‖L4 +
∥∥u|∇u|∥∥
L2
‖ρu‖L3‖θ‖L6 +
∫
R3
ρθ2divu
+ ‖∇θ‖L2‖
√
ρu‖L4‖
√
ρθ‖L4 +C
∥∥u|∇u|∥∥
L2
‖∇θ‖L2
≤C‖√ρut‖L2‖ 4
√
ρθ‖L4 +
κ
2
‖∇θ‖2L2 + C
∥∥u|∇u|∥∥2
L2
+
∫
R3
ρθ2divu+ C‖√ρθ‖2L4 .
(3.22)
Substituting (3.22) into (3.20), we have
κ
∫
R3
|∇θ|2 + d
dt
∫
R3
ρ|θ|2 ≤ C‖√ρut‖L2‖ 4
√
ρθ‖L4 + C
∥∥u|∇u|∥∥2
L2
+ C‖√ρθ‖2L4 . (3.23)
Integrating (3.23) over [0, t] (t < T ∗), and using (3.7), we have
∫ t
0
∫
R3
|∇θ|2 +
∫
R3
ρ|θ|2 ≤ C
∫ t
0
‖√ρut‖L2‖ 4
√
ρθ‖L4 + C
∫ t
0
‖√ρθ‖2L4 + C. (3.24)
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Multiplying (3.24) by 2C, and adding the resulting inequality into (3.19), we have∫ t
0
∫
R3
ρ|ut|2 +
∫
R3
|∇u|2 +
∫ t
0
∫
R3
|∇θ|2 +
∫
R3
ρ|θ|2
≤C
∫ t
0
‖√ρut‖L2‖ 4
√
ρθ‖L4 + C
∫ t
0
‖√ρθ‖2L4 + C
≤1
2
∫ t
0
∫
R3
ρ|ut|2 + C
∫ t
0
(∫
R3
√
ρ|θ|√ρ|θ|3
) 1
2
+ C
≤1
2
∫ t
0
∫
R3
ρ|ut|2 + C
∫ t
0
‖√ρθ‖
1
2
L2
‖ 6√ρθ‖
3
2
L6
+C
≤1
2
∫ t
0
∫
R3
ρ|ut|2 + 1
2
∫ t
0
∫
R3
|∇θ|2 + C
∫ t
0
∫
R3
ρ|θ|2 + C,
where we have used the Young inequality, the Ho¨lder inequality, the Sobolev inequality and
(3.1). This, together with the Gronwall inequality, gives (3.8). ✷
Lemma 3.4 Under the conditions of Theorem 2.1.1 and (3.1), it holds that for any t ∈
(0, T ∗) ∫
R3
(|∇θ|2 + ρ|u˙|2) dx+
∫ t
0
∫
R3
(ρ|θ˙|2 + |∇u˙|2) dx ds ≤ C. (3.25)
Proof. By the definition of u˙, (2.1)2 can be reformulated as follows:
ρu˙+∇P = µ∆u+ (µ+ λ)∇divu. (3.26)
Denote
fǫ
.
= fǫ(x, ·) = ηǫ ⋆ f(x, ·), fδ .= fδ(·, t) = φδ ⋆ f(·, t), fǫ,δ = φδ ⋆ (ηǫ ⋆ f),
where
ηǫ(·) = 1
ǫ
η(
·
ǫ
), φδ(·) = 1
δ3
φ(
·
δ
).
Here η and φ are the standard mollifiers in one dimension and in three dimensions respectively.
For any given τ > 0, let ǫ ∈ (0, τ ]. Taking convolutions of both sides of (3.26) with η and φ,
we have
(ρu˙)ǫ,δ +∇Pǫ,δ = µ∆uǫ,δ + (µ + λ)∇divuǫ,δ (3.27)
in R3 × (τ, T − τ) where T < T ∗.
Differentiating (3.27) with respect to t, we have
∂
∂t
(ρu˙)ǫ,δ +∇(Pt)ǫ,δ =µ∆(u˙)ǫ,δ + (µ + λ)∇div(u˙)ǫ,δ − µ∆[(u · ∇)u]ǫ,δ
− (µ+ λ)∇div[(u · ∇)u]ǫ,δ.
(3.28)
Multiplying (3.28) by (u˙)ǫ,δ, and integrating by parts over R
3, we have∫
R3
∂
∂t
(ρu˙)ǫ,δ(u˙)ǫ,δ +
∫
R3
[
µ|∇(u˙)ǫ,δ|2 + (µ+ λ)|div (u˙)ǫ,δ|2
]
=
∫
R3
(Pt)ǫ,δdiv (u˙)ǫ,δ + µ
∫
R3
∇[(u · ∇)u]ǫ,δ · ∇(u˙)ǫ,δ
+ (µ + λ)
∫
R3
div [(u · ∇)u]ǫ,δdiv (u˙)ǫ,δ.
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Let δ → 0+, we have∫
R3
∂
∂t
(ρu˙)ǫ(u˙)ǫ +
∫
R3
[
µ|∇(u˙)ǫ|2 + (µ+ λ)|div (u˙)ǫ|2
]
=
∫
R3
(Pt)ǫdiv (u˙)ǫ + µ
∫
R3
∇[(u · ∇)u]ǫ · ∇(u˙)ǫ
+ (µ + λ)
∫
R3
div [(u · ∇)u]ǫdiv (u˙)ǫ.
(3.29)
Note that
∂
∂t
(ρu˙)ǫ =
1
ǫ2
∫ T
0
η′(
t− s
ǫ
)ρ(·, s)u˙(·, s) ds
=
1
ǫ
∫ 1
−1
η′(s)ρ(·, t − ǫs)u˙(·, t− ǫs) ds
=
1
ǫ
∫ 1
−1
η′(s)[ρ(·, t − ǫs)− ρ(·, t)]u˙(·, t− ǫs) ds+ ρ(·, t)1
ǫ
∫ 1
−1
η′(s)u˙(·, t− ǫs) ds
=
1
ǫ
∫ 1
−1
η′(s)[ρ(·, t − ǫs)− ρ(·, t)][u˙(·, t− ǫs)− u˙(·, t)] ds
+
1
ǫ
u˙(·, t)
∫ 1
−1
η′(s)[ρ(·, t− ǫs)− ρ(·, t)] ds + ρ(·, t) ∂
∂t
(u˙)ǫ
Thus,∫
R3
∂
∂t
(ρu˙)ǫ(u˙)ǫ dx =
∫
R3
(u˙)ǫ(x, t)
∫ 1
−1
η′(s)
ρ(x, t− ǫs)− ρ(x, t)
ǫ
[u˙(x, t− ǫs)− u˙(x, t)] ds dx
+
∫
R3
(u˙)ǫ(x, t)u˙(x, t)
∫ 1
−1
η′(s)
ρ(x, t− ǫs)
ǫ
ds dx
+
1
2
d
dt
∫
R3
ρ|(u˙)ǫ|2 dx− 1
2
∫
R3
ρt|(u˙)ǫ|2 dx
=Gǫ(t) +
∫
R3
(u˙)ǫu˙(ρt)ǫ dx+
1
2
d
dt
∫
R3
ρ|(u˙)ǫ|2 dx− 1
2
∫
R3
ρt|(u˙)ǫ|2 dx,
(3.30)
where we have used the conclusions that∫ 1
−1
η′(s) ds = 0,
∫ 1
−1
η′(s)
ρ(x, t− ǫs)
ǫ
ds = (ρt)ǫ.
Here
Gǫ(t) =
∫
R3
(u˙)ǫ(x, t)
∫ 1
−1
η′(s)
ρ(x, t− ǫs)− ρ(x, t)
ǫ
[u˙(x, t− ǫs)− u˙(x, t)] ds dx.
By virtue of the mass equation, it is easy to check that ρt ∈ L∞([0, T ];L 32 ) for T < T ∗. This,
combined with the Ho¨lder inequality, the Sobolev inequality and the fact that
lim
ǫ→0+
‖∇u˙(·, · − ǫs)−∇u˙(·, ·)‖L2(R3×[τ,T−τ ]) = 0,
gives
lim
ǫ→0+
‖Gǫ‖L1([τ,T−τ ]) = 0. (3.31)
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Putting (3.30) into (3.29), and integrating the result over (τ, t) for t ≤ T − τ , we have
∫ t
τ
Gǫ(s) ds +
∫ t
τ
∫
R3
(u˙)ǫu˙(ρs)ǫ dx ds +
1
2
∫
R3
ρ(x, t)|(u˙)ǫ(x, t)|2 dx
− 1
2
∫ t
τ
∫
R3
ρs|(u˙)ǫ|2 dx ds +
∫ t
τ
∫
R3
[
µ|∇(u˙)ǫ|2 + (µ + λ)|div (u˙)ǫ|2
]
dx ds
=
1
2
∫
R3
ρ(x, τ)|(u˙)ǫ(x, τ)|2 dx+
∫ t
τ
∫
R3
(Ps)ǫdiv (u˙)ǫ dx ds
+ µ
∫ t
τ
∫
R3
∇[(u · ∇)u]ǫ · ∇(u˙)ǫ dx ds + (µ+ λ)
∫ t
τ
∫
R3
div [(u · ∇)u]ǫdiv (u˙)ǫ dx ds.
(3.32)
Let ǫ go to zero, and use (3.31) to conclude that
1
2
∫ t
τ
∫
R3
ρs|u˙|2 dx ds+ 1
2
∫
R3
ρ(x, t)|u˙(x, t)|2 dx
+
∫ t
τ
∫
R3
(
µ|∇u˙|2 + (µ + λ)|div u˙|2) dx ds
=
1
2
∫
R3
ρ(x, τ)|u˙(x, τ)|2 dx+
∫ t
τ
∫
R3
Psdiv u˙ dx ds+ µ
∫ t
τ
∫
R3
∇[(u · ∇)u] · ∇u˙ dx ds
+ (µ+ λ)
∫ t
τ
∫
R3
div [(u · ∇)u]div u˙ dx ds.
(3.33)
For the first term on the left hand side of (3.33), we make use of the mass equation and
integration by parts. Then we arrive at
1
2
∫ t
τ
∫
R3
ρs|u˙|2 dx ds =
∫ t
τ
∫
R3
ρu˙ · [(u · ∇)u˙] dx ds. (3.34)
(3.26) implies that
ρu˙ = −∇P + µ∆u+ (µ+ λ)∇divu.
Putting this into (3.34), we have
1
2
∫ t
τ
∫
R3
ρs|u˙|2 dx ds =−
∫ t
τ
∫
R3
u⊗∇P : ∇u˙ dx ds + µ
∫ t
τ
∫
R3
u⊗∆u : ∇u˙ dx ds
+ (µ+ λ)
∫ t
τ
∫
R3
u⊗∇divu : ∇u˙ dx ds.
(3.35)
The combination of (3.33) and (3.35) gives
1
2
∫
R3
ρ(x, t)|u˙(x, t)|2 dx+
∫ t
τ
∫
R3
(
µ|∇u˙|2 + (µ + λ)|div u˙|2) dx ds
=
1
2
∫
R3
ρ(x, τ)|u˙(x, τ)|2 dx+
∫ t
τ
∫
R3
(Psdiv u˙+ u⊗∇P : ∇u˙) dx ds
+ µ
∫ t
τ
∫
R3
[
∇[(u · ∇)u] · ∇u˙− u⊗∆u : ∇u˙
]
dx ds
+ (µ+ λ)
∫ t
τ
∫
R3
[
div [(u · ∇)u]div u˙− u⊗∇divu : ∇u˙
]
dx ds.
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Let τ → 0+ (take subsequence if necessary), we have
1
2
∫
R3
ρ(x, t)|u˙(x, t)|2 dx+
∫ t
0
∫
R3
(
µ|∇u˙|2 + (µ+ λ)|div u˙|2) dx ds
≤
∫ t
0
∫
R3
(Psdiv u˙+ u⊗∇P : ∇u˙) dx ds
+ µ
∫ t
0
∫
R3
[
∇[(u · ∇)u] · ∇u˙− u⊗∆u : ∇u˙
]
dx ds
+ (µ+ λ)
∫ t
0
∫
R3
[
div [(u · ∇)u]div u˙− u⊗∇divu : ∇u˙
]
dx ds+ C
=
3∑
i=1
(III)i + C.
(3.36)
For (III)1, using (2.1)1, integration by parts, (3.1) and Ho¨lder inequality, we have
(III)1 = lim
δ→0+
∫ t
0
∫
R3
[Psdiv u˙+ u⊗∇P : ∇(u˙)δ]
= lim
δ→0+
∫ t
0
∫
R3
[
(ρθ)sdiv u˙− ρθ(∇u)′ : ∇(u˙)δ − ρθu · ∇div (u˙)δ
]
= lim
δ→0+
∫ t
0
∫
R3
[
(ρθ)sdiv u˙− ρθ(∇u)′ : ∇(u˙)δ + div (ρθu)div (u˙)δ
]
=
∫ t
0
∫
R3
[
ρθ˙div u˙− ρθ(∇u)′ : ∇u˙
]
≤C
∫ t
0
(
‖√ρθ˙‖L2‖∇u˙‖L2 + ‖ 4
√
ρθ‖L4‖∇u‖L4‖∇u˙‖L2
)
.
(3.37)
For (III)2, we have
(III)2 =µ lim
δ→0+
∫ t
0
∫
R3
[
∇[(uδ · ∇)uδ] · ∇(u˙)δ − uδ ⊗∆uδ : ∇(u˙)δ
]
=µ lim
δ→0+
∫ t
0
∫
R3
[
div (∆uδ ⊗ uδ)−∆[(uδ · ∇)uδ]
]
· (u˙)δ.
It is not difficult to check that
div (∆uδ ⊗ uδ)−∆[(uδ · ∇)uδ] = ∇k(divuδ∇kuδ)−∇k(∇kujδ∇juδ)−∇j(∇kujδ∇kuδ),
where ∇k = ∂∂xk . Thus we have
(III)2 =− µ lim
δ→0+
∫ t
0
∫
R3
(divuδ∇kuδ) · ∇k(u˙)δ + µ lim
δ→0+
∫ t
0
∫
R3
(∇kujδ∇juδ) · ∇k(u˙)δ
+ µ lim
δ→0+
∫ t
0
∫
R3
(∇kujδ∇kuδ) · ∇j(u˙)δ
=− µ
∫ t
0
∫
R3
(div u∇ku) · ∇k(u˙) + µ
∫ t
0
∫
R3
(∇kuj∇ju) · ∇k(u˙)
+ µ
∫ t
0
∫
R3
(∇kuj∇ku) · ∇j(u˙)
≤C
∫ t
0
‖∇u˙‖L2‖∇u‖2L4 ,
(3.38)
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where we have used integration by parts and the Ho¨lder inequality. Note that
div (∇divuδ ⊗ uδ)−∇div [(uδ · ∇)uδ] = ∇(∇jujδ∇iuiδ)−∇(∇juiδ∇iujδ)−∇i(∇uiδ∇jujδ).
Similar to the arguments for (III)2, we have
(III)3 ≤ C
∫ t
0
‖∇u˙‖L2‖∇u‖2L4 . (3.39)
Substituting (3.37), (3.38) and (3.39) into (3.36), and using the Cauchy inequality and (3.1),
we have
1
2
∫
R3
ρ|u˙|2 +
∫ t
0
∫
R3
(
µ|∇u˙|2 + (µ+ λ)|div u˙|2)
≤µ
2
∫ t
0
‖∇u˙‖2L2 + C
∫ t
0
‖√ρθ˙‖2L2 + C
∫ t
0
‖ 4√ρθ‖4L4 + C
∫ t
0
‖∇u‖4L4 + C.
The first term on the right hand side can be absorbed by the left. Thus we have∫
R3
ρ|u˙|2 +
∫ t
0
∫
R3
|∇u˙|2 ≤ C
∫ t
0
‖√ρθ˙‖2L2 + C
∫ t
0
(‖∇u‖4L4 + ‖∇θ‖4L2)+ C, (3.40)
where we have used ∫ t
0
‖ 4√ρθ‖4L4 =
∫ t
0
∫
R3
ρθ4 ≤
∫ t
0
‖ρ‖L3‖θ‖4L6
≤C
∫ t
0
‖∇θ‖4L2 .
The next step is to get some estimates for θ. We rewrite (2.1)3 as follows:
ρθ˙ + ρθdivu =
µ
2
∣∣∇u+ (∇u)′∣∣2 + λ(divu)2 + κ∆θ. (3.41)
Multiplying (3.41) by θ˙ and integrating by parts over R3, we have∫
R3
ρ|θ˙|2 + κ
2
d
dt
∫
R3
|∇θ|2
=−
∫
R3
ρθdivuθ˙ +
∫
R3
(µ
2
∣∣∇u+ (∇u)′∣∣2 + λ(divu)2) θt
+
∫
R3
(µ
2
∣∣∇u+ (∇u)′∣∣2 + λ(divu)2) u · ∇θ + κ∫
R3
∆θu · ∇θ
=
4∑
i=1
(IV )i.
(3.42)
For (IV )1, using Ho¨lder inequality, (3.1), (3.3) and Cauchy inequality, we have
(IV )1 ≤ C‖√ρθ˙‖L2‖∇u‖L4‖
√
ρ‖L12‖θ‖L6 ≤
1
8
‖√ρθ˙‖2L2 + C‖∇u‖4L4 + C‖∇θ‖4L2 . (3.43)
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For (IV )2, we have
(IV )2 =
d
dt
∫
R3
(µ
2
∣∣∇u+ (∇u)′∣∣2 + λ(divu)2) θ − µ ∫
R3
(∇u+ (∇u)′) : (∇ut + (∇ut)′) θ
− 2λ
∫
R3
divudivutθ
=
d
dt
∫
R3
(µ
2
∣∣∇u+ (∇u)′∣∣2 + λ(divu)2) θ − µ ∫
R3
(∇u+ (∇u)′) : (∇u˙+ (∇u˙)′) θ
+ µ
∫
R3
(∇u+ (∇u)′) : (∇u · ∇u+ (∇u · ∇u)′) θ
+ µ
∫
R3
(∇u+ (∇u)′) · (u · ∇) (∇u+ (∇u)′) θ − 2λ∫
R3
divudivu˙θ
+ 2λ
∫
R3
divu(∇u)′ : ∇uθ + 2λ
∫
R3
u · ∇divudivuθ.
Using integration by parts, we have
(IV )2 =
d
dt
∫
R3
(µ
2
∣∣∇u+ (∇u)′∣∣2 + λ(divu)2) θ − µ ∫
R3
(∇u+ (∇u)′) : (∇u˙+ (∇u˙)′) θ
+ µ
∫
R3
(∇u+ (∇u)′) : (∇u · ∇u+ (∇u · ∇u)′) θ − µ ∫
R3
|∇u+ (∇u)′|2
2
divuθ
− µ
∫
R3
|∇u+ (∇u)′|2
2
u · ∇θ − 2λ
∫
R3
divudivu˙θ + 2λ
∫
R3
divu(∇u)′ : ∇uθ
− λ
∫
R3
(divu)3θ − λ
∫
R3
|divu|2u · ∇θ
=
9∑
i=1
(IV )2,i.
(3.44)
For (IV )2,2 and (IV )2,6, using the Ho¨lder inequality, the Sobolev inequality, we have
(IV )2,2 + (IV )2,6 ≤ C‖∇u˙‖L2‖∇u‖L3‖θ‖L6 ≤ C‖∇u˙‖L2‖∇u‖L3‖∇θ‖L2 . (3.45)
Since ∇u = ∇∆−1 (∇divu−∇× curlu), we apply Calderon-Zygmund inequality to get
‖∇u‖L3 ≤C‖curlu‖L3 + C‖divu‖L3 . (3.46)
Taking curl on both sides of (2.1)2, we have
µ∆(curlu) = curl(ρu˙). (3.47)
By (3.47), the L2-estimates of the elliptic equations and (3.1), we have
‖∇curlu‖L2 ≤ C‖ρu˙‖L2 ≤ C‖
√
ρu˙‖L2 . (3.48)
By (3.13), (3.46) and (3.48), together with the Sobolev inequality, we have
‖∇u‖L3 ≤C‖curlu‖L3 + C‖G‖L3 + C‖ρθ‖L3 ≤ C‖curlu‖H1 + C‖G‖H1 + C‖ρ‖L6‖θ‖L6
≤C‖curlu‖L2 + C‖divu‖L2 + C‖∇(curlu)‖L2 + C‖∇G‖L2 + C‖∇θ‖L2
≤C‖∇u‖L2 + C‖
√
ρu˙‖L2 +C‖∇θ‖L2 ,
(3.49)
where we have used (3.1), (3.3) and (3.8). Substituting (3.49) into (3.45), we obtain
(IV )2,2 + (IV )2,6 ≤ C‖∇u˙‖L2 (‖∇u‖L2 + ‖
√
ρu˙‖L2 + ‖∇θ‖L2) ‖∇θ‖L2 . (3.50)
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For (IV )2,3, (IV )2,4, (IV )2,7 and (IV )2,8, using the Ho¨lder inequality, the Sobolev inequality
and the Calderon-Zygmund inequality, we have
(IV )2,3 + (IV )2,4 + (IV )2,7 + (IV )2,8
≤C
∫
R3
|∇u|3|θ| ≤ C‖∇u‖3
L
18
5
‖θ‖L6 ≤ C‖∇u‖3
L
18
5
‖∇θ‖L2
≤C‖curlu‖3
L
18
5
‖∇θ‖L2 + C‖divu‖3
L
18
5
‖∇θ‖L2
≤C‖curlu‖3
L
18
5
‖∇θ‖L2 + C‖G‖3
L
18
5
‖∇θ‖L2 + C‖ρθ‖3
L
18
5
‖∇θ‖L2 .
(3.51)
Using the Ho¨lder inequality again, together with (3.1), (3.3), the Sobolev inequality, the
Gagliardo-Nirenberg inequality, (3.8), (3.13) and (3.48), we get
(IV )2,3 + (IV )2,4 + (IV )2,7 + (IV )2,8
≤C‖curlu‖L2‖∇curlu‖2L2‖∇θ‖L2 + C‖G‖L2‖∇G‖2L2‖∇θ‖L2 + C‖ρ‖3L9‖θ‖3L6‖∇θ‖L2
≤C‖√ρu˙‖2L2‖∇θ‖L2 + C‖∇θ‖4L2 .
(3.52)
For (IV )2,5 and (IV )2,9, using the Ho¨lder inequality, the Cauchy inequality, the Sobolev
inequality, the Gagliardo-Nirenberg inequality and (3.8), we have
(IV )2,5 + (IV )2,9 ≤C
∫
R3
|∇u|2|u||∇θ| ≤ C‖∇u‖2L4‖u‖L6‖∇θ‖L3
≤C‖∇u‖4L4 + C‖∇u‖2L2‖∇θ‖L2‖∇2θ‖L2
≤C‖∇u‖4L4 + C‖∇θ‖L2‖∇2θ‖L2 .
(3.53)
From the standard elliptic estimates and (3.41), we have
‖∇2θ‖L2 ≤C‖ρθ˙‖L2 + C‖ρθdivu‖L2 + C‖∇u‖2L4
≤C‖√ρθ˙‖L2 + C‖ρ‖L12‖θ‖L6‖∇u‖L4 + C‖∇u‖2L4
≤C‖√ρθ˙‖L2 + C‖∇u‖2L4 + C‖∇θ‖2L2 ,
(3.54)
where we have used the Ho¨lder inequality, (3.1), (3.3), the Sobolev inequality and the Cauchy
inequality. Substituting (3.54) into (3.53), and using the Cauchy inequality, we have
(IV )2,5 + (IV )2,9 ≤ 1
8
‖√ρθ˙‖2L2 + C‖∇u‖4L4 + C‖∇θ‖4L2 + C‖∇θ‖2L2 . (3.55)
Substituting (3.50), (3.52) and (3.55) into (3.44), and using the Cauchy inequality, we have
(IV )2 ≤ d
dt
∫
R3
(µ
2
∣∣∇u+ (∇u)′∣∣2 + λ(divu)2) θ
+ C‖∇u˙‖L2 (‖∇u‖L2 + ‖
√
ρu˙‖L2 + ‖∇θ‖L2) ‖∇θ‖L2 + C‖
√
ρu˙‖2L2‖∇θ‖L2
+ C‖∇θ‖4L2 +
1
8
‖√ρθ˙‖2L2 + C‖∇u‖4L4 + C‖∇θ‖2L2 .
(3.56)
For (IV )3, using (3.53) and (3.55), we have
(IV )3 ≤C
∫
R3
|∇u|2|u||∇θ| ≤ 1
8
‖√ρθ˙‖2L2 + C‖∇u‖4L4 + C‖∇θ‖4L2 + C‖∇θ‖2L2 . (3.57)
For (IV )4, using the Ho¨lder inequality, the Sobolev inequality, the Gagliardo-Nirenberg in-
equality, (3.8), (3.54) and the Young inequality, we have
(IV )4 ≤C‖∆θ‖L2‖u‖L6‖∇θ‖L3 ≤ C‖∆θ‖L2‖∇u‖L2‖∇θ‖
1
2
L2
‖∇2θ‖
1
2
L2
≤C‖∇θ‖
1
2
L2
‖∇2θ‖
3
2
L2
≤ 1
8
‖√ρθ˙‖2L2 + C‖∇θ‖4L2 + C‖∇u‖4L4 + C‖∇θ‖2L2 .
(3.58)
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Putting (3.43), (3.56), (3.57) and (3.58) into (3.42), integrating the resulting inequality over
[0, t] for t ∈ (0, T ∗), and using the Cauchy inequality, (3.1), (3.7) and (3.8), we have∫ t
0
∫
R3
ρ|θ˙|2 +
∫
R3
|∇θ|2 ≤C
∫ t
0
‖∇u‖4L4 + C
∫
R3
|∇u|2|θ|+ ε
∫ t
0
‖∇u˙‖2L2
+ Cε
∫ t
0
(‖∇u‖2L2 + ‖√ρu˙‖2L2 + ‖∇θ‖2L2) ‖∇θ‖2L2 + C.
(3.59)
For the second term of the right hand side of (3.59), we have
C
∫
R3
|∇u|2|θ| ≤C‖∇u‖2
L
12
5
‖θ‖L6 ≤ C‖curlu‖2
L
12
5
‖∇θ‖L2 + C‖divu‖2
L
12
5
‖∇θ‖L2
≤C
(
‖curlu‖
3
2
L2
‖∇curlu‖
1
2
L2
+ ‖G‖
3
2
L2
‖∇G‖
1
2
L2
)
‖∇θ‖L2 + C‖ρθ‖2
L
12
5
‖∇θ‖L2
≤C‖√ρu˙‖
1
2
L2
‖∇θ‖L2 + C‖ρθ‖
3
2
L2
‖ρθ‖
1
2
L6
‖∇θ‖L2
≤C‖√ρu˙‖
1
2
L2
‖∇θ‖L2 + C‖∇θ‖
3
2
L2
≤ 1
2
‖∇θ‖2L2 + C‖
√
ρu˙‖L2 + C,
(3.60)
where we have used the Ho¨lder inequality, the Calderon-Zygmund inequality, the Gagliardo-
Nirenberg inequality, (3.1), (3.8), (3.13), (3.48), the Sobolev inequality and the Young in-
equality. Substituting (3.60) into (3.59), we have∫ t
0
∫
R3
ρ|θ˙|2 +
∫
R3
|∇θ|2 ≤C
∫ t
0
‖∇u‖4L4 + C‖
√
ρu˙‖L2 + ε
∫ t
0
‖∇u˙‖2L2
+ Cε
∫ t
0
(‖∇u‖2L2 + ‖√ρu˙‖2L2 + ‖∇θ‖2L2) ‖∇θ‖2L2 + C.
(3.61)
Multiplying (3.61) by 2C and adding the resulting inequality into (3.40), we have
C
∫ t
0
∫
R3
ρ|θ˙|2 + 2C
∫
R3
|∇θ|2 +
∫
R3
ρ|u˙|2 +
∫ t
0
∫
R3
|∇u˙|2
≤2C2
∫ t
0
‖∇u‖4L4 + 2C2‖
√
ρu˙‖L2 + 2εC
∫ t
0
‖∇u˙‖2L2
+ 2CCε
∫ t
0
(‖∇u‖2L2 + ‖√ρu˙‖2L2 + ‖∇θ‖2L2) ‖∇θ‖2L2 + 2C2.
Taking ε sufficiently small, together with the Cauchy inequality, we have∫
R3
(|∇θ|2 + ρ|u˙|2) +
∫ t
0
∫
R3
(ρ|θ˙|2 + |∇u˙|2)
≤C
∫ t
0
‖∇u‖4L4 + C
∫ t
0
(‖∇u‖2L2 + ‖√ρu˙‖2L2 + ‖∇θ‖2L2) ‖∇θ‖2L2 + C.
(3.62)
For the first term of the right hand side of (3.62), similar to (3.49), we have∫ t
0
‖∇u‖4L4 ≤C
∫ t
0
‖curlu‖4L4 +C
∫ t
0
‖G‖4L4 + C
∫ t
0
‖∇θ‖4L2
≤C
∫ t
0
‖curlu‖L2‖∇curlu‖3L2 + C
∫ t
0
‖G‖L2‖∇G‖3L2 + C
∫ t
0
‖∇θ‖4L2
≤C
∫ t
0
‖√ρu˙‖3L2 +C
∫ t
0
‖∇θ‖4L2 .
(3.63)
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By (3.62), (3.63) and the Cauchy inequality, we have
∫
R3
(|∇θ|2 + ρ|u˙|2) +
∫ t
0
∫
R3
(ρ|θ˙|2 + |∇u˙|2)
≤C
∫ t
0
‖√ρu˙‖3L2 + C
∫ t
0
(‖∇u‖2L2 + ‖√ρu˙‖2L2 + ‖∇θ‖2L2) ‖∇θ‖2L2 +C
≤C
∫ t
0
(‖∇u‖2L2 + ‖√ρu˙‖2L2 + ‖∇θ‖2L2) (‖∇θ‖2L2 + ‖√ρu˙‖2L2)+C.
(3.64)
By (3.1), (3.7), (3.8), we have
∫ t
0
(‖∇u‖2L2 + ‖√ρu˙‖2L2 + ‖∇θ‖2L2) ≤ C,
for any t ∈ (0, T ∗). This, together with (3.64) and the Gronwall inequality, deduces (3.25).
✷
Corollary 3.5 Under the conditions of Theorem 2.1.1 and (3.1), it holds that for any t ∈
(0, T ∗)
‖u‖L∞ + ‖∇u‖Lr +
∫ t
0
∫
R3
(
ρ|θt|2 + |∇2θ|2
)
dx ds ≤ C, (3.65)
for any r ∈ [2, 6], and any t ∈ [0,∞).
Proof. Similar to (3.49), using (3.1), the Sobolev inequality and (3.25), we have
‖∇u‖L6 ≤C‖culru‖L6 + C‖G‖L6 + C‖ρθ‖L6
≤C‖∇culru‖L2 + C‖∇G‖L2 + C‖∇θ‖L2
≤C‖√ρu˙‖L2 + C‖∇θ‖L2 ≤ C.
(3.66)
By (3.8), we have
‖∇u‖L2 ≤ C.
This, together with (3.66) and the interpolation inequality and the Sobolev inequality, implies
‖u‖L∞ + ‖∇u‖Lr ≤ C, (3.67)
for any r ∈ [2, 6].
By (3.54), we have
‖∇2θ‖2L2 ≤C‖
√
ρθ˙‖2L2 + C‖∇u‖4L4 + C‖∇θ‖4L2
≤C‖√ρθ˙‖2L2 + C‖∇u‖L2‖∇u‖3L6 + C‖∇θ‖2L2
≤C‖√ρθ˙‖2L2 + C‖
√
ρu˙‖2L2 + C‖∇θ‖2L2 ,
(3.68)
where we have used the Gagliardo-Nirenberg inequality, (3.25), (3.66) and (3.67).
By (3.68), (3.25) and (3.8), we get∫ t
0
∫
R3
|∇2θ|2 ≤ C.
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Recall θ˙ = θt + u · ∇θ, we have∫ t
0
∫
R3
ρ|θt|2 ≤C
∫ t
0
∫
R3
ρ|θ˙|2 + C
∫ t
0
∫
R3
ρ|u · ∇θ|2
≤C
∫ t
0
∫
R3
ρ|θ˙|2 + C
∫ t
0
∫
R3
|∇θ|2 ≤ C,
where we have used (3.1), (3.8), (3.25), and (3.67). ✷
Lemma 3.6 Under the conditions of Theorem 2.1.1 and (3.1), it holds that for any t ∈
(0, T ∗) ∫
R3
ρ|θt|2 dx+
∫ t
0
∫
R3
|∇θs|2 dx ds ≤ C. (3.69)
Proof. To get the estimate (3.69), we use the arguments similar to the proof of Lemma 3.4,
i.e., mollifying each term in (2.1)3, differentiating the result w.r.t. t, multiplying by (θǫ,δ)t,
integrating by parts, and passing to the limit. Then we arrive at
1
2
∫
R3
ρ|θt|2 + κ
∫ t
0
∫
R3
|∇θt|2
≤−
∫ t
0
∫
R3
ρt
(
θt
2
+ u · ∇θ + θdivu
)
θt −
∫ t
0
∫
R3
ρ(ut · ∇θ + u · ∇θt + θtdivu)θt
−
∫ t
0
∫
R3
ρθdivutθt + µ
∫ t
0
∫
R3
(∇u+ (∇u)′) : (∇ut + (∇ut)′) θt
+ 2λ
∫ t
0
∫
R3
divudivutθt + C
=
5∑
i=1
(V )i + C,
(3.70)
where
(V )1 =−
∫ t
0
∫
R3
ρu · ∇θt
(
θt
2
+ u · ∇θ + θdivu
)
−
∫ t
0
∫
R3
ρu · ∇θt
2
θt
−
∫ t
0
∫
R3
ρu · (∇(u · ∇)θ + u · ∇∇θ) θt −
∫ t
0
∫
R3
ρu · (∇θdivu+ θ∇divu) θt
=
4∑
i=1
(V )1,i.
(3.71)
For (V )1,1, we have
(V )1,1 ≤ κ
24
∫ t
0
‖∇θt‖2L2 + C
∫ t
0
‖u‖2L∞‖
√
ρθt‖2L2 + C
∫ t
0
‖u‖4L∞‖∇θ‖2L2
+ C
∫ t
0
‖u‖2L∞‖θ‖2L6‖∇u‖2L3
≤ κ
24
∫ t
0
∫
R3
|∇θt|2 + C
∫ t
0
∫
R3
ρ|θt|2 + C
∫ t
0
∫
R3
|∇θ|2,
(3.72)
where we have used the Cauchy inequality, (3.1) and (3.65).
For (V )1,2 and (V )1,3, using the Cauchy inequality, (3.1) and (3.65) again, we have
(V )1,2 ≤ κ
24
∫ t
0
∫
R3
|∇θt|2 + C
∫ t
0
∫
R3
ρ|θt|2, (3.73)
23
and
(V )1,3 ≤C
∫ t
0
‖√ρθt‖L2
(‖∇θ‖L6‖∇u‖L3 + ‖∇2θ‖L2)
≤C
∫ t
0
‖√ρθt‖2L2 + C
∫ t
0
‖∇2θ‖2L2 .
(3.74)
For (V )1,4, integrating by parts, we have
(V )1,4 =−
∫ t
0
∫
R3
ρu · ∇θdivuθt − 1
2µ+ λ
∫ t
0
∫
R3
ρθu · ∇Gθt
− 1
2µ + λ
∫ t
0
∫
R3
ρθu · ∇(ρθ)θt
=−
∫ t
0
∫
R3
ρu · ∇θdivuθt − 1
2µ+ λ
∫ t
0
∫
R3
ρθu · ∇Gθt
+
1
2(2µ + λ)
∫ t
0
∫
R3
ρ2θ2u · ∇θt + 1
2(2µ + λ)
∫ t
0
∫
R3
ρ2θ2divuθt.
(3.75)
Furthermore, we get
(V )1,4 ≤C
∫ t
0
‖√ρθt‖L2‖∇u‖L3‖∇θ‖L6 + C
∫ t
0
‖∇G‖L2‖θt‖L6‖θ‖L6‖ρ‖L6
+ C
∫ t
0
‖θ‖2L6‖ρ‖2L12‖∇θt‖L2 + C
∫ t
0
‖∇u‖L3‖θt‖L6‖θ‖2L6‖ρ‖2L12
≤ κ
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∫ t
0
∫
R3
|∇θt|2 + C
∫ t
0
‖√ρθt‖2L2 + C
∫ t
0
‖∇2θ‖2L2
+ C
∫ t
0
‖√ρu˙‖2L2 + C
∫ t
0
‖∇θ‖2L2 ,
(3.76)
where we have used the Ho¨lder inequality, the Sobolev inequality, (3.1), (3.3), (3.14), (3.25),
(3.65) and the Cauchy inequality. Substituting (3.72), (3.73), (3.74) and (3.76) into (3.71),
we have
(V )1 ≤κ
8
∫ t
0
∫
R3
|∇θt|2 + C
∫ t
0
∫
R3
ρ|θt|2 + C
∫ t
0
∫
R3
|∇θ|2
+ C
∫ t
0
‖∇2θ‖2L2 + C
∫ t
0
‖√ρu˙‖2L2 .
(3.77)
For (V )2,
(V )2 =−
∫ t
0
∫
R3
ρu˙ · ∇θθt +
∫ t
0
∫
R3
ρ(u · ∇)u · ∇θθt −
∫ t
0
∫
R3
ρu · ∇θtθt
−
∫ t
0
∫
R3
ρ|θt|2divu
≤C
∫ t
0
‖√ρu˙‖L2‖θt‖L6‖∇θ‖L3 + C
∫ t
0
‖√ρθt‖L2‖∇u‖L6‖∇θ‖L3
+ C
∫ t
0
‖√ρθt‖L2‖∇θt‖L2 + C
∫ t
0
‖√ρθt‖L2‖θt‖L6‖∇u‖L3
≤κ
8
∫ t
0
∫
R3
|∇θt|2 + C
∫ t
0
‖∇θ‖2L3 + C
∫ t
0
‖√ρθt‖2L2
≤κ
8
∫ t
0
∫
R3
|∇θt|2 + C
∫ t
0
‖∇θ‖2L2 + C
∫ t
0
‖∇2θ‖2L2 + C
∫ t
0
‖√ρθt‖2L2 ,
(3.78)
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where we have used the Ho¨lder inequality, the Sobolev inequality, (3.1), (3.25) and (3.65).
For (V )3, integrating by parts, we have
(V )3 =−
∫ t
0
∫
R3
ρθdivu˙θt +
∫ t
0
∫
R3
ρθdiv(u · ∇u)θt
=−
∫ t
0
∫
R3
ρθdivu˙θt +
∫ t
0
∫
R3
ρθ∇u : (∇u)′θt +
∫ t
0
∫
R3
ρθu · ∇divuθt
=−
∫ t
0
∫
R3
ρθdivu˙θt +
∫ t
0
∫
R3
ρθ∇u : (∇u)′θt + 1
2µ+ λ
∫ t
0
∫
R3
ρθu · ∇Gθt
− 1
2µ + λ
∫ t
0
∫
R3
ρ2
2
θ2divuθt − 1
2µ+ λ
∫ t
0
∫
R3
ρ2
2
θ2u · ∇θt.
(3.79)
Furthermore, using the Ho¨lder inequality, the Sobolev inequality, (3.1), (3.3), (3.14), (3.25),
(3.65) and the Young inequality, we have
(V )3 ≤C
∫ t
0
‖∇u˙‖L2‖θt‖L6‖θ‖L6‖ρ‖L6 + C
∫ t
0
‖ρ‖L∞‖θ‖L6‖∇u‖L2‖∇u‖L6‖θt‖L6
+ C
∫ t
0
‖u‖L∞‖∇G‖L2‖θt‖L6‖θ‖L6‖ρ‖L6 + C
∫ t
0
‖∇u‖L3‖θt‖L6‖θ‖2L6‖ρ‖2L12
+ C
∫ t
0
‖u‖L∞‖θ‖2L6‖ρ‖2L12‖∇θt‖L2
≤κ
8
∫ t
0
∫
R3
|∇θt|2 + C
∫ t
0
‖∇u˙‖2L2 + C
∫ t
0
‖∇θ‖2L2 + C
∫ t
0
‖√ρu˙‖2L2 .
(3.80)
Similar to (V )2 and (V )3, for (V )4 and (V )5, we deduce
(V )4 + (V )5 ≤C
∫ t
0
‖∇u˙‖L2‖∇u‖L3‖θt‖L6 + C
∫ t
0
∫
R3
|∇u|3|θt|
+ C
∫ t
0
∫
R3
|u|2|∇u|4 + κ
16
∫ t
0
∫
R3
|∇θt|2
≤3κ
32
∫ t
0
∫
R3
|∇θt|2 + C
∫ t
0
‖∇u˙‖2L2 + C¯
∫ t
0
‖∇u‖L2‖∇u‖2L6‖θt‖L6
+ C
∫ t
0
‖u‖2L6‖∇u‖4L6
≤κ
8
∫ t
0
∫
R3
|∇θt|2 + C
∫ t
0
‖∇u˙‖2L2 + C
∫ t
0
‖∇u‖2L2 ,
(3.81)
where we have used the Ho¨lder inequality, integration by parts, the Cauchy inequality, (3.65),
the interpolation inequality and the Sobolev inequality.
Putting (3.77), (3.78), (3.80) and (3.81) into (3.70), we have
1
2
∫
R3
ρ|θt|2 + κ
∫ t
0
∫
R3
|∇θt|2
≤C
∫ t
0
∫
R3
ρ|θt|2 + C
∫ t
0
∫
R3
|∇θ|2 + C
∫ t
0
‖∇2θ‖2L2 + C
∫ t
0
‖√ρu˙‖2L2
+ C
∫ t
0
‖∇u˙‖2L2 + C
∫ t
0
‖∇u‖2L2 +C.
(3.82)
This combined with (3.8), (3.25) and (3.65) completes the proof of Lemma 3.6. ✷
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Corollary 3.7 Under the conditions of Theorem 2.1.1 and (3.1), it holds that for any t ∈
(0, T ∗) ∫
R3
|∇2θ|2 dx ≤ C. (3.83)
Proof. It follows from (2.1)3, (3.1), (3.3), (3.25), (3.65), (3.69) and the interpolation in-
equality that
‖∇2θ‖L2 ≤C‖ρθt‖L2 + C‖ρu · ∇θ‖L2 + C‖ρθdivu‖L2 + C‖∇u‖2L4
≤C‖√ρθt‖L2 + C‖∇θ‖L2 + C‖ρ‖L6‖θ‖L6‖divu‖L6 + C
≤C.
✷
By (3.25), (3.83) and the Sobolev inequality, we get the following corollary which is the
desired one, i.e., (3.2).
Corollary 3.8 Under the conditions of Theorem 2.1.1 and (3.1), it holds that for any t ∈
(0, T ∗)
‖θ‖L∞(0,t;L∞) ≤ C. (3.84)
4 Global strong solution
In this section, we shall prove the global existence and uniqueness of the strong solution.
Since the local existence and uniqueness of the strong solution has been obtained in [4] under
the conditions of Theorem 2.2.1, we assume that T ∗ > 0 is the maximal existence time of the
strong solution. We shall prove T ∗ =∞ by using contradiction arguments.
Remark 2.1.3 says that if T ∗ <∞, then
lim sup
TրT∗
(
‖ρ‖L∞(0,T ;L∞) + ‖ρθ‖
L4(0,T ;L
12
5 )
+ ‖ρ 14u‖L∞(0,T ;L4) +
∥∥|u||∇u|∥∥
L2(0,T ;L2)
)
=∞ (4.1)
for all µ and λ satisfying only the physical restriction (1.2).
If T ∗ < ∞, our aim is to prove that (4.1) is not true under the conditions of Theorem
2.2.1, which is the desired contradiction.
To do this, we define
A(T ) = sup
0≤t≤T
∫
R3
|∇u|2 +
∫ T
0
∫
R3
ρ|u˙|2
µ
, (4.2)
and
B(T ) = sup
0≤t≤T
∫
R3
ρθ2 +
∫ T
0
∫
R3
κ|∇θ|2. (4.3)
The following proposition plays a crucial role in the section.
Proposition 4.1 Assume that the initial data satisfies (2.2.1), (2.2.2), and (2.1.1). If the
strong solution (ρ, u, θ) satisfies
A(T ) ≤ 2E˜K1, B(T ) ≤ 2K2, 0 ≤ ρ ≤ 2ρ¯, (x, t) ∈ R3 × [0, T ], (4.4)
26
then
A(T ) ≤ 3
2
E˜K1, B(T ) ≤ 3
2
K2, 0 ≤ ρ ≤ 3
2
ρ¯, (x, t) ∈ R3 × [0, T ], (4.5)
provided that m0 ≤ ε0. Here m0 =
∫
R3
ρ0(x) dx, E˜ =
(14µ+9λ)
2µ +
6ρ¯K2
µ(µ+λ)K1
+ 8ρ¯κK2
µ(µ+λ)2K1
+ 1,
and
ε0 =min
{
C3,
Cˇ(2µ+ λ)6
E˜3
, Cˇ(2µ+ λ) 127 , Cˇµ
12(2µ+ λ)12
E˜12
, Cˇ(2µ+ λ)36κ12
}
,
where
C3 = min


Cˇκ6(µ+ λ)6µ6(
κ(µ+ λ) + 1
)6 , Cˇµ3κ3(2µ+ λ)6, Cˇµ6E˜2 , Cˇµ2(2µ+ λ)8, Cˇκ
4µ2
(2µ+ λ)8E˜6
,
Cˇκ4
E˜4µ2
,
Cˇκ6
E˜3

 ,
for some constant Cˇ > 0 depending on ρ¯,K1,K2, and some other known constants but
independent of µ, λ, κ, and t.
With Proposition 4.1, we shall get T ∗ = ∞. More precisely, we obtain the following
corollary.
Corollary 4.2 With Proposition 4.1, it holds that T ∗ =∞ with (4.4) valid for any 0 ≤ T <
∞.
Proof. If T1 > 0 is the maximal time such that (4.4) is valid, then T1 = T
∗. For otherwise,
(4.5) implies that T1 is not the maximal time.
With T1 = T
∗, (4.4) and the L1-bound of ρ (see Lemma 3.1), one can easily get
‖ρ‖L∞(0,t;L∞) + ‖ρθ‖L4(0,t;L 125 ) + ‖ρ
1
4u‖L∞(0,t;L4) ≤ C˘(1 + t
1
8 ) (4.6)
for all t ∈ [0, T ∗), where C˘ is a positive constant independent of t. Using the Ho¨lder inequality,
the inequality ‖u‖L6 ≤ C˘‖∇u‖L2 and (4.4), we have∥∥|u||∇u|∥∥
L2
≤ ‖u‖L6‖∇u‖L3 ≤ C˘‖∇u‖L3 .
This together with (4.4), the L1-bound of ρ and the estimate for ‖∇u‖L3 (see (4.15) for the
detail) gives ∥∥|u||∇u|∥∥
L2(0,t;L2)
≤ C˘(1 + t 14 ). (4.7)
Therefore, if T ∗ < ∞, (4.6) and (4.7) will contradict with (4.1). Thus, T ∗ must be ∞.
Then we get T1 = T
∗ =∞ which implies that the strong solution exists globally in time and
that (4.4) is valid for any T ∈ [0,∞).
Remark 4.3 Corollary 4.2 means that if Proposition 4.1 is valid, the global existence of
strong solutions will be got. The uniqueness of the solutions can be referred to [4]. The proof
of Theorem 2.2.1 is complete.
Let’s come back to prove Proposition 4.1. Throughout the rest of the paper, we denote generic
constants by C depending on ρ¯,K1,K2, and some other known constants but independent of
µ, λ, κ, and t.
Proof of Proposition 4.1:
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Lemma 4.4 Under the conditions of Proposition 4.1, it holds that∫ T
0
∫
R3
|∇u|2 dx ≤ m
1
2
0 , (4.8)
provided
m0 ≤ κ
6(µ+ λ)6µ6
C6
(
κ(µ + λ) + 1
)6 , C1.
Proof. Multiplying (2.1)2 by u, integrating by parts over R
3, and using the Cauchy in-
equality, we have
1
2
d
dt
∫
R3
ρ|u|2 +
∫
R3
(
µ|∇u|2 + (µ + λ)|divu|2)
=
∫
R3
ρθdivu ≤ (µ+ λ)
∫
R3
|divu|2 + 1
4(µ + λ)
∫
R3
ρ2θ2.
This, together with the Ho¨lder inequality, the Sobolev inequality, (4.4) and (3.3), deduces
1
2
d
dt
∫
R3
ρ|u|2 + µ
∫
R3
|∇u|2 ≤ 1
4(µ + λ)
‖ρ‖2L3‖θ‖2L6 ≤
Cm
2
3
0
µ+ λ
‖∇θ‖2L2 . (4.9)
Integrating (4.9) over [0, T ], and using (4.4) again, we have
∫ T
0
∫
R3
|∇u|2 ≤ C
µ
‖ρ0‖
L
3
2
‖∇u0‖2L2 +
Cm
2
3
0
µ(µ+ λ)
∫ T
0
‖∇θ‖2L2 ≤
(
1 +
1
κ(µ + λ)
)
Cm
2
3
0
µ
≤ m
1
2
0 ,
provided that
m0 ≤ κ
6(µ+ λ)6µ6
C6
(
κ(µ + λ) + 1
)6 , C1.
✷
Lemma 4.5 Under the conditions of Proposition 4.1, it holds that
A(T ) ≤ 3E˜K1
2
, (4.10)
provided that
m0 ≤ min
{
C1,
µ3κ3(2µ + λ)6
216C3
,
µ6
36C2E˜2
,
µ2(2µ + λ)8
36C2
}
, C2,
where E˜ = (14µ+9λ)2µ +
6ρ¯K2
µ(µ+λ)K1
+ 8ρ¯κK2
µ(µ+λ)2K1
+ 1.
Proof. Recall from (3.9)∫
R3
ρ|u˙|2 + 1
2
d
dt
∫
R3
(
µ|∇u|2 + (µ+ λ)|divu|2)
=
d
dt
∫
R3
Pdivu− 1
2(2µ + λ)
d
dt
∫
R3
P 2 − 1
2µ + λ
∫
R3
PtG+
∫
R3
ρ(u · ∇)u · u˙
=
4∑
i=1
IIi,
(4.11)
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where G = (2µ+ λ)divu− P .
Substituting (3.10) into II3, and using integration by parts, the Ho¨lder inequality and
the Sobolev inequality, we have
II3 ≤ 1
2µ+ λ
‖ρθ‖L3‖u‖L6‖∇G‖L2 +
1
2µ + λ
‖ρθ‖L3‖divu‖L2‖G‖L6
+ C‖G‖L6‖∇u‖L2‖∇u‖L3 +
κ
2µ + λ
‖∇G‖L2‖∇θ‖L2
≤ C
2µ+ λ
‖ρ‖L6‖θ‖L6‖∇u‖L2‖∇G‖L2 + C‖∇G‖L2‖∇u‖L2‖∇u‖L3
+
κ
2µ+ λ
‖∇G‖L2‖∇θ‖L2 .
(4.12)
By (3.13), (3.47), the standard L2-estimates, and (4.4), we get
‖∇G‖L2 ≤ ‖ρu˙‖L2 ≤
√
2ρ¯‖√ρu˙‖L2 , (4.13)
and
‖∇curlu‖L2 ≤
1
µ
‖ρu˙‖L2 ≤
√
2ρ¯
µ
‖√ρu˙‖L2 . (4.14)
Similar to (3.49), using (4.13), (4.14), the Sobolev inequality, the Ho¨lder inequality, and the
Gagliardo-Nirenberg inequality, we have
‖∇u‖L3 ≤C‖curlu‖L3 +
C
2µ + λ
‖G‖L3 +
C
2µ+ λ
‖ρθ‖L3
≤C‖curlu‖
1
2
L2
‖∇curlu‖
1
2
L2
+
C
2µ+ λ
‖G‖
1
2
L2
‖∇G‖
1
2
L2
+
C
2µ+ λ
‖ρ‖L6‖θ‖L6
≤ C√
µ
‖curlu‖
1
2
L2
‖√ρu˙‖
1
2
L2
+
C
2µ+ λ
‖G‖
1
2
L2
‖√ρu˙‖
1
2
L2
+
C
2µ+ λ
‖ρ‖L6‖∇θ‖L2 .
(4.15)
Substituting (4.13) into (4.12), we have
II3 ≤ C
2µ+ λ
‖ρ‖L6‖∇θ‖L2‖∇u‖L2‖
√
ρu˙‖L2 + C‖
√
ρu˙‖L2‖∇u‖L2‖∇u‖L3
+
κ
√
2ρ¯
2µ + λ
‖√ρu˙‖L2‖∇θ‖L2 .
(4.16)
For II4, using the Ho¨lder inequality, (4.4), and the Sobolev inequality, we have
II4 ≤ C‖√ρu˙‖L2‖u‖L6‖∇u‖L3 ≤ C‖
√
ρu˙‖L2‖∇u‖L2‖∇u‖L3 . (4.17)
Putting (4.16) and (4.17) together, and using (4.15), and the Young inequality, we have
II3 + II4 ≤ C
2µ + λ
‖ρ‖L6‖∇θ‖L2‖∇u‖L2‖
√
ρu˙‖L2 +
C√
µ
‖√ρu˙‖
3
2
L2
‖∇u‖
3
2
L2
+
C
2µ + λ
‖√ρu˙‖
3
2
L2
‖∇u‖L2‖ρθ‖
1
2
L2
+
κ
√
2ρ¯
2µ + λ
‖√ρu˙‖L2‖∇θ‖L2
≤1
2
‖√ρu˙‖2L2 +
C
(2µ + λ)2
‖ρ‖2L6‖∇θ‖2L2‖∇u‖2L2 +
C
µ2
‖∇u‖6L2
+
C
(2µ + λ)4
‖∇u‖4L2‖ρθ‖2L2 +
2ρ¯κ2
(2µ + λ)2
‖∇θ‖2L2 .
(4.18)
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Substituting (4.18) into (4.11), we have
1
2
∫
R3
ρ|u˙|2 + 1
2
d
dt
∫
R3
(
µ|∇u|2 + (µ + λ)|divu|2)
≤ d
dt
∫
R3
Pdivu− 1
2(2µ + λ)
d
dt
∫
R3
P 2 +
C
(2µ + λ)2
‖ρ‖2L6‖∇θ‖2L2‖∇u‖2L2
+
C
µ2
‖∇u‖6L2 +
C
(2µ + λ)4
‖∇u‖4L2‖ρθ‖2L2 +
2ρ¯κ2
(2µ + λ)2
‖∇θ‖2L2 .
(4.19)
Integrating (4.19) over [0, t], and using the Cauchy inequality, we have
∫ t
0
∫
R3
ρ|u˙|2 +
∫
R3
(
µ|∇u|2 + (µ+ λ)|divu|2)
≤
∫
R3
(
µ|∇u0|2 + (µ + λ)|divu0|2
)− 2∫
R3
ρ0θ0divu0 +
1
2µ + λ
∫
R3
ρ20θ
2
0
+ (µ + λ)
∫
R3
|divu|2 + 1
µ+ λ
∫
R3
ρ2θ2 +
C
(2µ + λ)2
∫ t
0
‖ρ‖2L6‖∇θ‖2L2‖∇u‖2L2
+
C
µ2
∫ t
0
‖∇u‖6L2 +
C
(2µ + λ)4
∫ t
0
‖∇u‖4L2‖ρθ‖2L2 +
4ρ¯κ2
(2µ + λ)2
∫ t
0
‖∇θ‖2L2 ,
which, together with (4.4), (3.3), and (4.8), gives∫ t
0
∫
R3
ρ|u˙|2 + µ
∫
R3
|∇u|2
≤µK1 + 3(µ+ λ)K1 + 3(2µ + λ)K1
2
+
2ρ¯K2
2µ+ λ
+
4ρ¯K2
µ+ λ
+
Cm
1
3
0A(T )
(2µ + λ)2
K2
κ
+
CA(T )2
µ2
∫ t
0
‖∇u‖2L2 +
CK2A(T )
(2µ + λ)4
∫ t
0
‖∇u‖2L2 +
8ρ¯κK2
(2µ + λ)2
≤(14µ + 9λ)
2
K1 +
6ρ¯K2
µ+ λ
+
8ρ¯κK2
(µ+ λ)2
+
Cm
1
3
0 E˜K1
κ(2µ + λ)2
+
CE˜2K1
µ2
m
1
2
0 +
CE˜K1
(2µ + λ)4
m
1
2
0
≤µE˜K1 + µE˜K1
2
=
3µE˜K1
2
,
(4.20)
provided that
m0 ≤ min
{
C1,
µ3κ3(2µ + λ)6
216C3
,
µ6
36C2E˜2
,
µ2(2µ + λ)8
36C2
}
, C2,
where E˜ = (14µ+9λ)2µ +
6ρ¯K2
µ(µ+λ)K1
+ 8ρ¯κK2µ(µ+λ)2K1 + 1.
By (4.20), we get (4.10). ✷
Lemma 4.6 Under the conditions of Proposition 4.1, it holds that
B(T ) ≤ 3K2
2
, (4.21)
provided that
m0 ≤ min
{
C2,
κ4µ2
64C4(2µ + λ)8E˜6
,
κ4
64C4E˜4µ2
,
κ6
66C6E˜3
}
, C3.
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Proof. Recall from (3.20)
κ
∫
R3
|∇θ|2 + 1
2
d
dt
∫
R3
ρ|θ|2
=−
∫
R3
ρθ2divu+
∫
R3
µ
2
|∇u+ (∇u)′|2θ +
∫
R3
λ(divu)2θ
=
3∑
i=1
IIIi.
(4.22)
For III1, using the Ho¨lder inequality, and the Sobolev inequality, we have
III1 ≤ ‖divu‖L2‖θ‖2L6‖ρ‖L6 ≤ C‖divu‖L2‖∇θ‖2L2‖ρ‖L6 . (4.23)
For III2 and III3, using the Ho¨lder inequality, and the Sobolev inequality again, together
with (4.15), we have
III2 + III3
≤C(2µ+ λ)‖∇u‖L2‖∇u‖L3‖θ‖L6 ≤ C(2µ + λ)‖∇u‖L2‖∇u‖L3‖∇θ‖L2
≤C(2µ+ λ)√
µ
‖∇u‖
3
2
L2
‖∇θ‖L2‖
√
ρu˙‖
1
2
L2
+ C‖∇u‖L2‖∇θ‖L2‖ρθ‖
1
2
L2
‖√ρu˙‖
1
2
L2
+ C‖∇u‖L2‖∇θ‖2L2‖ρ‖L6 .
(4.24)
Substituting (4.23) and (4.24) into (4.22), and using the Cauchy inequality, we have
κ
∫
R3
|∇θ|2 + 1
2
d
dt
∫
R3
ρ|θ|2
≤C(2µ+ λ)√
µ
‖∇u‖
3
2
L2
‖∇θ‖L2‖
√
ρu˙‖
1
2
L2
+ C‖∇u‖L2‖∇θ‖L2‖ρθ‖
1
2
L2
‖√ρu˙‖
1
2
L2
+ C‖∇u‖L2‖∇θ‖2L2‖ρ‖L6
≤κ
2
∫
R3
|∇θ|2 + C(2µ+ λ)
2
κµ
‖∇u‖3L2‖
√
ρu˙‖L2 +
C
κ
‖∇u‖2L2‖ρθ‖L2‖
√
ρu˙‖L2
+ C‖∇u‖L2‖∇θ‖2L2‖ρ‖L6 .
(4.25)
Integrating (4.25) over [0, t], and using (4.4), the Ho¨lder inequality, (3.3), and (4.8), we have
B(t) ≤
∫
R3
ρ0|θ0|2 + C(2µ + λ)
2
κµ
∫ t
0
‖∇u‖3L2‖
√
ρu˙‖L2
+
C
κ
∫ t
0
‖∇u‖2L2‖ρθ‖L2‖
√
ρu˙‖L2 +C
∫ t
0
‖∇u‖L2‖∇θ‖2L2‖ρ‖L6
≤K2 + C(2µ+ λ)
2A(T )
3
2
κ
√
µ
‖∇u‖L2([0,t];L2) +
C
√
K2A(T )
√
µ
κ
‖∇u‖L2([0,t];L2)
+ C
√
A(T )m
1
6
0
K2
κ
≤K2 + C(2µ+ λ)
2E˜
3
2
κ
√
µ
(K2m
1
4
0 ) +
CE˜
√
µ
κ
(K2m
1
4
0 ) + C
√
E˜m
1
6
0
K2
κ
.
Thus,
B(t) ≤ K2 + K2
2
=
3K2
2
,
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provided that
m0 ≤ min
{
C2,
κ4µ2
64C4(2µ+ λ)8E˜6
,
κ4
64C4E˜4µ2
,
κ6
66C6E˜3
}
, C3.
✷
Lemma 4.7 Under the conditions of Proposition 4.1, it holds that
0 ≤ ρ ≤ 3ρ¯
2
, (4.26)
for any (x, t) ∈ R3 × [0, T ], provided that
m0 ≤min
{
C3,
(2µ+ λ)6(log 32 )
6
(4C)6E˜3
,
(2µ+ λ)
12
7 (log 32 )
12
7
(4C)
12
7
,
µ12(2µ+ λ)12(log 32 )
12
(4C)12E˜12
,
(2µ+ λ)36κ12(log 32 )
12
(4C)12
}
,ε0.
Proof. The first inequality of (4.26) is obvious. In fact, this has been obtained in [4] for
any (x, t) ∈ R3× [0, T ] ⊂ R3× [0, T ∗). We only need to prove the second inequality of (4.26).
Let us mention that the Zlotnik inequality (see Appendix A) used in [16] seems not
working here. The main ingredient for handling such the difficulty is an equation obtained
from (2.1)1 involving log ρ. It was introduced by P.L. Lions ([27]) to prove global existence
of weak solutions of the compressible isentropic Navier-Stokes equations, and was later used
by B. Desjardins ([6]) et al to study the regularity of weak solutions of the compressible
isentropic Navier-Stokes equations for small time under periodic boundary conditions.
More precisely, for any given (x, t) ∈ R3 × [0, T ]. Denote
ρδ(y, s) = ρ(y, s) + δ exp{−
∫ s
0
divu (X(τ ;x, t), τ) dτ} > 0,
where X(s;x, t) is given by
{
d
ds
X(s;x, t) = u (X(s;x, t), s) , 0 ≤ s < t,
X(t;x, t) = x.
It is easy to verify that
d
ds
ρδ (X(s;x, t), s) + ρδ (X(s;x, t), s) divu (X(s;x, t), s) ,
due to (2.1)1. This gives
Y ′(s) = g(s) + b′(s), (4.27)
where
Y (s) = log ρδ (X(s;x, t), s) , g(s) = −P (X(s;x, t), s)
2µ + λ
, b(s) = − 1
2µ+ λ
∫ s
0
G (X(τ ;x, t), τ) dτ,
and G = (2µ + λ)divu− P=(2µ+ λ)divu− ρθ.
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By (3.13) and (2.1)1, we have
G (X(t;x, τ), τ) =− (−∆)−1div[(ρu)τ + div(ρu⊗ u)] = −[(−∆)−1div(ρu)]τ
− (−∆)−1divdiv(ρu⊗ u)
=− [(−∆)−1div(ρu)]τ − u · ∇(−∆)−1div(ρu) + u · ∇(−∆)−1div(ρu)
− (−∆)−1divdiv(ρu⊗ u)
=− d
dτ
[(−∆)−1div(ρu)] + u · ∇(−∆)−1div(ρu)− (−∆)−1divdiv(ρu⊗ u)
=− d
dτ
[(−∆)−1div(ρu)] + [ui, Rij ](ρuj),
where [ui, Rij ] = uiRij −Rijui and Rij = ∂i(−∆)−1∂j . This deduces
b(t)− b(0) = 1
2µ+ λ
∫ t
0
[
d
dτ
[(−∆)−1div(ρu)]− [ui, Rij ](ρuj)
]
dτ
=
1
2µ+ λ
(−∆)−1div(ρu)− 1
2µ+ λ
(−∆)−1div(ρ0u0)− 1
2µ + λ
∫ t
0
[ui, Rij ](ρuj) dτ
≤ 1
2µ+ λ
‖(−∆)−1div(ρu)‖L∞ + 1
2µ+ λ
‖(−∆)−1div(ρ0u0)‖L∞
+
1
2µ+ λ
∫ t
0
‖[ui, Rij ](ρuj)‖L∞ dτ =
3∑
i=1
IVi.
For IV1, using the Gagliardo-Nirenberg inequality, the Sobolev inequality, the Calderon-
Zygmund inequality, the Ho¨lder inequality, (4.4), and (3.3), we have
IV1 ≤ C
2µ+ λ
‖(−∆)−1div(ρu)‖
1
3
L6
‖∇(−∆)−1div(ρu)‖
2
3
L4
≤ C
2µ+ λ
‖ρu‖
1
3
L2
‖ρu‖
2
3
L4
≤ C
2µ+ λ
‖ρ‖
1
3
L3
‖u‖
1
3
L6
‖ρ‖
2
3
L12
‖u‖
2
3
L6
≤ Cm
1
6
0
2µ+ λ
‖∇u‖L2 ≤
Cm
1
6
0
√
E˜
2µ + λ
.
(4.28)
Similarly, for IV2, we have
IV2 ≤ Cm
1
6
0
√
E˜
2µ+ λ
. (4.29)
Since u(·, t) ∈ W 1,6(R3), ρu(·, t) ∈ L12(R3) and 14 = 16 + 112 , in view of the conclusions by
Desjardins ((33),[6]) or by Choe-Jin (Section 4, [5]) and references therein, it holds that
‖[ui, Rij ](ρuj)‖W 1,4 ≤ C‖u‖W 1,6‖ρu‖L12 .
This, combined with (4.4), (3.3), the Sobolev inequality, the Calderon-Zygmund inequality
similar to (3.46), gives
‖[ui, Rij ](ρuj)‖W 1,4 ≤ Cm
1
12
0 ‖u‖W 1,6‖u‖L∞ ≤ Cm
1
12
0 ‖u‖2W 1,6
≤Cm
1
12
0
(‖∇u‖2L2 + ‖curlu‖2L6 + ‖divu‖2L6)
≤Cm
1
12
0
(
‖∇u‖2L2 + ‖∇curlu‖2L2 +
1
(2µ + λ)2
‖G‖2L6 +
1
(2µ + λ)2
‖ρθ‖2L6
)
≤Cm
1
12
0
(
‖∇u‖2L2 + ‖∇curlu‖2L2 +
1
(2µ + λ)2
‖∇G‖2L2 +
1
(2µ + λ)2
‖∇θ‖2L2
)
.
(4.30)
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(4.30) combined with the Sobolev inequality, (4.14) and(4.13) deduces
‖[ui, Rij ](ρuj)‖L∞
≤Cm
1
12
0
(
‖∇u‖2L2 +
1
µ2
‖√ρu˙‖2L2 +
1
(2µ+ λ)2
‖∇θ‖2L2
)
.
(4.31)
Substituting (4.31) into IV3, we have
IV3 ≤ Cm
1
12
0
2µ+ λ
∫ t
0
(
‖∇u‖2L2 +
1
µ2
‖√ρu˙‖2L2 +
1
(2µ + λ)2
‖∇θ‖2L2
)
dτ
≤ Cm
1
12
0
2µ+ λ
(
m
1
2
0 +
E˜
µ
+
1
(2µ + λ)2κ
)
.
(4.32)
By (4.28), (4.29) and (4.32), we have
b(t)− b(0) ≤Cm
1
6
0
√
E˜
2µ + λ
+
Cm
1
12
0
2µ + λ
(
m
1
2
0 +
E˜
µ
+
1
(2µ + λ)2κ
)
≤Cm
1
6
0
√
E˜
2µ + λ
+
Cm
7
12
0
2µ + λ
+
Cm
1
12
0 E˜
µ(2µ+ λ)
+
Cm
1
12
0
(2µ + λ)3κ
≤ log 3
2
,
(4.33)
provided that
m0 ≤min
{
C3,
(2µ+ λ)6(log 32 )
6
(4C)6E˜3
,
(2µ+ λ)
12
7 (log 32 )
12
7
(4C)
12
7
,
µ12(2µ+ λ)12(log 32 )
12
(4C)12E˜12
,
(2µ+ λ)36κ12(log 32 )
12
(4C)12
}
,ε0.
Integrating (4.27) w.r.t. s over [0, t], we get
log ρδ(x, t) = log [ρ0 (X(t;x, 0)) + δ] +
∫ t
0
g(τ) dτ + b(t)− b(0)
≤ log (ρ¯+ δ) + log 3
2
,
provided that m0 ≤ ε0. Let δ → 0+, we have
ρ ≤ 3ρ¯
2
.
✷
5 Asymptotic behavior in time
In this section, we denote generic constants by C¯ depending on the initial data, coefficients
of viscosity and heat conduction and some other known constants but independent of t.
Theorem 2.3.1 will be proved in Sections 5.1 and 5.2.
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5.1 Large-time behavior
The main result in Section 5.1 is stated as follows.
Proposition 5.1 Under the conditions of Theorem 2.3.1, it holds that∫
R3
(
ρ|θ|2 + |∇u|2 + |∇θ|2)→ 0, (5.1)
as t→∞.
To prove Proposition 5.1, we need some estimates uniform for t. In fact, the lower order
estimates of the solutions have been made uniformly for t in Section 4. More precisely,
Lemma 5.2 Under the conditions of Theorem 2.3.1, it holds that
0 ≤ ρ ≤ C¯, (5.2)
and ∫
R3
(
ρ+ ρ|θ|2 + |∇u|2)+ ∫ t
0
∫
R3
(|∇u|2 + |∇θ|2 + ρ|u˙|2) ≤ C¯, (5.3)
for any (x, t) ∈ R3 × [0,∞).
With Lemma 5.2, one can follow the proofs of Lemma 3.4, Corollary 3.5 and Lemma 3.6
step by step, and easily get the following higher order estimates uniform for t, respectively.
Lemma 5.3 Under the conditions of Theorem 2.3.1, it holds that∫
R3
(
ρ|u˙|2 + |∇θ|2)+ ∫ t
0
∫
R3
(
|∇u˙|2 + ρ|θ˙|2
)
≤ C¯, (5.4)
for any t ∈ [0,∞).
Corollary 5.4 Under the conditions of Theorem 2.3.1, it holds that
‖u‖L∞ + ‖∇u‖Lr +
∫ t
0
∫
R3
(
ρ|θt|2 + |∇2θ|2
) ≤ C¯, (5.5)
for any r ∈ [2, 6], and any t ∈ [0,∞).
Lemma 5.5 Under the conditions of Theorem 2.3.1, it holds that∫
R3
ρ|θt|2 +
∫ t
0
∫
R3
|∇θt|2 ≤ C¯, (5.6)
for any t ∈ [0,∞).
Proof of Proposition 5.1
Denote
F (t) =
∫
R3
(
µ|curlu|2 + G
2
2µ + λ
)
.
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By (5.2) and (5.3), we have
F ∈ L1(0,∞). (5.7)
Moreover, by (4.11), (4.18), (5.2) and (5.3), we have
| d
dt
F (t)| ≤C¯
∫
R3
ρ|u˙|2 + C¯‖ρ‖2L6‖∇θ‖2L2‖∇u‖2L2 + C¯‖∇u‖6L2
+ C¯‖∇u‖4L2‖ρθ‖2L2 + C¯‖∇θ‖2L2
≤C¯
∫
R3
ρ|u˙|2 + C¯‖∇θ‖2L2 + C¯‖∇u‖2L2 ,
(5.8)
where we have used ∆u = ∇divu−∇× (curlu) such that∫
R3
|∇u|2 =
∫
R3
(|divu|2 + |curlu|2). (5.9)
By (5.8), (5.3) and (5.7), we conclude that
F ∈W 1,1(0,∞),
which deduces ∫
R3
(
µ|curlu|2 + G
2
2µ + λ
)
(t) = F (t)→ 0, (5.10)
as t→∞.
It follows from (5.3) and (5.6) that
‖∇θ‖2L2(·) ∈W 1,1(0,∞),
which deduces
‖∇θ‖2L2(t)→ 0, (5.11)
as t→∞.
By (5.10), (5.11), (5.9), (5.2) and (5.3), we get (5.1).
5.2 Decay estimates
Proposition 5.6 Under the conditions of Theorem 2.3.1, we get∫
R3
(
ρθ2 + |∇u|2) ≤ C¯ exp{−C¯1t}, (5.12)
for any t ∈ [0,∞), provided that
m0 ≤ min{ε0, ε˜0},
for some ε˜0 > 0 depending on µ, λ, κ,K1,K2, ρ¯, and some other known constants but inde-
pendent of t.
Remark 5.7 The decay rate of ‖∇θ‖L2 is still unknown.
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Proof. By (4.19), (5.9), Corollary 4.2 and (3.3), we have∫
R3
ρ|u˙|2 + d
dt
∫
R3
(
µ|curlu|2 + G
2
2µ + λ
)
≤ C
(2µ+ λ)2
‖ρ‖2L6‖∇θ‖2L2‖∇u‖2L2 +
C
µ2
‖∇u‖6L2 +
C
(2µ+ λ)4
‖∇u‖4L2‖ρθ‖2L2
+
2ρ¯κ2
(2µ + λ)2
‖∇θ‖2L2
≤ CE˜m
1
3
0
(2µ+ λ)2
‖∇θ‖2L2 +
CE˜2
µ2
‖∇u‖2L2 +
CE˜
(2µ+ λ)4
‖∇u‖2L2 +
Cκ2
(2µ+ λ)2
‖∇θ‖2L2
=M1‖∇θ‖2L2 +M2‖∇u‖2L2 ,
(5.13)
where M1 =
(
CE˜m
1
3
0
(2µ+λ)2 +
Cκ2
(2µ+λ)2
)
, and M2 =
(
CE˜2
µ2 +
CE˜
(2µ+λ)4
)
.
By (4.25), we have
κ
∫
R3
|∇θ|2 + d
dt
∫
R3
ρ|θ|2 ≤C(2µ+ λ)
2
κµ
‖∇u‖3L2‖
√
ρu˙‖L2 +
C
κ
‖∇u‖2L2‖ρθ‖L2‖
√
ρu˙‖L2
+ C‖∇u‖L2‖∇θ‖2L2‖ρ‖L6 .
(5.14)
Multiplying (5.14) by
2M1
κ
, and using Corollary 4.2, (3.3), and Cauchy inequality, we have
2M1
∫
R3
|∇θ|2 + 2M1
κ
d
dt
∫
R3
ρ|θ|2
≤C(2µ+ λ)
2E˜M1
κ2µ
‖∇u‖L2‖
√
ρu˙‖L2 +
CM1
√
E˜
κ2
‖∇u‖L2‖
√
ρu˙‖L2
+
Cm
1
6
0M1
√
E˜
κ
‖∇θ‖2L2
≤1
2
‖√ρu˙‖2L2 +
(
C(2µ+ λ)4E˜2M21
κ4µ2
+
CM21 E˜
κ4
)
‖∇u‖2L2
+
Cm
1
6
0M1
√
E˜
κ
‖∇θ‖2L2 .
(5.15)
Adding (5.15) into (5.13), we have
M1
∫
R3
|∇θ|2 + 2M1
κ
d
dt
∫
R3
ρ|θ|2 + 1
2
∫
R3
ρ|u˙|2 + d
dt
∫
R3
(
µ|curlu|2 + G
2
2µ + λ
)
≤M2‖∇u‖2L2 +
(
C(2µ + λ)4E˜2M21
κ4µ2
+
CM21 E˜
κ4
)
‖∇u‖2L2 +
Cm
1
6
0M1
√
E˜
κ
‖∇θ‖2L2
≤M3‖∇u‖2L2 +
M1
2
‖∇θ‖2L2 ,
provided that
m0 ≤ min
{
ε0,
κ6
26C6E˜3
}
.
Here M3 =M2 +
C(2µ + λ)4E˜2M21
κ4µ2
+
CM21 E˜
κ4
.
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Thus,∫
R3
(
M1
2
|∇θ|2 + 1
2
ρ|u˙|2
)
+
d
dt
∫
R3
(
2M1
κ
ρ|θ|2 + µ|curlu|2 + G
2
2µ+ λ
)
≤M3‖∇u‖2L2 .(5.16)
Multiplying (4.9) by
2M3
µ
, and adding the resulting inequality into (5.16), we have
∫
R3
(
M3|∇u|2 + M1
2
|∇θ|2 + 1
2
ρ|u˙|2
)
+
d
dt
∫
R3
(
M3
µ
ρ|u|2 + 2M1
κ
ρ|θ|2 + µ|curlu|2 + G
2
2µ+ λ
)
≤Cm
2
3
0M3
µ(µ+ λ)
‖∇θ‖2L2 ≤
M1
4
‖∇θ‖2L2 ,
(5.17)
provided that
m0 ≤ min {ε0, ε˜0} ,
where
ε˜0 = min

 κ
6
26C6E˜3
,
µ
3
2 (µ+ λ)
3
2M
3
2
1
8C
3
2M
3
2
3

 .
By (5.17), together with the facts∫
R3
ρ|u|2 ≤ ‖ρ‖
L
3
2
‖u‖2L6 ≤ C¯‖∇u‖2L2 ,
∫
R3
ρ|θ|2 ≤ C¯‖∇θ‖2L2 ,
∫
R3
|curlu|2 ≤ C¯‖∇curlu‖2
L
6
5
≤ C¯‖ρu˙‖2
L
6
5
≤ C¯‖√ρu˙‖2L2‖
√
ρ‖2L3 ≤ C¯‖
√
ρu˙‖2L2 ,
and ∫
R3
|G|2 ≤ C¯‖√ρu˙‖2L2 ,
we get
C¯1
∫
R3
(
M3
µ
ρ|u|2 + 2M1
κ
ρ|θ|2 + µ|curlu|2 + G
2
2µ + λ
)
+
d
dt
∫
R3
(
M3
µ
ρ|u|2 + 2M1
κ
ρ|θ|2 + µ|curlu|2 + G
2
2µ + λ
)
≤ 0,
(5.18)
for some constant C¯1 > 0 depending on µ, λ, κ,M1,M3 and other known constants but
independent of t. (5.18) deduces∫
R3
(
M3
µ
ρ|u|2 + 2M1
κ
ρ|θ|2 + µ|curlu|2 + G
2
2µ+ λ
)
≤ A exp{−C¯1t}, (5.19)
where
A =
∫
R3
(
M3
µ
ρ0|u0|2 + 2M1
κ
ρ0|θ0|2 + µ|curlu0|2 + G
2
0
2µ + λ
)
.
By (5.9) and (5.19), we get (5.12). ✷
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6 Global classical solution
The proof of local existence and uniqueness of the classical solution as in Theorem 2.4.2 can
be found in Section 7 (see Appendix B below). Let T ∗1 > 0 be the maximal existence time
of the classical solution. Our aim is to prove T ∗1 = ∞. To do this, we use contradiction
arguments similar to Section 4.
More precisely, we assume that 0 < T ∗1 < ∞. In this section, we denote generic con-
stants by Cˇ depending on the initial data, µ, λ, κ, T ∗1 and some other known constants but
independent of t ∈ [0, T ∗1 ). In this case, we shall prove
‖ρ(·, t)‖H2∩W 2,q ≤ Cˇ, (6.1)
for any t ∈ [0, T ∗1 ), and
‖∇u(·, t)‖H1 + ‖∇θ(·, t)‖H1 ≤ Cˇ, (6.2)
for any t ∈ [0, T ∗1 ), and
‖√ρut(·, t)‖L2 + ‖
√
ρθt(·, t)‖L2 ≤ Cˇ, (6.3)
for a.e. t ∈ [0, T ∗1 ). With (6.1), (6.2) and (6.3), we can define a new initial data at T ∗1(
ρ(·, T ∗1 ), u(·, T ∗1 ), θ(·, T ∗1 )
)
= lim
tրT ∗
1
(
ρ(·, t), u(·, t), θ(·, t)), (6.4)
which satisfies the conditions of Appendix B. This means that the life span of the classical
solution beyond T ∗1 , which is the desired contradiction.
To get (6.1), (6.2) and (6.3), we begin with the following lemma which is essentially
obtained in Section 4.
Lemma 6.1 Under the conditions of Theorem 2.4.2, it holds that
‖ρ(·, t)‖L∞ + ‖ρ(·, t)‖H1∩W 1,q + ‖ρt(·, t)‖L2∩Lq ≤ Cˇ, (6.5)
‖u(·, t)‖L∞ + ‖∇u(·, t)‖H1 + ‖∇θ(·, t)‖H1 + ‖∇2u‖L2([0,t];Lq) + ‖∇2θ‖L2([0,t];Lq) ≤ Cˇ, (6.6)
‖∇ut‖L2([0,t];L2) + ‖∇θt‖L2([0,t];L2) + ‖
√
ρut(·, t)‖L2 + ‖
√
ρθt(·, t)‖L2 ≤ Cˇ, (6.7)
for a.e. t ∈ [0, T ∗1 ).
From Lemma 6.1, (6.2) and (6.3) have been obtained. What we need to do is to get (6.1).
Lemma 6.2 Under the conditions of Theorem 2.4.2, it holds that
‖ρ(·, t)‖H2 +
∫ t
0
‖∇u(·, t)‖2H2 dt ≤ Cˇ, (6.8)
for any t ∈ [0, T ∗1 ).
Proof. Taking ∇2 on both sides of (2.1)1, we have
∇2ρt + 2∇uj ⊗∇∇jρ+ uj∇2∇jρ+∇2uj∇jρ+∇2ρdivu+ 2∇ρ⊗∇divu
+ ρ∇2divu = 0. (6.9)
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Multiplying (6.9) by ∇2ρ, integrating by parts over R3, and using the Cauchy inequality, the
Ho¨lder inequality, the Sobolev inequality and (6.5), we have
d
dt
∫
R3
|∇2ρ|2 ≤Cˇ‖∇u‖L∞
∫
R3
|∇2ρ|2 + Cˇ
∫
R3
|∇2ρ||∇2u||∇ρ|+ Cˇ
∫
R3
|∇2ρ||∇3u|
≤Cˇ(‖∇u‖L∞ + 1)
∫
R3
|∇2ρ|2 + Cˇ‖∇2u‖2L6‖∇ρ‖2L3 + Cˇ
∫
R3
|∇3u|2
≤Cˇ(‖∇u‖L∞ + 1)
∫
R3
|∇2ρ|2 + Cˇ
∫
R3
|∇3u|2.
(6.10)
By (2.1)2 and the standard elliptic estimates, we have
‖∇3u‖2L2 ≤Cˇ‖∇ρ‖2L3‖ut‖2L6 + Cˇ‖∇ut‖2L2 + Cˇ‖∇ρ‖2L3‖∇u‖2L6 + Cˇ‖∇u‖4L4
+ Cˇ‖∇2u‖2L2 + Cˇ‖∇2ρ‖2L2 + Cˇ‖∇ρ‖2L3‖∇θ‖2L6 + Cˇ‖∇2θ‖2L2
≤Cˇ‖∇ut‖2L2 + Cˇ‖∇2ρ‖2L2 + Cˇ,
(6.11)
where we have used the Ho¨lder inequality, the Sobolev inequality, (6.5) and (6.6).
Substituting (6.11) into (6.10), and using (6.5), (6.6) and the Sobolev inequality again,
together with (6.7) and the Gronwall inequality, we have
‖ρ(·, t)‖H2 ≤ Cˇ, (6.12)
for any t ∈ [0, T ∗1 ). By (6.6), (6.7), (6.11), (6.12), we get∫ t
0
‖∇u(·, t)‖2H2dt ≤ Cˇ,
for any t ∈ [0, T ∗1 ). This completes the proof of Lemma 6.2. ✷
Corollary 6.3 Under the conditions of Theorem 2.4.2, it holds that
‖ρt(·, t)‖H1 +
∫ t
0
‖ρss‖2L2 ≤ Cˇ, (6.13)
for a.e. t ∈ [0, T ∗1 ).
Proof. Taking ∇ on both sides of (2.1)1, we have
∇ρt = −∇(ρdivu+ u · ∇ρ) = −∇ρdivu− ρ∇divu−∇u · ∇ρ− u · ∇∇ρ.
This, together with (6.5), the Ho¨lder inequality, the Sobolev inequality, (6.6) and (6.8),
deduces
‖ρt(·, t)‖H1 =‖ρt(·, t)‖L2 + ‖∇ρt(·, t)‖L2
≤Cˇ + Cˇ‖∇ρ(·, t)‖L3‖divu(·, t)‖L6 + Cˇ‖ρ(·, t)‖L∞‖∇divu(·, t)‖L2
+ Cˇ‖∇u(·, t)‖L6‖∇ρ(·, t)‖L3 + Cˇ‖u(·, t)‖L∞‖∇2ρ(·, t)‖L2
≤Cˇ.
(6.14)
Using (2.1)1 again, similar to (6.14), we have
‖ρtt‖L2 =‖(ρdivu+ u · ∇ρ)t‖L2 = ‖ρtdivu+ ρdivut + ut · ∇ρ+ u · ∇ρt‖L2
≤‖ρt‖L6‖divu‖L3 + ‖ρ‖L∞‖divut‖L2 + ‖ut‖L6‖∇ρ‖L3 + ‖u‖L∞‖∇ρt‖L2
≤Cˇ‖∇ut‖L2 + Cˇ.
(6.15)
By (6.15) and (6.7), we get ∫ t
0
‖ρtt‖2L2 ≤ Cˇ.
for a.e. t ∈ [0, T ∗1 ). The proof of Corollary 6.3 is complete. ✷
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Lemma 6.4 Under the conditions of Theorem 2.4.2, it holds that∫
R3
t|∇ut|2 +
∫ t
0
∫
R3
sρ|uss|2 ≤ Cˇ, (6.16)
for a.e. t ∈ [0, T ∗1 ).
Proof. Differentiating (2.1)2 w.r.t. t, we have
ρutt + ρtut + ρtu · ∇u+ ρut · ∇u+ ρu · ∇ut +∇Pt = µ∆ut + (µ + λ)∇divut. (6.17)
Multiplying (6.17) by utt, integrating by parts over R
3, we have∫
R3
ρ|utt|2 + 1
2
d
dt
∫
R3
(
µ|∇ut|2 + (µ+ λ)|divut|2
)
= −
∫
R3
(ρtut + ρtu · ∇u) · utt −
∫
R3
(ρut · ∇u+ ρu · ∇ut) · utt −
∫
R3
∇Pt · utt
=
3∑
i=1
V Ii.
(6.18)
For V I1, using (2.1)1, integration by parts, the Ho¨lder inequality, the Sobolev inequality,
(6.5), (6.6), (6.7) and (6.13), we have
V I1 =− d
dt
∫
R3
(
1
2
ρt|ut|2 + ρt(u · ∇)u · ut
)
+
1
2
∫
R3
ρtt|ut|2
+
∫
R3
(ρttu · ∇u+ ρtut · ∇u+ ρtu · ∇ut) · ut
≤− d
dt
∫
R3
(
1
2
ρt|ut|2 + ρt(u · ∇)u · ut
)
+
∫
R3
(ρtu+ ρut) · ∇ut · ut
+ ‖ρtt‖L2‖u‖L∞‖∇u‖L3‖ut‖L6 + ‖ρt‖L2‖ut‖2L6‖∇u‖L6
+ ‖ρt‖L6‖u‖L6‖∇ut‖L2‖ut‖L6
≤− d
dt
∫
R3
(
1
2
ρt|ut|2 + ρt(u · ∇)u · ut
)
+ ‖ρt‖L3‖u‖L∞‖∇ut‖L2‖ut‖L6
+ ‖√ρ‖L∞‖ut‖L∞‖∇ut‖L2‖
√
ρut‖L2 + Cˇ‖∇ut‖2L2 + Cˇ‖ρtt‖2L2
≤− d
dt
∫
R3
(
1
2
ρt|ut|2 + ρt(u · ∇)u · ut
)
+ Cˇ(‖∇ut‖L2 + ‖∇2ut‖L2)‖∇ut‖L2
+ Cˇ‖ρtt‖2L2 .
(6.19)
For V I2, using the Ho¨lder inequality, the Sobolev inequality, (6.5) and (6.6) again, we have
V I2 ≤1
4
∫
R3
ρ|utt|2 + Cˇ‖ρ‖L∞‖ut‖2L6‖∇u‖2L3 + Cˇ‖ρ‖L∞‖u‖2L∞‖∇ut‖2L2
≤1
4
∫
R3
ρ|utt|2 + Cˇ‖∇ut‖2L2 .
(6.20)
For V I3, we have
V I3 =
d
dt
∫
R3
Ptdivut −
∫
R3
Pttdivut
=
d
dt
∫
R3
Ptdivut − 1
2µ+ λ
∫
R3
PttGt − 1
2(2µ + λ)
d
dt
∫
R3
P 2t .
(6.21)
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By (2.1)1 and (2.1)3, we have
Ptt =− div(ρθu)t − (ρθdivu)t + µ
(∇u+ (∇u)′) : (∇ut + (∇ut)′)
+ 2λ(divu)divut + κ∆θt.
Substituting this equality into the second term of the right side of (6.21), and using integration
by parts, the Ho¨lder inequality, the Sobolev inequality, (6.5), (6.6) and (6.7), we have
− 1
2µ+ λ
∫
R3
PttGt =− 1
2µ+ λ
∫
R3
(ρθu)t · ∇Gt + 1
2µ + λ
∫
R3
Gt(ρθdivu)t
− µ
2µ+ λ
∫
R3
Gt
(∇u+ (∇u)′) : (∇ut + (∇ut)′)
− 2λ
2µ+ λ
∫
R3
Gt(divu)divut +
κ
2µ+ λ
∫
R3
∇Gt · ∇θt
≤Cˇ‖(ρθu)t‖L2‖∇Gt‖L2 + Cˇ‖Gt‖L2‖ρθdivut‖L2
+ Cˇ‖Gt‖L6‖ρθtdivu‖L 65 + Cˇ‖Gt‖L6‖ρtθdivu‖L 65
+ Cˇ‖Gt‖L6‖∇u‖L3‖∇ut‖L2 + Cˇ‖∇Gt‖L2‖∇θt‖L2
≤Cˇ‖∇Gt‖L2(‖∇ut‖L2 + ‖∇θt‖L2 + 1) + Cˇ‖∇ut‖2L2 + Cˇ.
(6.22)
It follows from (3.13) that
‖∇Gt‖L2 ≤Cˇ‖(ρut + ρu · ∇u)t‖L2
≤Cˇ‖ρt‖L3‖ut‖L6 + Cˇ‖
√
ρ‖L∞‖√ρutt‖L2 + Cˇ‖ρt‖L3‖u‖L∞‖∇u‖L6
+ Cˇ‖ρ‖L∞‖ut‖L6‖∇u‖L3 + Cˇ‖ρ‖L∞‖u‖L∞‖∇ut‖L2
≤Cˇ‖∇ut‖L2 + Cˇ‖
√
ρutt‖L2 + Cˇ,
(6.23)
where we have used the Ho¨lder inequality, the Sobolev inequality, (6.5) and (6.6).
Substituting (6.23) into (6.22), and using the Cauchy inequality, we have
− 1
2µ+ λ
∫
R3
PttGt ≤1
4
∫
R3
ρ|utt|2 + Cˇ‖∇ut‖2L2 + Cˇ‖∇θt‖2L2 + Cˇ. (6.24)
Putting (6.19), (6.20), (6.21) and (6.24) into (6.18), and using the Cauchy inequality, we have
1
2
∫
R3
ρ|utt|2 + 1
2
d
dt
∫
R3
(
µ|∇ut|2 + (µ + λ)|divut|2
)
≤− d
dt
∫
R3
(
1
2
ρt|ut|2 + ρt(u · ∇)u · ut
)
+
d
dt
∫
R3
Ptdivut − 1
2(2µ + λ)
d
dt
∫
R3
P 2t
+ ǫ‖∇2ut‖2L2 + Cˇǫ‖∇ut‖2L2 + Cˇ‖ρtt‖2L2 + Cˇ‖∇θt‖2L2 + Cˇ,
(6.25)
for ǫ > 0 to be decided later.
By (6.17) and the elliptic estimates, together with the Ho¨lder inequality, the Sobolev
inequality, (6.5), (6.6) and (6.13), we have
‖∇2ut(·, t)‖L2 ≤Cˇ‖ρutt‖L2 + Cˇ‖ρtut‖L2 + Cˇ‖ρtu · ∇u‖L2 + Cˇ‖ρut · ∇u‖L2
+ Cˇ‖ρu · ∇ut‖L2 + Cˇ‖∇ρtθ + ρt∇θ‖L2 + Cˇ‖∇ρθt + ρ∇θt‖L2
≤Cˇ‖√ρutt‖L2 + Cˇ‖ρt‖L3‖ut‖L6 + Cˇ‖ρt‖L3‖u‖L∞‖∇u‖L6
+ Cˇ‖ρ‖L∞‖ut‖L6‖∇u‖L3 + Cˇ‖ρ‖L∞‖u‖L∞‖∇ut‖L2 + Cˇ‖∇ρt‖L2‖θ‖L∞
+ Cˇ‖ρt‖L3‖∇θ‖L6 + Cˇ‖∇ρ‖L3‖θt‖L6 + Cˇ‖ρ‖L∞‖∇θt‖L2
≤Cˇ‖√ρutt‖L2 + Cˇ‖∇ut‖L2 + Cˇ‖∇θt‖L2 + Cˇ.
(6.26)
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Substituting (6.26) into (6.25), taking ǫ sufficiently small, and then multiplying the result by
t, we have
1
4
∫
R3
tρ|utt|2 + 1
2
d
dt
∫
R3
t
(
µ|∇ut|2 + (µ+ λ)|divut|2
)
≤1
2
∫
R3
(
µ|∇ut|2 + (µ+ λ)|divut|2
)− d
dt
∫
R3
t
(
1
2
ρt|ut|2 + ρt(u · ∇)u · ut
)
+
∫
R3
(
1
2
ρt|ut|2 + ρt(u · ∇)u · ut
)
+
d
dt
∫
R3
tPtdivut −
∫
R3
Ptdivut
− 1
2(2µ + λ)
d
dt
∫
R3
tP 2t +
1
2(2µ + λ)
∫
R3
P 2t + Cˇt‖∇ut‖2L2 + Cˇt‖ρtt‖2L2
+ Cˇt‖∇θt‖2L2 + Cˇ.
(6.27)
Integrating (6.27) over [0, t] for t ∈ [0, T ∗1 ), and using (2.1)1, integration by parts, (6.5), (6.6),
(6.7), (6.13), the Cauchy inequality and the Ho¨lder inequality, we have
1
4
∫ t
0
∫
R3
sρ|uss|2 + 1
2
∫
R3
t
(
µ|∇ut|2 + (µ+ λ)|divut|2
)
≤−
∫
R3
t
(
ρu · ∇ut · ut + ρt(u · ∇)u · ut
)
+
∫ t
0
∫
R3
(ρu · ∇us · us + ρs(u · ∇)u · us)
+
∫
R3
tPtdivut −
∫ t
0
∫
R3
Psdivus +
1
2(2µ + λ)
∫ t
0
∫
R3
P 2s + Cˇ
≤µt
8
∫
R3
|∇ut|2 + Cˇt‖ρt‖L2‖u‖L∞‖∇u‖L3‖ut‖L6 + Cˇ
≤µt
4
∫
R3
|∇ut|2 + Cˇ.
This gives (6.16). ✷
Corollary 6.5 Under the conditions of Theorem 2.4.2, it holds that
t‖∇u(·, t)‖2H2 +
∫ t
0
∫
R3
s|∇2us|2 ≤ Cˇ, (6.28)
for a.e. t ∈ [0, T ∗1 ).
Proof. By (6.11), (6.12), (6.16) and (6.6), we have
t‖∇u(·, t)‖2H2 ≤ Cˇ, (6.29)
for a.e t ∈ [0, T ∗1 ).
By (6.26), (6.7) and (6.16), we get∫ t
0
∫
R3
s|∇2us|2 ≤ Cˇ,
for a.e. t ∈ [0, T ∗1 ). ✷
Lemma 6.6 Under the conditions of Theorem 2.4.2, it holds that
‖∇2ρ(·, t)‖Lq +
∫ t
0
‖∇θ(·, s)‖2H2ds ≤ Cˇ, (6.30)
for any t ∈ [0, T ∗1 ).
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Proof. Multiplying (6.9) by q|∇2ρ|q−2∇2ρ, integrating by parts over R3, and using the
Ho¨lder inequality, the Sobolev inequality and (6.5), we have
d
dt
∫
R3
|∇2ρ|q ≤Cˇ‖∇u‖L∞
∫
R3
|∇2ρ|q + Cˇ‖∇2ρ‖q−1Lq ‖∇2u‖W 1,q‖∇ρ‖Lq
+ Cˇ‖∇2ρ‖q−1Lq ‖∇3u‖Lq
≤Cˇ‖∇u‖H2
∫
R3
|∇2ρ|q + Cˇ‖∇2ρ‖q−1Lq ‖∇2u‖W 1,q .
(6.31)
By (2.1)2, (2.1)3 and the elliptic estimates, together with the Sobolev inequality, (6.5), (6.6),
(6.7), the Ho¨lder inequality and the Gagliardo-Nirenberg inequality, we have
‖∇2u‖W 1,q ≤Cˇ‖ρut‖W 1,q + Cˇ‖ρu · ∇u‖W 1,q + Cˇ‖∇(ρθ)‖W 1,q
≤Cˇ‖∇(ρut)‖L2 + Cˇ‖∇(ρut)‖Lq + Cˇ‖∇(ρu · ∇u)‖Lq + Cˇ‖∇2(ρθ)‖Lq + Cˇ
≤Cˇ‖∇ut‖L2 + Cˇ‖∇ut‖Lq + Cˇ‖∇ρ‖L∞‖∇ut‖L2 + Cˇ‖∇3u‖L2
+ Cˇ‖∇ρ‖L∞ + Cˇ‖∇u‖L∞ + Cˇ‖∇2ρ‖Lq + Cˇ‖∇3θ‖L2 + Cˇ
≤Cˇ‖∇ut‖
6−q
2q
L2
‖∇2ut‖
3q−6
2q
L2
+ Cˇ(‖∇2ρ‖Lq + 1)‖∇ut‖L2 + Cˇ‖∇3u‖L2
+ Cˇ‖∇2ρ‖Lq + Cˇ‖∇3θ‖L2 + Cˇ,
(6.32)
and
‖∇3θ‖L2 ≤Cˇ‖∇ρθt + ρ∇θt‖L2 + Cˇ‖∇ρu · ∇θ‖L2 + Cˇ‖ρ∇u · ∇θ‖L2 + Cˇ‖ρu · ∇∇θ‖L2
+ Cˇ‖∇ρθdivu‖L2 + Cˇ‖ρ∇θdivu‖L2 + Cˇ‖ρθ∇divu‖L2 + Cˇ‖∇u∇2u‖L2
≤Cˇ‖∇θt‖L2 + Cˇ‖∇3u‖L2 + Cˇ.
(6.33)
Substituting (6.32) and (6.33) into (6.31), and using the Young inequality, we have
d
dt
∫
R3
|∇2ρ|q ≤Cˇ(‖∇3u‖L2 + ‖∇ut‖L2 + ‖∇θt‖L2 + 1)
(∫
R3
|∇2ρ|q + 1
)
+ Cˇ‖∇ut‖
6−q
2q
L2
‖∇2ut‖
3q−6
2q
L2
(∫
R3
|∇2ρ|q + 1
)
.
(6.34)
It is easy to see
‖∇ut‖
6−q
2q
L2
‖∇2ut‖
3q−6
2q
L2
=
(
t‖∇ut‖2L2
) 6−q
4q t
− 6−q
4q
(
t‖∇2ut‖2L2
) 3q−6
4q t
− 3q−6
4q
≤Cˇt− 12 (t‖∇2ut‖2L2) 3q−64q
≤Cˇt− 2qq+6 + Cˇt‖∇2ut‖2L2 ∈ L1([0, T ]),
(6.35)
where we have used (6.16), (6.28), the Young inequality and q < 6.
By (6.7), (6.8), (6.35) and the Gronwall inequality, we have
‖∇2ρ(·, t)‖Lq ≤ Cˇ, (6.36)
for any t ∈ [0, T ∗1 ). By (6.33), (6.7) and (6.8), we get∫ t
0
‖∇θ(·, s)‖2H2ds ≤ Cˇ,
for any t ∈ [0, T ∗1 ). ✷
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7 Appendix
Appendix A (Zlotnik inequality)
Let the function y satisfy
y′(t) = g(y) + b′(t) on [0, T ], y(0) = y0,
with g ∈ C(R) and y, b ∈W 1,1(0, T ). If g(∞) = −∞ and
b(t2)− b(t1) ≤ N0 +N1(t2 − t1)
for all 0 ≤ t1 < t2 ≤ T with some N0 ≥ 0 and N1 ≥ 0, then
y(t) ≤ max{y0, ζ¯}+N0 <∞ on [0, T ],
where ζ¯ is a constant such that
g(ζ) ≤ −N1, for ζ ≥ ζ¯.
Appendix B (Local classical solution) Assume that the initial data (ρ0, u0, θ0) satisfies
ρ0 ≥ 0, θ0 ≥ 0, in R3, ρ0 ∈ H2 ∩W 2,q, u0 ∈ D2 ∩D10, θ0 ∈ D2 ∩D10 , (7.1)
for some q ∈ (3, 6), and the compatibility conditions{
µ∆u0 + (µ+ λ)∇divu0 −∇P (ρ0, θ0) = √ρ0g1,
κ∆θ0 +
µ
2 |∇u0 + (∇u0)′|2 + λ(divu0)2 =
√
ρ0g2, x ∈ R3,
(7.2)
for some gi ∈ L2, i = 1, 2. Then there exist a positive constant T0 > 0 and a unique classical
solution (ρ, u, θ) in R3 × [0, T0] such that
ρ ∈ C([0, T0];H2 ∩W 2,q), ρt ∈ C([0, T0];H1), ρ ≥ 0, θ ≥ 0 in R3 × [0, T0],
(u, θ) ∈ C([0, T0];D2 ∩D10) ∩ L2([0, T0];D3), (ut, θt) ∈ L2([0, T0];D10),
(
√
ρut,
√
ρθt) ∈ L∞([0, T0];L2),
√
t
√
ρutt ∈ L2([0, T0];L2), t√ρutt ∈ L∞([0, T0];L2),√
tu ∈ L∞([0, T0];D3),
√
tut ∈ L∞([0, T0];D10) ∩ L2([0, T0];D2),
tu ∈ L∞([0, T0];D3,q), tut ∈ L∞([0, T0];D2), tutt ∈ L2([0, T0];D10),
tθ ∈ L∞([0, T0];D3) ∩ L2([0, T0];D4), tθt ∈ L∞([0, T0];D10) ∩ L2([0, T0];D2),
t
3
2 θ ∈ L∞([0, T0];D4), t
3
2 θt ∈ L∞([0, T0];D2), t√ρθtt ∈ L2([0, T0];L2),
t
3
2
√
ρθtt ∈ L∞([0, T0];L2), t
3
2 θtt ∈ L2([0, T0];D10).
(7.3)
Proof of Appendix B:
Using some arguments similar to [3, 4], we can construct a sequence of approximate
classical solutions (ρk, uk, θk) to (2.1)-(2.3) satisfying

ρkt +∇ · (ρkuk−1) = 0,
ρkukt + ρ
kuk−1 · ∇uk +∇P (ρk, θk) = µ∆uk + (µ+ λ)∇divuk,
ρkθkt + ρ
kuk−1 · ∇θk + ρkθkdivuk−1
=
µ
2
∣∣∣∇uk−1 + (∇uk−1)′∣∣∣2 + λ(divuk−1)2 + κ∆θk,
(7.4)
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with initial conditions
(ρk, uk, θk)|t=0 = (ρδ0, u0, θ0), x ∈ R3, (7.5)
and
(ρk, uk, θk)→ (δ, 0, 0) as |x| → ∞, for t ≥ 0, (7.6)
where ρδ0 = ρ0 + δ for δ ∈ (0, 1), and k ≥ 1. Here we take (u0, θ0) = (u0, θ0).
From the compatibility condition (7.2), we obtain
µ∆u0 + (µ+ λ)∇divu0 −∇P (ρ
δ
0, θ0) =
√
ρδ0g
δ
1,
κ∆θ0 +
µ
2 |∇u0 + (∇u0)′|2 + λ(divu0)2 =
√
ρδ0g
δ
2,
(7.7)
where
gδ1 =
(
ρ0
ρδ0
) 1
2
g1 − δ√
ρδ0
∇θ0, and gδ2 =
(
ρ0
ρδ0
) 1
2
g2.
It is easy to verify
‖gδ1‖L2 ≤ ‖g1‖L2 +
√
δ‖∇θ0‖L2 , and ‖gδ2‖L2 ≤ ‖g2‖L2 . (7.8)
Step 1: Some estimates.
From [4] together with (7.4)-(7.8), we get the following lemma.
Lemma 7.1 Under the condition of (7.1), (7.7) and (7.8), there exists a constant T0 ∈ (0, 1)
independent of k and δ, such that
ρk > 0, ‖ρk(·, t)‖L∞ + ‖ρk(·, t) − δ‖H1∩W 1,q + ‖ρkt (·, t)‖L2∩Lq ≤ Cˇ, (7.9)
‖uk(·, t)‖L∞ + ‖∇uk(·, t)‖H1 + ‖∇θk(·, t)‖H1 + ‖∇2uk‖L2([0,t];Lq)
+ ‖∇2θk‖L2([0,t];Lq) ≤ Cˇ,
(7.10)
‖∇ukt ‖L2([0,t];L2) + ‖∇θkt ‖L2([0,t];L2) + ‖
√
ρkukt (·, t)‖L2 + ‖
√
ρkθkt (·, t)‖L2 ≤ Cˇ, (7.11)
for any k ≥ 1 and a.e. t ∈ [0, T0], where Cˇ is independent of k, δ and t. Furthermore,
θk ≥ 0 .2
Based on Lemma 7.13, we derive the next lemma by using some arguments similar to Lemmas
6.2, 6.4 and 6.6, and Corollaries 6.3 and 6.5.
Lemma 7.2 Under the condition of (7.1), (7.7) and (7.8), it holds that

√
t‖∇uk(·, t)‖H2 +
√
t‖∇ukt (·, t)‖L2 + ‖ρkt (·, t)‖H1 + ‖ρk(·, t)− δ‖H2∩W 2,q ≤ Cˇ,∫ T0
0
(
‖ρktt‖2L2 + ‖∇uk‖2H2 + t‖
√
ρkuktt‖2L2 + t‖∇2ukt ‖2L2 + ‖∇θk‖2H2
)
(·, t)dt ≤ Cˇ,
(7.12)
for any k ≥ 1 and a.e. t ∈ [0, T0].
2This can be obtained by using (7.4)3 and the maximal principle for the parabolic equation.
3It is similar to Lemma 6.1.
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We need some higher order estimates for (ρk, uk, θk) which are included in the following
lemmas.
Lemma 7.3 Under the condition of (7.1), (7.7) and (7.8), it holds that∫
R3
t2
(
|∇θkt |2 + ρk|uktt|2
)
+
∫ T0
0
∫
R3
t2
(
ρk|θktt|2 + |∇uktt|2
)
≤ Cˇ, (7.13)
for any k ≥ 1 and a.e. t ∈ [0, T0].
Proof. Differentiating (7.4)2 w.r.t. t two times, we have
ρkukttt + 2ρ
k
t u
k
tt + ρ
k
ttu
k
t + ρ
k
ttu
k−1 · ∇uk + 2ρkt uk−1t · ∇uk + 2ρkt uk−1 · ∇ukt+
ρkuk−1tt · ∇uk + 2ρkuk−1t · ∇ukt + ρkuk−1 · ∇uktt +∇P ktt = µ∆uktt + (µ + λ)∇divuktt.
(7.14)
Multiplying (7.14) by uktt, integrating by parts over R
3, and using (7.4)1, we have
1
2
d
dt
∫
R3
ρk|uktt|2 +
∫
R3
(
µ|∇uktt|2 + (µ + λ)|divuktt|2
)
=− 2
∫
R3
ρkt |uktt|2 −
∫
R3
ρkttu
k
t · uktt −
∫
R3
ρkttu
k−1 · ∇uk · uktt − 2
∫
R3
ρkt u
k−1
t · ∇uk · uktt
− 2
∫
R3
ρkt u
k−1 · ∇ukt · uktt −
∫
R3
ρkuk−1tt · ∇uk · uktt − 2
∫
R3
ρkuk−1t · ∇ukt · uktt
+
∫
R3
P kttdivu
k
tt =
8∑
i=1
V IIi.
(7.15)
For V II1, using (7.4)1 and integration by parts again, together with the Cauchy inequality,
(7.9) and (7.10), we have
V II1 =− 4
∫
R3
ρkuk−1 · ∇uktt · uktt ≤
µ
16
∫
R3
|∇uktt|2 + Cˇ
∫
R3
ρk|uktt|2. (7.16)
For V II2, we have
V II2 =−
∫
R3
(ρkuk−1)t · ∇(ukt · uktt)
≤‖ρkt ‖L3‖uk−1‖L∞‖∇ukt ‖L2‖uktt‖L6 + ‖ρkt ‖L3‖uk−1‖L∞‖ukt ‖L6‖∇uktt‖L2
+ ‖
√
ρk‖L∞‖uk−1t ‖L6‖∇ukt ‖L3‖
√
ρkuktt‖L2 + ‖ρkukt ‖L3‖uk−1t ‖L6‖∇uktt‖L2
≤ µ
16
∫
R3
|∇uktt|2 + Cˇ‖∇ukt ‖2L2 + Cˇ‖∇uk−1t ‖2L2‖∇ukt ‖L2‖∇ukt ‖L6
+ Cˇ‖
√
ρkuktt‖2L2 + Cˇ‖ρkukt ‖L2‖ρkukt ‖L6‖∇uk−1t ‖2L2
≤ µ
16
∫
R3
|∇uktt|2 + Cˇ‖∇ukt ‖4L2 + Cˇ‖∇uk−1t ‖4L2 + Cˇ‖∇ukt ‖2L2‖∇2ukt ‖2L2
+ Cˇ‖
√
ρkuktt‖2L2 + Cˇ,
(7.17)
where we have used (7.4)1, integration by parts, the Ho¨lder inequality, the Cauchy inequality,
the Sobolev inequality, the Gagliardo-Nirenberg inequality, (7.9), (7.10) and (7.11).
Similarly, we have
V II3 + V II4 + V II5
≤Cˇ‖ρktt‖L2‖uk−1‖L∞‖∇uk‖L3‖uktt‖L6 + Cˇ‖ρkt ‖L2‖uk−1t ‖L6‖∇uk‖L6‖uktt‖L6
+ Cˇ‖ρkt ‖L2‖uk−1‖L6‖∇ukt ‖L6‖uktt‖L6
≤3µ
16
∫
R3
|∇uktt|2 + Cˇ‖ρktt‖2L2 + Cˇ‖∇uk−1t ‖2L2 + Cˇ‖∇2ukt ‖2L2 ,
(7.18)
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and
V II6 + V II7 ≤Cˇ‖ρkuktt‖L2‖uk−1tt ‖L6‖∇uk‖L3 + Cˇ‖ρkuktt‖L2‖uk−1t ‖L6‖∇ukt ‖L3
≤µ
8
∫
R3
|∇uk−1tt |2 + Cˇ‖
√
ρkuktt‖2L2 + Cˇ‖∇uk−1t ‖2L2‖∇ukt ‖L2‖∇2ukt ‖L2
≤µ
8
∫
R3
|∇uk−1tt |2 + Cˇ‖
√
ρkuktt‖2L2 + Cˇ‖∇uk−1t ‖4L2 + Cˇ‖∇ukt ‖2L2‖∇2ukt ‖2L2 ,
(7.19)
and
V II8 ≤ µ
16
∫
R3
|∇uktt|2 + Cˇ
∫
R3
|ρkttθk + 2ρkt θkt + ρkθktt|2
≤ µ
16
∫
R3
|∇uktt|2 + Cˇ
∫
R3
|ρktt|2 + Cˇ‖ρkt ‖2L3‖θkt ‖2L6 + Cˇ
∫
R3
ρk|θktt|2
≤ µ
16
∫
R3
|∇uktt|2 + Cˇ
∫
R3
|ρktt|2 + Cˇ
∫
R3
|∇θkt |2 + Cˇ
∫
R3
ρk|θktt|2.
(7.20)
Substituting (7.16), (7.17), (7.18), (7.19) and (7.20) into (7.15), and multiplying the result
by t2, we have
1
2
d
dt
∫
R3
t2ρk|uktt|2 +
5
8
∫
R3
t2
(
µ|∇uktt|2 + (µ+ λ)|divuktt|2
)
≤
∫
R3
tρk|uktt|2 +
µ
8
∫
R3
t2|∇uk−1tt |2 + Cˇ
∫
R3
t2ρk|uktt|2 + Cˇt2‖∇ukt ‖4L2
+ Cˇt2‖∇uk−1t ‖4L2 + Cˇt2‖ρktt‖2L2 + Cˇt2‖∇2ukt ‖2L2 + Cˇt2‖∇ukt ‖2L2‖∇2ukt ‖2L2
+ Cˇ
∫
R3
t2|∇θkt |2 + Cˇ
∫
R3
t2ρk|θktt|2 + Cˇ.
(7.21)
Integrating (7.21) over [0, t] for t ∈ [0, T0], and using (7.11) and (7.12), for any given N ∈ Z+,
we have
max
1≤k≤N
∫
R3
t2ρk|uktt|2 + max
1≤k≤N
µ
∫ t
0
∫
R3
s2|∇ukss|2 ≤ Cˇ max
1≤k≤N
∫ t
0
∫
R3
s2ρk|θkss|2 + Cˇ. (7.22)
Differentiating (7.4)3 w.r.t. t, we have
ρkθktt + ρ
k
t θ
k
t + ρ
k
t u
k−1 · ∇θk + ρkuk−1t · ∇θk + ρkuk−1 · ∇θkt + ρkt θkdivuk−1
+ ρkθkt divu
k−1 + ρkθkdivuk−1t = µ
(
∇uk−1 + (∇uk−1)′
)
:
(
∇uk−1t + (∇uk−1t )′
)
+ 2λdivuk−1divuk−1t + κ∆θ
k
t .
(7.23)
Multiplying (7.23) by θktt, and integrating by parts over R
3, we have∫
R3
ρk|θktt|2 +
κ
2
d
dt
∫
R3
|∇θkt |2
=−
∫
R3
ρkt θ
k
t θ
k
tt −
∫
R3
ρkt u
k−1 · ∇θkθktt −
∫
R3
ρkuk−1t · ∇θkθktt −
∫
R3
ρkuk−1 · ∇θkt θktt
−
∫
R3
ρkt θ
kdivuk−1θktt −
∫
R3
ρkθkt divu
k−1θktt −
∫
R3
ρkθkdivuk−1t θ
k
tt
+ µ
∫
R3
(
∇uk−1 + (∇uk−1)′
)
:
(
∇uk−1t + (∇uk−1t )′
)
θktt + 2λ
∫
R3
divuk−1divuk−1t θ
k
tt
=
9∑
i=1
V IIIi.
(7.24)
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For V III1 and V III2, similar to (6.19), we have
V III1 =− 1
2
d
dt
∫
R3
ρkt |θkt |2 +
∫
R3
(ρkuk−1)t · ∇θkt θkt
≤− 1
2
d
dt
∫
R3
ρkt |θkt |2 + ‖ρkt ‖L3‖uk−1‖L∞‖∇θkt ‖L2‖θkt ‖L6
+ ‖
√
ρk‖L∞‖uk−1t ‖L∞‖∇θkt ‖L2‖
√
ρkθkt ‖L2
≤− 1
2
d
dt
∫
R3
ρkt |θkt |2 + Cˇ‖∇θkt ‖2L2 + Cˇ‖∇uk−1t ‖2L2 + Cˇ‖∇2uk−1t ‖2L2 ,
(7.25)
and
V III2 =− d
dt
∫
R3
ρkt u
k−1 · ∇θkθkt +
∫
R3
ρkttu
k−1 · ∇θkθkt +
∫
R3
ρkt u
k−1
t · ∇θkθkt
+
∫
R3
ρkt u
k−1 · ∇θkt θkt
≤− d
dt
∫
R3
ρkt u
k−1 · ∇θkθkt + ‖ρktt‖L2‖uk−1‖L∞‖∇θk‖L3‖θkt ‖L6
+ ‖ρkt ‖L2‖uk−1t ‖L6‖∇θk‖L6‖θkt ‖L6 + ‖ρkt ‖L6‖uk−1‖L6‖∇θkt ‖L2‖θkt ‖L6
≤− d
dt
∫
R3
ρkt u
k−1 · ∇θkθkt + Cˇ‖ρktt‖2L2 + Cˇ‖∇θkt ‖2L2 + Cˇ‖∇uk−1t ‖2L2 .
(7.26)
Similarly, for the rest terms of the right side of (7.24), we have
V III3 + V III4 + V III6 + V III7
≤‖
√
ρk‖L∞‖
√
ρkθktt‖L2
(
‖uk−1t ‖L6‖∇θk‖L3 + ‖uk−1‖L∞‖∇θkt ‖L2
)
+ ‖
√
ρk‖L∞‖
√
ρkθktt‖L2
(
‖θkt ‖L6‖divuk−1‖L3 + ‖θk‖L∞‖divuk−1t ‖L2
)
≤1
2
‖
√
ρkθktt‖2L2 + Cˇ‖∇uk−1t ‖2L2 + Cˇ‖∇θkt ‖2L2 ,
(7.27)
and
V III5 =− d
dt
∫
R3
ρkt θ
kdivuk−1θkt +
∫
R3
ρkttθ
kdivuk−1θkt +
∫
R3
ρkt |θkt |2divuk−1
+
∫
R3
ρkt θ
kdivuk−1t θ
k
t
≤− d
dt
∫
R3
ρkt θ
kdivuk−1θkt + ‖ρktt‖L2‖θk‖L∞‖divuk−1‖L3‖θkt ‖L6
+ ‖ρkt ‖L2‖θkt ‖2L6‖divuk−1‖L6 + ‖ρkt ‖L3‖θk‖L∞‖divuk−1t ‖L2‖θkt ‖L6
≤− d
dt
∫
R3
ρkt θ
kdivuk−1θkt + Cˇ‖ρktt‖2L2 + Cˇ‖∇θkt ‖2L2 + ‖∇uk−1t ‖2L2 ,
(7.28)
and
V III8 ≤µ d
dt
∫
R3
(
∇uk−1 + (∇uk−1)′
)
:
(
∇uk−1t + (∇uk−1t )′
)
θkt
+ Cˇ‖∇uk−1‖L3‖∇uk−1tt ‖L2‖θkt ‖L6 + Cˇ‖∇uk−1t ‖L2‖∇uk−1t ‖L3‖θkt ‖L6
≤µ d
dt
∫
R3
(
∇uk−1 + (∇uk−1)′
)
:
(
∇uk−1t + (∇uk−1t )′
)
θkt
+ Cˇ‖∇uk−1tt ‖L2‖∇θkt ‖L2 + Cˇ‖∇uk−1t ‖L2
(
‖∇uk−1t ‖L2 + ‖∇2uk−1t ‖L2
)
‖∇θkt ‖L2 ,
(7.29)
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and
V III9 ≤2λ d
dt
∫
R3
divuk−1divuk−1t θ
k
t + Cˇ‖∇uk−1tt ‖L2‖∇θkt ‖L2
+ Cˇ‖∇uk−1t ‖L2
(
‖∇uk−1t ‖L2 + ‖∇2uk−1t ‖L2
)
‖∇θkt ‖L2 .
(7.30)
Substituting (7.25), (7.26), (7.27), (7.28), (7.29) and (7.30) into (7.24), and multiplying the
result by t2, we have
1
2
∫
R3
t2ρk|θktt|2 +
κ
2
d
dt
∫
R3
t2|∇θkt |2
≤κ
∫
R3
t|∇θkt |2 −
1
2
d
dt
∫
R3
t2ρkt |θkt |2 +
∫
R3
tρkt |θkt |2 −
d
dt
∫
R3
t2ρkt u
k−1 · ∇θkθkt
+ 2
∫
R3
tρkt u
k−1 · ∇θkθkt −
d
dt
∫
R3
t2ρkt θ
kdivuk−1θkt + 2
∫
R3
tρkt θ
kdivuk−1θkt
+ µ
d
dt
∫
R3
t2
(
∇uk−1 + (∇uk−1)′
)
:
(
∇uk−1t + (∇uk−1t )′
)
θkt
− 2µ
∫
R3
t
(
∇uk−1 + (∇uk−1)′
)
:
(
∇uk−1t + (∇uk−1t )′
)
θkt
+ 2λ
d
dt
∫
R3
t2divuk−1divuk−1t θ
k
t − 4λ
∫
R3
tdivuk−1divuk−1t θ
k
t
+ Cˇ‖ρktt‖2L2 + Cˇt2‖∇uk−1tt ‖L2‖∇θkt ‖L2 + Cˇt‖∇2uk−1t ‖2L2 + Cˇ,
(7.31)
where we have used (7.12), (7.13) and the Cauchy inequality.
Integrating (7.31) over [0, t] for t ∈ [0, T0], and using (7.4)1, integration by parts, the
Ho¨lder inequality, (7.9), (7.10), (7.11), (7.12) and the Cauchy inequality, we have
1
2
∫ t
0
∫
R3
s2ρk|θkss|2 +
κ
2
∫
R3
t2|∇θkt |2
≤t2‖
√
ρk‖L∞‖
√
ρkθkt ‖L2‖uk−1‖L∞‖∇θkt ‖L2 + t2‖ρkt ‖L2‖uk−1‖L∞‖∇θk‖L3‖θkt ‖L6
+ t2‖ρkt ‖L2‖θk‖L∞‖divuk−1‖L3‖θkt ‖L6 + 4µt2‖∇uk−1‖L3‖∇uk−1t ‖L2‖θkt ‖L6
+ 2λt2‖divuk−1‖L3‖divuk−1t ‖L2‖θkt ‖L6 + Cˇ
∫ t
0
s2‖∇uk−1ss ‖L2‖∇θks‖L2 + Cˇ
≤κ
4
∫
R3
t2|∇θkt |2 +
ǫ
4
∫ t
0
s2‖∇uk−1ss ‖2L2 + Cˇǫ,
for ǫ > 0 to be decided later. This gives
max
1≤k≤N
∫ t
0
∫
R3
s2ρk|θkss|2 + max
1≤k≤N
κ
∫
R3
t2|∇θkt |2 ≤ ǫ max
1≤k≤N
∫ t
0
s2‖∇ukss‖2L2 + Cˇǫ, (7.32)
for any given N ∈ Z+.
Multiplying (7.32) by 2Cˇ, putting the result into (7.22), and taking ǫ > 0 sufficiently
small, we get
∫ t
0
∫
R3
s2
(
ρk|θkss|2 + |∇ukss|2
)
+
∫
R3
t2
(
|∇θkt |2 + ρk|uktt|2
)
≤ Cˇ, (7.33)
for any k ∈ [1, N ] and a.e. t ∈ [0, T0]. Since N is arbitrary, (7.33) implies (7.13). ✷
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Corollary 7.4 Under the condition of (7.1), (7.7) and (7.8), it holds that

t‖∇2ukt (·, t)‖L2 + t‖∇3θk(·, t)‖L2 + t‖∇3uk(·, t)‖Lq ≤ Cˇ,∫ T0
0
t2
(
‖∇2θkt ‖2L2 + ‖∇4θk‖2L2
)
≤ Cˇ,
(7.34)
for any k ≥ 1 and a.e. t ∈ [0, T0].
Proof. Similar to (6.26), (6.32), (6.33) and (6.35), together with (7.12) and (7.13), we have
t‖∇2ukt (·, t)‖L2 ≤Cˇt‖
√
ρkuktt‖L2 + Cˇt‖∇ukt ‖L2 + Cˇt‖∇uk−1t ‖L2 + Cˇt‖∇θkt ‖L2 + Cˇ
≤Cˇ,
(7.35)
and
t‖∇3θk(·, t)‖L2 ≤ Cˇt‖∇θkt ‖L2 + Cˇt‖∇3uk−1‖L2 + Cˇ ≤ Cˇ, (7.36)
and
t‖∇3uk(·, t)‖Lq ≤Cˇt1−
2q
q+6 + Cˇt2‖∇2ukt ‖2L2 + Cˇt‖∇ukt ‖L2 + Cˇt‖∇3uk‖L2
+ Cˇt‖∇3θk‖L2 + Cˇ ≤ Cˇ.
(7.37)
By (7.23) and the H2-estimates for the elliptic equation, together with the Ho¨lder inequality,
the Sobolev inequality, (7.9), (7.10) and (7.11), we have
‖∇2θkt (·, t)‖L2 ≤Cˇ‖ρkθktt‖L2 + Cˇ‖ρkt ‖L3‖θkt ‖L6 + Cˇ‖ρkt ‖L3‖uk−1‖L∞‖∇θk‖L6
+ Cˇ‖ρk‖L∞‖uk−1t ‖L6‖∇θk‖L3 + Cˇ‖ρk‖L∞‖uk−1‖L∞‖∇θkt ‖L2
+ Cˇ‖ρkt ‖L3‖θk‖L∞‖∇uk−1‖L6 + Cˇ‖ρk‖L∞‖θkt ‖L6‖∇uk−1‖L3
+ Cˇ‖ρk‖L∞‖θk‖L∞‖∇uk−1t ‖L2 + Cˇ‖∇uk−1‖L3‖∇uk−1t ‖L6
≤Cˇ‖
√
ρkθktt‖L2 + Cˇ‖∇θkt ‖L2 + Cˇ‖∇uk−1t ‖L2 + Cˇ‖∇2uk−1t ‖L2 + Cˇ,
(7.38)
which together with (7.12) and (7.13) deduces∫ T0
0
t2‖∇2θkt ‖2L2 ≤ Cˇ. (7.39)
Using (7.4)3 and the elliptic estimates, together with the Ho¨lder inequality, the Sobolev
inequality, (7.9), (7.10), (7.11) and (7.12), we have
‖∇4θk‖L2 ≤Cˇ‖∇2ρkθkt ‖L2 + Cˇ‖∇ρk∇θkt ‖L2 + Cˇ‖ρk∇2θkt ‖L2 + Cˇ‖∇∇ρkuk−1 · ∇θk‖L2
+ Cˇ‖∇ρk∇uk−1 · ∇θk‖L2 + Cˇ‖∇ρkuk−1 · ∇∇θk‖L2 + Cˇ‖ρk∇∇uk−1 · ∇θk‖L2
+ Cˇ‖ρk∇uk−1 · ∇∇θk‖L2 + Cˇ‖ρkuk−1 · ∇∇2θk‖L2 + Cˇ‖∇2ρkθkdivuk−1‖L2
+ Cˇ‖∇ρk∇θkdivuk−1‖L2 + Cˇ‖∇ρkθk∇divuk−1‖L2 + Cˇ‖ρk∇2θkdivuk−1‖L2
+ Cˇ‖ρk∇θk∇divuk−1‖L2 + Cˇ‖ρkθk∇2divuk−1‖L2 + Cˇ‖∇2uk−1∇2uk−1‖L2
+ Cˇ‖∇uk−1∇3uk−1‖L2
≤Cˇ‖∇θkt ‖L2 + Cˇ‖∇2θkt ‖L2 + Cˇ‖∇3θk‖L2 + Cˇ‖∇uk−1‖2H2 + Cˇ,
(7.40)
which together with (7.12), (7.13), (7.36), (7.39) deduces∫ T0
0
t2‖∇4θk‖2L2 ≤ Cˇ.
The proof of Corollary 7.4 is complete. ✷
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Lemma 7.5 Under the condition of (7.1), (7.7) and (7.8), it holds that∫
R3
t3ρk|θktt|2 +
∫ T0
0
∫
R3
t3|∇θktt|2 ≤ Cˇ, (7.41)
for any k ≥ 1 and a.e. t ∈ [0, T0].
Proof. Differentiating (7.23) w.r.t. t, multiplying the result by θktt, and integrating by parts
over R3, we have
1
2
d
dt
∫
R3
ρk|θktt|2 + κ
∫
R3
|∇θktt|2
= −2
∫
R3
ρkt |θktt|2 −
∫
R3
ρkttθ
k
t θ
k
tt −
∫
R3
ρkttu
k−1 · ∇θkθktt − 2
∫
R3
ρkt u
k−1
t · ∇θkθktt
− 2
∫
R3
ρkt u
k−1 · ∇θkt θktt −
∫
R3
ρkuk−1tt · ∇θkθktt − 2
∫
R3
ρkuk−1t · ∇θkt θktt
−
∫
R3
ρkttθ
kdivuk−1θktt − 2
∫
R3
ρkt θ
k
t divu
k−1θktt − 2
∫
R3
ρkt θ
kdivuk−1t θ
k
tt
−
∫
R3
ρkθkttdivu
k−1θktt − 2
∫
R3
ρkθkt divu
k−1
t θ
k
tt −
∫
R3
ρkθkdivuk−1tt θ
k
tt
+ µ
∫
R3
(
∇uk−1 + (∇uk−1)′
)
:
(
∇uk−1tt + (∇uk−1tt )′
)
θktt
+ µ
∫
R3
∣∣∣∇uk−1t + (∇uk−1t )′∣∣∣2 θktt + 2λ
∫
R3
divuk−1divuk−1tt θ
k
tt + 2λ
∫
R3
|divuk−1t |2θktt
=
17∑
i=1
V IVi.
(7.42)
From (7.16), (7.17), (7.18) and (7.19) with uk replaced by θk, we obtain
V IV1 ≤ κ
12
∫
R3
|∇θktt|2 + Cˇ
∫
R3
ρk|θktt|2, (7.43)
and
V IV2 ≤ κ
12
∫
R3
|∇θktt|2 + Cˇ‖∇θkt ‖2L2 + Cˇ‖∇uk−1t ‖2L2‖∇θkt ‖L2‖∇2θkt ‖L2
+ Cˇ‖
√
ρkθktt‖2L2 + Cˇ‖∇uk−1t ‖4L2 ,
(7.44)
and
V IV3 + V IV4 + V IV5 ≤ κ
12
∫
R3
|∇θktt|2 + Cˇ‖ρktt‖2L2 + Cˇ‖∇uk−1t ‖2L2 + Cˇ‖∇2θkt ‖2L2 , (7.45)
and
V IV6 + V IV7 ≤Cˇ
∫
R3
|∇uk−1tt |2 + Cˇ‖
√
ρkθktt‖2L2 + Cˇ‖∇uk−1t ‖2L2‖∇θkt ‖L2‖∇2θkt ‖L2 . (7.46)
Similarly, we have
V IV8 + V IV9 + V IV10
≤‖ρktt‖L2‖θk‖L∞‖divuk−1‖L3‖θktt‖L6 + 2‖ρkt ‖L2‖θkt ‖L6‖divuk−1‖L6‖θktt‖L6
+ 2‖ρkt ‖L2‖θk‖L6‖divuk−1t ‖L6‖θktt‖L6
≤ κ
12
∫
R3
|∇θktt|2 + Cˇ‖ρktt‖2L2 + Cˇ‖∇θkt ‖2L2 + Cˇ‖∇2uk−1t ‖2L2 ,
(7.47)
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and
V IV11 + V IV12 + V IV13
≤‖
√
ρk‖L∞‖
√
ρkθktt‖L2‖divuk−1‖L3‖θktt‖L6 + 2‖ρkθkt ‖L3‖divuk−1t ‖L2‖θktt‖L6
+ ‖
√
ρk‖L∞‖
√
ρkθktt‖L2‖θk‖L∞‖divuk−1tt ‖L2
≤Cˇ‖
√
ρkθktt‖L2‖∇θktt‖L2 + Cˇ‖ρkθkt ‖
1
2
L2
‖ρkθkt ‖
1
2
L6
‖divuk−1t ‖L2‖∇θktt‖L2
+ Cˇ‖
√
ρkθktt‖L2‖divuk−1tt ‖L2
≤ κ
12
∫
R3
|∇θktt|2 + Cˇ‖
√
ρkθktt‖2L2 + Cˇ‖∇θkt ‖L2‖∇uk−1t ‖2L2 + Cˇ‖∇uk−1tt ‖2L2 ,
(7.48)
and
V IV14 + V IV15 + V IV16 + V IV17
≤Cˇ‖∇uk−1‖L3‖∇uk−1tt ‖L2‖θktt‖L6 + Cˇ‖∇uk−1t ‖L2‖∇uk−1t ‖L3‖θktt‖L6
≤ κ
12
∫
R3
|∇θktt|2 + Cˇ‖∇uk−1tt ‖2L2 + Cˇ‖∇uk−1t ‖2L2‖∇uk−1t ‖L2‖∇2uk−1t ‖L2 .
(7.49)
Substituting (7.43), (7.44), (7.45), (7.46), (7.47), (7.48) and (7.49) into (7.42), and using the
Cauchy inequality, we have
1
2
d
dt
∫
R3
ρk|θktt|2 +
κ
2
∫
R3
|∇θktt|2
≤Cˇ‖∇θkt ‖2L2 + Cˇ‖∇uk−1t ‖4L2 + Cˇ‖∇uk−1t ‖2L2‖∇θkt ‖L2‖∇2θkt ‖L2
+ Cˇ‖ρktt‖2L2 + Cˇ‖∇2θkt ‖2L2 + Cˇ‖
√
ρkθktt‖2L2 + Cˇ‖∇uk−1tt ‖2L2
+ Cˇ‖∇2uk−1t ‖4L2 + Cˇ.
(7.50)
Multiplying (7.50) by t3, integrating the result over [0, t] for t ∈ [0, T0], and using (7.12),
(7.13), (7.34), we have ∫
R3
t3ρk|θktt|2 +
∫ T0
0
∫
R3
t3|∇θktt|2 ≤ Cˇ.
The proof of Lemma 7.5 is complete. ✷
Corollary 7.6 Under the condition of (7.1), (7.7) and (7.8), it holds that
t3‖∇2θkt (·, t)‖2L2 + t3‖∇4θk(·, t)‖2L2 ≤ Cˇ, (7.51)
for any k ≥ 1 and a.e. t ∈ [0, T0].
Proof. It follows from (7.38), (7.12), (7.13), (7.34), (7.41) that
t
3
2 ‖∇2θkt (·, t)‖L2 ≤Cˇt
3
2‖
√
ρkθktt(·, t)‖L2 + Cˇt
3
2‖∇θkt (·, t)‖L2
+ Cˇt
3
2‖∇uk−1t (·, t)‖L2 + Cˇt
3
2 ‖∇2uk−1t (·, t)‖L2 + Cˇ
≤Cˇ.
(7.52)
By (7.40), (7.12), (7.13), (7.34) and (7.52), we have
t
3
2 ‖∇4θk(·, t)‖L2 ≤Cˇt
3
2‖∇θkt (·, t)‖L2 + Cˇt
3
2 ‖∇2θkt (·, t)‖L2
+ Cˇt
3
2‖∇3θk(·, t)‖L2 + Cˇt
3
2‖∇uk−1(·, t)‖2H2 + Cˇ
≤Cˇ.
(7.53)
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✷Step 2: Completion of proof of Appendix B.
Using some arguments similar to [4], we obtain that the full sequence (ρk, uk, θk) converges
to a limit (ρδ, uδ , θδ) for any given δ ∈ (0, 1) in the following strong sense:{
ρk → ρδ in L∞([0, T0];L2), as k →∞,
(uk, θk)→ (uδ, θδ) in L2([0, T0];D10), as k →∞,
and (ρδ, uδ, θδ) is the unique solution to (2.1)-(2.2) with initial data replaced by (ρδ0, u0, θ0),
where ρδ > 0 and θδ ≥ 0. With Lemmas 7.1, 7.2, 7.3 and 7.5, and Corollaries 7.4 and 7.6,
and the lower semi-continuity of the norms, we have
‖ρδ(·, t) − δ‖H2∩W 2,q + ‖ρδt (·, t)‖H1 + ‖∇uδ(·, t)‖H1+
‖∇θδ(·, t)‖H1 + ‖∇3uδ‖L2([0,t];L2) + ‖∇3θδ‖L2([0,t];L2) ≤ Cˇ,
(7.54)
‖
√
ρδuδt (·, t)‖L2 + ‖
√
ρδθδt (·, t)‖L2 + ‖∇uδt‖L2([0,t];L2)+
‖∇θδt ‖L2([0,t];L2) ≤ Cˇ,
(7.55)
√
t‖∇uδ(·, t)‖H2 +
√
t‖∇uδt (·, t)‖L2 +
∫ T0
0
(
t‖
√
ρδuδtt‖2L2 + t‖∇2uδt‖2L2
)
dt ≤ Cˇ, (7.56)
t‖∇2uδt (·, t)‖L2 + t‖∇3θδ(·, t)‖L2 + t‖∇3uδ(·, t)‖Lq + t‖∇θδt (·, t)‖L2 + t‖
√
ρδuδtt(·, t)‖L2
+
∫ T0
0
t2
(
‖∇2θδt ‖2L2 + ‖∇4θδ‖2L2 + ‖
√
ρδθδtt‖2L2 + ‖∇uδtt‖2L2
)
dt ≤ Cˇ,
(7.57)
and
t3‖∇2θδt (·, t)‖2L2 + t3‖∇4θδ(·, t)‖2L2 + t3‖
√
ρδθδtt‖2L2 +
∫ T0
0
∫
R3
t3|∇θδtt|2 dx dt ≤ Cˇ. (7.58)
By (7.54), (7.55), (7.56), (7.57), (7.58), we pass (ρδ, uδ, θδ) to a limit (ρ, u, θ) (take subse-
quence if necessary) which is the unique solution to (2.1)-(2.3). By the lower semi-continuity
of the norms and some arguments which are concerned with the time-continuity of the solu-
tions as in [3, 4] and references therein, we get (7.3).
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