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Abst rac t - -An  orthogonal spline collocation semidiscretization, previously applied in the numer- 
ical solution of the cubic Schr6dinger quation, is extended to the solution of Sc~hr6dinger equations 
which possess general power nonlinearities and nonlinear terms that contain derivatives. The accu- 
racy of the method is examined, as well as its ability to conserve approximations to certain invariants 
associated with the theoretical solution. The results of numerical experiments are presented in which 
the integration in time is performed using a routine from a software library. Particular attention is 
paid to the value and limitations of conservation as an indicator of accuracy. 
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1. INTRODUCTION 
The cubic SchrSdinger equation (CSE) 
iut + u== + q[ut2u = O, 
which has application in nonlinear optics [1], has been the subject of considerable xamination 
in the numerical analysis literature. Most of the methods applied to the solution of the CSE 
have been finite difference or finite element Galerkin methods. More recently, spline collocation 
methods have been used for the spatial discretization of the CSE: a nodal collocation method in [2] 
and an orthogonal spline collocation method in [3]. Spline collocation methods have, in fact, been 
extensively employed for the numerical solution of differential equations [4]. Since orthogonal 
spline collocation involves collocation at Gaussian quadrature points instead of at the nodes, 
problems may be solved in which certain smoothness properties at the nodes may not hold. For 
example, in [5], the orthogonal spline collocation method was applied to the solution of the two- 
dimensional parabolic equation of Tappert [6], which has application to problems in underwater 
acoustics. In this case, continuity of uz at certain nodes is replaced by interface conditions of 
the form ztz(xf, t) = 6ju=(x~, t), where 6j is a constant depending on the ocean media on either 
side of the interface at xj. The use in [5] of a local representation of the approximate solution 
allowed for such interface conditions to be incorporated as easily as continuity conditions could 
be. An analysis in [3] showed that no decrease in the order of accuracy of the method results 
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from extending the method to such a more general situation. This illustrates the flexibility and 
wide applicability of the method, an added asset which complements its well-known efficiency 
and ease of implementation. 
While the CSE has been examined in numerous numerical studies, many of which are cited 
in [3], less attention has been paid to more general SchrSdinger equations of which the CSE is a 
special case. We now consider the extension of the method in [3] to the solution of such equations. 
Some numerical experiments involving these equations were presented and several theoretical 
results were outlined in [7], which was a preliminary report of this work. In the present paper, 
details of the theory and the results of more extensive numerical tests are presented, including 
experimental confirmation oftheoretical error bounds. Particular attention ispaid to conservation 
of approximations to theoretical invariants and the extent o which this provides an indicator of 
the accuracy of the numerical solution. 
The SchrSdinger equation with power nonlinearity, 
iut + Au + qluJp-lu = O, (1.1) 
where i -- x/-L-1, u = u(x, t) is complex-valued, x E R n, q is a real constant, and p > 1 has been 
used to model nonlinear dispersive waves [8]. Surveys of results relating to existence and blowup 
of solutions to (1.1) are provided by Strauss [8,9]. Crucial issues in determining the existence 
and regularity of solutions are the sign of q and the values of p and n. 
This present paper primarily concerns the solution of the initial-value problem (IVP) for the 
n -- 1 case of (1.1), 
iut + + ql lP-lu = 0, (x,t) e (-co, co) × (0, T], (1.21) 
u(x, O) = Uo(X), x E (-co, co). (1.2b) 
In the cases we consider, luo(x)l decays exponentially to zero as IxJ ~ co. In this paper, we refer 
to equation (1.21) as the SchrSdinger equation with general power nonlinearity (or "general-power 
SchrSdinger equation," GPSE) in order to distinguish it from the specific p = 3 case which is the 
CSE. The cubic case with q > 0 is of particular interest. It is completely integrable, possesses an 
infinite number of conservation laws, and admits table solitary-wave solutions called solitons [10]. 
Equations with higher-order nonlinearities also are useful for numerical experiments, ince they 
can provide more stringent tests for approximation schemes. 
Although the general case of the GPSE is nonintegrable, rapidly decaying solutions to (1.2) 
do satisfy three conservation laws, which we now derive (cf. [8,11]). If we multiply (1.21) by u* 
(where * denotes complex conjugation), take the imaginary part, and integrate over the real line, 
we see that the squared L2 norm of the solution, 
/? AI(U) = luJ 2 dx, (1.3) 
(3O 
is conserved in time. The second law is obtained by multiplying (1.2a) by u~, taking the real 
part, and integrating, to show that 
A2(u) = Fc¢(  'u~12 - p+2q lj~, " Ip+l'~j dx (1.4) 
is conserved in time. Also conserved is
£ A3(u) = 2 Im (uu*) dx, (1.5) 
oo  
which is shown by multiplying (1.21) by u~, taking the real part, and integrating. 
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The situations that arise in the focusing (q > 0) and defocnsing (q < 0) cases are quite different. 
In particular, we have the following [8]. 
(a) If q < 0 and p < co, solutions exist for all t. 
(b) If q > 0 and p < 5, solutions exist for all t with some regularity properties. 
(c) If q > 0, p ~ 5, and A2(u0) < 0, then no smooth solution can exist for all positive t 
(finite-time singularities arise in this case). 
If q > 0 and p ~ 5, even if A2(u0) > 0, it is possible that blowup may occur under some 
conditions [12]. Also, solitary-wave solutions of the GPSE are known to be unstable ifp ~ 5 [13]. 
The critical case p -- 5 of (1.2a) is of interest as an analogy in the study of the cubic equation 
in two spatial dimensions [14]. In the present paper, we consider solitary-wave t st problems for 
several different power nonlinearities, including the critical case. 
In [15], a finite difference method was presented for the solution of the Schdkiinger equation 
with power nonlinearity expressed in a form for which the n = 1 case is 
ivt - vxx + (71riP-Iv ---- O. (1.6) 
Note that v(x, t) is a solution to this equation provided that v(x, t) = u(x , - t ) ,  where u(x, t) is 
a solution to (1.2) with q = -4. However, no study of the comparative performance of the finite 
difference method for various values of p was performed in [15]. 
In this paper, we obtain an error bound for the continuous-time orthogonai spline collocation 
approximation to the solution of (1.2), which is of the same order as in the cubic case. It would 
be reasonable to expect that one measure of the effectiveness of any numerical scheme for the 
solution of (1.2) would be the extent o which the approximate solution satisfies discrete analogues 
of the conservation laws corresponding to (1.3)-(1.5). However, we observe in our experiments 
that the error in the approximate solution may grow significantly despite close adherence to such 
laws. This is particularly noticeable in the critical p = 5 case. 
This paper also includes a brief treatment of the generalized nonlinear SchrSdinger equation 
(GNLSE), 
Jut + u== + qclul2u + qqlUl4u + iqm (]ul2)x u + iqului2ux = 0, (1.7) 
where qc, qq, q,n, and qu are real constants. Certain cases of this equation are used to model 
evolutionary systems in which the time and space scales are larger than those represented by the 
CSE ( see [11] and references therein). Important properties of (1.7) are discussed in [11,16,17], in 
which pseudo-spectral methods are applied to its solution. We outline some of these properties 
here. Certain cases of (1.7) are completely integrable, and solutions to such equations with 
the property that lu(x,t)l --, 0 rapidly as Ixl --* oo possess an infinite number of conservation 
laws. The cubic-quintic SchrSdinger equation (qm = qu = 0; qc, qq ¢ 0), which models the 
propagation of laser beams in an inhomogeneous medium, is nonintegrable. For certain values of 
the coefficients qc and qq and certain initial conditions, solutions to this equation experience finite- 
time blowup. The general equation (1.7) does not belong to the class of integrable quations. 
However, rapidly decaying solutions to (1.7) do have three invariants of motion, namely the 
squared L 2 norm A1 given by (1.3), 
oo  1 - lul 6) dx, fi,2(u) =/~oo ( lu=12- 1Qlul2Im (uu* ) - lqc lu l4+-~[qmQ 2qq] 
where Q = 2qm + q~, and 
£ -A3(U) --~ [2 Im (uu* )  - qmlul 4] dx 
oo  
(cf. [11]). These quantities are also conserved by solutions which are periodic with respect o 
the spatial variable, in which case the integrations are performed over one spatial period. The 
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three invariants represent conservation ofmass, energy, and impulse, respectively, [11]. They also 
correspond to the three conserved quantities (1.3)-(1.5) for the GPSE. In fact, the p = 3 and 
p = 5 cases of (1.2a) are also special instances of (1.7). The GNLSE conserved quantities A2 and 
A3 reduce to A2 and A3, respectively, in those cases. 
In the present paper, we apply the orthogonal spline collocation method to the solution of a 
test problem which demonstrates how the monitoring of approximations to theoretical invariants 
can provide useful information about the approximate solution which is not evident from the 
error alone. We also apply the method to a case of the cubic-quintic SchrSdinger equation in 
which the exact solution blows up in finite time. 
A brief outline of this paper is as follows. In Section 2, we introduce definitions, notation, 
and other preliminaries. In Section 3, we formulate and analyze the continuous-time orthogonal 
spline collocation method applied to the solution of (1.2) and present he results of numerical 
experiments conducted on test problems for this IVP. In Section 4, we investigate the application 
of the collocation method to the solution of (1.7). Our concluding remarks are presented in 
Section 5. 
2. PREL IMINARIES  
Functions considered in this paper are complex-valued unless it is explicitly stated otherwise. 
Let I = (a,b) be an open interval. With the meaning clear from context, we use (.,-) to denote 
the usual L 2 inner product defined by 
f (f ,  g) = f(x)g* (x) dx, 
and let II • l] denote the corresponding L 2 norm. Furthermore, 
II/IIL~(I) = ess sup I/(x)l 
xEl 
and, for k a nonnegative integer, 
I fX  is a normed space with norm I1" IIx and f : [0,T] --* X, then 
and 
]I/IlL~(O,T;X)=ess sup II/(t)llx. 
tEIO,T] 
We use 
II'IIL-(L") and II'IIL-(H") 
to denote 
]]" ]]Lrn(O,T;L.(I)) and ]]. ]]L~(0,T;H~(1)), 
respectively. 
Let A : a = xt < x2 < ..- < XN+I = b be a partition o f l ,  assumed to belong to a quasi-uniform 
family. Define l j  = (xj,Xj+l) and hj = Xj+l - xj for j = 1,2 . . . .  ,N;  and set h = maxl_<j_<N hi. 
For r _> 3, let 
Mr(A) = (v  Iv E C 1 ( I ) ,  v]7 ' 6 Pr, j = 1 ,2 , . . . ,N}  (3 {v Iv(a) = v(b) = 0}, 
Orthogonal Sptine Collocation 43 
where Pr is the set of all polynomials of degree at most r. Let ~- 1 {A~}hffil be the quadrature points 
for (r - 1)-point Gaussian quadrature on the interval (0, 1) with corl~ponding weights {~gk}k----1,r-1 
and set Ajk -- xj + hjAk for j = 1, 2 , . . . ,  N and k "* 1, 2 . . . . .  r - 1. We define the quadratic form 
{.,.} by 
N r-1 
{/, g} = ~]  hj ~ ~kf (~jk) g" (~jk), 
j--1 k----1 
and set [f[d = {f, f}l/2. 
Throughout this paper, we use C to denote a generic pesitive constant, independent of the 
mesh parameter h, whose value is not necessarily the mine on each occurrence. If at some point, 
the dependence of such a constant on parameters a,/~, etc. is to be emphasized, the notation 
C(a, ~, . . .  ) is used. A prime (t) is used to denote differentiation with respect to x and a dot (') for 
differentiation with respect to t. Repeated application ismade of the inequality z <_ eVa+z2/(4e) 
for y,z E R, e > 0. 
Some important facts about functions in the piecewise polynomial space Mr(A) are contained 
in the following lemmas, the first of which follows fron~ results in [18,19]. 
LEMMA 2.1. Suppose A belongs to a quasi-uniform family J: of pa~i t i~  having the property 
that maxl<_j<_N(h/hj) <_ a for every partition in ~.  Then, there artist positive constants C1 = 
Cl(r) and C2 = C2(r,a) such that 
C1[¢[d <_ [[¢[[ ~ C2[¢[d, 
for any ¢ E Mr(A) .  
The next lemma follows immediately from [18, Lemma 2.3]. 
LEMMA 2.2. Suppose v E Mr(A) and v(a) = v(b) == v(Ajk) ---- 0 for j = 1 ,2 , . . . ,N  and k = 
1, 2 , . . . ,  r - 1. Then, v =_ 0 on [a, b]. 
The next lemma is from [20, Lemma 3.1]. 
LEMMA 2.3. For f ,g  E Mr(A), 
N 
_ -  
j=l 
where fir) (respectively, g~r) ) is the constant value of the r th dexivative of f (respectively, g) 
on -ij and C(r) is a positive constant depending only on r. 
The last lemma follows from [3, Theorem 2.2]. 
LEMMA 2.4. Let v E C1(7) N Hr+3(I), and suppose that V E Mr(A) mtigt]es 
-v" (~k) + v (~jk) = -¢'  (~k) +.  (xjk), 
fo r j  = 1,2 , . . . ,N  and k = 1 ,2 , . . . , r -  1. Then, 
IIv - V I IL~(z)  < Ch ~÷l[Ivll~+,(~). 
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3. NUMERICAL SOLUTION OF THE SCHRODINGER 
EQUATION WITH GENERAL POWER NONLINEARITY 
3.1. Formulat ion  and Ana lys is  
Since the IVP (1.2) is defined over the entire real line, application of the numerical scheme re- 
quires either truncation of the infinite interval or an appropriate mapping into a bounded interval. 
The quality and efficiency of a numerical approximation may be improved by careful attention to 
the issue of boundary conditions [21]. In the present paper, however, we are concerned with basic 
issues relating to the spatial discretization, and consequently, for simplicity, we sacrifice fficiency 
by replacing (1.2) with an initial-boundary value problem (IBVP) in which x is restricted to an 
interval 7 = [a, b] chosen so that, for all t E [0, T], lu(x, t)l becomes negligible significantly far 
from the imposed boundaries. Homogeneous Dirichlet boundary conditions are set at x = a and 
x = b. The resulting IBVP is 
iut + uxz + qlup- lu = 0, (x, t) e (a, b) x (0, T], (3.1a) 
u(x, O) = uo(x), x e (a, b), (3.15) 
u(a,t) = u(b,t) = O, t • [0,T]. (3.1c) 
Although the imposition of these boundary conditions i  not exact, this approach as been widely 
used in the literature and appears to be a reasonable approximation for cases in which the solution 
is a rapidly decaying function of x whose values are quite small near the imposed boundaries. 
This is confirmed by the quality of the solution obtained in our numerical experiments. 
The continuous-time orthogonal spline collocation approximation to the solution u of (3.1) is 
a differentiable map U : [0, T] ~ Mr(A) such that 
iUt (Ajk, t) + Uxx (Aik, t) + qlU ()kjk , t) IP-IU ()~jk, t) = O, (3.2) 
for j = 1,2, . . . ,  N and k = 1, 2 , . . . ,  r -1 ,  and for t • (0, T], with an appropriate initial condition. 
Clearly any solution to (3.2) is also a solution to the discrete Galerkin equation 
i{Ut, v} + {Uxx, v} + q{IVlP-lU, v} = O, v • Mr(A). (3.3) 
Suppose that for given initial data, a unique solution to (3.2) exists for t • [0, r), where 
0 < T _< T. If U is this solution, then it also satisfies (3.3). Taking v = U in (3.3) and 
rearranging, we obtain 
{Vt, U} -.~ i {Uxx, U} -I- iq { IUIp-Iu, V} . (3.4) 
Direct computation shows that 
1 d U 2 (3.5) Re {U,,U} = Id 
and Lemma 2.3 implies that 
Re [i {Vxx, U}] = 0. (3.6) 
Furthermore, it is easily seen that 
Re [iq {IUIP-IU, U}] = 0. (3.7) 
Therefore, taking the real part of (3.4) and using (3.5)-(3.7), we obtain 
d 2 O, -~lUh = 
which implies that 
IU(t)l ~ = IV(O)l~, (3.8) 
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for t E [0, r). This is a discrete analogue of the conservation of the squared L 2 norm of the exact 
solution (1.3). This result is fundamental to the proof of Theorem 3.1. 
THEOREM 3.1. For given initial data, the collocation method (3.2) and the discrete Galerkin 
method (3.3) each possess a unique solution for t E [0, T]. H the methods tart with the same 
initial data, then the solutions [rom the two methods are equal for a11 t E [0, T]. 
PROOF. Existence and uniqueness of the solution to (3.2) is shown as follows. Let A, and 
hence h, be fixed. Let {¢J}j=l be any basis for Mr(A), where s = dim Mr(A) = N(r  - 1). The 
approximate solution U(x, t) may then be written in the form 
$ 
U(x, t) = ~ V3(t)¢j(x). (3.9) 
j= l  
If the collocation points Ajk are renumbered using single subscripts by defining ~( j -1 ) ( r - -1 )+k  = 
Xjk, and (3.9) is substituted for U in (3.2), we obtain the system of ordinary differential equations 
AlJ(t) = f(U(t)), (3.10) 
where U(t) = [Ut(t),U2(t) . . . .  ,Us(t)] T and A = (akj)~,j=l is an s x s matrix with entries 
akj = Cj(#k), and f (U( t ) )= [fl(U(t)), f2(U(t)) . . . . .  fs(U(t))] T, where 
for k = 1, 2 , . . . ,  s. We show that (3.10), and hence (3.2), has a unique solution with the following 
continuity argument. It follows from Lemma 2.2 that the columns of .4 are linearly independent, 
and hence, that .4 is nonsingular. Since the function f(z) = IzlV-lz is locally Lipschitz, it follows 
that the vector function f is locally Lipschitz. Since A is nonsingular, a unique solution to (3.10) 
exists at least locally. Since U is bounded at t = 0, it follows that a unique solution to (3.10) 
exists on some interval [O, to), to > 0. Now, suppose there exists some t" > 0 such that [0,t') is 
the maximal interval of existence and uniqueness of U. Then (3.8) holds for t • [0,t), and from 
Lemma and the inverse property 
JlXJlL:=(I) < Ch-I/211Xll, X • Mr(A), (3.11) 
it follows that 
IlV(t)llL~(1) < Ch-X/21V(O)ld, Vt • [0,£). (3.12) 
Were U(t) to fail to exist at t = t', then IIV(t)HLo¢(1) --* oo as t --* t - ,  contradicting (3.12). 
Therefore, it follows that the unique solution U exists on [0, T]. 
Existence and uniqueness of the solution to (3.3) is proven similarly. Substituting (3.9) for U 
in (3.3), and setting v = Ck for each k = 1, 2 , . . . ,  s, produces a system 
BI3(t) = g(V(t)), 
, k a where B = ({¢j ¢ })k,j--1 is the positive definite (hence, nonsingular) Grammian of the basis 
functions {¢j }j=l with respect o the inner product {., .} on Mr(A) and the vector function g is 
locally Lipschitz. An argument analogous to the one for the collocation method implies that a 
unique solution to (3.3) exists. 
Finally, since any solution to (3.2) is also a solution to (3.3), existence of a solution to (3.2) 
and uniqueness of the solution to (3.3) imply that the solutions obtained from the two methods 
will be equal for all t • [0, T] provided that the methods tart with the same initial data. | 
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There is also a qua~i~alogue to the e~nservation law associated with (1.4). If we take v = Ut 
in (3.3), we obtain 
[Utl~ = i { Uxx, Ut} + iq {[UIp-Iu, Ut}. (3.13) 
Using Lemma 2.3, we see that 
1 d [[[Uz][2 -]- ¢], (3.14) Im [i {U,,, Ut}] = -2d-'t 
where 
N 
¢=C(r )E [5(ReU+ImU)]  h~-I. 
j=l 
Direct calculation shows that 
q d [[U[(n+l)/2~" Im [iq {lU[n-lU'U'}] = p +----~ d-~ (3.15) 
Therefore, taking the imaginary part of (3.13) and using (3.14) and (3.15), we obtain 
d[,,U.H2 - p+i2q [U,(n+l)/2[d2+ ~)]--0, 
which approximates the conservation law corresponding to (1.4). There is no readily apparent 
approximation or analogue to the conservation law corresponding to (1.5). 
An estimate of the error in the continuous-time collocation approximation (3.2) is given in the 
following theorem, which shows that the optimal-order stimate obtained in [3, Theorem 3.1] for 
the cubic case may be extended to the more general power nonlinearity. The proof employs a 
modification of the approach used in the l~mof of that theorem, and the p-dependence of the 
error bound is shown. 
THEOREM 3.2. Let u be the solution to (3.1) such that u e L°°(H r+3) and ut • L2(Hr+3), and 
let U be the solution to (3.2). Def.me the d[fferentiable map W : [0, T] --, Mr(A) by 
-Wxz (Ajk, t) + W (Ajt, t) = -uxx (Ajk, t) + u (Ajk, t), (3.16) 
for j = 1, 2 , . . . ,  N and k ~ 1, 2 , . . . ,  r - 1. Suppose that 
[[(U - W)(0)I[L.~(~) < Ch r+'. (3.17) 
Then,/or h su~eiently small, 
Ilu - ~:IIL®(L2) < c(p) hr+'. (3.18) 
PROOF. Let ~ = U - W and ~/= u - W. We assume a priori that, for h sufficiently small, 
ll~lln~(x) --< h, t • [0, T]; (3.19) 
this assumption is justified at the end of the proof. Since u • L°°(Hr+3), it follows that 
[[u[[L.~(L~) <_ C(p). (3.20) 
Since U = u+~-~?, aad since (3.16) and Lemma 2.4 imply that []~/[[L*-(L~) _< C for h sufficiently 
small, it follows from the triangle inequality a~d (3.19),(3.20) that 
[]UHL-fL~) <_ C(p). (3.21) 
Orthogonal Spline Collocation 47 
We now derive some estimates involving ~7, which are used later in the proof. From (3.16) and 
Lemma 2.4, we conclude that 
II~llL~U) < Chr+l IlullH~+3u), (3.22) 
for all t E [0, T]. Lemma 2.1 then implies that 
I~[d < C hr+lllulIHr+3v), (3.23) 
for all t E [0, T]. In a similar way, it is shown that 
['qtld <- Ch'WlHutl[Hr+S(z), (3.24) 
for all t E [0, T]. Inequality (3.22) further implies that 
[I~HLoO(L 2) <__ Ch "+1HUlIL~<Hr+3). (3.25) 
We now proceed to derive (3.18). Clearly (3.1a) implies that 
i{~,, e} + {~=, e} + q {l~lp-X~, e} = 0, (3.26) 
and it is easily seen from (3.16) that 
{7/xx, ~} = {I/, ~}. (3.27) 
Setting v = ~ in (3.3), subtracting (3.26) from the result, using (3.27), and rearranging, we obtain 
{~t,~} - i {~xx,~} = iq {IU[p-Iu - [u[p-lu,~} + {Th,~} - i{T/, ~}. (3.28) 
Our estimate results from the real part of (3.28). Note that 
ld  2 
Re {~t,Q = ~l~ld ,  
and that Lemma 3.2 implies that -i{~xx, ~} is purely imaginary. Furthermore, 
1 
Re {~t,~} _< I {nt,Q I -< Inddl~ld < -~ [Ind~ + I~l~], 
and similarly, 
1 
Re [-i{~/,~}] _< ~ [Inl~ + I~1~] •
Since f(z) = Izln-lz is Lipschitz on bounded sets, it follows from (3.20),(3.21) that 
IlUIp-lu - [U[P-lU[d <_ C(p)lu - Uld. 
Consequently, 
q [I[U[p-Iu -[ulP-l~/]~ + [~l 2] Re [iq {IglP-XU- lulP-lu,~}] < 
< C(p) [lu - Ul~ + I~l~] 
< C(p) [l~l~ ÷ I~l~] • 
Therefore, taking the real part of (3.28) and using (3.23),(3.24) produces 
d 2 
~l,~ld < C(p) {Inl,~ + Intl,~ + I~l,~} 
(3.29) 
<_ ' '+"  + + 
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Integration of (3.29) over the interval [0, r], where 0 < 7 < T, leads to the inequality 
u 2 ~ dt] 
The Gronwall inequality gives 
Lemma 2.1 then implies that 
u 2 
The a priori assumption (3.19) is seen to be valid for h sufficiently small by using (3.30), the 
inverse property (3.11), and continuity. From (3.30), it follows that 
u 2 
then (3.25), (3.31), and the triangle inequality lead to 
Ilu - uOOL~(L~) < C(p) {ll~(0)ll + h r+l [I[UHL~c(Hr+3) + [lutOIL~(Hr+3)] }. (3.32) 
From (3.17), it follows that 
I1~(0)11 < (b -  a)l/2il~(0)llL~(~ ) _< Ch r+s. (3.33) 
The conclusion (3.18) follows immediately from (3.32) and (3.33). l 
Note that although the error estimate is O(h ~+1) regardless of the value of p, the constant C 
in (3.18) depends upon norms of the theoretical solution and its time derivative and on other 
factors which depend upon p. Consequently, the error bound in Theorem 3.2 is dependent upon 
the power of the nonlinearity in the GPSE. Clearly, the bound need not hold in the event that 
the exact solution fails to satisfy the hypotheses of Theorem 3.2 (for example, finite-time blowup 
of the exact solution within the time interval [0, T]). 
3.2. Imp lementat ion  
We implement the method with r = 3, in which case the collocation points Ajk are based upon 
the Gauss points A1 = (1/2)(1 - 1/v~) and A2 = (1/2)(1 + 1/Vrff). As in [3], we use the local 
representation 
4 Uf l ( t ) (x  - -  Xj)  ] -1  
U(x,t) = E -~--'-1~. ' x E I j ,  (3.34) 
l----1 
where Ujl(t) = (Ol-lU/cgx~-l)(x+,t) for j = 1 ,2 , . . . ,N  and l = 1,2,3,4 (aft [22,23]). We also 
define UN+I,I(t) = U(XN+l,t) and UN+I,2(t) = Uz(XN+l, t). In order to simplify the notation, 
henceforth we do not indicate the t-dependence of the coefficients explicitly, and write Ujz instead 
of Ujz (t). We take the Hermite piecewise cubic interpolant of u0 as the initial approximation U(0). 
It is shown in [3], that in this case 
I[(U - W)(O)IILOO(I) < Ch4iluoiIH~(1), 
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SO that condition (3.17) in Theorem 3.2 is satisfied. Substituting (3.34) into (3.2) and rearranging 
yields the equations 
4 [-fjl (hj'~k) 1-1 
t=l (3.35) 
4 V~t(hj;~k)l_l p-x ~ U~l(h~;~k)~_ 1 
+iq  ,=1 ( t -  1)! ' 
for j = 1 ,2 , . . . ,  N and k = 1, 2. The local representations of the solution on each subinterval are 
matched in a C 1 fashion since U(-, t) 6 C1(I); this leads to the equations 
h~ rr h3 
- - ~-~Uj,4 + Uj+I,1 0 -Uj,1 - -  hjUj,2 "~ u j,3 = (3.36a) 
(continuity of the SOlution) and 
h 2 
-Uj,2 - hjUj,3 - -~Uj,43 + Uj+I,2 = 0 (3.365) 
(continuity of the spatial derivative) for j -- 1 ,2 , . . . ,N .  Finally, the boundary conditions 
U(a, t) = U(b, t) = 0 yield 
U1,1 = O, UN+I,1 = O. (3.36c) 
The collocation equations (3.35) are combined with the algebraic equations (3.36) to produce a 
differential-algebraic system 
DU(t) = EU(t) + qF(U(t)), (3.37) 
where U contains the real and imaginary parts of the coefficients Ufl, interlaced, D and E are 
almost block diagonal matrices, and F contains the contribution of the nonlinear term. The 
algebraic equations give rise to rows of zeros in the matrix D. In all of the numerical experiments 
in this paper, a uniform partition of the spatial interval is employed. The system (3.37) is solved 
using the code D02NNF from the NAG library, in which the time stepping is done using backward 
differentiation formula (BDF) integrators. This code was employed successfully in conjunction 
with orthogonal spline collocation in [3,5] and with an L2-Galerkin method in [24]. The routine 
D02NNF allows for variable time steps and variable-order BDF integrators chosen dynamically 
by the routine during the integration. In order to allow for greatest flexibility, the maximum 
order of the integrator, MAXORD, is set at 5 (the maximum allowed in the routine), except in 
SOme special instances discussed subsequently, sothat the routine can select integrators of various 
orders as required. The tolerances RTOL and ATOL, used in a mixed relative and absolute local 
error test, are set at 10 -3 . 
We consider (1.2) with q = 2 and an exact solution 
u(x,t) = ~,(x, t )exp [2i (x  - ?t )  ] , (3.38) 
where 
~P(x't)=~9(P{-1)sech2([. 16 1~---(x-4t+5))} 1/(p-D 
(cf. [15]) for various values of p. In each case, the solution is a solitary wave, initially centered 
at x = -5, traveling to the right with velocity 4. A test problem with the p -- 3 case of (3.38) 
as the exact solution was considered in [15]. However, (3.38) is a solution to (1.2) rather than to 
an equation of the form (1.6). 
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We now provide experimental confirmation of the error bound derived in the previous ubsec- 
tion. According to Theorem 3.2, the convergence in the L°°(L 2) norm should be O(h 4) when 
using a Hermite piecewise cubic as the approximating function. When the partitions in question 
are sufficiently fine, 
In(E(N2)/E(N1)) 
rate of convergence m , (3.39) 
~ ln(N1/N2) 
where E(Nj) is the L°°(L 2) error when using Nj subintervals. Hence, the rate may be verified 
experimentally by solving a problem on a sequence of finer and finer partitions and approximating 
the rate using (3.39). 
We test the method on the p = 3 and p = 4 cases of the GPSE, solving each problem on 
[-30, 30] x [0, 1] using an increasing number of subintervals. At each output value of t, an 
approximation to the L ~ error is computed using Gauss quadrature. In every case, the L 2 error 
is a strictly increasing function of t, and consequently, the L°°(L 2) error is given by the L 2 error 
at t -- 1. The results for the p -- 3 and p = 4 problems are shown in Tables 1 and 2, respectively. 
The observed rate of convergence in each case is approximately four, confirming our theoretical 
estimate. 
Table 1. Rate of convergence for p = 3 problem. 
j Nj E(Nj) In(E(Nj)/E(Nj_I)) 
in (gj_x/gj) 
1 200 0.01316767 
2 250 0.00568077 3.7674 
3 300 0.00281828 3.8446 
4 350 0.00154944 3.8808 
5 400 0.00091809 3.9193 
6 450 0.00057394 3.9884 
Table 2. Rate of convergence for p = 4 problem. 
In (E (Nj)/E (Nj-  i)) ] Nj E(Nj) 
In (Nj_x/N~) 
1 200 0.03632306 
2 250 0.01639090 3.5660 
3 300 0.00831100 3.7250 
4 350 0.00458960 3.8520 
5 400 0.00273713 3.8709 
6 450 0.00172373 3.9260 
Comparison of Tables 1 and 2 also demonstrates that the accuracy of the method is dependent 
upon the value of p. The gradual deterioration in the accuracy of the approximate solution 
for increasing values of p is even more clearly demonstrated when (1.2) with q = 2 and exact 
solution (3.38) is solved on the longer time interval [0, 6] for the sequence of values p = 3, 3.5, 
4, 4.5, 5. In all cases, the problems are solved on [-30, 30] x [0, 6] using N = 200. The output 
displayed is the following: At, A~, and A~, approximations to A1, A2, and A3, computed using 
Gauss quadrature to evaluate the integrals 
;o ;o( ) ;o 
IU[ 2 dx iUxl 2 2q 30 30 p+ I[U[p+I dx, and 2 Im [UU:] dx, 
30 
respectively; and an approximation to the L 2 error, computed using Gauss quadrature. This 
output is shown at t = 0 and t = 6 in Tables 3 and 4, respectively. In all five cases, the 
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approximations A~ for j = 1, 2, 3, exhibit only small changes between t = 0 and t = 6. The L 2 
error of the initial approximation grows with p, but the L 2 error of the approximate solution at 
t = 6 increases far more rapidly. In all but the p = 5 case, the L 2 error increases monotonically 
with t, so the L°°(L 2) error is given by the error at t = 6, as shown in Table 4. In the p = 5 case, 
nonmonotonic evolution of the error occurs regardless of the max imum order of the integrator, 
MAXORD.  Figure 1 shows the behavior of the L 2 error for MAXORD = 1 and 5. The evolution 
of the error whenever MAXORD _> 2 is roughly the same as that for MAXORD = 5, suggesting 
that a second-order integrator is primarily used if MAXORD ~ 2 (for reasons of stability). The 
dramatically poorer performance of the method on the critical-power problem is not surprising, 
since solitary-wave solutions are unstable in this case. 
Table 3. Results at t = 0 for several values of p. 
p A~ A~ A~ L 2 error 
3.0 2.997617 9.735139 -11.98491 0.001794 
3.5 2.575613 8.957447 -10.29640 0.002041 
4.0 2.288844 8.411516 -9.148871 0.002313 
4.5 2.080435 8.001125 -8.314827 0.002614 
5.0 1.921723 7.678105 -7.679623 0.002949 
Table 4. Results at t = 6 for several values of p. 
p A~ A~ A~ 52 error 
3.0 2.997567 9.734905 -11.98455 0.076685 
3.5 2.575571 8.957271 -10.29559 0.130857 
4.0 2.288798 8.411226 --9.144726 0.246406 
4.5 2.080397 8.000969 -8.300369 0.631681 
5.0 1.921903 7.683737 -7.675581 1.442422 
3.0 
2.5 
2.0 
1.0 
9.5 
0.0 
0 1 2 3 4 5 6 
t 
Figure 1. Graph of L 2 error in quintic problem for MAXORD = 1 (thin) and 
MAXORD = 5 (heavy). 
We now make a more detailed comparison between the completely integrable cubic problem 
and the quintic (critical-power) problem, with solitary-wave solution given by (3.38) in each 
case. When p = 3, the amplitude is 1.5; A1 = 3, A2 -- 9.75, and A3 = -12. In the quintic 
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problem, the amplitude is (27/8) 1/4 ~ 1.355; A1 -- 7rV~/4 ~ 1.924, A2 = ~rv~ ~ 7.695, and 
A3 = - I rv~ ~ -7.695. 
We solve each problem on [-30, 30] x [0, 6] using N = 200. We present, at four equally spaced 
values of t, the values of A t, A~, A~, and an approximation to the L 2 error, computed as indicated 
previously. The graphs of IUI at t = 0 and t = 6 are also displayed. Highly satisfactory results 
are obtained when the cubic problem is solved, as shown in Table 5 and Figure 2. When this 
same problem was solved in [15] using a finite difference method, 600 subintervals were used. 
Although no measure of the error was presented in [15], we have obtained a graph of the modulus 
which is qualitatively comparable to that in [15] by using the collocation method with only a 
third as many subintervals. Furthermore, the L 2 error remains quite small, as shown in Table 5. 
This is not surprising as the orthogonal cubic spline collocation method is fourth-order accurate 
in space, whereas the standard finite difference method is only second-order accurate [15,25]. A 
fourth-order finite difference method was developed in [26] for the cubic equation. The spline 
collocation method has the advantage that it provides approximations to the solution and its 
spatial derivative at all points in the spatial domain of the problem. The fourth-order accuracy 
of the collocation method is optimal in the sense that it is the highest order possible when using 
approximating functions from the piecewise polynomial space M3(A) [4,27]. 
Table 5. Results from solution of cubic test problem. 
t A t A~ A~ L 2 error 
0.0 2.997617 9.735139 -11.98491 0.001794 
2.0 2.997567 9.734904 -11.98457 0.026978 
4.0 2.997568 9.734928 -11.98457 0.051848 
6.0 2.997567 9.734905 -11.98455 0.076685 
1.5 
1.0 
o.s 
o.o ' ' ' ' ' J  ~ '  ' 
-30 -20 - I 0 0 I 0 20 30 
x 
Figure 2. Graph of IUI at t = 0 (thin) and t = 6 (heavy) for cubic test problem. 
The results when the quintic problem is solved, shown in Table 6 and Figure 3, are far less 
satisfactory. The approximate solution at t = 6 deviates noticeably from the initial solitary-wave 
profile. The maximum modulus of the solution has declined, the wave has become broader, and 
there has been significant growth in the L 2 error. This occurs while A~, A~, and A~ remain 
nearly constant and close to their respective theoretical counterparts A1, A2, and A3. 
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Table 6. Results from solution of quintic test problem. 
t A~ A S A~ L2error 
0.0 1.921723 7.678105 -7.679623 0.002949 
2.0 1.921751 7.680509 -7.666254 0.619645 
4.0 1.921851 7.682549 -7.674549 2.511267 
6.0 1.921903 7.683737 -7.675581 1.442422 
1.5 
1.0 
c#9 
~ 0.5 
0.0 . . . . . .  JJ' ' ~-~ ' 
-30 -20 -10 O l0 20 30 
X 
Figure 3. Graph of [U I at t = 0 (thin) and t = 6 (heavy) for quintic test problem. 
4. NUMERICAL  SOLUTION OF  THE GENERAL IZED 
NONLINEAR SCHRODINGER EQUATION 
We now consider the solution of the GNLSE. We restrict our attention to solutions of (1.7) 
which are smooth and rapidly decaying ([u(x, t)[ --* 0 rapidly as Ix[ --* 0o). Sufficient conditions 
for boundedness and blowup of solutions to the GNLSE are given in [17]. In particular, we have 
the following. 
(a) The solution u(x, t) remains bounded if 
M{16qq - (2qm + qu) (2qm - 3q~)} _< 48, (4.1) 
where M = min{4A~, 8A1/[q~[}. 
(b) If u(x,0) = uo(x) and ifqu = 0, qc _< 0, and fi,2(u0) < 0, then u will blow up in finite time. 
An upper bound T* on the blowup time in (b), which is dependent on the initial data u0, is given 
in [17, Corollary 2]. This blowup is of interest physically as it relates to the self-focusing of laser 
beams. 
The IVP for (1.7) is converted into an IBVP in the same way as was done for the GPSE. This 
results in an IBVP of the form (3.1) in which (3.1a) is replaced by 
iut + ux~ + qclulUu + qqiul4u + iq.., (lul2)xu + iq,,lul2ux =0,  (x,t) e (a,b) x (0,TI. 
The numerical approximation is based upon the continuous-time orthogonal spline collocation 
method. To approximate the solution of the IBVP, we seek a differentiable map U : [0, T] --* 
Mr(A)  such that 
iut (Ajk, t) + U= (Ajk, t) + qc IU (Ajk, t) l s U (Ajk, t) + q¢ IU (AUk, t)l 4 U (Aj~, t) 
+ iq,,, ((IUI2)~ u) (Ajk,t) + iq,, IU (Ajk,t)l 2 U= (A#k, t) ---- 0, 
for j = 1 ,2 , . . . ,N  and k = 1 ,2 , . . . , r -  1, and for t e (0,T]. 
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As in the previous section, we use r - 3 in our implementation of the method, employ the 
Hermite piecewise cubic interpolant of u0 as the initial approximation, and use (3.34) for the 
approximate solution. We obtain a differential-algebraic system 
DU(t) = EU(t)  + G(U(t)),  
where the matrices D and E are identical to those in (3.37) and G contains the contribution of 
the nonlinear terms. The code D02NNF is again used for the time integration. 
Table 7. Results from solution of solitary-wave test problem for the generalized 
nonlinear Schr'6dinger quation. 
t A~ .4~ )~ L 2 error 
0.0 2.190546 2.861766 -5.873885 0.014512 
1.0 2.192070 2.917542 -5.881301 0.018378 
2.0 2.192500 2.970853 -5.882713 0.023208 
3.0 2.193853 3.242514 -5.881409 0.033904 
1.25 
1.00 
0.75 
0.50 
0.25 
0.00  , - .  t , 
-5 5 15 25 35 45 
X 
Figure 4. Graph of [U[ at t = 0 (thin) and t = 3 (heavy) for solitary-wave test 
problem for generalized nonlinear Schr6dinger equation. 
We first present a numerical experiment in which the method is applied to solve a test prob- 
lem [11] in which the function 
[ u(x,t) = ~l+3sinh2(~_2t  - 15) exp(i¢(x,t)), 
where ) ¢(x,t)  = 2tanh -1 ~tanh (x -2 t -  15) +x-  15 
is an exact solution of the GNLSE with qc = 1/2, qq = -7/4, qm = -1 ,  and q,~ = -2  (there 
are some misprints in the coefficients in [11, (3.2.1)]). This represents a solitary wave with 
amplitude 1, initially centered at x = 15 and propagating to the right with speed 2. Note that 
(4.1) is satisfied. Results obtained when the problem is solved numerically on [-5, 45] × [0, 3] using 
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N -- 200 are shown in Table 7 and Figure 4. The approximations At, A~, and .4~ are obtained 
using Gauss quadrature to evaluate the appropriate integrals over the spatial domain. While A t 
^ ^ 
changes little, remaining close to A1 = 21n3 ~ 2.197, and A~ is also well conserved, A S experiences 
growth which is slow initially, but which becomes more rapid by the time t = 3 has been reached. 
Although the solitary-wave behavior of the solution is preserved and the L 2 error remains quite 
modest, small oscillations have developed at the edge of, and away from, the traveling wave. 
These oscillations are particularly marked at the base of the wave. The small amplitude and 
fairly localized nature of the most significant of these oscillations prevents them from causing 
much growth in the L 2 error of the solution, but the advent of numerical difficulties is reflected 
in the relatively pronounced growth of A~. So, although the near-conservation of approximations 
to conserved quantities does not necessarily imply accuracy of a numerical solution, notable 
changes in one of these approximations may serve as a warning of difficulties with the approximate 
solution. The particular sensitivity to numerical difficulties of approximations to A2, which we 
observe here, is consistent with observations made in [11]. 
Table 8. Results from solution of cubic-quintic test problem. 
t A~ A~ A~ IU(0,t)l 
0.00 1.253314 -2.684467 0.000000(-t-00) 1.000000 
0.01 1.253154 -2.682892 0.303167(-13) 1.007286 
o.o6 1.253098 -2.681302 -0.864073(-09) 1.525606 
0.07 1.252911 --2,566558 0.220850(-09) 2.368234 
0.08 1.244698 34.08543 --0.675496(--03) 3.856267 
4.0 
3.0 
t~ 
O 
¢n 
~I 2.0 
,.o 
0.5 
O.O , ! , i , 
-7_5 -5.0 -2_~ 0.0 2.5 5.0 7.5 
x 
Figure 5. Graph of [U[ at t = 0 (thin) and t = 0.08 (heavy) for cubic-quintie test 
problem. 
We conclude this section with a test problem [17] for the cubic-quintic Schr6dinger equation 
in which qc = -2 ,  qq = 20, and the initial condition is the Gaussian function uo(z) = e -=2. In 
this case, A1 = v~'~/2 ~ 1.253, A2 = x/'~(9v/2+ 9 - 20V~)/18 ~ -2.684, and A3 = 0. From [17, 
Corollary 2], it follows that the exact solution u(x, t) will blow up in finite time, and furthermore, 
an upper bound on the blowup time is T* ~ 1.7. When the collocation method is applied to the 
solution of the IBVP on [-7.5, 7.5] x [0,0.08] with N = 400, the results shown in Table 8 and 
Figure 5 are obtained. The value IU(O, t)l is the maximum modulus of the approximate solution 
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for each t. The blowup is already quite evident by the end of the integration at t = 0.08 (this 
is consistent with the results in [17], in which blowup becomes pronounced near t = 0.07 when 
using a pseudo-spectral split-step method). This blowup is accompanied by a radical change in 
the value of .4~, although A t and ~l~ experience little change. 
5. CONCLUDING REMARKS 
In this paper, we have extended the use of the orthogonal spline collocation method, employed 
successfully in [3] for the solution of the cubic SchrSdinger equation, to the solution of nonlin- 
ear SchrSdinger equations which possess general power nonlinearities and nonlinear terms that 
contain derivatives. 
We have derived an error bound of the form Ch r+l which applies when using the continuous- 
time orthogonal spline collocation method with Hermite piecewise polynomials of degree r to solve 
a SchrSdinger equation with power nonlinearity of the form lulp-Xu, p > 1, thereby extending 
the result from [3] which applied to the p = 3 case. Although the order of the estimate is 
independent ofp, the constant C depends on norms of the exact solution and its time derivative 
(both of which depend upon p) and other factors which also depend upon p. Experimental 
confirmation of this error bound has been obtained. The dependence of the error on the order of 
the nonlinearity has been experimentally demonstrated, with the error becoming steadily more 
pronounced with increasing p. When the critical case p = 5 is reached, significant deterioration 
in the approximate solution is observed with the magnification of the error resulting from the 
instability of the solitary-wave solution in this case, which is a consequence of the absence of an 
infinite number of conservation laws. This deterioration occurs despite close approximation to 
three conservation laws (conservation of mass, energy, and impulse) which do exist. 
Although near-conservation f certain quantities may not guarantee an accurate solution, a 
marked deviation from conservation properties may provide an indicator of problems or other 
developments with the approximate solution which are not evident from a measure of the error 
alone. This is illustrated in a solitary-wave test problem for the generalized nonlinear SchrS- 
dinger equation by the deviation of the approximation to one of the conserved quantities which 
accompanies the development of spurious oscillations at the base of the traveling wave (a local 
phenomenon), despite xtremely slow growth in the L 2 error (a measure of a more global nature). 
An approximation to the same quantity experiences rapid change at the start of significant 
blowup in the approximate solution to a case of the cubic-quintic SchrSdinger equation. Hence, 
careful monitoring of the behavior of approximations to theoretical invariants can provide useful 
information in numerical studies. 
Potential extensions of this work which could lead to enhancements of efficiency and accuracy 
include examination of issues associated with boundary conditions and the utilization of nonuni- 
form, moving meshes which follow the propagation of pulse solutions. As the present paper is 
concerned primarily with the question of the spatial discretization, an investigation i to issues 
associated with the use of various time-stepping schemes in tandem with the collocation spatial 
discretization could be informative. The consideration of problems in higher spatial dimensions 
would also be worthwhile. 
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