We consider a multiserver service system with general nonstationary arrival and service-time processes in which s(t), the number of servers as a function of time, needs to be selected to meet projected loads. We try to choose s(t) so that the probability of a delay (before beginning service) hits or falls just below a target probability at all times. We develop an approximate procedure based on a time-dependent normal distribution, where the mean and variance are determined by infinite-server approximations. We demonstrate that this approximation is effective by making comparisons with the exact numerical solution of the Markovian M t / M / s t model.
Introduction
We propose a procedure to determine how many servers are needed, as a function of time, in a nonstationary stochastic service system. We assume that any number of servers can be assigned as a function of time in response to projected loads, but that the server assignment cannot be changed adaptively in real time in response to observed loads. This problem is often referred to as the operator staffing problem; e.g., see Parsons (1989, 1991) , Brigandi, Dargon, Sheehan and Spencer (1994) , Buffa, Cosgrove and Luce (1976) , Gaballa and Pearce (1979) , Grassmann (1986 Grassmann ( , 1988 , Chapter 7 of Hall (1991) , Holloran and Byrn (1986) , Kolesar (1986) , Kolesar, Rider, Crabill and Walker (1975) , Larson (1972) , Quinn, Andrews and Byrne (1991) , Segal (1974) , Sze (1984) and Thompson (1993 Thompson ( , 1994 .
We investigate the operator staffing problem in the context of the G t / GI t / s t queueing model.
There is unlimited waiting room and the service discipline is first-come first-served (FCFS). The arrival process is partially characterized by a time-dependent arrival-rate function λ(t) and a time-dependent variability function c a 2 (t) (to be defined below); the service times are mutually independent and independent of the arrival process; the cumulative distribution function (cdf) of the service time of an arrival at time t is G t (x); and the number of servers as a function of time is s(t), which is subject to control, given the functions λ(t), c a 2 (t) and G t (x). This model contains as an important special case the fully specified M t / GI / s t model with nonhomogeneous Poisson arrival process.
We do not consider the important problem of forecasting uncertainty, which means uncertainty about the arrival-rate function and other elements of the model. We also do not consider customer abandonments and retrials. These phenomena can be important, but we are primarily interested in providing a sufficiently high grade of service that these phenomena will be negligible.
We develop a procedure for determining the required number of servers, s(t), as a function of time t. We do not discuss the subsequent problems of determining the actual work schedules to provide these servers. We choose s(t) so that the probability of delay (the probability that an arrival at time t would have to wait before beginning service) is approximately some target probability at all times. Our experience indicates that other performance measures of interest, such as the mean and tail probabilities of the number in queue, do not fluctuate greatly when we control the delay probability.
A Challenging Example
Consider a Markovian M t / M / s t system with exponential service times having mean 1 and a nonhomogeneous Poisson arrival process with sinusoidal arrival-rate function λ(t) = 30 + 20 sin ( 5t). (We use the sinusoidal form for simplicity; our methods apply to general arrival-rate functions estimated from data.) Suppose that the target delay probability is 0.13. (We explain the use of 0.13 later.) This is a challenging (if not entirely realistic) example, because the arrival rate fluctuates rapidly relative to the mean service time, e.g., each cycle is 2π/5 ∼ ∼ 1. 256. If we think of daily cycles, then the mean service time is about 0.8 days. Such long service times are uncommon, but they do occur, e.g., in equipment repair and loan processing. However, the point of this example is to show that there exist circumstances in which available procedures fail miserably, while our proposed procedure performs well.
To evaluate alternative staffing algorithms for the M t / M / s t model, we calculate the timedependent distribution of the number of customers present by numerically solving the ChapmanKolmogorov forward equations (a system of ordinary differential equations), using a variant of the algorithm in Davis, Massey and Whitt (1995) . We choose a finite capacity sufficiently large that it has negligible influence.
There are two relatively simple approximations that are natural to consider with time-varying arrival rates. First, if the arrival rate changes sufficiently slowly (relative to the service times), then it is natural to consider a pointwise stationary approximation (PSA), which is the steadystate distribution of the stationary M/M/s model using the instantaneous arrival rate λ(t) at time t;
e.g., see p. 178 of Hall (1991) , , Green, Kolesar and Svoronos (1991) and Whitt (1991) . However, in this example the arrival-rate function varies much too quickly, as can be seen from Figure 1 . Figure 1 plots s(t) with the offered load (the arrival rate times the mean service time), which here is just λ(t). Since the offered load varies from 10 to 50, PSA with a target delay 0.13 has the number of servers vary from 15 to 60, and the delay probability oscillates nearly over the full range between 0 and 1. Similar large oscillations occur with other performance measures such as the mean number in queue. (There is an initial startup effect, because we start the system empty at time 0, but this effect does not last long.) The average delay probability with PSA is 0.46.
_ ___________________ Insert Figure 1 here _ ___________________ An alternative approximation is the simple stationary approximation (SSA), which uses the stationary model with the long-run average arrival rate. In contrast to PSA, SSA tends to be appropriate when the arrival rate changes very rapidly (again relative to the service times), provided that the arrival rate is nearly constant over the longer time scale over which the average is taken. In this example, the average arrival rate is 30. With a constant arrival rate of 30, the steady-state delay probability is 0.112 with 38 servers and 0.155 with 37 servers, so that 38 meets the target delay probability 0.13. However, with the actual arrival rate in this example, the delay probability oscillates between 0.04 and 0.30 when we always use 38 servers, as shown in Whitt (1991) , it is natural to look for approximations in between these two extremes. In particular, to determine the effective arrival rate at time t, it is natural to average the arrival rate over an appropriate interval before time t. With PSA, the interval has zero length; with SSA, the interval has infinite length. Assuming that there is no anticipated major queue buildup before time t, this interval should perhaps have a length of about 1-10 mean service times, but it is not clear precisely how this averaging should be done.
Our main idea is to use an infinite-server (IS) approximation. The IS approximation can be regarded as an averaging procedure that produces an effective arrival-rate at all times, as will be clear from Section 2. Moreover, the IS approximation clearly reveals the proper role of the service-time distribution in this averaging.
Figures 3 and 4 show the result of applying our IS algorithm to choose s(t) to keep the delay probability below 0.13. The offered load is plotted with the number of servers in Figure 3 . Even though the offered load fluctuates between 10 and 50, our algorithm dictates that the number of servers should vary only from 34 to 42. Figures 3 and 4 show the exact delay probability, the probability that there are at least five customers in queue, and the expected number in queue (not in service) as functions of time. Observe that the time-dependent delay probability is indeed close to the target value 0.13 at all times. Moreover, all three performance measures are nearly We have just shown by example that PSA and SSA can perform poorly, while the IS approximation performs well. However, the example is not too realistic because the arrival rate fluctuates rapidly. When the arrival rate fluctuates more slowly, PSA performs much better.
Indeed, for many applications the arrival rates fluctuate sufficiently slowly that PSA is excellent; e.g., see and Eick et al. (1993a) . It is significant, though, that the IS approximation still works well when the arrival rate fluctuates more slowly. Then the IS approximation tends to coincide with PSA.
A Normal Approximation
So how do we achieve these results? We act as if there are always infinitely many servers and develop an approximation for the distribution of the number Q ∞ (t) of busy servers at time t.
Given an approximate distribution of Q ∞ (t) for each t, we try to choose s(t) so that
for some prescribed target probability α.
We use a normal approximation to solve (1). Let N(m,σ 2 ) denote a normal random variable with mean m and variance σ 2 . We approximate the distribution of Q ∞ (t) by the distribution of
) for a suitable mean function m(t) and variance function v(t) developed below.
is distributed approximately as N( 0 , 1 ), so that the number of servers is taken to be
where x is the least integer greater than x and z α satisfies
It is also natural to incorporate a refinement to account for the discreteness (s(t) must be an integer) as in (3.16) on p. 185 of Feller (1968) . Thus, we actually use
instead of (2).
Formula (4) is the procedure when we allow the server levels to be changed at arbitrary times.
In our programs implementing (4) we also allow changes to be made only at user specified times the one above), all these calculations are typically completed in a few seconds.
Normal approximations for multi-server models have a long history, e.g., see p. 191 of Feller (1968) , Iglehart (1965) , Section II.2 of Newell (1973) , Whitt (1984 Whitt ( , 1992 , and references therein.
The normal approximation with the IS mean and variance can be developed via heavy-traffic limit theorems in which the entire arrival-rate function increases (and the number of servers increases if there are only finitely many); see Glynn and Whitt (1991) and references therein. Glynn and
Whitt only discuss the stationary model, but the argument there extends to nonstationary models.
Central limit theorems for nonstationary arrival processes are discussed in Massey and Whitt (1994a) .
The normal approximation performs well when the offered load, and thus the number of servers, is relatively large, because then we are in the domain of the heavy-traffic limit theorems, but the normal approximation also performs remarkably well when the number of servers is quite small, e.g., 5. This should not be too surprising, because the central limit theorem also often performs remarkably well for small sample sizes.
Since the normal approximation is natural and has a substantial history, our main contribution is providing an appropriate mean function m(t) and variance function v(t) in (4). Our main idea is to base these functions on the exact values, and subsequent approximations, in the associated G t / GI t /∞ infinite-server model. We give the details in Sections˜5 and 6.
As background, it is useful to review how the IS approximation and the normal approximation (4) work for the stationary M/M/s model. The IS approximation is just the Poisson distribution. Table 1 displays the number of servers needed to meet several target blocking probabilities as a function of the offered load.
_ ___________________ Insert Table 1 here _ ___________________ Notice that the three methods differ by at most one server in all cases. The difference is small in part because a change of one server changes the delay probability quite substantially. This is illustrated in Table 2 , where we show the actual delay probabilities associated with a target delay probability α = 0. 005 as well as the delay probabilities with one fewer and one more server.
Additional numerical comparisons for stationary models appear in Whitt (1992) .
_ ___________________
Insert Table 2 here _ ___________________
Refined Delay Probability Approximations
The IS approximation here extends the IS approximation for stationary models in Section 2 of Whitt (1992) . As pointed out there, even though it is natural to interpret the target probability α in (1) as a direct approximation for the probability of delay in the G t / GI t / s t model, it is possible to obtain a better approximation for the probability of delay in the finite-server G t / GI t / s t model by exploiting the relation between the tail probabilities in the two models. For the stationary GI/M/s delay model, the probability of delay converges to a constant as the offered load increases when the number of servers (which also must increase) is specified according to (2) or (4), by virtue of a heavy-traffic limit theorem in Halfin and Whitt (1981) . For example, as the arrival rate and number of servers increase in the M/M/s model with (2) holding, the probability of delay
for α in (1) and z α in (3). Moreover, Whitt (1992 Whitt ( , 1993 showed that (5) provides an excellent approximation for the actual steady-state delay probability even when the number of servers is not large; e.g., see Table 13 of Whitt (1993) .
Hence, when the target probability is α in (1), we propose p D (α) in (5) as a better approximation for the actual delay probability. Table 3 displays typical values of α and p D (α).
We already applied (5) in the example with rapidly fluctuating sinusoidal arrival rate in Figure 1 .
We actually used α = 0. 1 and thus z α = 1. 282. By Table 3 , this corresponds to a delay probability of 0.13, which was our stated target value. Table 3 shows that p D (α) is very close to α when α is small.
_ ___________________ Insert Table 3 here _ ___________________ The initial approximation for the delay probability at time t using (1)-(4) is the target IS delay probability α and a second refined approximation is p D (α) in (5). Another refined approximation is the modified offered load (MOL) approximation, as in Jagerman (1975) , Massey and Whitt (1994b) and Davis et al. (1995) . (These papers consider loss models, but the MOL approximation can be applied in the same way to delay systems.) The basic MOL approximation for the distribution of the number of customers in an M t / M / s t system at time t is the steady-state M/M/s distribution with s(t) as the number of busy servers and m(t)/ s(t) as the traffic intensity, where m(t) is the time-dependent IS mean. Our experience indicates that the MOL approximation yields more accurate approximations for the delay probability than the IS approximation refined by (5), but the improvement tends not to be important for staffing. The MOL approximation applies directly to M t / M t / s t models, but can be used more generally. We do not discuss MOL approximations further.
The Mean Function
For the G t / GI t /∞ model, assumed to start empty in the distant past, the mean number of busy servers as a function of time is (exactly)
where
with S(u) being the service time of an arrival at time u and λ(u) is the arrival rate at time u. Formula (6) is reasonably well known for the case of nonhomogeneous Poisson arrivals, but formula (6) actually remains valid without the Poisson assumption, provided that the arrival-rate function λ(t) is well defined. The case of Poisson arrivals is reviewed in Section 1 of Eick, Massey and Whitt (1993a) . The extension to nonPoisson arrivals is treated in Theorem 2.1 and Remark 2.3 of Massey and Whitt (1993) .
Thus, we can compute m(t) using (6), either analytically or numerically, depending on the nature of the functions λ and G t . In the rest of this section we discuss further simplifying assumptions and/or approximations that can facilitate the computation. If the service-time distribution G t does not depend on t, then (6) can be rewritten as
where S is a generic service time and S e is a generic service-time stationary-excess random variable, i.e.,
see Theorem 1 of Eick et al. (1993a) . Note from formulas (6) and (7) that the IS mean m(t) can be regarded as a smoothing of λ(t) multiplied by the mean service time. (This is the averaging referred to in Section 1.) Our experience is that the IS approximation succeeds in finding an appropriate smoothing. This is illustrated by the example in Section 2.
We now develop an approximation for time-dependent service times, assuming that G t (x) changes relatively slowly compared to λ(t). We note that this often seems to be the case. For example, measurements indicate that the holding-time distribution of telephone calls changes throughout the day, having a bigger mean in the evening than in the day, but this rate of change is slow compared to the rate of change of the arrival rate λ(t). Assuming that the service-time distribution does indeed change relatively slowly, we introduce a natural approximation to (6) based on (7), namely,
where S(t) has cdf G t and S e (t) has cdf
We have associated the service-time distribution with customers, by letting it be determined upon arrival. If instead we want to think of each server completing service at rate µ(t) at time t, then we suggest approximating S(t) by an exponential random variable with mean 1/µ(t). Of course, if the service rate changes relatively quickly, then we could use the exact (time-dependent exponential) cdf
To systematically apply our staffing procedure (1)- (4), we need to be able to efficiently compute the mean m(t) as a function of t for all times t of interest. The formulas (6)- (11) can be used directly, but they are not especially convenient for this purpose. However, if we make further assumptions, then we can obtain very convenient algorithms to compute m(t).
We can obtain an efficient algorithm if we make simplifying assumptions about the servicetime distribution. First, if the service-time distribution is exponential with constant rate µ, then m(t) can be obtained simply by solving the ordinary differential equation (ODE)
where m( 0 ) is given, e.g., m( 0 ) = 0 if we start empty at time 0; see Corollary 4 on p. 737 of Eick et al. (1993a) . (Note that (12) extends to time-dependent service rates as well.) It is significant that (12) applies with a general arrival-rate function.
More generally, if there is a fixed phase-type service-time distribution with k phases, then the mean m(t) can be obtained by solving a system of k ODEs, as was done in Davis et al. (1995) ; also see Massey and Whitt (1994b) . The M t / PH k /∞ model is equivalent to a special case of the ( M t / M /∞) k / M network treated in Section 8 of Massey and Whitt (1993) .
Even for the numerical examples in this paper, involving the M t / M / s t model with sinusoidal arrival-rate functions, we use the ODE (12) to calculate the mean m(t). It is somewhat faster than repeatedly evaluating the explicit formula for m(t) given in (15) of Eick et al. (1993b) .
(Computing λ(t) requires evaluating one trigonometric function, while computing m(t) directly from (15) of Eick et al. (1993b) requires evaluating two.)
Second, instead of making special assumptions about the service-time distribution, we can assume special structure for the arrival rate function λ(t). Explicit formulas for m(t) when λ(t)
is sinusoidal are given in Eick et al. (1993b) . Explicit formulas for m(t) when λ(t) is a polynomial or a step function are given in Eick et al. (1993a) .
However, in practice λ(t) typically will not have a well-defined mathematical structure. What we want is a convenient algorithm to calculate m(t) when λ(t) is a general function estimated from data. We can treat general arrival-rate functions arising in practice by making polynomial (e.g., linear or quadratic) approximations to the arrival-rate function λ(t) over subintervals. For example, we can compute m(t) over the interval [ (k − 1 ) c, kc) by using a polynomial approximation to λ(t) over the interval [ (k − j) c, kc), where c is an appropriate constant such as 5 mean service times and j is perhaps about 8. The polynomial approximation for λ(t) can be fit to data using least squares or iterated weighted least squares, as in Massey, Parker and Whitt (1995) . (Iterated weighted least squares yields the maximum likelihood estimator, but ordinary least squares usually performs almost as well.)
The ODEs provide a simple effective way to calculate m(t) for general λ(t). Nevertheless, in some situations it may be desirable to have even more elementary approximations. For this purpose, we can exploit the quadratic approximations (QUAD-S) in Section 3 of Eick et al. (1993a) to further simplify (9). In particular, we can use the approximation
m(t) ∼ ∼ λ(t − E[S e (t) ] ) E[S(t) ] + 2 λ′ ′ (t) _ _____ Var [S e (t) ] E[S(t) ] ,
where, by (2) of Eick et al. (1993a) ,
E[S e (t) ] = E[S(t) 2 ]/2E[S(t) ]
and
with λ′ ′ (t) being computed based on a suitably smoothed estimate of λ. A convenient simple approximation for m(t), which tends to be appropriate when λ(t) changes slowly, is (13) without the second term, i.e., (13) with λ′ ′ (t) ∼ ∼ 0.
An even simpler approximation is the IS pointwise stationary approximation (PSA), namely,
The quadratic approximation QUAD-S in (13) differs from PSA in (16) 
by a time lag E[S e (t) ] and a space shift λ′ ′ (t) Var [S e (t) ] E[S(t) ]/2. We call (13) without the space shift shifted PSA.
We regard PSA in (16) as the natural initial approximation to m(t). Evidently PSA has often been used in applications. Our goal is to go beyond (16) and indicate when going beyond (16) In summary, (4) with the exact mean m(t) in (6) (and the variance discussed below) is the IS approximation for the original finite-server problem. If we can assume a fixed exponential service-time distribution, then we can obtain m(t) for any arrival-rate function by solving the ODE (12). If we use a phase-type service-time distribution, then we can obtain m(t) by solving a corresponding system of ODEs. We propose (13) as a convenient approximation to (6), and PSA in (16) as a convenient approximation to (13). The time lag and space shift in (13) help us evaluate the importance of doing more than PSA.
The Variance Function
In the case of (nonhomogeneous) Poisson arrivals, the number of busy servers at time t in the infinite-server model has a Poisson distribution with the mean m(t) in (6); e.g., see Theorem 2.1 of Massey and Whitt (1993) . (Here the Poisson property of the arrival process is needed.) Hence,
in this case, the variance v(t) equals the mean m(t). More generally, we regard m(t) as the default value for v(t). Our purpose in this section is to develop better approximations for v(t) to
cover cases when the arrival process is not nearly Poisson.
Paralleling the treatment of the stationary model in Section 2 of Whitt (1992), we suggest the
for some suitable η > 0; in (19) A(t) counts the number of arrivals before time t. The function (18) is a time-dependent generalization of the heavy-traffic peakedness in (13) The representation (17)- (19) (17)- (19) permit the degree of stochastic variability to be specified directly in a relatively familiar way.
A Start-Up Example
In this section we consider a stationary M/G/s delay model with arrival rate λ starting up from an empty initial state. In this case, the mean function for the IS model has a very simple form, namely,
for S e in (8). The well-known insensitivity of the steady-state distribution to the service-time distribution beyond its mean is seen by letting t → ∞ in (20)
, because m(t) → λE[S] as t → ∞.
Suppose that we consider the special case of arrival rate λ = 100 and exponential service times with mean µ − 1 . Then
Furthermore, suppose that µ = 1 and we consider changing the number of servers only at integer time points. Then we must meet the capacity constraints at k throughout the interval [k − 1 , k).
If α = 0. 05 (z α = 1. 645 ), then by (4) the number of servers required in successive intervals (4)), so we clearly see the improvement provided by the IS approximation over PSA. Of course, no savings at all are obtained after time 4
(i.e., after 4 mean service times), so the interval [ 0 , 4 ] must be significant in the overall problem for the time-dependent analysis to be important.
We considered the specific case of service rate µ = 1. More generally, from (21), we see that if staffing is done at times k /µ, then savings will occur only over the time interval [ 0 , 4µ
i.e., the savings will be proportional to µ − 1 . Thus, if µ is increased from 1 to 10, then the savings will be reduced by a factor of 10. Table 3 we would predict that the maximum delay probability is 0.062. This is remarkably close to the actual steady-state blocking probability of 0.064 with s = 117.
Jumps in the delay probabilities are to be expected, since changing the number of servers by 1 has a significant impact. To see this, note that the steady-state delay probabilities with s = 116 , 117 and 118 are, respectively, 0.078, 0.064 and 0.052.
Other Sinusoidal Examples
We conclude by considering several other M t / M / s t examples with sinusoidal arrival rates.
We refer to Eick et al. (1993b) for the IS theory. We use sinusoidal models because they are convenient for illustrative purposes, not because we believe that they are especially realistic. It is no more difficult to solve an M t / M / s t model with a general arrival-rate function using the ODE (12).
As before, we assume that the service times are all exponential with mean 1, so that time is measured in mean service times. We consider the four arrival rate functions and delay probability targets α shown in Table 4 . The range of realized delay probabilities for the IS approximation is also shown in Table 4 . Figures like Figures 1-3 appear in an unpublished original longer version of this paper.
The first arrival-rate function λ(t) = 20 + 10 sin (t) has period 2π ∼ ∼ 6. 28. For a daily cycle this corresponds to a mean service time of 3.82 hours. In this example the mean service time is relatively long compared to the period, as might occur in repair operations, but it is not nearly as long as the sinusoidal example given in Section 1. The time variation still has a significant impact on the mean m(t) in the IS approximation, which is 20 + 5 (sin t − cos t). The peak delay probability is about 0.13 as predicted by (5) and Table 3 . The time-average number of servers required with IS is 26.91, which is slightly less than the 27 servers required for the stationary model with λ = 20. The peak number of servers with PSA is 38 compared to 35 when we apply (4) directly with m(t). The average number of servers used is essentially the same, but the delay probabilities are much more erratic with PSA, ranging from 0 to about 0.7 for PSA as opposed to from 0.09 to 0.013 for the IS approximation. The average delay probability is 0.264 for PSA and 0.089 for the IS approximation.
The other performance measures also fluctuate much more with PSA. For example, the mean number in queue ranges from 0 to 6 with PSA, as opposed to from 0.25 to 0.40 with the IS approximation. We also considered the simple shifted PSA approximation m(t) ∼ ∼ λ(t − ES e ) based on (13). It is better than PSA but still substantially worse than (4). Shifted PSA has a maximum delay probability of 0.4 and an average delay probability 0.151.
To illustrate that PSA is much closer to the IS approximation with longer cycles, our second example has arrival rate λ(t) = 400 + 40 sin ( 0. 2t). The larger size associated with an average arrival rate of 400 illustrates that the exact M t / M / s t calculation still works well for such systems.
The cycle is now 10π, which corresponds to a mean service time of 0.768 hours = 46 minutes in a daily cycle. The range of delay probabilities using a target of α = 0. 1 (z α = 1. 282 ) using the IS approximation is between 0.12 and 0.13. In contrast, the range for PSA is 0.06 to 0.26. The To illustrate that the IS approximation also works remarkably well with quite small systems, our third example is the arrival-rate function λ(t) = 3 + 2 sin t and target α = 0. 1. The range of delay probabilities is 0.06 to 0.12.
The IS approximation tends to work better when the target delay probability α is small, but it also works quite well when α is not small. To illustrate, our last example is the arrival rate function λ(t) = 20 + 10 sin t, as before, but now with α = 0. 4, which from Table 3 we see corresponds to z α = 0. 2533 and p D (α) = 0. 7177. The realized peak delay probability for IS is about 0.58, but the quality of service is again quite constant.
We conclude by pointing out that the difference between m(t) and λ(t) E [S] , and thus IS and PSA, would be greater if the service-time distribution were more variable. The case of a hyperexponential service-time distribution is discussed in Section 7 of Eick et al. (1993b Table 1 .
A comparison of three methods for determining the required number of servers in the stationary M/M/s model as a function of the offered load m and target delay probability α: the exact Erlang delay formula (E), the infinite-server Poisson distribution (P) and the normal approximation (N).
_ _______________________________________ target probability α _ ________________________________ m 0.1 0.01 0.001 0.0001 _ _______________________________________ 1 3 5 6 7 2 5 7 9 10 3 6 9 11 12 4 8 10 12 14 5 9 (9) 11 (11) 14 (13) Table 2 . The probability of delay in the stationary M/M/s model as a function of the offered load m and the number of servers s when s is chosen to satisfy (4) with α = 0. 005 (z α = 2. 576 ).
_ ___________________________________________________
normal tail percentiles infinite-server The PSA approximation: The server-staffing levels and delay probabilities as functions of time for the M t / M / s t example with rapidly fluctuating sinusoidal arrival-rate function λ(t) = 30 + 20 sin ( 5t) using the pointwise stationary approximation (PSA) with a delay probability target 0.13. The offered load λ(t) is plotted with the number of servers. The SSA Approximation: The server-staffing levels and delay probabilities as functions of time for the M t / M / s t example with rapidly fluctuating sinusoidal arrival-rate function λ(t) = 30 + 20 sin ( 5t) using the simple stationary approximation (SSA) with the average arrival rate 30 and a delay probability target of 0.13. The offered load λ(t) is plotted with the constant number of servers, 38. The IS approximation: The tail probability P(Q s (t) ≥ s(t) + 5 ) and expected number in queue (not in service) for the example in Figure 3 . IS approximation for the first sinusoidal example in Section 5: The server-staffing levels and associated (exact) delay probabilities as functions of time in the M t / M / s t example with sinusoidal arrival rate λ(t) = 20 + 10 sin t based on α = 0. 1, using (4). The offered load λ(t) is plotted with the number of servers. IS approximation for the first sinusoidal example in Section 5: The time-dependent tail probabilities P(Q s (t) ≥ s(t) + 5 ) and the expected number in queue (not in service) for the sinusoidal example in Figure 6 . PSA for the first sinusoidal example in Section 5: The server-staffing levels and actual delay probabilities as functions of time using the pointwise-stationary approximation (PSA), i.e., using λ(t) instead of m(t) in (4), in the M t / M / s t example with sinusoidal arrival rate λ(t) = 20 + 10 sin t based on α = 0. 1.
Figure 9.
A comparison of IS, shifted PSA and PSA: The actual delay probabilities in the M t / M / s t example with sinusoidal arrival rate λ(t) = 400 + 40 sin ( 0. 2t) based on α = 0. 1 when the number of servers is specified by (4). We use (12) for IS, (13) with λ′ ′ (t) ∼ ∼ 0 for shifted PSA and (16) for PSA. IS approximation: The tail probabilities P(Q(t) ≥ s(t) + 5 ) and expected number in queue (not in service) for the IS approximation for the example in Figure 9 . IS approximation for the small sinusoidal example: The server staffing levels and the associated (exact) tail probabilities as functions of time in the M t / M / s t example with sinusoidal arrival rate λ(t) = 3 + 2 sin t based on α = 0. 1 using (4). As before, the offered load is plotted with the number of servers.
Figure 12.
The IS approximation: The tail probabilities P(Q s (t) ≥ s(t) + 5 ) and expected number in queue (not in service) for the small example in Figure 11 using IS. The IS approximation with a large target probability: The server staffing levels and the associated delay probabilities as functions of time in the M t / M / s t example with sinusoidal arrival rate λ(t) = 20 + 10 sin t based on α = 0. 4 using (4).
