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Abstract
We introduce a principled method to train end-to-end analog neural networks
by stochastic gradient descent. In these analog neural networks, the weights
to be adjusted are implemented by the conductances of programmable resistive
devices such as memristors [Chua, 1971], and the nonlinear transfer functions (or
‘activation functions’) are implemented by nonlinear components such as diodes.
We show mathematically that a class of analog neural networks (called nonlinear
resistive networks) are energy-based models: they possess an energy function as
a consequence of Kirchhoff’s laws governing electrical circuits. This property
enables us to train them using the Equilibrium Propagation framework [Scellier
and Bengio, 2017]. Our update rule for each conductance, which is local and relies
solely on the voltage drop across the corresponding resistor, is shown to compute
the gradient of the loss function. Our numerical simulations, which use the SPICE-
based Spectre simulation framework to simulate the dynamics of electrical circuits,
demonstrate training on the MNIST classification task, performing comparably or
better than equivalent-size software-based neural networks. Our work can guide
the development of a new generation of ultra-fast, compact and low-power neural
networks supporting on-chip learning.
1 Introduction
In recent years, deep neural networks have proved extremely effective in machine learning, achieving
state-of-the-art performance in a variety of domains, including image classification [He et al., 2016],
speech recognition [Hinton et al., 2012], machine translation [Vaswani et al., 2017], and text-to-speech
[Oord et al., 2016]. One of the core principles to train these deep neural networks is optimization by
stochastic gradient descent (SGD).
However, training these neural networks on graphics processing units (GPUs) is time consuming
and energy intensive. This is due to the separation of memory and processing in von Neumann
hardware, which leads to a severe bottleneck in moving the data back and forth between memory
and compute units – the so-called von Neumann bottleneck. Building fast and energy-efficient neural
networks requires a non-von Neumann computing paradigm which unifies memory and processing,
by performing neural computations at the physical location of the synapses, where the strength of the
connections (the weights of the neural network) are stored and adjusted.
Programmable resistors can implement the synapses of a neural network by encoding the synaptic
weights in their conductances. Such programmable resistors can be built into large crossbar arrays
to represent the weight matrices of the layer-to-layer transformations of a deep neural network.
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This setup presents significant advantages over multi-processors such as GPUs: the number of
operations that can be simultaneously executed in a GPU is limited by its number of processors ; in
contrast, a crossbar array is a massively-parallel computing device in which all resistors do parallel
computations. Furthermore, since the computation in a crossbar array is in the analog domain, the
power consumption is also several orders of magnitude lower than that of a GPU [Burr et al., 2017].
Crossbar arrays have been proposed to accelerate the hardware implementation of the backpropagation
algorithm, which is the key algorithm of deep learning to train conventional neural networks [Li et al.,
2018, Rekhi et al., 2019]. Nevertheless, these implementations require digital-to-analog (DAC) and
analog-to-digital (ADC) conversion between the layers of the network, the latter being known to be
responsible for most of the power consumption [Li et al., 2015]. This suggests an opportunity to
further cut power consumption by avoiding DACs and ADCs.
In this work, we suggest an alternative to the backpropagation algorithm, which eliminates the need
for DACs and ADCs. We introduce end-to-end analog neural networks, in which nonlinear resistive
components such as diodes play the role of nonlinear transfer functions. Crucially, our hardware
implementation of neural networks allows end-to-end analog computing not just for inference, but
also for training. To achieve this, we use the Equilibrium Propagation (or EqProp) framework,
suitable for optimization by SGD with local weight updates [Scellier and Bengio, 2017].
EqProp applies to energy-based models (EBMs), i.e. neural network models that possess an energy
function. A key result we show is that a class of analog neural networks called nonlinear resistive
networks are EBMs: they possess an energy function whose existence is a direct consequence of
Kirchhoff’s laws governing electrical circuits. As a consequence, these analog networks are trainable
by SGD using locally available information for each weight. Specifically, we show mathematically
that the gradient (of the loss to minimize) with respect to a conductance can be estimated using solely
the voltage drop across the corresponding resistor. This result opens up a path towards dramatically
faster and orders of magnitude higher energy-efficient neural networks trainable by SGD.
The main contributions of the present work are the following.
• Inspired by the work of Johnson [2010], we show that a class of analog neural networks
called nonlinear resistive networks are energy-based models (EBMs): at inference, the
configuration of node voltages chosen by the circuit corresponds to the minimum of a
mathematical function (the energy function) called the total pseudo-power of the circuit, as
a consequence of Kirchhoff’s laws (Lemma 3 in Appendix A). By bridging the conceptual
gap between energy-based models (at a mathematical level2), and physical energies3 (at
a hardware level), our work thus introduces an implementation of energy-based neural
networks grounded in device physics.
• We show how these analog neural networks can be trained with the Equilibrium Propagation
framework [Scellier and Bengio, 2017], and we prove a formula for updating the conduc-
tances (the synaptic weights) in proportion to their error gradients, using solely the voltage
drops across the corresponding resistive devices (Theorem 1 in Section 3). This result
provides theoretical ground for implementing end-to-end analog neural networks trainable
by stochastic gradient descent using a fast and low-power weight-update mechanism.
• We introduce a deep analog network architecture inspired by those of conventional deep
learning (Fig.1 and Section 4).
• We demonstrate the potential of our novel neuromorphic hardware methodology with
numerical simulations on the MNIST dataset, using a SPICE-based framework to simulate
the circuit’s dynamics. Due to computational constraints, we train a network with 100
hidden neurons for 10 epochs and obtain 3.43% test error rate, outperforming equivalent-
size software-based neural networks (Section 5).
By explicitly decoupling the training algorithm (EqProp in Section 3) from the specific neural network
architecture studied in this work (Section 4), we stress that our optimization method can be used
for any network architecture, not just the one of Section 4. Our modular approach thus offers the
possibility to explore the design space of analog network architectures trainable with EqProp, in
2In an EBM, the energy function is a mathematical abstraction of the model, not a physical energy.
3Specifically the power dissipated in resistive devices.
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essentially the same way as deep learning researchers explore the design space of differentiable neural
networks trainable with backpropagation.
Figure 1: Deep analog neural network with three input nodes (X1, X2 and X3), two layers of
three hidden neurons each (H1, H2, H3, and H4, H5, H6) and three output nodes (Ŷ1, Ŷ2 and Ŷ3).
Blue branches and red branches represent neurons and synapses, respectively. Each synapse is a
programmable resistor, whose conductance represents a parameter to be adjusted (section 4.1). Each
neuron is formed of a nonlinear transfer function and a bidirectional amplifier. The nonlinear transfer
function is implemented by a pair of antiparallel diodes (in series with voltage sources), which
forms a sigmoidal function in its voltage response (section 4.2). The bidirectional amplifier consists
of a current-controlled current source (CCCS, shown in brown) and a voltage-controlled voltage
source (VCVS, shown in black), allowing signals to propagate in both directions without a decay in
amplitude (section 4.3). Output nodes are linked to current sources (shown in green) which serve to
inject loss gradient signals during training (section 4.5). Equilibrium Propagation is a two-phase
procedure to compute the gradient of a loss L = `(Ŷ , Y ), where Y is the desired target (section
3.2). In the first phase (free phase, or inference), input voltages are sourced at input nodes and the
current sources are set to zero; in the second phase (nudged phase), for each output node Ŷk the
corresponding current source is set to Ik = −β ∂`∂Ŷk , where β is a scaling factor (a hyperparameter).
The update rule to adjust the conductance of a programmable resistor is local (Theorem 1.)
2 Related Work
Accelerators for deep learning. The computations involved in conventional neural networks
consist in large parts of tensor multiplications. A key insight is that the multiply and accumulate
operations of tensor multiplications can be performed in the analog domain by utilizing Ohm’s law
and Kirchhoff’s current law, respectively. In particular, crossbar arrays of analog resistive memory
elements can implement matrix-vector multiplications in their voltage-current transfer function. A
growing field of research exploits this idea to develop specialized hardware aimed at speeding up
the forward and backward passes of the backpropagation algorithm [Burr et al., 2017, Jerry et al.,
2017, Ambrogio et al., 2018, Li et al., 2018, Xia and Yang, 2019]. However, in this approach, a
fundamental drawback arises from utilizing a different circuit for the forward and backward passes.
The device mismatches and nonidealities inevitably present in analog hardware cause a layer-specific
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error in gradient computation. As the gradients propagate backwards through the network, these
errors accumulate. As a result, the performance of the network is severely degraded. This effect can
be mitigated by using digital-to-analog conversion (DAC) and analog-to-digital conversion (ADC)
between the layers of the network to compute the forward activation function and the backward
pointwise derivatives of the activation function in the digital domain (‘exactly’), but this technique
comes at the cost of greatly increasing power consumption [Li et al., 2015]. In contrast, our method
(EqProp) uses the same circuit for both phases of training (free phase and nudged phase), thereby
greatly simplifying the resulting hardware architecture. Crucially, since our update rule is local
(Theorem 1), the nonidealities of devices do not prevent reliable gradient computation. Finally, our
method does not require DACs and ADCs.
Energy-based models (EBMs). EBMs have played an important role in the foundations of deep
learning – see LeCun et al. [2006] for a comprehensive tutorial on energy-based learning. Historically,
the Hopfield model (first introduced in the discrete time setting with binary neurons [Hopfield,
1982] and then adapted to the real-time setting with real-valued neurons [Cohen and Grossberg,
1983, Hopfield, 1984]) and the Boltzmann machine [Ackley et al., 1985] (a stochastic variant of the
former) were the first EBMs to be introduced. Unfortunately, these models suffer from long and
slow inference phases, making them mostly impractical and out of stage in modern deep learning
applications. Boltzmann machines require running a Monte Carlo Markov Chain (MCMC), while the
Hopfield model requires an equally long phase of energy minimization. By highlighting the fact that
nonlinear resistive networks possess an energy function (the so-called total pseudo-power), our work
suggests an ultra efficient implementation of energy-based neural networks, in which minimization
of the energy function is performed by the physics of the circuit (Kirchhoff’s laws), rather than by a
lengthy MCMC simulation.
Equilibrium Propagation (EqProp). EqProp is a general algorithm for computing error gradients
in EBMs, inspired by the contrastive learning algorithm for Boltzmann machines [Ackley et al., 1985]
and Hopfield networks [Movellan, 1991]. Previous works have mostly studied EqProp in the setting
of classification tasks to train the Hopfield model and variants of it [Scellier and Bengio, 2017, 2019,
Scellier et al., 2018, Khan, 2018, O’Connor et al., 2018, O’Connor et al., 2019, Ernoult et al., 2019,
2020, Zoppo et al., 2020]. However, EqProp is a much more general method. Recently, Ernoult et al.
[2019] used EqProp to train energy-based convolutional networks. In this work, we apply EqProp
to a new class of energy-based neural networks called nonlinear resistive networks and we show in
Appendix B how EqProp can be used in the setting of Generative Adversarial Networks [Goodfellow
et al., 2014].
3 End-to-End Training via Equilibrium Propagation
We consider here for simplicity of presentation the supervised setting in which one has an input X
and one wants to predict its associated target Y , e.g. the setting of image classification where X is
an image and Y a label. Note however that our framework extends beyond this setting: we show in
Appendix B how it can be used in the setting of generative adversarial learning.
3.1 Nonlinear Resistive Networks and Supervised Learning
Nonlinear resistive network. The neural networks studied here are called nonlinear resistive
networks. These are electrical circuits consisting of two-terminal elements with continuous current-
voltage characteristics. This includes programmable resistors (whose conductances play the role of
synaptic weights), diodes (which form non-linear transfer functions), voltage sources (used to set
data samples at input nodes) and current sources (used to inject loss gradient signals during training).
Performing inference. A subset of the nodes of the circuit are input nodes at which input voltages
(denoted X) are sourced. All other nodes – the internal nodes and output nodes – are left floating:
after the voltages of input nodes have been set, the voltages of internal and output nodes settle to
their steady state. The output nodes, denoted Ŷ , represent the readout of the system, i.e. the model
prediction.
4
Loss function to minimize. The architecture and the components of the circuit determine theX 7→
Ŷ function. Specifically, the conductances of the programmable resistors, denoted θ, parameterize
this function. That is, Ŷ can be written as a function of X and θ in the form Ŷ (X, θ). Training such a
circuit consists in adjusting the values of the conductances (θ) so that the voltages of output nodes (Ŷ )
approach the target voltages (Y ). Formally, we cast the goal of training as an optimization problem
in which the loss to be optimized (corresponding to an input-target pair (X,Y )) is of the form:
L(X,Y, θ) = `
(
Ŷ (X, θ), Y
)
. (1)
In this work we use the squared error loss (Eq. 3). However, our framework applies to any differen-
tiable function ` ; see Appendix B.1 for common examples.
3.2 Computing the Gradient with respect to the Conductance of a Resistor
Equilibrium Propagation (EqProp) is a training framework for energy-based models (EBMs) [Scellier
and Bengio, 2017]. A key point we show is that nonlinear resistive networks are EBMs4 (Lemma
3 in Appendix A.2). This allows us to use EqProp in such analog neural networks to compute the
gradient of the loss of Eq. 1. Theorem 1 below provides a formula for computing the loss gradient
with respect to a conductance using solely the voltage drop across the corresponding resistor.
Given an input X and associated target Y , EqProp proceeds in the following two phases.
Free phase (first phase, inference). Input voltages are sourced at input nodes (X), while all other
nodes of the circuit (the internal nodes and output nodes) are left floating. All internal and output node
voltages are measured. In particular, the voltages of output nodes (Ŷ ) corresponding to prediction are
compared with the target (Y ) to compute the loss L = `(Ŷ , Y ).
Nudged phase (second phase). For each k = 1, 2, . . . ,K, a current Ik = −β ∂`∂Ŷk is sourced at the
corresponding output node (Ŷk), where β is a positive or negative scaling factor (a hyperparameter).
All internal node voltages and output node voltages are measured anew.
Theorem 1 (Gradient Formula). In a nonlinear resistive network, consider a linear resistor whose
terminals are i and j and with conductance gij (i.e. a resistor across which the current Iij and
voltage drop ∆Vij satisfy Ohm’s law: Iij = gij∆Vij). Denote ∆V 0ij the voltage drop without sourced
currents at output nodes (free phase), and ∆V βij the voltage drop in the presence of sourced currents
Ik = −β ∂`∂Ŷk at output nodes (nudged phase). Then, the gradient of the loss L = `
(
Ŷ , Y
)
with
respect to gij can be estimated, in the limit β → 0, as
∂L
∂gij
= lim
β→0
1
2β
((
∆V βij
)2
− (∆V 0ij)2) . (2)
Theorem 1 is proved in Appendix A (the proof comes with a detailed sketch of the proof first). It
is a particular case of the more general formula of Theorem 2 (Appendix A.1) which shows how to
compute the gradient in the case of an arbitrary non-linear resistive device.
In Appendix B.1, we give a few examples of common loss functions and derive the corresponding
currents (Ik) to be sourced at output nodes in the nudged phase.
Interestingly, in a chain-like layered neural network such as the one of Figure 1, the second phase of
EqProp (nudged phase) is similar in spirit to the backward pass of the backpropagation algorithm: the
currents introduced at output nodes in the nudged phase can be thought of as error signals propagating
backwards in the layers of the neural network, from output nodes back to input nodes.
4Writing the form of the ‘energy function’ (the total pseudo-power of the circuit) requires introducing a
substantial amount of notation. For this reason, we state and prove this result in Appendix A.
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4 Deep Analog Neural Network Architecture
The theory of Section 3 applies to any nonlinear resistive network. In this section, we introduce a
neural network architecture inspired by those of conventional deep learning (Figure 1). It is composed
of multiple layers, alternating linear and non-linear processing stages. The linear transformations are
performed by crossbar arrays of programmable resistors, whose conductances play the role of synaptic
weights that parameterize the transformations. The nonlinear transfer function is implemented using
a pair of diodes, followed by a linear amplifier. These crossbar arrays of programmable resistors and
these nonlinear transfer functions are alternated to form a deep network.
4.1 Programmable Resistors as Synapses
In the last decade, important advances in nanotechnology have provided neuromorphic researchers
with a panoply of new devices which allow for ultra low-power synaptic plasticity. Programmable
resistors that have been proposed and tested as synapses include memristors [Jo et al., 2010],
resistive random-access memory [Huang et al., 2019], phase-change memory [Ambrogio et al.,
2016], ferroelectric field-effect transistors [Jerry et al., 2017], flash memory [Guo et al., 2017],
magnetic random-access memory [Patil et al., 2019], conductive-bridging random access memory
[Cha et al., 2020] and spin-transfer-torque memory [Vincent et al., 2015], among others. We refer to
Burr et al. [2017] for a review on the use of programmable resistors for neuromorphic computing.
These programmable resistors behave as pure resistors in a low-voltage regime. However, by
applying voltage or current pulses, depending on the device, their conductances can be modified. The
programming of a conductance requires only a small amount of energy, since such devices can be
extremely small (∼ 2 nm) and their switching speed can be extremely fast (∼ 1 ns).
Programmable resistors are especially suited for a local learning rule such as the one of Theorem 1.
In the free phase and nudged phase, the node voltages can be measured without disturbing the circuit
by using a sample-and-hold amplifier (SHA). Then, by embedding the resistors in a suitable synaptic
circuit, we can program them to update their conductances proportionally to their loss gradients,
i.e. ∆gij ∝ − 1β
[(
∆V βij
)2
− (∆V 0ij)2], thus performing one step of stochastic gradient descent
(SGD). This can be achieved by means of amplitude/duration modulation of a voltage or current
pulse applied to the resistive device, for example the 1T–1R (one transistor–one memristor) synapse
[Merced-Grafals et al., 2016]. Furthermore, in a crossbar array, all conductances can be updated
simultaneously with two vectors of voltage pulses, a method called the outer product update [Fuller
et al., 2019].
Although the physical realization of memristor synapses presents challenges (such as device-to-device
variability and systematic bias in the weight updates), its investigation is out of the scope of this work.
We refer to Chang et al. [2017] for a thorough analysis.
4.2 Neurons as Nonlinear Transfer Functions
One way to think of a neuron is that it acts as a transfer function between an input current and an
output voltage (Fig. 1). The transfer function (which plays the role of ‘activation function’) is set up
so that the neuron’s output voltage is a smooth and S-shaped (sigmoidal) function of the neuron’s
input current. To achieve this, we place two diodes antiparallel between the neuron’s input node and
ground, in series with voltage sources (used to shift the bounds of the activation function). As a result,
the neuron’s output voltage is linear in the range between zero and one volt, but as the voltage rises
above or below these thresholds, one of the diodes turns on and sinks most of the extra current to
ground. The output voltage remains bounded even as the input current grows very large. The transfer
function equation of a diode is provided in Appendix C.
4.3 Bidirectional Amplifiers
In a network consisting only of resistors and diodes, simulations show that the voltages of hidden
neurons span a significantly smaller range of voltage values than the voltages of input nodes (the
voltages of hidden neurons are closer to zero). To prevent signal decay, we use voltage-controlled
voltage sources (VCVS) which amplify the voltages of hidden neurons in the forward direction by
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a gain factor A. To better propagate error signals in the second phase of training (nudged phase),
we also use current-controlled current sources (CCCS) which amplify currents in the backward
direction by a gain factor 1/A. We call such a combination of a forward-directed VCVS and a
backward-directed CCCS a ‘bidirectional amplifier’. More details are provided in Appendix C.4.
4.4 Constraint of Positive Weights – Doubling Input and Output Nodes
One constraint of analog neural networks (compared to conventional neural networks) is that the
conductances of programmable resistors, which represent the weights, are positive. Several ap-
proaches are proposed in the literature to overcome this constraint (Appendix C.5). In this work,
our approach consists in doubling the number of input nodes and inverting one set, and doubling
the number of output nodes. Typically in a classification task with K classes, the target vector
Y = (Y1, Y2, . . . , YK) represents the one-hot code of the class label. For each class k, our network
thus has two output nodes Ŷ +k and Ŷ
−
k , with Ŷ
+
k − Ŷ −k representing a score assigned to class k. The
loss to optimize is the squared error loss:
`(Ŷ , Y ) =
1
2
K∑
k=1
(
Ŷ +k − Ŷ −k − Yk
)2
. (3)
4.5 Injecting Loss Gradient Signals with Current Sources
In the nudged phase (second phase), we require currents I+k and I
−
k proportional to the gradients of
output node voltages Ŷ +k and Ŷ
−
k , which must be injected at output nodes. These currents are:
I+k = −β
∂`
∂Ŷ +k
= β
(
Yk + Ŷ
−
k − Ŷ +k
)
, I−k = −β
∂`
∂Ŷ −k
= β
(
Ŷ +k − Ŷ −k − Yk
)
. (4)
We achieve this using current sources. In the free phase (first phase), the same current sources are set
to zero current, acting like open circuits and not influencing the voltages of output nodes.
5 Numerical simulations
We use the SPICE (simulation program with integrated circuit emphasis) framework for realistic
simulations of the circuit’s dynamics [Vogt et al., 2020]. See Appendix D for simulation details.
XOR Task. As a proof of concept, we show that our analog neural network can indeed learn a
nonlinear function such as Y = X1 XOR X2. The architecture together with the final weights after
training are reported in Figure 3 (Appendix D).
MNIST Digits Classification Task. We perform our simulations on the MNIST dataset using the
high-performance SPICE-class parallel circuit simulator Spectre [Cadence Design Systems, Inc.,
2020]. Despite the use of this high-performance simulator, the computational difficulties described
below constrain us to limit our simulations to training a small (by deep learning standards) network
with a single hidden layer of 100 neurons. Since training takes 18 hours per epoch, we stop training
after 10 epochs (for a total training duration of one week).
After 10 epochs of training, our SPICE-based network achieves a test error rate of 3.43% (Table
1), while the training curve (Figure 4 in Appendix D) suggests that training isn’t complete. For
comparison, we train a logistic regression model which achieves 7.27% test error (Appendix D),
thus demonstrating that our SPICE-based network benefits from the non-linearities offered by the
diodes. We then benchmark our SPICE-based network against a PyTorch implementation of the
original EqProp model [Scellier and Bengio, 2017]. We train two kinds of PyTorch-based networks:
one whose weights are free to be either positive or negative, and one that also possesses the same
strictly positive weight constraints as our SPICE-based network (see Section 4.5). In both cases, our
SPICE-based network outperforms the PyTorch-based networks with 100 hidden neurons (Table 1).
We also show that increasing the number of hidden neurons in the PyTorch-based networks results in
lower, more competitive test error rates (2.01%). These results suggest that with more computational
power, training a larger SPICE-based network to convergence would result in a lower final test error
rate. Altogether our results demonstrate the potential of our novel neuromorphic approach.
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Table 1: Results on MNIST. SPICE EqProp (our model) is benchmarked against a PyTorch imple-
mentation of the original EqProp model [Scellier and Bengio, 2017]. For the PyTorch models, the
mean values and 95% confidence intervals of test errors are reported over five runs, after 10 epochs
of training and after training completion. 100 and 500 denote the number of neurons in the hidden
layer. ‘pos. weights’ means that weights are constrained to be positive (as explained in section 4.5).
Error rates after 10 epochs (%) Final error rates (%)
Test (Train) Test (Train)
SPICE EqProp 100 (our model) 3.43 (2.68)
PyTorch EqProp 100 (pos. weights) 3.85± 0.05 (2.87) 3.44± 0.04 (1.38)
PyTorch EqProp 100 3.99± 0.19 (2.93) 3.59± 0.06 (1.35)
PyTorch EqProp 500 (pos. weights) 2.49± 0.01 (1.47) 2.01± 0.02 (0.26)
PyTorch EqProp 500 2.92± 0.09 (1.82) 2.38± 0.11 (0.52)
We note that SPICE (and similar circuit simulators as well) is not ideal for the types of simulations
required in machine learning, due to the sequential nature of training. Traditionally, one designs
a circuit and uses a simulator to verify the correctness of it via a tractable number of test cases.
Importantly, these simulators are not designed for performing many simulations iteratively. Perhaps
interestingly, we found that simulators often possessed a large overhead that surpassed the actual
simulation time (on the order of tens or hundreds of milliseconds), which further points out that these
simulators are not designed for running millions of iterations.
6 Discussion
Even though the idea of neuromorphic hardware has existed for long [Mead, 1989], in the last decades
neural networks have more rapidly evolved to fit the constraints of conventional von Neumann
computers. As a consequence, today’s neural networks (together with the backpropagation algorithm
which was invented to train them) are fundamentally discrete-time dynamical systems. With the
recent success of deep learning, a growing field of research is emerging which uses mixed signal
analog/digital hardware to accelerate these discrete-time neural networks. However, when moving
from the digital world to the analog world, much more improvement in speed and power efficiency is
possible by rethinking neural networks as well as their training algorithm. Alternative neural network
paradigms which make use of the full potential of analog hardware for ultra-low energy computing
have been proposed and studied (e.g. spiking neural networks) but their development has thus far
been hindered due to the lack of a theoretical framework to train them.
Our work uses the formalism of energy-based models and equilibrium propagation to provide such a
theoretical framework for end-to-end analog neural networks trainable by stochastic gradient descent
with a local weight update mechanism. The modularity of our framework, in which the training
algorithm (EqProp) can be decoupled from the neural network architecture, offers the possibility
for neuromorphic researchers to explore the design space of analog network architectures, with the
perspective of finding circuits and configurations of components that best fit with EqProp training.
Among the remaining challenges, the main one is perhaps to figure out how to leverage the working
mechanisms of memristors to implement reliable conductance changes. While experimental imple-
mentation of memristive crossbar arrays is still in its infancy, numerous simulations have indicated
their potential. In particular, Ambrogio et al. [2018] have demonstrated in the context of feedforward
networks trained with backpropagation that memristive crossbar arrays can achieve comparable
accuracy to software-based networks running on conventional computer hardware, while increasing
speed and reducing power consumption by two orders of magnitude. The potential speedup and
power reduction offered by analog computing are especially critical for scaling up neural networks to
billions of neurons (sizes that are far out of reach with current GPU-based deep learning models).
To achieve such sizes, it will also become critical to take into account geometric constraints such
as sparsity in neural connectivity. For this purpose, sparse analog hardware architectures such as
Memristive Nanowire Neural Networks (MN3) are a promising alternative to dense crossbar arrays
[Kendall et al., 2020].
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Finally, our framework, which is a theory of how circuit dynamics can optimize objective functions,
may also inspire neuroscientists who seek to explain the mechanisms of credit assignment in the
brain [Whittington and Bogacz, 2019, Richards et al., 2019].
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Appendix
A Generalisation of Theorem 1 and Proof
In this appendix we prove Theorem 1, which we recall here. Theorem 1 holds for any nonlinear
resistive network, that is any circuit consisting of interconnected two-terminal components for which
the current-voltage characteristics (defined in section A.1) are well defined and continuous.
Theorem 1 (Gradient Formula). In a nonlinear resistive network, consider a linear resistor whose
terminals are i and j and with conductance gij (i.e. a resistor across which the current Iij and
voltage drop ∆Vij satisfy Ohm’s law: Iij = gij∆Vij). Denote ∆V 0ij the voltage drop without sourced
currents at output nodes (free phase), and ∆V βij the voltage drop in the presence of sourced currents
Ik = −β ∂`∂Ŷk at output nodes (nudged phase). Then, the gradient of the loss L = `
(
Ŷ , Y
)
with
respect to gij can be estimated, in the limit β → 0, as
∂L
∂gij
= lim
β→0
1
2β
((
∆V βij
)2
− (∆V 0ij)2) . (2)
Sketch of the proof. We prove Theorem 1 in three steps.
1. In Section A.1, we state a more general formula for computing the gradient with respect
to a parameter of an arbitrary two-terminal component (Theorem 2), and we show that
the formula of Theorem 1 is a particular case of Theorem 2. More specifically, for every
two-terminal component we define a quantity called the pseudo-power of the component.
Theorem 2 states that the gradient of the loss with respect to a parameter of this component
can be expressed in terms of its pseudo-power. In the case of a linear resistor we recover the
formula of Theorem 1. (At this stage it then remains to prove Theorem 2.)
2. In Section A.2, following the work of Johnson [2010], we show that in a nonlinear resistive
network, the steady state of the circuit imposed by Kirchhoff’s laws is a critical point of the
total pseudo-power of the circuit (Lemma 3), which by definition is the sum of the pseudo-
powers of its individual components. In this sense we say that nonlinear resistive networks
are energy-based models (EBMs) whose energy function is the total pseudo-power5. This
result bridges a conceptual gap between energy functions in EBMs (at a mathematical level)
and physical energies (at a hardware level). (At this stage it then remains to prove Theorem
2, given Lemma 3.)
3. In Section A.3, we follow the general method of Scellier and Bengio [2017] to prove
Theorem 2 using Lemma 3. Specifically, we proceed in three sub-steps. First, by denoting
P the total pseudo-power of the circuit in the free phase (first phase of training), and `
the cost function, we show that the total pseudo-power of the circuit in the nudged phase
(second phase of training, when we inject currents Ik = −β ∂`∂Ŷk at output nodes) is equal
toP = P + β`. Second, we use the criticality condition of Lemma 3 to state and prove a
result aboutP (Lemma 4). Third, we show that Theorem 2 is a consequence of Lemma 4.
A.1 Gradient With Respect to a Parameter of an Arbitrary Two-Terminal Component
In this subsection, we state Theorem 2, and we show that Theorem 1 is a special case of it. Theorem
2 states that the gradient of the loss with respect to the parameter of an arbitrary two-terminal
component can be expressed in terms of a quantity called the pseudo-power of the component. The
pseudo-power is itself defined in terms of the current-voltage characteristic of the component.
Current-voltage characteristic of a two-terminal component. Consider a two-terminal compo-
nent (such as a resistor or a diode) with end nodes i and j. Its behaviour is determined by its current-
voltage characteristic, which is a function γij that takes as input the voltage drop ∆Vij = Vi − Vj
5Under mild conditions, Johnson [2010] show that the steady state is actually a minimum of the pseudo-power,
not just a critical point. However all we need in our framework is the first order condition (criticality of the
steady state).
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across the component and returns the current Iij = γij (∆Vij) moving from node i to node j in
response to the voltage drop ∆Vij . Since the current flowing from i to j is the negative of the current
flowing from j to i, we have by definition:
∀i, j, γij (∆Vij) = −γji (∆Vji) (5)
where ∆Vji = −∆Vij .
For example, the current-voltage characteristic of a linear resistor of conductance gij linking node i
to node j is given by Ohm’s law: Iij = gij∆Vij , which by definition of γij implies that
γij (∆Vij) = gij∆Vij . (6)
Pseudo-power of a two-terminal component. For each two-terminal component of current-
voltage characteristic Iij = γij(∆Vij), we define pij(∆Vij) as the primitive function of γij(∆Vij)
that vanishes at 0, i.e.
pij(∆Vij) =
∫ ∆Vij
0
γij(v)dv. (7)
The quantity pij (∆Vij) has the physical dimensions of power, being a product of a voltage and a
current. We call pij (∆Vij) the pseudo-power along the branch from i to j, following the terminology
of Johnson [2010]. Note that as a consequence of Eq. 5 we have
∀i, j, pij(∆Vij) = pji(∆Vji), (8)
i.e. the pseudo-power from i to j and the pseudo-power from j to i are the same thing. We call this
property the pseudo-power symmetry.
For example, in the case of a linear resistor of conductance gij linking node i to node j, the current-
voltage characteristic γij(∆Vij) is given by Eq. 6, and its corresponding pseudo-power is:
pij(∆Vij) =
1
2
gij∆V
2
ij . (9)
In this case, the pseudo-power is half the physical power dissipated in the resistor.
Theorem 2. Consider a two-terminal component whose voltage drop is ∆Vij , and let wij be an
adjustable parameter of this component. The gradient of the loss L = `
(
Ŷ , Y
)
with respect to wij
can be estimated based on ∆V 0ij and ∆V
β
ij , i.e. the voltage drops in the free phase (first phase of
EqProp) and nudged phase (second phase of EqProp), respectively. Specifically, in the limit β → 0,
we have the formula
∂L
∂wij
= lim
β→0
1
β
∂pij
(
∆V βij
)
∂wij
− ∂pij
(
∆V 0ij
)
∂wij
 . (10)
In the case of a resistor of conductance gij , the adjustable parameter is wij = gij and the pseudo-
power pij (∆Vij) is given by Eq. 9, so that
∂pij (∆Vij)
∂gij
=
1
2
(∆Vij)
2
. (11)
Thus, Theorem 1 is a special case of Theorem 2. It remains to prove Theorem 2, which we do next.
A.2 Nonlinear Resistive Networks are Energy-Based Models
In this subsection we show that, in a nonlinear resistive network, the steady state of the circuit
characterized by Kirchhoff’s laws is a critical point of a function called the total pseudo-power
(Lemma 3). The total pseudo-power is the sum of the pseudo-powers of the individual components of
the circuit.
We number the nodes of the circuit i = 1, 2, . . . , N and denote the node voltages V1, V2, . . . , VN .
Configuration of the circuit. We call a vector of voltage values V = (V1, V2, . . . , VN ) a configu-
ration. Importantly, according to our definition, any vector of voltage values is a configuration, even
those that are not compatible with the laws governing electrical circuits (Kirchhoff’s current law).
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Total pseudo-power of a configuration. Recall the definition of the pseudo-power of a two-
terminal component (Eq. 7). We define the total pseudo-power of a configuration V =
(V1, V2, . . . , VN ) as the sum of pseudo-powers along all branches:
P(V1, · · · , VN ) =
∑
i<j
pij(Vi − Vj). (12)
Notice that the pseudo-power symmetry (Eq. 8) guarantees that this definition does not depend on
node ordering.
Consider as an example the case of a linear resistance network, i.e. a circuit composed of nodes
interconnected by linear resistors. The pseudo-power of each individual resistor is given by Eq. 9 and
is half the power dissipated by the resistor. Therefore the total pseudo-power of the circuit is half the
total power dissipated by the circuit:
P(V1, V2, . . . , VN ) = 1
2
∑
i<j
gij (Vj − Vi)2 . (13)
We stress that P is a mathematical function defined on any configuration V1, V2, . . . , VN , even those
that are not compatible with Kirchhoff’s current law.
Steady state of the circuit. The configuration of the circuit that is physically realized is imposed
by Kirchhoff’s current law (KCL). We denote V ?1 , V
?
2 , . . ., V
?
N the voltage values imposed by KCL,
and we call V ? = (V ?1 , V
?
2 , . . . , V
?
N ) the steady state of the circuit. Specifically, for every (internal
or output) floating node i, KCL implies
∑N
j=1 Iij = 0, which rewrites
N∑
j=1
γij
(
V ?i − V ?j
)
= 0. (14)
Lemma 3 (Johnson [2010]). The steady state of the circuit, denoted (V ?1 , V ?2 , . . . , V ?N ), is a critical
point6 of the total pseudo-power: for every floating node i, we have
∂P
∂Vi
(V ?1 , V
?
2 , . . . , V
?
N ) = 0. (15)
We say in this sense that the circuit is an energy-based model, whose energy function is the total
pseudo-power.
Proof of Lemma 3. We use the definition of the total pseudo-power (Eq. 12), the pseudo-power
symmetry (Eq. 8), the definition of the pseudo-power (Eq. 7) and the fact that the steady state of the
circuit satisfies Kirchhoff’s current law (Eq. 14). For every floating node i we have:
∂P
∂Vi
(V ?1 , V
?
2 , . . . , V
?
N ) =
∑
j
∂pij
∂Vi
(V ?i − V ?j ) (16)
=
∑
j
γij(V
?
i − V ?j ) = 0. (17)
Lemma 3 generalizes a well-known property of linear resistance networks (i.e. circuits composed
of linear resistors) called the principle of minimum dissipated power [Baez and Fong, 2015]. This
principle states that in a linear resistance network, if the voltages are imposed at a set of input nodes,
the circuit will choose the voltages at other nodes so as to minimize the total power dissipated in the
resistors (i.e. minimize Eq. 13).
6With further assumptions on the current-voltage functions γij , Christianson and Erickson [2007] and
Johnson [2010] show that the function P is convex, so that the steady state is the global minimum of P . In our
case however, in order to prove Theorem 2, all one needs in the framework of Equilibrium Propagation is the
first order condition, i.e. the fact that the steady state is a critical point of P , not necessarily a global or local
minimum.
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A.3 Proof of Theorem 2
Equilibrium Propagation [Scellier and Bengio, 2017] applies to models that possess an energy
function, in the sense of Lemma 3. Equipped with Lemma 3, we can therefore prove Theorem 2 by
following the general method of Scellier and Bengio [2017]. We do this in three steps:
• First, we rewrite the formula of Theorem 2 in terms of the total pseudo-power of the first
phase (free phase), denoted P , and the cost function `.
• Second, we introduce the total pseudo-power of the second phase (nudged phase), denoted
P , which we show to be equal toP = P + β`, and we rewrite Theorem 2 in terms ofP .
• Third, we prove Theorem 2 using Lemma 3.
First step. Rewriting Theorem 2 in terms of the total pseudo-power of the first phase P and
the cost function `. Let V be the configuration of floating node voltages, which includes the
internal nodes and output nodes. θ denotes the vector of adjustable parameters (conductances), and
P(X,V, θ) denotes the total pseudo-power of the circuit in the first phase of training (free phase).
Consider an adjustable parameter wij of a component whose terminals are i and j. This parameter
contributes to P(X,V, θ) only through the pseudo-power of the component it belongs to, i.e. only
through the term pij(Vi − Vj). Thus, we have (see Eq. 12)
∂P(X,V, θ)
∂wij
=
∂pij(Vi − Vj)
∂wij
. (18)
Therefore, the formula to be proved (Theorem 2) rewrites:
∂L(X,Y, θ)
∂wij
= lim
β→0
1
β
(
∂P (X,V β , θ)
∂wij
− ∂P
(
X,V 0, θ
)
∂wij
)
. (19)
Here V 0 and V β are the steady states of the circuit in the first phase (free phase) and second phase
(nudged phase), respectively. Since the formula of Eq. 19 is to be proved for all parameters wij of the
circuit, we can also rewrite Theorem 2 in the more compact form:
∂L
∂θ
(X,Y, θ) = lim
β→0
1
β
(
∂P
∂θ
(
X,V β , θ
)− ∂P
∂θ
(
X,V 0, θ
))
. (20)
Recall that the loss to be optimized (Eq. 1) is
L(X,Y, θ) = `(V 0, Y ). (21)
Note the difference between the lossL and the cost function `: the cost is defined for any configuration
V , whereas the loss is the cost value at the steady state V 0. Recall here that L depends on X and θ
through V 0. Now, the formula to be proved (Eq. 20) rewrites:
d
dθ
`(V 0, Y ) = lim
β→0
1
β
(
∂P
∂θ
(
X,V β , θ
)− ∂P
∂θ
(
X,V 0, θ
))
. (22)
Differentiation with respect to θ on the left-hand side is to be understood through V 0.
Second step. Rewriting Theorem 2 in terms of the total pseudo-power of the second phaseP .
Recall that P(X,V, θ) is the total pseudo-power in the first phase of training (free phase). In the
second phase of training though (nudged phase), a current Ik = −γβk (V ) is sourced at every floating
node7 Vk, where
γβk (V ) = β
∂`
∂Vk
(V, Y ) (23)
7In section 3.1, we have considered a cost function `(Ŷ , Y ) which depends only on output node voltages Ŷ ,
not on internal node voltages. In this context, in the second phase of EqProp we only source currents at output
nodes. However, this setting can be directly generalized to the case of a cost function `(V, Y ) that depends on
internal node voltages too.
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represents the current flowing from node k outwards (towards the current source), in agreement with
the sign convention in the definition of the current-voltage characteristic adopted in section A.1. We
can then define
pβ(V ) = β `(V, Y ), (24)
which plays the role of pseudo-power associated to all the currents Ik as it satisfies:
∀k, γβk (V ) =
∂pβ
∂Vk
(V ). (25)
Thus, in the second phase of training (nudged phase), the total pseudo-power of the circuit is
P(θ, β, V ) = P(X,V, θ) + β `(V, Y ). (26)
Subsequently, we drop the input X and target Y in the notations, since they are static and do not
play any role in the proof of Theorem 2. With these notations the total pseudo-power of the first
phase (free phase) isP(θ, 0, V ), and the total pseudo-power of the second phase (nudged phase) is
P(θ, β, V ).
From now on we also rewrite V 0θ and V
β
θ the steady states of the circuit in the first phase (free phase)
and second phase (nudged phase), respectively, to stress that they depend on the parameter θ. From
Lemma 3, V 0θ is a critical point ofP(θ, 0, ·), and V βθ is a critical point ofP(θ, β, ·). With these
notations, the formula to be proved (Eq. 22) rewrites:
d
dθ
∂P
∂β
(θ, 0, V 0θ ) = lim
β→0
1
β
(
∂P
∂θ
(
θ, β, V βθ
)
− ∂P
∂θ
(
θ, 0, V 0θ
))
, (27)
or more compactly8:
d
dθ
∂P
∂β
(θ, 0, V 0θ ) =
d
dβ
∣∣∣∣
β=0
∂P
∂θ
(θ, β, V βθ ), (28)
where ddβ
∣∣∣
β=0
represents the total derivative of the expression, evaluated at the point β = 0.
Third step. Statement and Proof of Lemma 4. The formula to be proved (Eq. 28) is a direct
consequence of the following result proved in Scellier and Bengio [2017], which we also prove here
for completeness.
Lemma 4 (Scellier and Bengio [2017]). For any value of β, we have the relationship:
d
dθ
∂P
∂β
(θ, β, V βθ ) =
d
dβ
∂P
∂θ
(θ, β, V βθ ). (29)
Proof of Lemma 4. Let us define a function H of the two arguments θ and β:
H (θ, β) =P
(
θ, β, V βθ
)
. (30)
Note that H is a function of (θ, β) not only throughP(θ, β, ·) but also through V βθ . Using the chain
rule of differentiation and Lemma 3 we have
∂H
∂β
(θ, β) =
∂P
∂β
(
θ, β, V βθ
)
+
∂P
∂V
(
θ, β, V βθ
)
︸ ︷︷ ︸
= 0
·∂V
β
θ
∂β
(31)
=
∂P
∂β
(
θ, β, V βθ
)
. (32)
Differentiating this expression with respect to θ, we get
∂2H
∂θ∂β
(θ, β) =
d
dθ
∂P
∂β
(
θ, β, V βθ
)
. (33)
8Note that the notations d
dθ
and ∂
∂θ
(as well as d
dβ
and ∂
∂β
) have two different meanings. The notation
∂P
∂θ
(θ, β, V ) represents the partial derivative of P with respect to its first argument (θ) ; this excludes
differentiation through V βθ . The notation
d
dθ
f(θ, β, V βθ ) represents the total derivative of the expression with
respect to θ: this includes the differentiation paths through both the first argument of f and through V βθ .
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Similarly, we have that
∂H
∂θ
(θ, β) =
∂P
∂θ
(
θ, β, V βθ
)
+
∂P
∂V
(
θ, β, V βθ
)
︸ ︷︷ ︸
= 0
·∂V
β
θ
∂θ
(34)
=
∂P
∂θ
(
θ, β, V βθ
)
, (35)
so that
∂2H
∂β∂θ
(θ, β) =
d
dβ
∂P
∂θ
(
θ, β, V βθ
)
. (36)
Finally, we conclude using the symmetry of second derivatives of H:
∂2H
∂θ∂β
(θ, β) =
∂2H
∂β∂θ
(θ, β) . (37)
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B General Applicability of EqProp (Complement of Section 3)
In section 3 we have presented the setting of classification and regression tasks where the goal is to
predict a target Y given an input X .
In this appendix, we show the general applicability of EqProp. In section B.1, we give examples
of loss functions and the corresponding gradient currents to be sourced in the second phase of
training (nudged phase). We then show in section B.2 that EqProp extends well beyond the setting
of classification and regression tasks, and can also be used in the setting of generative adversarial
networks [Goodfellow et al., 2014].
B.1 Loss Functions
In the supervised setting, the goal of training is to minimize the expected loss
J(θ) = E(X,Y )∼p(X,Y ) [L(X,Y, θ)] , (38)
over input-target pairs (X,Y ) drawn from a data distribution p(X,Y ). Recall that the loss L of Eq. 1
for a given input-target pair (X,Y ) is of the form:
L(X,Y, θ) = `
(
Ŷ , Y
)
, (39)
where Ŷ is the steady state of output nodes at inference, and `(Ŷ , Y ) is an arbitrary differentiable
cost function.
We study here two examples of common cost functions ` and give the corresponding currents to be
sourced in the second phase of training (nudged phase).
B.1.1 Squared Error Loss
The most straightforward example is the squared error cost function, given by
`(Ŷ , Y ) =
1
2
K∑
k=1
(
Ŷk − Yk
)2
, (40)
which sums the quadratic distances between each output voltage Ŷk and its corresponding target
voltage Yk. In this case the error derivatives of output nodes are:
∂`
∂Ŷk
(Ŷ , Y ) = Ŷk − Yk, (41)
and the corresponding current Ik to source at output node Ŷk in the second phase of training is
Ik = β
(
Yk − Ŷk
)
. (42)
B.1.2 Softmax and Cross-Entropy Loss
In a classification task, the target vector Y = (Y1, Y2, . . . , YK) represents the one-hot code of
the class label. In order to apply the cross-entropy loss, we view the vector of output voltages
Ŷ = (Ŷ1, Ŷ2, . . . , ŶK) as the vector of logits, i.e. the vector of scores assigned to each of the K
classes. The vector of class probabilities associated to these logits is p = (p1, p2, . . . , pK), where
∀k = 1, 2, . . . ,K, pk = exp(Ŷk)∑K
i=1 exp(Ŷi)
. (43)
We write for short p = softmax(Ŷ ) the vector of class probabilities, and pk = softmaxk(Ŷ ) the
probability of class k. The cost function associated to the cross-entropy loss is
`(Ŷ , Y ) = −
K∑
k=1
Yk log(softmaxk(Ŷ )). (44)
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In this case the error derivatives of output nodes (logits) are given by:
∀k, ∂`
∂Ŷk
(Ŷ , Y ) = softmaxk(Ŷ )− Yk, (45)
so the corresponding current Ik to be sourced at output node Ŷk in the second phase of EqProp is
Ik = β (Yk − pk) . (46)
In practical neuromorphic hardware, the vector of class probabilities p = (p1, p2, . . . , pK) can be
computed digitally, and then the currents Ik = β (Yk − pk) can be injected at output nodes with
current sources.
B.1.3 Binary Cross-Entropy
A special important case of the softmax/cross-entropy loss defined above is the binary cross-entropy,
which is useful in the setting of GANs (section B.2).
In this case there is only one output node, i.e. Ŷ is a scalar, which we view as the logit. The
probability associated to this logit is the sigmoid, defined as:
σ(Ŷ ) =
1
1 + exp(−Ŷ ) . (47)
The binary cross-entropy cost function is then defined as:
`BCE(Ŷ , Y ) = −Y log(σ(Ŷ ))− (1− Y ) log(1− σ(Ŷ )). (48)
The gradient with respect to the unique output node is
∂`BCE
∂Ŷ
(Ŷ , Y ) = σ(Ŷ )− Y, (49)
and the corresponding current injected in the second phase of EqProp is
I = β
(
Y − σ(Ŷ )
)
. (50)
B.1.4 Weight Decay
One can easily adapt the update rule of Theorem 1 to include a weight regularization term. Suppose
that, instead of the loss of Eq. 39, we want to optimize a loss of the form
L(X,Y, θ) = `
(
Ŷ , Y
)
+ Ω(θ), (51)
where Ω(θ) is a weight regularization term. Typically, Ω(θ) is the sum of squared weights:
Ω(θ) =
λ
2
∑
i,j
g2ij , (52)
where the gij’s are the conductances of the programmable resistors. In order to compute the gradient
of L, the formula of Theorem 1 needs to be slightly changed by adding the term ∂Ω∂gij , which here is
equal to λgij . We get:
∂L
∂gij
= lim
β→0
1
β
[(
∆V βij
)2
− (∆V 0ij)2]+ λgij . (53)
Note that the currents injected in the second phase of EqProp are unchanged, i.e. Ik = − ∂`∂Ŷk for
each output node Ŷk.
B.2 Generative Adversarial Networks
In this section, we show how the setting of Generative Adversarial Networks (GANs) [Goodfellow
et al., 2014] can be applied to analog neural networks trained with EqProp.
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B.2.1 Description of the GAN setting
In the setting of GANs, a generative network (or simply ‘generator’, denoted G) and a discriminative
network (or simply ‘discriminator’, denoted D) are trained concurrently. The goal is to have the
generator G produce samples (denoted X̂) with similar statistical properties as the data samples
(denoted X) of a data distribution p(X). To achieve this, the discriminator D is trained to distinguish
samples X̂ produced by G from true samples X coming from p(X). Simultaneously, the generator
G is trained to maximise the probability of D making a mistake, i.e. G is trained to ‘fool’ the
discriminator by producing samples that the discriminator thinks are part of the true data distribution
p(X).
More formally, the generator G is parameterized by a set of weights θ and implements a function
X̂ = Gθ(Z), where Z is a latent variable coming from a known distribution p(Z). The discriminator
D is parameterized by a set of weights φ and implements a function Ŷ = Dφ(X˜), where X˜ is either
generated by G or coming from the true p(X), and Ŷ is the probability of X˜ coming from p(X).
The discriminator and the generator are trained to minimize the following two objectives JD and JG
with respect to φ and θ, respectively:
JD(φ) =− EX∼p(X) [log(Dφ(X))]− EZ∼p(Z) [log(1−Dφ(Gθ(Z)))] , (54)
JG(θ) =− EZ∼p(Z) [log(Dφ(Gθ(Z)))] . (55)
B.2.2 Training the Generator
In the generator G, a set of nodes are the ‘latent nodes’ Z whose voltage values are sampled from
p(Z) and sourced. Another set of nodes are the ‘data nodes’ X̂ which correspond to the generated
sample.
The objective function for the generator (Eq. 55) rewrites JG(θ) = EZ∼p(Z) [LG(Z, θ)], with
LG(Z, θ) = `G(Gθ(Z)), (56)
`G(X̂) = − log(Dφ(X̂)). (57)
Having defined the loss LG and the cost function `G corresponding to the generator G, we can then
use EqProp to train G on a given latent sample Z ∼ p(Z), provided that we can compute the currents
Ii to be injected at the data nodes X̂ in the second phase (nudged phase). These currents are equal to:
∀i, Ii = −β ∂`G
∂X̂i
(X̂). (58)
In order to compute these currents, one can use EqProp (again) in the discriminator D this time. First,
let us rewrite the function `G(X̂) of Eq. 57 as
`G(X̂) = `BCE(Dφ(X̂), 1), (59)
where `BCE is the binary cross-entropy9 cost function presented in section B.1.3, with target Y = 1
(the generator G is trained to trick D to classify the sample X̂ as a true data sample). Now, having
defined the loss LD and the cost function `D, we can apply EqProp in the discriminator to compute
the required currents Ii of Eq. 58, using the following Lemma.
Lemma 5. Consider an input node of the discriminator D. Let X̂i be the voltage sourced at this
input node and Ii the current flowing through it. Denote I0i and I
β
i the currents in the first phase
(free phase) and second phase (nudged phase) of EqProp, respectively. Then, the gradient of `G(X̂)
with respect to X̂i is equal, in the limit β → 0, to
∂`G
∂X̂i
(X̂) = lim
β→0
1
β
(
Iβi − I0i
)
. (60)
9For more readability we have chosen here to denote Ŷ = Dφ(X̂) as the probability of D classifying X̂
as true data, to be consistent with the notations used in the GAN literature. However in an analog network,
Ŷ = Dφ(X̂) would actually be the logit, and the probability would be σ(Ŷ ) where σ is the sigmoid function.
21
Proof. Let P (X,V, φ) denote the total pseudo-power of the discriminator D. Recall the form of
the total pseudo-power (Eq. 12) and note that the current flowing through input node Xi of the
discriminator D is
Ii =
∂P
∂Xi
(X,V, φ) . (61)
Now we can rewrite the formula to be proved in the form:
∂LD
∂Xi
(X) (62)
= lim
β→0
1
β
(
∂P
∂Xi
(
X,V β , φ
)− ∂P
∂Xi
(
X,V 0, φ
))
, (63)
where we recall that `G = LD. Since this formula must be shown for all input nodes Xi, we can
rewrite the formula to be proved more compactly as:
∂LD
∂X
(X) (64)
= lim
β→0
1
β
(
∂P
∂X
(
X,V β , φ
)− ∂P
∂X
(
X,V 0, φ
))
. (65)
The proof of this formula is identical to the proof of the formula of Eq. 20.
Altogether, this gives us the following procedure to optimize the generator G by SGD.
Equilibrium Propagation to Train the Generator of a GAN. In the first phase (free phase),
sample Z ∼ p(Z), source the corresponding voltages at the Z nodes of the generator G and measure
the voltages of all floating nodes in G. Then use the voltages of the X̂ nodes in G as voltage sources
for the input nodes of the discriminator D, and measure the currents I0i at input nodes of D. This
constitutes the first phase of EqProp.
In the second phase (nudged phase), source a current I = −β ∂`D
∂Ŷ
at the output node Ŷ of D and
measure the currents Iβi at input nodes anew. For each i, compute the difference Ii = I
β
i − I0i and
inject this current Ii at the X̂i node of G. Measure the voltages of floating nodes in G anew. This
constitutes the second phase of EqProp.
Finally, the gradient ofLG(Z,G) with respect to the conductances of the generatorG can be estimated
using the formula of Theorem 1. Specifically, let ∆Vij denote the voltage drop across a programmable
resistor of conductance gij in the generator G. Denoting ∆V 0ij and ∆V
β
ij the voltage drops in the
first phase (free phase) and second phase (nudged phase) of EqProp, respectively, the gradient with
respect to gij is
∂LG
∂gij
= lim
β→0
1
β
[(
∆V βij
)2
− (∆V 0ij)2] . (66)
B.2.3 Training the Discriminator
In the discriminator D, a set of nodes are the ‘input nodes’ X whose voltages are sourced (and
correspond to either real data coming from p(X) or fake data generated by G), and a set of nodes are
the ‘output nodes’ Ŷ which correspond to the probability of X coming from p(X).
The objective to be optimized (Eq. 54) can be written in the form
JD(φ) = EX∼p(X)
[L1D(X,φ)] (67)
+ EZ∼p(Z)
[L2D(Z, φ)] , (68)
where L1D and L2D are per-sample losses defined by
L1D(X,φ) = `BCE(Dφ(X), 1), (69)
L2D(Z, φ) = `BCE(Dφ(Gθ(Z)), 0). (70)
The function `BCE is the binary cross-entropy cost function of Section B.1.3. Computing the
gradients of L1D(X,φ) and L2D(Z, φ) with EqProp is similar to the supervised setting.
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Remark. Note that another possibility is to have an analog generator G (trained with EqProp) com-
bined with a software-based discriminator D (e.g. a multilayer perceptron) trained on conventional
computer hardware with backpropagation. In this case, the currents of Eq. 58 can also be computed
in software with backpropagation.
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C Architecture Details (Complement of Section 4)
In this appendix, we provide details about the analog neural network architecture introduced in
section 4.
First we describe the linear resistance network model (Section C.1). Although this model is not useful
in practice, studying it is helpful to gain understanding of the working mechanisms of analog neural
networks. It helps understand the limits of linear devices and the need to introduce nonlinear devices
such as diodes (Section C.2). The linear resistance network model also helps understand the vanishing
signal effect observed in our simulations (Section C.3) and thus the need to introduce amplifiers
(Section C.4). Another difference between conventional neural networks and analog neural networks
is the fact that the weights (conductances) are all positive (Section C.5). This structural constraint of
analog networks requires practices that are uncommon in deep learning, such as doubling the number
of input nodes and output nodes in the network.
C.1 Linear Resistance Network: Insights and Limitations
A linear resistance network is an electrical circuit whose nodes are linked pairwise by linear resistors.
Linear resistance networks are extensively studied in the literature – see e.g. Baez and Fong [2015].
Recall that the current-voltage relationship of a linear resistor with end node voltages Vi and Vj and
with conductance gij is given by Ohm’s law: Iij = gij(Vi − Vj), where Iij is the current through the
resistor. By Kirchhoff’s current law, for each floating node i in a linear resistance network, we have
the equation:
∑
j gij(Vi − Vj) = 0. This rewrites:
Vi =
∑
j gijVj∑
j gij
. (71)
This operation resembles the usual multiply-accumulate operation of artificial neurons in conventional
deep learning, with two notable differences: first, an additional factor Gi =
∑
j gij referred to as the
G term normalizes the weighted sum of voltages; second, there is no nonlinear activation function.
Thus, in a linear resistance network, each floating node voltage Vi is a weighted mean of its adjacent
node voltages. Nonlinear components (such as diodes) are necessary to perform nonlinear operations.
C.2 Current-Voltage Transfer Function of a Diode
The transfer function of a diode takes the following form. The current I across a diode as a function
of its voltage drop ∆V is given by
I = IS
[
exp
(
∆V
ηVT
)
− 1
]
, (72)
where IS is the reverse saturation current (IS ∼ 1µA), VT is the thermal voltage (VT ∼ 25.85 mV at
300 K) and η is the emission coefficient of the diode (η = 2 for a silicon diode).
The voltage sources in series with the diodes, used to shift the bounds of the activation function, are
set to 0.3 V and −0.7 V.
C.3 Vanishing Signals Effect
Simulations show that in a circuit composed only of resistors and diodes (e.g. the network architecture
of Figure 1 without the amplifiers), the signal amplitudes (i.e. node voltages) decay when going from
the layer of input nodes to the first layer of hidden nodes. In the case of a linear resistance network,
this vanishing signals effect can be explained by the formula of Eq. 71. This formula shows that each
floating node voltage is a weighted mean of its adjacent node voltages, a consequence of which is that
the extremal voltage values must be reached at input nodes (i.e. nodes whose voltages are sourced).
Another way to see it is that the current through resistive devices always flows from high electric
potential to low electric potential.
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Figure 2: Bidirectional amplifier, composed of a voltage-controlled voltage source (VCVS) and a
current-controlled current source (CCCS). The output voltage (V2) is related to the input voltage (V1)
by the relationship V2 = AV1, where A is a gain factor. The input current (I1) is related to the output
current (I2) by the relationship I1 = 1AI2. In the control branches (represented by dashed lines), the
current is zero.
C.4 Bidirectional Amplifier
To overcome the vanishing signal effect, we use amplifiers. Specifically, we design a bidirectional
amplifier which amplifies voltages in the forward direction by a gain factor A, and amplifies currents
in the backward direction by a gain factor 1/A, where A is a hyperparameter to be chosen. This setup
is represented in Figure 2 and can be described by the following equations:
V2 = AV1, (73)
I2 = AI1. (74)
Note that if the gain is set to A = 1, then the bidirectional amplifier behaves as if it were a short
circuit, not influencing the steady state of the network.
Voltage amplification is performed in the forward direction using a voltage-controlled voltage source
(VCVS). Specifically, the VCVS amplifies the voltage at the input of the bidirectional amplifier (V1 in
Fig. 2) by a factor of e.g. A = 4, resulting in an output voltage (V2 in Fig. 2) of 4x the input voltage.
Current amplification is performed in the backward direction by a current-controlled current source
(CCCS). Specifically, the CCCS senses the current through the VCVS and reflects it backward at
the input of the bidirectional amplifier, with a gain of 1/A = 1/4. This setup gives the bidirectional
amplifier we require to allow signals to propagate bidirectionally.
C.5 Constraint of Positive Weights
The weights in analog neural networks are represented by conductances, which are positive. This
contrasts with conventional neural networks which are not subject to such constraints and whose
weights are free to take either positive or negative values.
There are several ways of dealing with the constraint of positive conductances. One approach to
allow weights to be either positive or negative is to decompose each weight as the difference of two
(positive) conductances [Wang et al., 2019]. Another approach is to shift the mean of the matrix by
a constant factor as described in Section 4.1. of Hu et al. [2016]. In this work, we choose a third
approach, which consists in doubling the number of input and output nodes.
C.6 Analog Neural Networks vs Conventional Neural Networks
The computations in analog neural networks are carried out in ways that are fundamentally different
than in conventional deep learning.
To illustrate this, we consider the setting of Section 4, in which the circuit is composed of input nodes
(denoted X), internal nodes, and output nodes (denoted Ŷ ). The architecture and the components
of the circuit (programmable resistors, diodes, amplifiers, etc.) determine the X 7→ Ŷ function. In
particular, the conductances of the programmable resistors (denoted θ) parameterize this function,
which we can write in the form Ŷ = f(X, θ).
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In conventional deep learning, the function Ŷ = f(X, θ) implemented by a neural network is
explicitly implemented as a composition of elementary operations (such as tensor multiplications and
nonlinear activation functions). In contrast, one way to think of an analog neural network, is that its
state is described by its node voltages, and that the function Ŷ = f(X, θ) is implicitly determined by
Kirchhoff’s current law.
C.6.1 Network Architecture vs Hardware Architecture
Computer architectures for conventional deep learning involve several layers of abstractions which
separate the neural network implementation (at a software level) from the underlying device physics
(at a hardware level). This enables deep learning practitioners to design their neural networks without
necessarily understanding the hardware design, and vice-versa. This has led software engineers and
hardware engineers to adopt somewhat different languages. In particular, the term ‘architecture’ is
used both in hardware design and neural network design, but with very different meanings.
In contrast, by implementing the neural network directly at the hardware level, our framework for
end-to-end analog neural networks eliminates all intermediate abstractions between the hardware
and the neural network and thus blurs the distinction between ‘hardware architecture’ and ‘network
architecture’. This ‘architecture’ implements and determines the Ŷ = f(X, θ) input-to-output
function of the circuit.
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D SPICE Simulation Details (Complement of Section 5)
In this appendix, we provide details about our numerical simulations with SPICE. First we describe
the general training procedure (section D.1), and then we describe the specific details related to
solving the XOR task (section D.2) and the MNIST task (section D.3).
D.1 Simulation Setup
In our simulations, we use SPICE to perform the first phase (free phase) as well as the second phase
(nudged phase) of EqProp. The other operations are performed in Python: this includes weight
initialization and netlist generation (before training starts), data normalization (before the first phase
of EqProp), calculating loss and gradient currents (between the first and second phases of EqProp),
weight gradient calculation (at the end of the second phase of EqProp) and performing the weight
updates (we update resistances in software).
Weight Initialization and Netlist Generation. In SPICE, a circuit is defined by a netlist, which is
a text-based representation of the circuit. For an analog network with nin input nodes, one hidden
layer of nhidden neurons, and nout output nodes, the corresponding netlist is created by sequentially
defining and linking the following components:
1. nin input voltage sources initialized at ground,
2. nin nodes representing input units,
3. a resistance matrix R1 ∈ Rnin×nhidden ,
4. nhidden nodes representing the input nodes of hidden neurons,
5. nhidden diodes, where each anode is connected to a hidden node and each cathode is initialized
at ground,
6. nhidden diodes, where each anode is initialized at ground and each cathode is connected to a
hidden node,
7. nhidden CCCS current amplifiers,
8. nhidden VCVS current amplifiers,
9. nhidden nodes representing the output nodes of hidden neurons (after nonlinear transfer
function and amplification),
10. a resistance matrix R2 ∈ Rnhidden×nout ,
11. nout nodes representing output units,
12. nout output current sources initialized at ground for current injection during the weakly
clamped phase.
The conductances (weights) are initialized by drawing i.i.d. samples uniformly at random in a range
of values [L,U ]. The values of L and U used for XOR and MNIST are provided in sections D.2 and
D.3 respectively. We note that SPICE does not support conductances, only resistances; therefore the
weights of the network are stored as resistances (R1 and R2 here).
Steps 5 and 6 form the nonlinear transfer function and steps 7 and 8 form the signal amplification
procedure. Steps 3 through 9 may be repeated to create deeper networks (assuming appropriately
sized resistance matrices).
Training Iteration. Given a data set D of training samples (X,Y ), we optimize the network by
stochastic gradient descent (SGD). In order to perform one training iteration on a sample (X,Y ) (i.e.
to compute the corresponding gradient and to take one step of SGD), we perform the following four
steps below.
Free Phase (Inference). We set the DC voltage of each input node i ∈ {1, 2, . . . , nin} to Xi and
set the current through each output node to zero. We then run the SPICE simulation under standard
temperature conditions (25◦C). This calculates the (first) steady state of the network. We then extract
the voltages at each hidden neuron (both before and after the transfer function) and output node.
We denote these voltages H0in, H
0
out and Ŷ
0, respectively. Recall that, to address the constraint of
nonnegative weights, the number of output nodes are doubled, so that Ŷ 0 = {Ŷ +,0k , Ŷ −,0k }1≤k≤K ,
with Ŷ +,0k − Ŷ −,0k serving as prediction for class k (1 ≤ k ≤ K).
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Loss Calculation and Gradient Currents. We then calculate in software the squared error loss:
L =
∑
k
(
Yk − Ŷ +,0k + Ŷ −,0k
)2
, (75)
as well as the gradient currents I+k and I
−
k to source at output nodes Ŷ
+
k and Ŷ
−
k :
I+k = β (Yk − Ŷ +,0k + Ŷ −,0k ), I−k = β (Ŷ +,0k − Ŷ −,0k − Yk), (76)
where β is a hyperparameter that has the physical dimensions of a conductance.
Nudged Phase. We set the current at each output nodes Ŷ +k and Ŷ
−
k to I
+
k and I
−
k , respectively.
We then run the simulation under the same conditions as in the free phase. This simulation produces
the second steady state of the network. We extract anew the voltages at hidden and output nodes,
denoted Hβin , H
β
out and Ŷ β , respectively.
Weight Updates. Using the listed voltages, we calculate the voltage drops in software. For the first
layer, we calculate ∆V 01 = X 	H0in and ∆V β1 = X 	Hβin , where 	 denotes the outer subtraction
operator. Similarly for the second layer, we calculate ∆V 02 = H
0
out 	 Ŷ 0 and ∆V β2 = Hβout 	 Ŷ β .
We then read the resistances from the netlist, convert them to conductances which we gather into
matrices of conductances G1 and G2. We then update these matrices according to Theorem 1:
G1 ← G1 − α1
β
[(
∆V β1
)2
− (∆V 01 )2] , (77)
G2 ← G2 − α2
β
[(
∆V β2
)2
− (∆V 02 )2] , (78)
where α1 and α2 are learning rates for the first and second layers, respectively. All conductances
below a threshold level L are then clipped to L, to account for the fact that real-world conductances
are strictly positive. We then convert these conductance matrices (G1 and G2) back to resistance
matrices (R1 and R2), and we update the netlist accordingly.
Mini-batch Updates. Updating the resistance matrices in software with SPICE is time consuming,
as this framework was not designed for such purpose. To limit the time wasted in these updates, we
perform mini-batch gradient descent with mini-batches of size m = 100, i.e. each weight update
corresponds to the sum of the gradients of m samples. However, contrary to conventional mini-batch
processing in deep learning (where all m gradients would be computed in parallel), in our setting
the gradients are computed one at a time. Indeed, data samples must be processed one at a time in
our analog neural network. For each sample within a mini-batch, we sequentially perform the first
phase (free phase) and second phase (nudged phase) to compute the corresponding gradients, sans
weight update. The gradients are stored10. After processing all samples of the mini-batch, we perform
the weight updates corresponding to the sum of the m gradients. The weight updates of Eq. 77-78
adapted for mini-batch updates are:
G1 ← G1 − α1
mβ
m∑
i=1
[(
∆V βi,1
)2
− (∆V 0i,1)2], (79)
G2 ← G2 − α2
mβ
m∑
i=1
[(
∆V βi,2
)2
− (∆V 0i,2)2], (80)
where the index i refers to the data sample i.
D.2 XOR Task
The XOR task consists in training a function Ŷ = f(X1, X2, θ) to produce Ŷ = X1 XOR X2. The
corresponding inputs-target pairs are given by the following table.
10We note that it is possible to perform approximate mini-batch updates on analog crossbar arrays without stor-
ing the gradients [Hoskins et al., 2019]. In this case the mini-batch update corresponds to a rank-1 approximation
of the gradient for a given mini-batch.
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X Y
〈0, 0〉 〈0〉
〈0, 1〉 〈1〉
〈1, 0〉 〈1〉
〈1, 1〉 〈0〉
We find it necessary to shift and scale the input values. Instead of using the values 0 and 1, we use
−2 and 2. Hence, our training dataset is as follows:
X Y
〈−2,−2〉 〈0〉
〈−2, 2〉 〈1〉
〈2,−2〉 〈1〉
〈2, 2〉 〈0〉
The network architecture used is represented in Figure. 3.
The conductances (weights) are initialized by drawing i.i.d. samples uniformly at random in the
range [L,U ] with L = 0.0001 S and U = 0.1 S. In the second phase (nudged phase), we scale the
gradient currents by a factor β = 0.001. We use α = 0.001 as the learning rate (for all conductances).
During the weight update phase, all conductances that fall below the threshold level L = 10−7 S are
clipped to 10−7 S to account for the fact that real-world conductances are strictly positive. We train
the network for 1000 iterations.
This training procedure produces a network that is able to perform the XOR operation. See Fig. 3
for the final network after completion of training. Since this analog network is very small and only
requires 1000 training iterations, the simulation can run in under a minute on a standard computer.
Figure 3: SPICE network used to solve the XOR task, together with the final weights after training.
The network has two input nodes (X1 and X2), plus a node whose voltage is always set to the same
value of Xbias = 1V which serves as a bias for the two hidden neurons. The symbol σ denotes the
antiparallel diodes and the bidirectional amplifier which implement the nonlinear transfer function
(as in Figure 1). The gains of the amplifiers are set to A = 4. To overcome the constraint of
non-negative weights (non-negative conductances), our network has two output nodes Ŷ+ and Ŷ−,
with the prediction being Ŷ = Ŷ+ − Ŷ−. Also, note that SPICE does not support conductances;
therefore the weights are represented as resistances.
D.3 MNIST Classification Task
We now give details about our simulations on the MNIST dataset (the ‘modified’ version of the
National Institute of Standards and Technology dataset) [LeCun et al., 1998]. The MNIST dataset
consists of 32x32 gray-scaled images representing digits, together with their class label (a digit
between 0 and 9). It is composed of 50,000 training samples and 10,000 test samples.
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To overcome the constraint of non-negative weights (non-negative conductances), we double the
number of output nodes. We also double the number of input nodes and invert one set. Thus, our
network has 1568 input nodes (two nodes per pixel of a 28 × 28 image), one hidden layer of 100
neurons, and 20 output nodes (two nodes per each of the 10 digit classes). We also use a ‘node’ Xbias
whose voltage is always set to the same value of 1V , which serves as a bias for the hidden neurons.
This gives us X1, −X1, X2, −X2, ..., X784, −X784 and Xbias as input nodes, H1, H2, ..., H100 as
hidden neurons, and Ŷ +0 , Ŷ
−
0 , Ŷ
+
1 , Ŷ
−
1 , ..., Ŷ
+
9 , Ŷ
−
9 as output nodes. The prediction of the model is
by definition
Ypred = arg max
0≤i≤9
(
Ŷ +i − Ŷ −i
)
. (81)
For each weight matrix, the conductances are initialized by drawing i.i.d. samples uniformly at
random in the range [L,U ] with L = 10−7 and U = 0.08√
ni+ni+1
, where ni is the fan-in and ni+1 is
the fan-out of the weight matrix11. The gains of the amplifiers are set to A = 4. At each training
iteration, we normalize each image sample to have mean 0 and standard deviation 5. In the second
phase (nudged phase), we scale the gradient currents by a factor β with |β| = 0.01. We choose
the sign of β at random for each training iteration12. We use α1 = 0.1, and α2 = 0.05 as learning
rates for the first and second weight matrices. During the weight update phase, all conductances
that fall below the threshold level L = 10−7 S are clipped to 10−7 S to account for the fact that
real-world conductances are strictly positive. Since writing and loading new resistances for each
training iteration is costly (in software simulations), we save simulation time by performing the
weight updates every 100 iterations, by storing intermediate cumulative gradients. The resulting
weight updates are thus equivalent to those of mini-batch gradient descent with minibatches of size
m = 100 (although data samples are processed one at a time).
D.3.1 Logistic Regression Classifier (Benchmark)
To demonstrate that our analog neural network (SPICE-based network) benefits from the nonlinearity
of its devices, we show that it outperforms a logistic regression model. The logistic regression model
is a linear transformation of the inputs, followed by a softmax and the cross-entropy loss. For a fair
comparison with our SPICE-based network, we double the number of input nodes (we use two nodes
per pixel and invert one set), and each image sample is normalized to have mean 0 and standard
deviation 1. Thus the logistic regression model has 2× 784 = 1568 input units and 10 output units.
The test error rate obtained is 7.27%, which is significantly higher than the test error rate of our
SPICE implementation (3.43%). LeCun et al. [1998] also report results with different kinds of linear
classifiers (corresponding to different pre-processing methods), all performing significantly worse
than our SPICE model.
D.3.2 PyTorch Implementation of EqProp (Benchmark)
We benchmark our SPICE-implementation of EqProp against a PyTorch implementation of the
original EqProp model [Scellier and Bengio, 2017]. We use two models for benchmarking: a
standard model in which the weights are free to be either positive or negative, and a positive model
with positive weights. For the positive model, we double the input units (and invert one set) and
output units as is the case in the SPICE implementation.
Standard model. In the standard model, we use the Glorot initialization scheme [Glorot and
Bengio, 2010], i.e. each weight matrix is initialized by drawing i.i.d. samples uniformly at random
in the range [L,U ], where L = −
√
6√
ni+ni+1
and U =
√
6√
ni+ni+1
, with ni the fan-in and ni+1 the
fan-out of the weight matrix. In the second phase (nudged phase), we use a scaling factor β with
|β| = 0.01. We choose the sign of β at random for each training iteration. We use α1 = 0.1 and
α2 = 0.05 as learning rates for the first and second weight matrices. We use 500 and 100 iterations
11We found that the Glorot initialization scheme [Glorot and Bengio, 2010] was not optimal and that using the
scaling factor 0.08 in the upper bound U yields better results. Future work should investigate better initialization
schemes for analog neural networks.
12This technique, which is also used by Scellier and Bengio [2017] and Ernoult et al. [2020], helps improve
the test accuracy.
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to approximate the steady states during the free phase and nudged phase, respectively, with a step
size of  = 0.02. We use minibatches of size 100.
Positive model. In the positive model, each weight matrix is initialized by drawing i.i.d. samples
uniformly at random in the range [L,U ], where L = 10−7 and U = 0.08√
ni+ni+1
. In the second phase
(nudged phase), we use a scaling factor β with |β| = 0.01. We choose the sign of β at random for
each training iteration. We use α1 = 0.2 and α2 = 0.1. During the weight update phase, all weights
that fall below the threshold level L = 10−7 are clipped to 10−7. We use 500 and 100 iterations to
approximate the steady states during the free phase and nudged phase, respectively, with a step size
of  = 0.02. We use minibatches of size 100.
Figure 4: Training results on MNIST. SPICE EqProp (our model) is benchmarked against PyTorch
EqProp, a PyTorch implementation of the original EqProp model [Scellier and Bengio, 2017]. 100
and 500 are the numbers of hidden neurons. ‘pos. weights’ means that the weights are constrained to
be positive.
31
