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Introduction
Some people encounter the challenge of statistical pattern classification for the first time when
they start playing marbles at school. Those who are serious about the game will appreciate
the importance of always having an up to date overview of one’s own collection. How else
would you be able to determine the risks you can afford to take in a game, or where to store
the booty of your latest victory?
While at first it may seem obvious that all the blue marbles should go into your left pocket
and all the green ones into your right pocket, things start getting more complicated once you
have been on a winning streak and are suddenly faced with the question: Where should the
red ones go? With the green ones in your right pocket? Or do the blue ones now move to
your back pocket? If you’re lucky and your teacher has already covered the basics of colour
theory, you may decide to keep the red and blue ones together, because those are primary
colours. However, given the fact that most of us start playing marbles long before we know
anything about colour theory, this may not be the most obvious solution to the problem.
An even more complex situation could arise once you have managed to acquire a few of
those really big ones, some of whom may even be made of iron. How to proceed? Big ones in
the back pocket and small ones in the front? Or glass in the left pocket and iron in the right?
There are a number of ways to settle the matter, depending on what you consider to be the
most distinctive feature of the marbles in your collection. Those who always measure things
in terms of size will most probably end up keeping all their big marbles in one pocket and
all the small ones in another - never mind their colour. Others may decide to keep the glass
and iron ones apart, despite differences in size or colour. Yet another strategy would be to
return to the colour code that seemed to work well before things started getting complicated,
to define the iron marbles as being grey and to decide not to pay any particular attention to
differences in size.
Such is the nature of statistical pattern classification: if it is required to make automatic
decisions about the elements in a large data set (all the marbles in your collection) or about
the identity of newly acquired elements (booty of latest victory), it is convenient to describe
the data in terms of the most distinctive features of the elements in the set (the colour of the
marbles). It is often convenient to divide large data sets into smaller data sets or classes by
grouping items with similar properties together (keep red, green and blue marbles in different
pockets). Newly acquired elements can subsequently be classified as belonging to the class
in the data set with which it shows the highest degree of similarity (an orange marble would
go with the red or the yellow ones, rather than with the blue ones).
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The enormous number crunching and data storage possibilities that have become available
since the invention of digital computers have made it possible to automate a number of
processes. Amongst other things, various attempts have been made to automate the process
of human speech recognition. One of the most successful methods to accomplish this goal is
based on automatic statistical pattern classification. Instead of big bags of marbles, automatic
speech recognition (ASR) systems process large corpora of speech sounds. While marbles
can be described accurately in terms of their colour, speech sounds are usually described in
terms of their spectral properties. A good player would always keep marbles of a different
colour in different pockets. Analogously, automatic speech recognisers keep the spectral
features corresponding to different speech sounds in different classes. Just like marble players
have to decide on the identity of a newly conquered item, i.e. is this funny colour more like
blue or more like green?, ASR systems have to decide on the identity of unclassified speech
sounds, i.e. is this funny sound more like an “a” or more like an “o”?. While tiny humans use
their own, subjective ideas about colour to classify marbles, ASR systems use their statistical
models to classify speech sounds.
The research that is reported on in this thesis deals with difficulties in ASR that are similar
to those that spoil the fun of playing marbles on a rainy day: if the playground is muddy, it
is fairly difficult to play a proper game of marbles without getting them dirty in the process.
Once a marble is covered with mud, it is impossible to make any decisions about its colour
without washing it first. Under these circumstances, it may even be a good idea to play for size
rather than colour, because a small marble has to accumulate quite a thick layer of mud before
it would be mistaken for a big one. When speech sounds are produced in noisy environments
like restaurants, train stations or busy streets, it is equally difficult to make decisions about
their spectral properties without removing the background noise first. This thesis investigates
a number of ways to improve the accuracy of ASR in in noisy environments. Just like size
may be a better criterion than colour to identify dirty marbles, there are some acoustic features
that are better at representing the distinctive features of speech sounds in noise than others. In
this thesis, a number of feature representations are studied and compared to determine which
representations are most suitable to describe speech sounds in noisy environments.
The thesis consits of three parts. Part I provides an introductory review of the subject mat-
ter that is treated in the rest of the thesis. In Section 1.1 of the introductory review, automatic
statistical pattern classification and statistical mismatch are defined in very general terms.
Section 1.2 subsequently introduces ASR as a typical example of an automatic statistical
pattern classification problem. It also gives an overview of the sources of statistical mismatch
that may occur in ASR applications. The basic principles of acoustic feature extraction are
explained in Section 1.3. Some of the robust acoustic feature extraction techniques that have
been proposed by other authors are discussed in Section 1.4. This is followed by a summary
of the four papers in Section 1.5 and a general discussion in Section 1.6. Finally, conclusions
and recommendations for future research are presented in Sections 1.7 and 1.8, respectively.
The bulk of the thesis consists of four papers on robust ASR that have been submitted to or
accepted to appear in scientific journals. These articles are presented in Part II. The four
journal papers are followed by an epilogue in Part III, as well as a summary of the thesis in
Dutch and a curriculum vitae of the author.
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Statistical pattern classification 3
1.1 Statistical pattern classification
The aim of automatic pattern classification is to determine the identity of unclassified data
automatically (Duda et al., 2001). Automatic pattern classification takes place in two phases,
i.e. pattern training and pattern classification. Figure 1.1 gives a graphic overview of the
process.
Pattern training Pattern classification
training
data
test
data
feature extraction
pattern training
pattern models similarity measure
decision logic
classification result
Figure 1.1: Graphical overview of an automatic pattern classification system.
Before pattern training or pattern classification can take place, the data needs to be
encoded in terms of representative features. The encoding process is usually referred to
as feature measurement or feature extraction. Typically, features are chosen such that they
represent relevant differences between the classes in the data while masking variations within
the same class.
During pattern training, the classifier learns those properties of the data that are reliable
and repeatable across all training tokens of a specific pattern. In statistical automatic pattern
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classification, the “knowledge” that is assembled during training is represented in terms of
statistical models. A model is trained for each of the classes in a specific data set. Typically,
the classes in the data are known a priori and each token in the training set is labelled
according to its class identity. In order to build a good classifier, the training data should
contain an adequate number of training tokens for each class.
During pattern classification, unknown test patterns are compared with the models that
were constructed during training. A measure of similarity (statistical distance) between the
test pattern and each model is computed. Decision logic is subsequently used to decide which
model best matches the test pattern. The class of the best matching model is subsequently
assigned to the test pattern.
1.1.1 Statistical mismatch
The classification strategy described above is based on the implicit assumption that the train-
ing and test samples come from populations with the same or similar statistical properties.
If this assumption is violated, there will be a mismatch between the statistical properties of
the training and the test data. As a consequence, classification performance will deteriorate.
The extent to which classification performance will degrade is determined by the degree of
mismatch between the statistical properties of the training and the test data: high degrees of
mismatch will result in low classification rates.
In this thesis, automatic speech recognition is studied as an example of automatic statis-
tical pattern classification. The study focuses on measures that can be taken during feature
extraction and conditioning in order to make automatic speech recognition systems more
robust to the effect of mismatch between the statistical properties of the training and the test
data.
1.2 Automatic speech recognition
Automatic speech recognition (ASR) is a typical example of an automatic pattern classi-
fication problem. The aim of ASR is to find the most probable sequence of words (text)
corresponding to a stream of acoustic information. ASR takes place in two phases, i.e. pattern
training and pattern classification. However, before patterns can be trained or classified, the
speech data needs to be encoded in terms of representative acoustic features. A major part of
the research that was conducted during the course of this project is concerned with acoustic
feature extraction. A detailed description of the feature extraction process is therefore pro-
vided in Section 1.3. This section gives a brief overview of pattern training and classification
in ASR. The databases that were used in the different studies that are reported on in this thesis
are also introduced.
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1.2.1 Databases
A prerequisite for the development and evaluation of ASR systems is the availability of
appropriate data. This section provides a brief overview of the databases that were used
during the course of this project.
Polyphone The speech material that was used for the digit recognition experiments reported
on in Paper 1 was taken from the Dutch Polyphone corpus (den Os et al., 1995). The data
in the Polyphone corpus was recorded over the public switched telephone network in the
Netherlands. Speech signals were recorded from a primary rate ISDN telephone connection.
The digit strings in the database were read by the speakers and the number of digits per string
varied between 3 and 16. The training and test corpora were designed to include an equal
number of male and female speakers, an equal number of speakers from each of the twelve
provinces in the Netherlands and an equal number of tokens per digit.
Noisex The car, babble and factory noise signals that were used to simulate the adverse
acoustic conditions in Paper 1 were all taken from the Noisex CD (Noisex, 1990). The
Noisex database was compiled in order to provide a framework to evaluate the performance
of different ASR systems in noisy conditions (Varga and Steeneken, 1993). To create the
noisy data that was used in Paper 1, the Noisex data was artificially added to clean data from
the Polyphone database at different signal-to-noise-ratios (SNRs). The noise signals were
also digitally filtered to simulate the linear filter effect of a telephone channel before they
were added to the clean data.
Aurora2 The Aurora2 database is a modified version of the TI-Digits database, which is
a corpus of connected digit strings pronounced by native speakers of American English.
The Aurora2 database includes examples of the original, clean speech material as well as
utterances where different types of background noise were artificially added to the clean
material at different SNRs. The clean and noisy signals were downsampled to 8 kHz and
subsequently digitally filtered to simulate the effect of two standard communication channels,
i.e. the G.712 and the MIRS (ITU, 1996). The frequency response of the two filters are given
in Hirsch and Pearce (2000a). According to these figures, the G.712’s frequency response is
flat between 300 and 3400 Hz, whereas the MIRS’ response is sloped, slightly attenuating
frequencies below 2000 Hz. Both filters were implemented using the ITU STL96 software
package. The speech and noise data were passed through one of the filters before adding the
noise to the clean material.
Eight different types of noise from various noise databases were added to the TI-digits
corpus at SNRs between 20 and -5 dB to create the Aurora2 noise data. The noise signals
that were used to simulate noisy acoustic conditions are subway, babble, car, exhibition hall,
restaurant, street, airport and train station noise. The Long Term Average (LTA) spectra of the
noise signals are given in Hirsch and Pearce (2000a). These were obtained by moving a 32
ms Hamming window over the data in 10 ms steps. A 256-point fast Fourier transform (FFT)
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was calculated for each window and the LTA was subsequently derived as the mean of all the
spectral values within each FFT bin. (The total duration of the noise signal varied between
1.5 and 4 minutes.) The LTA spectra of most of the noise signals show a relatively high
concentration of energy in the low frequency region. None of them exhibit strong spectral
peaks. In Hirsch (2000) it was proposed to use the variance within each frequency bin as
an indication of stationarity. In terms of this measure, most of the noise types are fairly
stationary, with street noise and, to a lesser extent, train and restaurant noise as possible
exceptions. Unfortunately, the variance measure does not guarantee that short-term non-
stationary segments do not occur in the data.
Table 2.1 gives an overview of the composition of the training and test sets that were
defined for the Aurora2 experiments.
Table 1.1: Aurora2 training and test set definitions.
Training data Test data
Clean condition Multi-condition Set A Set B Set C
filter G.712 MIRS
SNR (dB) clean clean, 20, 15, 10, 5 clean, 20, 15, 10, 5, 0, -5
noise subway subway restaurant subway
babble babble street street
car car airport
exhibition hall exhibition hall station
As is illustrated in the table, the training data was divided into two sets, i.e. clean
condition training and multi-condition training. The clean condition training material consists
of clean speech data from the training part of TI-Digits produced by 55 male and 55 female
speakers. The multi-condition training material includes clean speech data as well as data
“noisified” with subway, babble, car and exhibition hall noise at SNRs of 20, 15, 10 and
5 dB. In both instances, the total number of utterances in the training set was 8440 and all
utterances were passed through the same channel filter (G.712).
Three different test sets were defined, i.e. test sets A, B, and C. Each test set consists
of 4004 utterances from 52 male and 52 female speakers in the test part of TI-Digits. Set A
includes four sets of 1001 test examples. Each of the four sets is made up of clean speech as
well as utterances “noisified” with one of the noise types that were used to create the multi-
condition training data, i.e. subway, babble, car and exhibition hall noise. Set B contains
clean data as well as utterances “noisified” with noise types that did not occur in the multi-
condition data, i.e. restaurant, street, airport and station noise. In addition to clean data, test
set C also contains subway noise (the same as in test set A) and street noise (the same as in
test set B). Moreover, the data in test set C was passed through the MIRS instead of the G.712
channel filter. In all three test sets, the SNR of the noisified data varied between 20 and -5
dB.
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Database of American English Vowels The database of American English Vowels pre-
sented in Hillenbrand et al. (1995) was used to conduct the vowel classification experiments
reported on in Paper 3. The corpus consists of studio-quality recordings of 12 American-
English vowels, pronounced in /h-V-d/ context by 45 men, 48 women and 46 children. The
identification of all the vowel tokens was checked in perception experiments. More details
on this corpus are provided in Paper 3.
1.2.2 Pattern training
During training, patterns of typical speech sounds are obtained from large corpora of training
data. The speech sounds that are generated by the human speech production apparatus have
well-defined acoustic properties. However, there are numerous factors that cause variation in
the acoustic properties of typical speech sounds. For instance, two different people will never
produce the same utterance in exactly the same way, if only because of the obvious differences
between, for example, male and female voices, voices of children, adults and elderly people,
etc. It is also true that the same speaker may not even be able to produce the same utterance
in exactly the same way, should he or she be asked to do so. Different utterances produced by
the same speaker may still vary in, for example, their rate and degree of articulation precision.
For speech sounds to be recognised correctly, it is therefore necessary to model their typical
acoustic characteristics (average value) as well as the variations observed in these typical
properties (variance). Statistical models are well suited to describe such behaviour. This is
probably the reason why most ASR systems that are currently considered to be state-of-the-
art, are statistical pattern matching machines.
Hidden Markov models (HMMs) The statistical models that are most often used in the
recognition engines of ASR systems are hidden Markov models 1 (HMMs) (e.g. Rabiner and
Juang, 1986; Rabiner, 1989; Lee et al., 1990a; Rabiner and Juang, 1993; Bourlard and Mor-
gan, 1994; Brugnara and de Mori, 1998; Duda et al., 2001). HMMs constitute a framework
to characterise the time evolution of statistical patterns. In the field of ASR, HMMs have be-
come particularly popular because of the efficiency with which they model the variation in the
statistical properties of speech in the time and frequency domains simultaneously (Bourlard
and Morgan, 1994). The popularity of HMMs can also be attributed to the availability of a
convergent training algorithm (Baum, 1972).
An HMM can be described as a collection of states connected by transitions. Each
state models a stochastic process and the transitions between the states correspond to the
time sequence in which the stochastic processes occur. HMM theory requires the stochastic
processes that are modelled by the HMM states to be stationary, i.e. their statistical properties
should not change as a function of time (Papoulis, 1991). Human speech is not a stationary
stochastic process. However, the rate at which human articulatory organs move is limited
1Systems based on artificial neural networks (Waibel et al., 1989) as well as hybrid systems (Woodland and
Smyth, 1990; Bourlard and Morgan, 1994) have also been reported to work well. However, the ASR systems that
were used during the course of this project were all based on hidden Markov modelling.
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by mechanical time constants. It is therefore possible to define time intervals during which
speech signals are approximately stationary. Within these so-called quasi-stationary intervals,
it is reasonable to assume that the acoustic properties of speech signals can be modelled in
terms of statistical distributions2.
Two stochastic processes occur concurrently within an HMM. The first process deals with
the sequence in which the HMM states occur and models the temporal structure of speech
signals. The statistics of this process are modelled by transition probabilities. The second, or
output process, models the quasi-stationary properties of speech signals and is described by a
conditional output probability density function (pdf). The output pdf defines the conditional
probability of emitting an observation (i.e. an acoustic feature vector), given that the model
is in a specific state.
Model topology Speech is an example of a signal whose properties change in a successive
manner over time. Such signals are therefore best modelled by so-called left-to-right HMMs
in which the underlying state sequence has the property that, with an increase in the time
index, the state index also increases or stays the same. Left-to-right HMMs were used in all
the experiments discussed in this thesis.
21 3
a22 a33
a12 a23
a11
Figure 1.2: A three state left-to-right HMM.
Figure 1.2 shows an example of a left-to-right HMM with three states. The state transition
probabilities, aij , are also indicated in the figure. In general, a ij corresponds to the proba-
bility of a transition from state i to state j. The conditional output probability of emitting
the observation x in state j is expressed as bj(x). The elements of the observation vector, x,
correspond to the acoustic feature vector components.
Probability density functions for HMMs In most state-of-the-art ASR systems, the emis-
sion or output pdfs are modelled in terms of multivariate Gaussian distributions. A Gaussian
pdf can be defined in terms of two parameters, i.e. a mean vector µ and a symmetric
2Many other assumptions about speech as a stochastic process and the properties of the probability density
functions used to model this process are made when HMMs are used for speech recognition. The detailed aspects of
these issues are addressed in Chapter 3 of Bourlard and Morgan (1994).
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covariance matrix Σ. The mean vector, µ, models the average value of the distribution while
the covariance matrix, Σ, expresses the dispersion of the data around the mean.
In describing general random variables, one of the drawbacks of single Gaussian pdfs
is the fact that they are unimodal. This limitation can be overcome by using mixtures of
Gaussian pdfs to model more intricate parameter distributions. However, a disadvantage
of using mixtures of Gaussian pdfs is that the number of system parameters that need to be
estimated during training increases considerably. It is possible to reduce the number of system
parameters without reducing the modelling capability if the covariance matrices of the pdfs
are constrained to be diagonal. However, it is only safe to assume that the covariance matrices
are diagonal if the acoustic features that are used to train the HMMs are (approximately)
uncorrelated. Many feature extraction algorithms therefore include an orthogonalisation
transform so that the acoustic features they yield may be used in combination with diagonal
covariance HMMs.
The HMM Toolkit (HTK) was used to conduct almost all the experiments that are reported
on in this thesis (Young et al., 1997). HTK uses the Baum-Welch algorithm for HMM
training (Baum et al., 1970; Baum, 1972). For each HMM, the algorithm finds a parameter set
that maximises the probability of an observation sequence X , given the parameter set of the
model. Once the models have been trained, they can be used to perform pattern classification.
Pattern classification is addressed in the next section.
1.2.3 Pattern classification
In ASR research, a distinction is often made between classification and recognition. For
instance, in the experiments presented in Paper 3, the ASR task is limited to vowel classifica-
tion, i.e. an unclassified speech sound has to be assigned to one of 12 possible vowel classes.
In all the other papers, digit strings or continuous speech have to be recognised. In these
tasks, the number of possible patterns in an utterance as well as their class identity have to be
determined simultaneously. Classification is therefore restricted to assigning class labels to
data that has already been segmented, whereas recognition involves both segmentation and
classification.
The diagram in Figure 1.3 gives an overview of a typical ASR system. As is illustrated in
the figure, the system consists of a feature extraction module, acoustic models, a lexicon, and
a language model. The acoustic feature extraction module is the subject of Section 1.3. The
HMMs introduced in the previous section were used as acoustic models in all the experiments
that were conducted during the course of this investigation. This section provides a brief
overview of the way in which the HMMs, the lexicon, and the language model are used to
recognise speech automatically.
Statistically speaking, the recognition task of an ASR system can be described as finding
the word sequence Wˆ that optimises the posterior probability P (W |X) that the sequence of
words W has been produced given that the sequence of acoustic feature vectors X has been
observed:
10 Automatic speech recognition
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
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Figure 1.3: Graphical overview of a typical ASR system.
Wˆ = argmax
W∈W
P (W |X) (1.1)
where W is the set of all possible word sequences, W = w1, w2, . . . , wn, . . . , wN is the
string of N words to be recognised and X = x1, x2, . . . , xn, . . . , xT is the sequence of
acoustic feature vectors observed during the interval T .
In natural language, the number of possible word sequences that can occur is extremely
large. Moreover, the acoustic properties of the speech signals that are produced when dif-
ferent speakers pronounce the same sequence of words can vary tremendously. In practical
applications it is therefore not feasible to model P (W |X) directly. However, using Bayes’
rule, Eq. 1.1 can be rewritten as (Duda et al., 2001):
Wˆ = argmax
W∈W
(
P (X |W )P (W )
P (X)
)
(1.2)
where P (X) is the prior probability of a set of acoustic feature vectors, X . During the recog-
nition of a given utterance, P (X) is assumed to be constant for all W . As a consequence,
Eq. 1.2 simplifies to:
Wˆ = argmax
W∈W
P (X |W )P (W ) (1.3)
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According to Eq. 1.3, Wˆ is determined by two probabilities: P (W ) and P (X |W ). P (W )
is the prior probability of observing the word sequence W and is modelled by the language
model in the system. P (X |W ) is the likelihood that the set of acoustic vectors X will be
observed when the word sequence W is produced. The probability P (X |W ) can be estimated
from large corpora of training data and is represented by the acoustic models, e.g. HMMs, in
the system.
Lexicon The lexicon or dictionary of an ASR system contains a list of all the words in the
system vocabulary. The way in which words are represented in the lexicon is determined
by the basic recognition units that are used in the system. For instance, in the continuous
speech recognition (CSR) task reported on in Paper 4 of this thesis, the basic recognition units
were phones. The corresponding lexicon contained an orthographic as well as a phonetic
representation of each word in the system vocabulary. The phonetic representation in the
lexicon determines which phone sequences are allowed to occur during recognition. Given
that each phone is modelled by an HMM, the phonetic transcriptions in the lexicon essentially
provide a list of the HMM state sequences that were permitted to occur during recognition.
In Papers 2 and 4, the basic recognition units were words. While the HMM state sequences in
these lexica still served as a constraint on the HMM state sequences that were permissible at
recognition time, they merely corresponded to the state sequences of the HMM word models
and not to a concatenation of states from different phone models.
Language model The significance of the language model prior, P (W ), in Eq. 1.3 depends
on the complexity of the recognition task. For instance, in the digit recognition experiments
that are the subject of Papers 1, 2 and 4 of this thesis, the digits were all equally likely. As
a consequence, they all had the same so-called unigram probability, P (w i). For the CSR
experiment reported on in Paper 4, P (W ) was estimated from a large corpus of utterances
related to a train timetable recognition task. In addition to the unigram probabilities, P (w i),
the language model also included bigram probabilities, i.e. P (w i|wi−1).
Search algorithm ASR systems based on statistical pattern classification methods essen-
tially involve an acoustic decoding process that searches for the sequence of basic units, Wˆ ,
that maximises P (X |W )P (W ) (cf. Eq. 1.3). In all the studies that are reported on in this
thesis, the Viterbi algorithm was used to find Wˆ . The Viterbi algorithm is based on dynamic
programming principles and is applied to find the most probable path through the search
space spanned by X and W .
Recognition performance The recognition performance of an ASR system is usually eval-
uated in terms of word error rate (WER), which is defined as:
WER =
S + D + I
N
× 100 % (1.4)
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In Eq. 1.4, N is the total number of words in the test set, S denotes the total number of
substitution errors, D the total number of deletion errors and I the total number of insertion
errors. Some authors prefer to report recognition results in terms of recognition accuracy
(ACC), where ACC = 100-WER.
1.2.4 Statistical mismatch in ASR
As was mentioned in Section 1.1.1, statistical pattern classification is based on the implicit
assumption that training and test samples come from the same population. If this assumption
is violated, classification performance will deteriorate. In ASR applications, a myriad of
factors could lead to a mismatch between the statistical properties of the acoustic training
and test data. Figure 1.4 illustrates a typical data acquisition situation in which a number of
factors determine the acoustic properties of the resulting speech data, for example:
• the speech sounds that are produced by the speaker;
• speaker-specific characteristics such as sex, age, (foreign) accent, speech rate, emo-
tional state, stress induced phenomena (e.g. the Lombard reflex (Junqua, 1996));
• the acoustic environment within which speech signals are produced, e.g. a quiet office
environment, a train station, a reverberant room;
• the way in which the speech signals are captured and transduced, e.g. by means of a
microphone or a telephone handset;
• the digitisation of the signals - in addition to the quantisation errors that are inherent in
any digitisation process, the frequency at which the signals are sampled also limits the
frequency information that can be represented unambiguously in the data;
• the transmission channel and network properties for fixed line and mobile telephone
applications, respectively.
If the situations in which training and test data are acquired differ in one or more of the
aspects illustrated in Figure 1.4, the acoustic properties of the two data sets will be different.
If statistical models are used to describe the acoustic properties of the data, differences in
the acoustic properties of the training and test data will manifest as a mismatch between the
statistical properties of the two data sets. Numerous techniques have been proposed to make
ASR systems less sensitive to the negative impact of training-test mismatch on recognition
performance. Different methods have been developed to address mismatch at different levels
of the recognition process, i.e. at the level of acoustic signals, features and models, at the level
of lexical and language modelling, as well as in search algorithms. Research on these issues
has resulted in an immensely diverse set of solutions to the so-called robustness problem.
For example, the methods that have been proposed to deal with pronunciation variation (e.g.
Fosler-Lussier and Morgan, 1999; Kessens et al., 1999) are very different from those that
are used to compensate for the effects of reverberation (e.g. Langhans and Strube, 1982; van
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Figure 1.4: Graphical representation of a typical data acquisition situation.
Compernolle et al., 1990) and the techniques that are used to perform speaker adaptation (e.g.
Giuliani and de Mori, 1998) differ from those that are used to reduce the noise levels in
acoustic signals (e.g. Claes and van Compernolle, 1996; Noé et al., 2001), etc.
The field of research that has become popularly known as robust ASR is limited to differ-
ent methods to enhance the robustness of ASR systems against the effect of different trans-
ducers, microphones, handsets and transmission channels as well as noisy acoustic conditions
e.g. reverberant rooms, (additive) background noise, etc. The issues that are investigated in
this thesis comply with this definition of robust ASR. In designing methods to enhance the
robustness of ASR systems against channel effects and background noise, a distinction is of-
ten made between convolutional and additive noise. Background noise is usually considered
to be additive, while the linear filter effect of different transmission channels is an example of
convolutional noise. The studies that are reported on in this thesis deal with both additive
and convolutional noise. In addition, the investigation focuses on robust techniques that
can be applied in the acoustic signal domain and during feature extraction and conditioning.
Conventional acoustic feature extraction is addressed in the next section. A number of robust
acoustic feature extraction methods are subsequently introduced in Section 1.4.
1.3 Acoustic feature extraction
The first step in all mainstream ASR algorithms is acoustic feature extraction. The aim of
the feature extraction process is to translate the information contained in acoustic signals
into a data representation that is suitable for statistical modelling and likelihood calculation.
ASR requires acoustic features that represent reliable phonetic information consistently, i.e.
features which describe the distinctive properties of speech sounds efficiently and that are re-
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producible over many tokens. Ideally, acoustic features should clearly reveal the linguistically
relevant differences between different speech sounds, while masking the acoustic variation in
the signal that does not represent phonemic differences or that is not related to speech events.
Acoustic feature extraction is a vital component of ASR, because during the process a
transition is made from continuous acoustic signals to the most basic discrete speech recog-
nition elements (Allen, 1994). A multitude of techniques have been proposed to perform
acoustic feature extraction efficiently, e.g. filter bank features, frequency-filtered filter bank
features (Nadeu et al., 1995), mel-frequency cepstral coefficients (Davis and Mermelstein,
1980), line spectrum pairs (Paliwal, 1992), perceptually based linear prediction (Hermansky,
1990), articulatory acoustic features (Chang et al., 2001), formant-like features (Holmes
et al., 1997; Weber et al., 2002), features based on auditory models (Seneff, 1984; Hunt and
Lefebvre, 1986; Hermansky, 1987; Ghitza, 1988; de Mori et al., 2000), and features derived
from wavelet transforms (Gemello et al., 2002). For a more complete overview, see Rabiner
and Juang (1993); Junqua and Haton (1996); Angelini et al. (1998). The common aim of
almost all these feature representations is to describe acoustic signals in terms of their short-
term spectral energy distribution. Information on the spectral energy distribution of a signal
is usually extracted at regular time intervals. In addition to these so-called static coefficients,
the first and second order time derivatives of the static features - also referred to as dynamic
features - are almost always included in the acoustic feature vectors.
This section gives an overview of the procedure that is used to obtain one of the most
commonly used feature representations in ASR, i.e. mel-frequency cepstral coefficients
(MFCCs).
1.3.1 Mel-scaled cepstral coefficients
The feature extraction techniques mentioned above have different possibilities and limita-
tions. In order to choose the best alternative, a number of issues should be taken into account,
e.g. computational efficiency, memory constraints, as well as compatibility with the training
and recognition algorithms. MFCCs are currently one of the most frequently used feature
representations in ASR (Davis and Mermelstein, 1980; Angelini et al., 1998; Pearce, 2002a).
The popularity of MFCC features can be explained by the fact that they have proved to yield
satisfactory recognition results for a number of tasks and applications. The most important
advantage of MFCCs is that they are uncorrelated. As was mentioned in Section 1.2.2,
uncorrelated acoustic features allows the use of diagonal covariance HMMs instead of full
covariance HMMs. As a consequence, the number of system parameters that need to be
estimated during training is reduced significantly.
Figure 1.5 gives an overview of the parameterisation procedure that is used to derive
MFCCs from speech data. According to the procedure illustrated in Figure 1.5, the spectral
energy distribution of the acoustic signals is described in terms of two types of features, i.e.
cepstral features that encode information on the shape of the spectral envelope and energy
features that represent the overall energy in the signal (logE). This feature representation was
used in all the papers that are presented in this thesis. The following paragraphs provide a
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brief overview of how cepstral and logE features as well as their derivatives are computed.
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log(output filter bank)
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acoustic feature vector
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normalisation
logE + ∆ + ∆∆MFCCs + ∆ + ∆∆
Figure 1.5: Graphical overview of the acoustic feature extraction procedure.
Pre-emphasis The first step in calculating cepstral coefficients is to perform pre-emphasis.
The voiced parts of human speech naturally have a negative spectral slope of approximately
20 dB per decade due to the physiological properties of the speech production system (Picone,
1993). Pre-emphasis equalises the inherent spectral tilt in speech signals before spectral
analysis takes place.
Windowing Speech is not a stationary stochastic process. In order to comply with the
stationarity constraints of the HMM framework that were discussed in Section 1.2.2, acoustic
features should therefore be extracted at regular, adequately small intervals. Analysis frames
of 20-30 ms are usually used in ASR applications. The samples of pre-emphasised speech
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within each frame are multiplied by a finite-duration window. The shape and duration of the
window determine the time and frequency resolution that can be represented in the data. One
of the most popular window functions in ASR systems is the Hamming window (Rabiner
and Juang, 1993; Picone, 1993). The application of the Hamming window minimises the
signal discontinuities at the beginning and end of each frame by tapering the signal to almost
zero. Subsequent speech segments are processed by shifting the window by a fixed number
of samples. Usually, the frame shift is chosen such that adjacent frames are about half to
two thirds overlapping. In normal human speech, the positions of the articulators change so
slowly that their movements can be sampled adequately at a rate of 100 Hz. Most feature
extraction techniques therefore employ a frame rate of around 100 Hz.
Spectral estimation After windowing, the power spectrum of each data frame is calculated.
The two most commonly used spectral estimation techniques are the fast Fourier transform
(FFT) and linear predictive coding (LPC) analysis. FFT spectra provide a non-parametric
description of the spectral properties of the data in each frame. The amplitude of FFT spectra
exhibit a considerable amount of detail. LPC spectra, on the other hand, provide a smooth,
parametric estimation of the spectral envelope corresponding to the data in each frame. The
advantages and limitations of these two techniques are elaborated on in Paper 2 of this thesis.
Filter bank analysis Psychophysical studies have shown that human perception of the fre-
quency content of sounds does not follow a linear scale. This observation is often accounted
for in acoustic feature extraction by passing the power spectrum of each frame through a bank
of filters that are non-uniformly spaced in frequency. Examples of filter banks that are often
used in ASR applications are the critical band scale, the bark scale and the mel scale (Rabiner
and Juang, 1993). We used the mel-scale in all our experiments. The mel frequency scale
takes the human perception of sound frequency into account and is based on the subjective
pitch of pure tones. It was first introduced by Stevens, Volkmann and Newman and later
refined by Stevens and Volkmann in their classic paper (Stevens and Volkmann, 1940).
In ASR applications, mel scaling is usually implemented as a bank of overlapping tri-
angular filters. The filters are linearly spaced and have a constant bandwidth on the mel
frequency scale. Each filter has a triangular magnitude frequency response (in the linear
frequency domain) that is equal to unity at its centre frequency and decreases linearly to zero
at the centre frequency of the two adjacent filters. The number of filters in mel-scaled filter
banks varies between 13 and 24, depending on the bandwidth of the signals that are being
processed (Davis and Mermelstein, 1980; Jankowski et al., 1995).
After mel-scaled filtering, the logarithm of the output of each filter is calculated. The
logarithm can be regarded as a crude approximation of the non- linear intensity-loudness
relationship associated with the human auditory system (von Békésy, 1960). An important
advantage of this processing step is that it makes the shape of speech spectra insensitive to
different loudness levels: amplification factors in the linear energy domain become constant
offsets in the log-energy domain and if these are properly compensated for, the resulting
spectra are independent of differences in absolute loudness.
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Orthogonalisation Mel-scaled log-energy features are highly correlated. As pointed out in
Section 1.2.2, correlated features require full covariance HMMs to be trained. The number
of system parameters that need to be estimated during training can be reduced substantially
if diagonal covariance matrices are used instead of full covariance matrices. However, the
use of diagonal covariance matrices requires the acoustic features to be uncorrelated. In ASR
applications, the discrete inverse cosine transform (DCT) is applied to mel-scaled log-energy
vectors in order to obtain features that are statistically independent. The resulting mel-scaled
cepstral coefficients (MFCCs) are ordered such that higher order coefficients explain less
variance (Blinn, 1993; Merhav and Lee, 1993). Because the higher order coefficients contain
less information after the application of the DCT, the cepstral vectors can be truncated to
contain fewer components than the number of filters in the mel-scaled filter bank. Acoustic
feature vectors typically contain between 9 and 15 MFCCs.
Energy features In addition to the features describing the spectral envelope, acoustic fea-
ture vectors usually also contain features that are related to the energy in the signal. The 0 th
cepstral coefficient, c0, is often used as a measure of the mean log-energy in each frame. It
is sometimes replaced by (or used in addition to) the log-energy that is directly computed
from the signal at frame level (logE). LogE features are often normalised to a fixed range in
order to make recognition insensitive to absolute loudness levels and differences in dynamic
range. Normalised logE was used as an energy feature in all the studies that are included in
this thesis (Young et al., 1997).
Dynamic features Spectral transitions, i.e. temporal changes in speech spectra, play an
important role in human speech perception (Ruske, 1982; Lee et al., 1990b). For instance,
in human spectrogram reading, rising or falling formant slopes provide important cues on
the identity of the sounds in the signal. Including the first (delta) and second order (delta-
delta) derivatives of MFCC and logE features in acoustic feature vectors has also been shown
to enhance the performance of ASR systems (Furui, 1986; Soong and Rosenberg, 1986;
Rabiner et al., 1989). This is especially true in the case of speaker-independent recognition
where absolute formant locations may be shifted for different speakers but formant slopes are
relatively invariant across speakers (Lee, 1989). Delta and delta-delta coefficients are usually
calculated by means of first and second order regression filters.
In the preceding paragraphs, the most important properties of a standard feature repre-
sentation such as MFCCs were discussed. The next section introduces a number of feature
representations and robustness techniques that can be used to enhance the robustness of ASR
in noisy acoustic conditions.
1.4 Acoustic features for robust ASR
As was argued in the previous section, acoustic feature extraction is an important part of ASR
because it determines the way in which the data is represented during pattern training and
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classification. ASR systems that are based on statistical pattern recognition are essentially
“data describers”. Ideal features for such ASR systems would therefore be features that
always describe the speech information in the data in exactly the same manner, despite other
sources of acoustic variation in the data. This idea has motivated much of the research that
has been done on acoustic feature extraction for robust ASR. The aim of many studies has
been to find feature representations whose properties are as similar as possible for clean and
noisy data. A number of studies have also investigated the possibility to achieve this goal
by removing as much as possible of the variation that is not related to speech from the data
before feature extraction takes place.
Robust ASR techniques have been investigated extensively since the early 1990s. In
addition to the books (e.g. Junqua and Haton, 1996; Junqua, 2000; Junqua et al., 2001) and the
overview articles (e.g. Gong, 1995) that have appeared on the subject, a number of workshops
and special conference sessions have also been dedicated to the topic of robustness (e.g.
Steeneken, 1997; Junqua et al., 1998; Laurila, 1999; Lindberg et al., 2001; Viikki, 2001;
Pearce, 2002b). Considering the extent to which the topic has already been investigated, it
would be infeasible to provide a comprehensive review of the literature on robustness without
producing another book on the subject. The scope of this section is therefore limited to a brief
overview of some of the techniques that have been proposed to enhance the robustness of
ASR systems against the effects of different transmission channels and additive background
noise. For the purpose of the current discussion, a distinction is made between three dif-
ferent classes of robustness techniques, i.e. detect-estimate-remove techniques, statistically
motivated techniques, and alternative feature representations.
1.4.1 Detect-estimate-remove
Algorithmically speaking, techniques in this category usually regard acoustic signals as con-
sisting of two components, i.e. a “desired” and an “undesired” component. The “desired”
part of the data is essential for accurate recognition and usually corresponds to speech. The
“undesired” data component includes everything that may obscure the speech in the data, e.g.
channel or background noise, undesired speaker effects, etc. The detect-estimate-remove
techniques all have the common aim to detect the presence of an undesired data component,
to estimate its properties and to remove it from the data. A number of detect-estimate-remove
techniques will be discussed in the next few paragraphs of this section.
Channel normalisation An undesired data component that often needs to be removed from
speech data is the convolutional noise induced by different recording and communication
channels. Convolutional noise is linear in the log spectral and cepstral domains. In the log
spectral domain, convolutional noise is often compensated for by filtering the time trajectories
of the acoustic features. The filters are designed such that they remove the DC component of
the time trajectories of the acoustic features in the modulation frequency domain. Filtering
the temporal trajectories of acoustic features has the added advantage that extra-linguistic
spectral components that change more slowly or faster than speech can also be removed from
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the data (e.g. Hirsch et al., 1991; Hermansky and Morgan, 1991, 1994; de Veth and Boves,
2003).
In the cepstral domain, convolutional noise causes a constant offset in the long-term
average of the cepstral coefficients. Cepstral mean subtraction (CMS) (also referred to as
cepstral mean normalisation (CMN)) is therefore used to alleviate the effect of convolutional
noise (e.g. Atal, 1974; Mokbel et al., 1994). Neither the filtering nor the subtraction meth-
ods require an accurate detection of the undesired data component. However, the filtering
techniques require appropriate filter transfer functions to be estimated in order to remove the
convolutional noise from the data without harming the speech data. An accurate estimation
of the mean value is a prerequisite for CMS to work properly. CMS was applied as a means
to compensate for the effect of convolutional noise in the cepstral domain in Papers 1, 2 and
4 of this thesis.
Spectral subtraction Spectral subtraction is probably the best known example of a detect-
estimate-remove technique. Spectral subtraction was initially introduced in the field of speech
enhancement in the late 1970s (Boll, 1978, 1979; Berouti et al., 1979; McAulay and Malpass,
1980). However, a number of studies have also proven its ability to enhance the robustness
of ASR systems in noisy acoustic conditions (e.g. Lockwood and Boudy, 1992; Hirsch and
Ehrlicher, 1995; Claes and van Compernolle, 1996; Kermorvant and Morris, 1999; Vizinho
et al., 1999; Stahl et al., 2000). Spectral subtraction techniques estimate the spectral charac-
teristics of the undesired or noise data during the non-speech segments of speech signals and
subsequently use these estimates to “clean” the spectra of the noisy signals. Noisy signals
are “cleaned” either by subtracting the estimated noise spectra from the noisy spectra or
by applying noise suppression filters to the noisy data. The transfer functions of the noise
suppression filters are calculated from the estimated properties of the noise in the signal.
The accuracy with which the properties of the noise in the signal can be estimated therefore
influences the extent to which the noisy data can be “cleaned”. However, in order to obtain
accurate estimates of the noise in the signal, it is necessary to make a distinction between
the speech and non-speech signal components. As a consequence, accurate speech/non-
speech detection is a prerequisite for successful spectral subtraction. The time domain noise
reduction algorithm that was used in Papers 2 and 4 of this thesis is based on spectral
subtraction principles. The algorithm uses a Wiener filter to “clean” the noisy data. The
estimated properties of the noise in the data is used to derive the parameters of the Wiener
filter during a two-pass filter estimation procedure (Noé et al., 2001; ETSI, 2002).
Missing feature theory Another example of a detect-estimate-remove technique that is
relevant to the research reported on in this thesis is the so-called missing feature theory
(MFT) techniques. In research on human hearing it has been observed that locally more
intense sound components dominate the neural response (Moore, 1997). At the same time,
weaker sound components are suppressed to the extent that they are effectively “missing”
during subsequent processing. MFT techniques usually belong to one of two classes: those
who effectively disregard unreliable data and base their classification on incomplete spectro-
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grams (classification is modified according to observations made in the data) (Morris et al.,
1998) and those who try to impute the missing data before classification takes place (data
is modified, classification remains unchanged) (Ramakrishnan, 2000; Cooke et al., 2001).
Both techniques require a means to detect the “missing” feature values reliably 3. The data
imputation techniques also require strategies to derive meaningful estimates of the missing
values.
To date, the techniques disregarding missing data and performing classification in terms
of incomplete spectrograms have all been implemented in the spectral (log energy) domain.
This choice is mainly motivated by the fact that in this domain the features have a clear
physical meaning, e.g. the range of possible feature values are clearly bounded below by
zero and above by the maximum value in the signal. The physical meaning of these features
also makes it fairly easy to define reliability: for human speech, high levels of (local) signal
energy are indicative of intense sound components and therefore reliable data. However, in
practice the reliable detection of “missing” feature values has proven to be a difficult problem:
high-energy distortions can easily be mistaken for speech and low-energy speech can easily
be discarded as noise. It is also difficult to classify values as being absolutely reliable or
distorted if there are no clear differences in their energy content. For this reason some
techniques have been modified in that the decision about a specific feature value’s reliability
is probabilistic rather than binary (Renevey and Drygajlo, 2000; Barker et al., 2001). Some of
these techniques achieve very promising results, especially in terms of graceful degradation
in increasingly noisy conditions (Barker et al., 2001).
However, a disadvantage of spectral features is the fact that they are highly correlated. In
HMM-based recognisers this requires full covariance matrices - and therefore more system
parameters - to be trained. In order to exploit the advantages of uncorrelated features, data
imputation is required. A number of techniques have been proposed in which the spectra
are first reconstructed and statistically independent features, e.g. MFCCs, are subsequently
derived from the reconstructed data. However, these strategies also suffer from the fact that
it is not always possible to detect distorted feature values reliably. Moreover, the imputation
techniques seem to work well as long as the estimates of the missing feature values are based
on a priori knowledge of the target data. Without such knowledge, their ability to enhance
robustness deteriorates quickly (Ramakrishnan, 2000).
In Paper 1 of this thesis, acoustic backing-off is introduced as an implementation of
missing feature theory (de Veth et al., 2001a). Acoustic backing-off differs from the MFT
techniques described in the previous paragraphs in that it does not make hard decisions about
whether a feature value is distorted or not. In addition, it is not applied in the acoustic feature
domain, but at recognition time when the local distance between an unclassified acoustic
feature vector and the acoustic models in the system is calculated. Further details are given
in Section 1.5.1 and Paper 1.
3In some aspects, MFT techniques differ from the basic detect-estimate-remove algorithm defined at the
beginning of this section. The marginalisation techniques attenuate rather than remove the missing feature values
and the imputation techniques replace missing values rather than removing them.
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1.4.2 Statistically motivated techniques
A number of strategies that have been proposed to improve the robustness of ASR systems
are based on the fact that statistical pattern recognisers will work best if the statistical distri-
butions of the training and test samples are as similar as possible. Ideally, the match between
the distributions of the training and test data should be normalised independently for all the
classes in the data. This would require a two-pass recognition where the first pass gives a
rough estimate of what has been said and the second pass is performed after class specific
normalisation has been performed. Alternatively, test tokens can be normalised relative to
the overall distribution of the training material, i.e. without making a distinction between the
individual classes.
In the normalisation scheme proposed in Viikki and Laurila (1998), all feature distribu-
tions are normalised to have zero mean and unit variance. By applying the same mean and
variance normalisation (MVN) at recognition time, it is ensured that the statistical properties
of the test data match those of the training data. The MVN technique proposed in Viikki
and Laurila (1998) is a linear data transformation. As an alternative, non-linear histogram
normalisation (HN) has been proposed as a means to transform the acoustic parameters that
characterise speech signals in such a way that the statistical distributions of the training and
test data become as similar as possible (e.g. Dharanipragada and Padmanabhan, 2000; Hilger
and Ney, 2001; de la Torre et al., 2002). The results of Paper 4 confirmed that HN can be used
to enhance the robustness of ASR systems, both for a digit and continuous speech recognition
task.
The main advantage of data transformation techniques is that they are independent of the
choice of parameters. Moreover, they can be applied successfully even if no knowledge about
the physical causes of the distortions in the data is available. Data transformation techniques
such as MVN and HN also provide an excellent trade-off between complexity and efficiency.
1.4.3 Alternative feature representations
MFCCs are often used as acoustic features in robust ASR applications. However, a number
of alternative feature sets have also been proposed. Three examples of alternative features are
discussed in this section, i.e. LPC-based features, sub-band MFCCs and frequency-filtered
filter bank features.
LPC-based features In order to avoid the difficulty of reliable detection, accurate esti-
mation and effective compensation, attempts have been made to find feature representations
that are inherently able to represent the reliable components of speech signals consistently,
even in the presence of noise. Examples of these techniques are the LPC-based MFCCs that
were investigated in Paper 2 of this thesis and the formant-like features that are the subject
of Paper 3. Both these techniques are motivated by the idea that the modelling power of the
underlying feature representations focuses on spectral peaks rather than spectral valleys. The
spectral peaks represent the high-energy values of the speech signals and should therefore
correspond to the “reliable” values of the MFT techniques. However, in both these studies it
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was found that the “peak finding” algorithms that were used to model the data were not able
to follow speech-related spectral peaks in the presence of high levels of background noise.
These observations seem to suggest that the idea to detect and follow the reliable spectral
components of the speech signals implicitly is no better than the MFT techniques which
do so explicitly. In both instances, recognition performance may be enhanced by imposing
continuity constraints across frames.
Sub-band MFCCs The multi-stream approach proposed in Dupont et al. (1997) and Tibre-
wala and Hermansky (1997b) is based on the assumption that if some frequency bands are
corrupted by noise while others are still relatively clean, the best recognition result will be
obtained if it is based only on the information in the clean frequency bands. The information
in the noisy frequency bands is effectively ignored during classification. Although the idea is
intuitively appealing, experience has shown that the technique only works well in situations
where some of the frequency bands are really clean (Tibrewala and Hermansky, 1997a). The
sub-band MFCCs that were evaluated in Paper 1 are related to the multi-stream approach
in that different groups of MFCCs are derived from different sub-bands of the speech spec-
tra (Okawa et al., 1998). An important difference between sub-band MFCCs and the multi-
stream approach is that the sub-band MFCCs are used as one data stream whereas recognition
is done independently for each sub-band in the multi-stream approach. The results of Paper 1
indicated that, in the presence of band-limited noise, the sub-band MFCCs were more robust
than conventional MFCCs.
Frequency-filtered filter bank features Another alternative feature representation that
was investigated in Paper 1 are the frequency-filtered filter bank (FFFB) features proposed
in Nadeu et al. (1995). These features effectively correspond to the first order frequency
derivatives of mel-scaled log-energies. Just like MFCCs, the FFFB features have the im-
portant advantage that they are effectively uncorrelated and are therefore suitable to be used
in combination with diagonal covariance HMMs. One important difference between FFFB
features and MFCCs is that FFFB features disperse frequency local distortions to a lesser
extent than MFCCs. As is shown in Paper 1, this property of the FFFB features is especially
advantageous in the presence of band-limited noise.
1.4.4 Common traits
Having discussed so many different kinds of robust ASR techniques, it should be pointed
out that, even though some techniques are very different in terms of implementation, they
actually achieve the same goals by different means. For example, it could be argued that
cepstral mean normalisation should be applied to compensate for the effect of different
transmission channels on cepstral coefficients. However, from a statistical point of view,
it also makes good sense to perform mean normalisation, whether or not there is a physical
explanation for the differences in the means of cepstral coefficients or not. So, despite the fact
that cepstral mean normalisation was presented as an example of a “detect-estimate-remove”
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technique and mean normalisation was introduced as a statistically motivated technique, the
two techniques essentially serve the same purpose.
Another example of different roads leading to Rome is spectral subtraction, histogram
normalisation, and MVN. In the presence of additive background noise, the noise energy
tends to fill up the spectral valleys. As a result, the dynamic range of “noisy” spectra is smaller
than the dynamic range of clean spectra. The norm of cepstral coefficients derived from noisy
data will therefore be smaller than the norm of coefficients derived from clean data. In terms
of their statistical distribution, a general reduction in the norm of the cepstra will result in
a smaller range of values as well as an overall reduction in variance. Spectral subtraction
compensates for possible differences between cepstra derived from clean and noisy data by
removing the noise from the signal and therefore restoring the dynamic range in the spectrum.
The application of histogram normalisation in the mel-frequency domain provides a different
means to achieve exactly the same goal. MVN, on the other hand, compensates for differences
in cepstral norms by equalising the range and the degree of variance of cepstra derived from
clean and noisy data.
In situations where - for some reason - the application of a specific technique is not
feasible, it should therefore be kept in mind that alternative techniques exist to solve the same
or similar problems.
1.5 Paper summaries
This section provides brief summaries of the four papers that are presented in this thesis.
1.5.1 Paper 1: Acoustic features and a distance measure that reduce the
impact of training-test mismatch in ASR
The aim of this study was to improve the robustness of a conventional digit recognition system
to the impact of additive background noise. Towards this aim, some of the principles of
robust statistical pattern recognition and Missing Feature Theory (MFT) were applied. Two
components of the ASR system were studied, i.e. acoustic feature extraction and likelihood
calculation.
According to one of the principles of robust statistical pattern recognition, the tails of sta-
tistical distributions are inherently difficult to estimate reliably, because they contain few data
points (Huber, 1981; Kharin, 1996). If speech is produced in noisy conditions, some of the
values in the corresponding acoustic feature vectors may be outliers with respect to the feature
distributions derived from the training data. One way to limit the effect of these noise-induced
outliers is to model each set of observations by two distributions: one which is derived from
the training data and another that represents all feature values that were not observed during
training, i.e. the outliers. With this approach, the likelihood of observing a feature vector in a
state can be described as an interpolation between the likelihood corresponding to the trained
distribution and the likelihood derived from the distribution that represents unseen data. The
interpolation weights should reflect the expected severity of the distortions. In this study,
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we used a method called acoustic backing-off in which the distribution of the unseen data is
assumed to be uniform (de Veth et al., 2001a).
As was discussed in Section 1.4.1, the basic principle of MFT is that distorted and
clean acoustic feature values should be treated differently during pattern match. During
likelihood calculation, the contribution of the distorted values should be weighted according
to the degree in which they deviate from the clean values (Cooke et al., 1996; Morris et al.,
1998). An implicit consequence of this principle is that the number of perturbed values
will determine recognition rate: the higher the number of distortions, the more difficult
recognition will become. Data transformations that spread the impact of “local” distortions
over the entire feature vector should therefore be avoided. Surprisingly enough, two of the
operations that are used in most feature extraction algorithms, i.e. orthogonalisation (cf.
Section 1.3.1) and normalisation (cf. Section 1.4.2), disregard this guideline.
In this study, the effect of orthogonalisation transformations on recognition performance
in noisy acoustic conditions was investigated. Four different feature types were studied. The
first two sets of features were derived using the discrete cosine transform, which means that
distortions that were local in the mel-frequency domain were spread over the full feature
vector. During the derivation of the other two feature sets, frequency-local perturbations
were only partially spread to the rest of the acoustic feature vector. (These two types of
features will subsequently be referred to as FULL and PAR.)
In addition to the number of distorted values, the degree to which the feature values
are distorted also influences recognition performance in noisy acoustic conditions. Different
degrees of distortion were simulated by adding noise signals to the original test data. In the
first instance, artificial band-limited noise was added to the data at three different signal-to-
noise-ratios (SNRs) and in three different frequency regions. In a second set of experiments,
the car, babble, and factory noises from the Noisex CD were used.
Four different digit recognition systems were trained using the two FULL and the two
PAR feature sets mentioned before. The training and test data were taken from the Dutch
Polyphone corpus (den Os et al., 1995). The recognisers were trained on clean data only
and tested on clean data as well as on (simulated) noisy data. Each of the digit recognition
systems were evaluated twice, once using a conventional distance measure and once using a
robust distance measure in the form of acoustic backing-off.
The results of these recognition experiments showed that, in the presence of artificial
band-limited noise, some of the feature values in the test data became outliers with respect
to the feature distributions derived from the training data. In these conditions, the robust
distance measure achieved much better results than its conventional counterpart. The results
for the artificial band- limited noise also indicated that the recognisers trained on PAR features
have an advantage over their FULL counterparts in band-limited noise.
The recognition system derived from the most robust PAR features was also tested in the
presence of the Noisex car, babble and factory noise. Using the robust distance measure in the
clean, matched condition lead to a small but statistically significant drop in recognition rate.
Moreover, the robust distance measure only enhanced recognition performance in car noise
and not in babble or factory noise. This result can be explained by the fact that the long-term
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spectrum of the Noisex car noise has a clear low-frequency peak and is therefore similar to
the artificial band-limited noise that was used in the first set of experiments. In the feature
space that was used in this experiment, car noise therefore created distorted feature values
that are clearly outliers with respect to the feature distributions of the training data. The
application of acoustic backing-off limited the contribution of these distorted values to the
total likelihood (cost) and thus improved recognition performance. The long-term spectra of
the babble and factory noise, on the other hand, are fairly flat which means that all frequency
components are distorted to some degree. The observation that the robust distance measure
could not enhance system performance in these noise conditions suggests that none of the
values are clear outliers in terms of the distributions of the training data and can therefore not
be compensated for by acoustic backing-off.
In conclusion it may be said that, if there is an indication that an ASR system will be used
only in band-limited noise, its robustness can be enhanced significantly by using acoustic
features that do not spread frequency-local distortions to all feature components. However,
if an ASR system is required to operate in broadband noise, the “partially smearing” features
that were used in this study lose their advantage over the “full smearing” type features that
were also investigated. Finally, the usefulness of acoustic backing-off seems to be limited to
those conditions where background noise distorts acoustic feature values to the extent that
they become outliers in terms of the distributions of the training data. If the distorted values
fall well within the range of the values observed during training, acoustic backing-off loses
its advantage.
1.5.2 Paper 2: A comparison of LPC and FFT-based acoustic features
for noise robust ASR
The first step in all mainstream ASR algorithms is spectral estimation. In this study, we took
a fresh look at two of the techniques that are most commonly used, i.e. the fast Fourier
transform (FFT) and linear predictive coding (LPC). Many researchers in ASR seem to
assume that, despite some theoretical differences, FFT and LPC are essentially equivalent
as far as the automatic recognition of speech is concerned. However, there are authors who
claim an advantage for FFT, or, alternatively, for LPC. A number of studies have shown that
neither the choice of features, nor the details of their computation, matter very much for
speech with a high SNR (e.g. de Veth et al., 2001b; de Wet et al., 2001). Differences between
spectral estimators only seem to surface when the SNR decreases, and especially when there
is a mismatch between the SNR or the noise characteristics of the training and test conditions.
Several authors have discussed the issue of spectral estimation in ASR, (e.g. Rabiner and
Schafer, 1978; Markel and Gray, 1976; Angelini et al., 1998; Picone, 1993; Dharanipragada
et al., 1998; Hunt, 1999; Bou-Ghazale and Hansen, 2000). However, the literature on spectral
estimation does not give any clear indications that one specific spectral estimator is better
suited to ASR applications than another. The diversity in results is most probably due to the
fact that different authors investigate different conditions. For example, the “severely noisy
environments” referred to in Picone (1993) may be significantly different from the additive
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noise addressed in Hunt (1999). The speech produced under stress that was investigated
in Bou-Ghazale and Hansen (2000) is likely to pose different requirements than the HUB4
speech investigated in Dharanipragada et al. (1998). The aim of this study was to investi-
gate whether there are conditions in which the recognition performance of MFCCs derived
from FFT spectral estimates differs from the recognition performance obtained when similar
features are derived from LPC spectra.
Despite the large body of literature on the theoretical properties of FFT and LPC as
spectral estimators, a mathematical analysis of their performance in the automatic recognition
of speech in noisy acoustic conditions seems to be intractable. The way in which real world
noise manifests itself in the statistical properties of the acoustic features that are used in
ASR is extremely complex. We therefore approached the problem in the form of a series
of experiments with a database that is widely available to the ASR research community, i.e.
Aurora2 (Hirsch and Pearce, 2000b).
It has almost become standard procedure to compensate for background noise by per-
forming noise reduction on acoustic signals before they are processed by an ASR system.
We therefore investigated two scenarios in our experiments. In the first scenario, no noise
reduction was applied. This scenario was investigated to determine whether the LPC and
FFT-based ASR systems differ in the way their recognition performance degrades in noise.
In the second scenario, the data was pre-processed by a state-of-the-art noise reduction
algorithm before acoustic feature extraction (Noé et al., 2001; ETSI, 2002). This scenario
was investigated to determine whether the outcome of the first experiment would change if,
prior to feature extraction, the data was subjected to noise reduction.
The results obtained in this study clearly indicated that, for the purpose of noise robust
ASR, it is impossible to make unconditional statements about the superiority of one spectral
estimator over the other. The results also showed that there are at least two factors that cause
differences in recognition performance between the LPC and FFT-based ASR systems, i.e.
(1) whether or not the training data includes noisy data and (2) whether or not noise reduction
is applied prior to feature extraction. In the conditions where significant differences were
observed, either the LPC or the FFT system was found to be superior, depending on the type
of noise in which the systems were tested as well as the SNR of the test condition.
Despite considerable variation in the results, two prominent observations can be made.
First, the recognition performance of the LPC and FFT-based ASR systems are equivalent
in the clean condition. This observation also holds if the clean signals are processed by a
time domain noise reduction algorithm. Secondly, if no noise reduction is performed, the
FFT-based system is always more robust than the LPC-based system in low SNR conditions.
However, at these noise levels the recognition rate achieved by the FFT system is so low
(ACC ≤ 36%), that it is doubtful whether they would be of any use in, for example, an
automatic information system. The meaning of “more robust” is therefore limited to “not
failing completely”.
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1.5.3 Paper 3: Evaluation of formant-like features for automatic speech
recognition
Human speech signals can be described in many different ways (Flanagan, 1972; Rabiner and
Schafer, 1978). Some descriptions are directly related to speech production, while others are
more suitable for investigating speech perception. Some descriptive frameworks, of which
the formant representation is a well known example, have successfully been applied to both
production and perception. The formant representation is attractive because of its parsimo-
nious character: it allows the representation of speech signals with a very small number
of parameters. Not surprisingly, many attempts have been made to exploit the parametric
formant representation in speech technology applications such as speech synthesis, speech
coding and ASR.
Speech production is often modelled as an acoustic source feeding into a linear, all-pole
filter with little or no interaction between the source and the filter. In terms of this model
of acoustic speech production, the phonetically relevant properties of speech signals can be
characterised by the resonance frequencies of the filter, also known as formants. An important
reason why formants make for an attractive representation of the acoustic characteristics of
speech signals is their relation to spectral maxima. In the presence of additive noise the
lower energy regions of the soeech spectrum will tend to be masked by the noise energy,
but the formant regions may stay above the noise level, even if the average signal-to-noise
ratio becomes zero or negative (Hunt, 1999). Therefore, a representation in terms of formant
parameters might be expected to be robust against additive noise. Automatically extracted
formant-like features4 have shown some potential for noise robustness in ASR, especially
when combined with state-of-the-art features (Garner and Holmes, 1998; Weber et al., 2001;
de Wet et al., 2000).
Despite its apparent advantages, the formant representation is not widely used in speech
technology applications. In this area, non-parametric representations of speech signals are
most commonly used. Even if the estimate of the spectral envelope is derived from a para-
metric estimator such as linear predictive coding, state-of-the-art speech technology systems
carefully avoid an explicit interpretation of spectral features in terms of formants. One of the
explanations for this state of affairs is the fact that it is very difficult to provide sufficiently
large training corpora for the development of formant-based ASR systems. Most modern
ASR systems rely on very large labelled corpora to train probabilistic models. Due to the
lack of tools to compute formants reliably and accurately, experts are needed to add formant
labels to the speech.
However, the theoretical attractiveness of formant representations has motivated several
attempts to overcome this hurdle. This study extended this line of research by investigating
two techniques to extract formant-like features that may overcome at least one of the problems
in more conventional formant extraction techniques. The methods that were investigated, i.e.
two-dimensional hidden Markov models (HMM2) (Weber et al., 2000) and Robust Formant
4Within the context of this study, the terms formant and true formants refer to the resonance frequencies of the
vocal tract while the term formant-like is used to refer to features that are similar, but not necessarily identical, to
true formants.
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extraction (RF) (Willems, 1986), can be guaranteed to find a fixed number of “formants” in
each spectral slice. By guaranteeing to deliver a fixed number of formant-like features for
each frame, these techniques avoid problems that would arise in ASR search algorithms if
the number of parameters were allowed to vary from frame to frame.
The goal of the research reported in this study was not to develop a fully-fledged alter-
native automatic speech recogniser. Rather, the aim was to determine what kind of contri-
bution formant-like representations of speech can make to the improvement of ASR. In the
first instance, we wanted to determine whether the classification performance of (true) for-
mants measured by phoneticians represents an upper limit for the performance of (imperfect)
formant-like features extracted by means of HMM2 and RF. The hand-labelled formants that
were required to conduct this investigation were taken from the American English Vowels
(AEV) database presented in Hillenbrand et al. (1995). In addition, the classification per-
formance of automatically extracted formant-like features was interpreted in terms of their
resemblance to true formants in order to determine the importance of the relation between
vocal tract parameters in speech production and acoustic features for automatic speech recog-
nition. The claim that formant-like features are inherently robust against additive noise was
also investigated. This part of the study was limited to automatically extracted formant-like
features, because it was not possible to obtain the hand-labelled formants for the noisy data.
The results of the investigation showed that, for clean data, the classification performance
of both formant-like feature sets compared very well to the performance of hand-labelled
formant features if the speaker gender was known a priori. RF features consistently out-
performed HMM2 features, most probably due to the fact that the HMM2 features are very
coarsely quantised. Moreover, the HMM2 feature vectors are only 3-dimensional, whereas
the RF feature vectors also include deltas and are therefore 6-dimensional. These results
indicate that hand-labelled formants are certainly not the only parsimonious representation of
the spectral envelope that enables accurate vowel classification. Representations that yield a
regular and consistent description of vowel spectra, such as the RF and HMM2 features, are
(almost) as capable as the true formants to discriminate between the vowel classes - even if
the features are as crude as HMM2. Especially the results obtained with the HMM2 features,
which definitely do not represent formants in the sense of vocal tract resonances, suggest that
consistency is more important than the relation to the underlying, physical speech production
process.
The results of the classification experiments that were conducted in (simulated) noisy
operating conditions showed that the formant-like features that were investigated in this study
are not inherently robust against additive noise. Neither the RFs nor the HMM2 features were
able to keep track of the spectral maxima that should remain intact in noisy speech data. For
the use of formants in ASR the message appears to be that the theoretical advantages of
the formant representation are neutralised by the enormous difficulty of building a reliable
automatic formant extractor, especially one that is also able to process noisy speech. Until
such a powerful formant extractor is available, there seems to be little advantage in adding
formant measures to the set of features in ASR.
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1.5.4 Paper 4: Additive background noise as a source of non-linear
mismatch in the cepstral and energy domain
Almost all state-of-the-art ASR systems are statistical pattern matching machines. Their
performance therefore deteriorates if there is a mismatch between the statistical properties
of the training and test data (cf. Section 1.1.1). As was discussed in Section 1.2.4, there
are a number of factors that interfere with the assumption of a single underlying population,
e.g. transmission channel properties, background noise, speaker characteristics, speech style,
pronunciation variation etc. This study compares different means to alleviate the impact
of statistical mismatch caused by different channel properties and background noise on the
recognition performance of ASR systems based on HMMs derived from mel-frequency cep-
stral coefficients (MFCCs) and energy parameters (logE).
Section 1.4 introduced a number of methods that can be used to reduce the mismatch
between the statistical properties of training and test populations. One approach that is used
extensively in robust ASR is to condition the raw signals in such a way that the effects of
processes that may create populations of their own, with somewhat idiosyncratic properties
that set them apart from the “mother population”, are eliminated or diminished as much as
possible (e.g. Noé et al., 2001). Recently, another approach has been proposed that abstracts
as much as possible from the physical causes of the variability in the signals. The technique
uses Histogram Normalisation (HN) to transform the acoustic parameters that characterise
the signals in such a way that the statistical distributions of the training and test data become
as similar as possible (Dharanipragada and Padmanabhan, 2000; Hilger and Ney, 2001; de la
Torre et al., 2002). This approach has the advantage that it will always work, independently
of the choice of parameters, even when no knowledge about the physical causes of the
distortions is available.
The idea of normalising parameter transformations is not new. It has been applied widely,
also in approaches that started from attempts to remedy the effects of specific physical pro-
cesses, e.g. cepstral mean normalisation (CMN) as a means to achieve channel normalisa-
tion (Atal, 1974; Mokbel et al., 1994). Mean and Variance Normalisation (MVN) is another
well-known normalisation technique (Viikki and Laurila, 1998). The most striking difference
between HN, CMN and MVN is that conventional CMN and MVN are linear transformations,
whereas HN is a non-linear transformation.
Experience has shown that the overall distributions of cepstral parameters derived from
clean speech data are approximately normal. In the presence of additive background noise
and convolutional channel distortion, the mean values of the overall distributions shift. In
addition, it has been reported that additive noise causes the variances to decrease (e.g. Junqua
and Haton, 1996). CMN and MVN are often used to compensate for the shift in the mean
and the reduction in the variance of cepstral parameters derived from noisy speech data.
The impact of different transmission channels on logE features and MFCCs is similar:
they cause a constant offset in the long-term mean of the feature tracks. Mean normalisation is
therefore conventionally applied to logE features in order to limit the extent to which the mean
value of the training and test logE values may differ. However, the impact of additive noise on
the shape of the overall distributions of logE features is very different from what was observed
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for cepstral features. In contrast to cepstral features, the logE features derived from clean
speech signals have a bi-modal distribution, with a high-energy component corresponding to
voiced speech sounds and a low-energy component corresponding to unvoiced speech sounds,
silence, and non-speech sounds. The impact of additive background noise is most clearly
visible in the low-energy part of the bi-modal distribution, because it causes an increase in
the level of the low- energy parts of the signal. As a consequence, the low-energy component
of the overall feature distribution moves towards higher energy levels. Very high levels of
background noise may even result in a uni-modal energy distribution. Even if the distribution
remains bi-modal, background noise will decrease the range from the lowest to the highest
logE value, and skew the distribution towards higher logE values.
While CMN and MVN may be used to reduce the differences between the mean values
of clean and noisy MFCC and logE features and to compensate for the reduction in variance
associated with noisy MFCCs, it does not compensate for the non-linear distortion of the
MFCC and logE distributions in the presence of additive background noise. Some authors
have reported substantial improvements in the recognition rate of a connected digit task if HN
is applied to the cepstral coefficients (de la Torre et al., 2002; Segura et al., 2002). In these
studies, HN (in combination with noise reduction in the form of spectral subtraction) was
the only normalising transformation applied to the acoustic parameters. However, results
from other studies suggest that the application of HN to cepstral features yields almost no
increase in the recognition accuracy of a continuous speech recognition (CSR) task if it is
applied in combination with HN in the mel-frequency domain. This study elaborated on
these investigations with the aim to determine to what extent the recognition performance
of a conventional ASR system may be enhanced if, in addition to the linear compensation
accomplished by MVN, non-linear mismatch reduction strategies such as time domain noise
reduction (TDNR) and HN are applied.
Since the overall distributions of cepstral and logE features are affected differently by
additive noise, it is reasonable to expect that non-linear transformations aiming at equalisation
of mean and variance, as well as the shape of the distributions, have different effects on
cepstral and logE parameters. In order to determine whether normalisation of the cepstral and
energy features have different effects on recognition accuracy, the compensation strategies
were first applied only to the cepstral features, then only to the energy features, and finally to
both feature types simultaneously.
Because we wanted to focus on the impact of mismatch reduction in the acoustic signal
and feature domains on recognition accuracy, we chose to use the Aurora2 experimental pro-
tocol (Hirsch and Pearce, 2000a), i.e. different transformations were applied to the acoustic
signal and the corresponding acoustic features, but no changes were made to the recogniser
itself. Two sets of recognition experiments were conducted. In the first set, the Aurora2
database and the standard Aurora2 training and evaluation scripts were used. However, the
Aurora2 recognition task is limited to connected digit strings. In order to determine whether
the observations that were made for the Aurora2 experiments generalise to more complex
tasks such as CSR, the experiments were repeated using the CSR engine of an automatic
train timetable information system (VIOS) (Strik et al., 1997).
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The results that were obtained during the investigation showed that the recognition ac-
curacy of both the digit recognition and the CSR tasks could be enhanced if the non-linear
mismatch reduction techniques, TDNR and HN, were applied in addition to the linear com-
pensation accomplished by MVN. The results also revealed that there is a huge difference
in the degree of mismatch between the feature distributions of the training and test data for
cepstral and logE features. The mismatch between the logE distributions is quantitatively
and qualitatively much larger than the corresponding mismatch associated with the MFCC
distributions. In both the Aurora2 and VIOS experiments, the major part of the total gain
in system performance could be attributed to a reduction in the mismatch between the dis-
tributions of the logE coefficients, despite the difference in the acoustic complexity of the
underlying feature spaces.
1.6 Discussion
Data issues
ASR has grown into an extensive and diverse field of research. As a consequence, it has
become almost impossible to talk about problems and solutions in general terms: the results
of most studies are, in one way or another, a consequence of the idiosyncrasies of the ex-
perimental set-up. One of the most important discrepancies between different experimental
set-ups is the data on which the ASR systems are trained and evaluated. Despite the extent and
the diversity of ASR research, almost all the techniques that are currently used are essentially
data-driven and, consequently, data-dependent. The fact that one often hears the phrase “there
is no data like more data”, reveals much about the character of the underlying approach.
Because ASR results are so data-dependent, it is difficult to draw general conclusions from
results obtained on different data sets and to generalise across different domains and applica-
tions. In addition to the obvious differences between languages, differences in speaking style,
vocabulary size, and speaker population can also have a significant impact on the outcome of
an investigation.
Until very recently, research on robust ASR was no exception in this regard. A survey
of the literature showed that there were almost as many databases and simulations of adverse
acoustic environments as there were people doing research on the subject. Not only do most
authors use different databases, but very few reveal details such as exactly how the clean data
was corrupted or how SNR was calculated. These details can have a significant impact on
the results, and, if they are not given, it becomes very difficult to make comparisons across
studies.
The development of the Noisex database was one of the first steps towards a common ref-
erence in terms of which different robust techniques could be compared (Varga and Steeneken,
1993). Before the Noisex data became available, representative examples of “real world” data
were few and far between and most researchers used (band-limited) artificial white noise to
“noisify” clean data. This modus operandi resulted in large and obvious distortions in the data
which most techniques were fairly successful in dealing with. However, when the research
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paradigm shifted to include more realistic noise types such as those from the Noisex database,
many of the techniques that achieved promising results in the white noise experiments failed
(e.g. results reported for band-limited, stationary white noise and Noisex noise in Paper
1 of this thesis). The noise signals that are more similar to real world situations resulted
in distortions that are not as evident as those caused by the artificial white noise. These
more subtle distortions turned out to be much more difficult to deal with than the “obvious”
perturbations caused by the stationary white noise.
The ETSI-Aurora project made a significant contribution to robust ASR research by
providing a common experimental framework within which different noise compensation
techniques could be evaluated (Hirsch and Pearce, 2000a). The evaluation protocol of the
project is based on the digit strings from the Finnish, Spanish, German and Danish SpeechDat
Car databases (Moreno et al., 2000) and the Aurora2 database. Standardised recognition
systems were also provided for each database. The Aurora2 database was used to conduct the
experiments reported on in Papers 2 and 4. The SpeechDat Car data was used in a number of
preliminary studies (e.g. de Veth et al., 2001c). Although their scope is limited to car noise,
the SpeechDat Car databases probably provide one of the best examples of real world data
that has ever been widely available to the robust ASR research community.
The Aurora2 database, on the other hand, still suffers from a number of limitations. For
example, although real world noise signals were used to “noisify” the clean data, the noise
signals were still artificially added to the clean data. This procedure rules out the possibility
to capture real world phenomena that are known to influence recognition performance - such
as the Lombard reflex (Junqua, 1996) - in the data. In addition, the linear filter effect of
different transmission channels was only simulated by passing the original data through a
band-pass filter. Moreover, only two filters were used to create the Aurora2 data, whereas
a multitude of different channels can be expected to occur in more realistic situations. The
Aurora2 task is also limited to the recognition of digit strings. Although digit recognition
allows for fast development and adaptation, it does place restrictions on the degree to which
the Aurora2 results can be expected to generalise to other, more complex tasks such as
large vocabulary continuous speech recognition (CSR). For instance, in Paper 4 of this thesis
similar experiments were carried out on the Aurora2 data and on a CSR task. Even though
some of the trends in the results were similar, not all the observations that were made for the
Aurora2 data generalised to the CSR task.
Knowledge versus abstraction
A number of techniques that are studied in this thesis have been developed to exploit the
knowledge that is available about the speech signal itself or about the physical cause of the
distortions in acoustic feature values. For example, the algorithm that was used to derive the
robust formant features investigated in Paper 3 is based on the fact that human speech can
be characterised in terms of formants as well as the knowledge that formants are related to
spectral maxima. However, the results of the study also revealed one of the pitfalls of using
knowledge-based features: in some noise conditions the feature extraction procedure itself
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caused additional noise in the features, because it was not able to operate reliably in noisy
acoustic conditions.
Another example of a knowledge-based technique is cepstral mean subtraction. This
strategy is motivated by the knowledge that the linear filter effect of different transmission
channels causes a constant offset in the long-term average of cepstral features. The resulting
distortion can therefore be removed by performing cepstral mean subtraction during acoustic
pre-processing.
The acoustic signals that are used in ASR usually correspond to a mixture of speech
and silence, or speech and noise. Depending on the level of the noise, the spectral energy
distribution of the data within each frame may be dominated either by speech or by noise.
The time domain noise reduction algorithm that was used in Papers 2 and 4 makes explicit use
of the knowledge that the spectra of frames containing (voiced) speech have higher energy
levels than those that contain (mostly) noise. This knowledge is used to decide whether the
data in a given frame corresponds to speech or to noise. The frames that are classified as
noise are subsequently used to recursively estimate the properties of the noise in the signal.
The fact that the proposal by France Télécom et al. (based on the algorithm described in
Papers 2 and 4) was the winner of the ETSI-Aurora competition proves that this technique is
successful in enhancing the robustness of ASR systems in noise (ETSI, 2002).
Another group of techniques that has proven to be successful in enhancing the robustness
of the current generation of ASR systems, are those which address the problem of robustness
in terms of the properties of the data itself. These so-called data transformation techniques
abstract as much as possible from the physical properties of speech signals as well as the
physical properties of the processes which cause variability in speech signals. Instead, they
attempt to transform the acoustic parameters that characterise speech data in such a way that
the statistical distributions of the training and test data become as similar as possible. An
example of such a transformation is the histogram normalisation technique that was used in
Paper 4 of this thesis. The main advantage of data transformation techniques is that they are
independent of the choice of parameters. Moreover, they can be applied successfully even if
no knowledge about the physical causes of the distortions in the data is available.
On the one hand it may therefore be argued that the results in this thesis indicate that
robust feature extraction algorithms should exploit all possible knowledge sources about the
physical properties of speech production process itself, as well as the acoustic environment in
which speech is produced. The success of such an approach will, of course, be limited by the
extent to which such information is available or may be estimated reliably. On the other hand,
it may also be argued that the compensation techniques that are statistically motivated also
achieved promising results, without requiring any knowledge about the underlying physical
processes. However, despite their apparent superiority, data transformation techniques are
also limited by the fact that a certain amount of data will always be required to estimate
meaningful transformation functions. This constraint may not always be met for very short
utterances and in on-line applications where system delays should be kept as short as possible.
The results that are presented in Paper 4 indicate that the best solution most probably lies in a
pragmatic combination of these two points of view. However, the results also imply that even
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the best possible combination of methods is unable to compensate for the effects of additive
noise at SNR levels of 5 dB and lower.
Idiosyncrasies of the MFCC feature space
Some of the observations that were made during the course of this project seem to suggest
that it is both impossible and trivial to compensate for the effect of additive background noise
in the cepstral feature space. For example, the experimental results presented in Paper 1
show that high levels of background noise that cause large perturbations in the mel frequency
domain are dispersed into a large number of small distortions in the MFCC domain. As a
consequence, it is impossible to determine the degree to which noisy MFCCs are distorted in
terms of the statistical distributions derived from the training data.
On the other hand, the statistical distributions of MFCC features that are presented in Pa-
per 4 show that, even in extremely noisy conditions, there are no large differences between the
overall distributions of MFCCs derived from clean and noisy data (linear mean and variance
normalisation (MVN) was also applied to the clean and noisy data). This observation suggests
that MFCCs, with a little help from MVN, are inherently robust to the effect of background
noise. It should therefore be a trivial matter to build robust ASR systems using MFCC
features. However, the recognition rates that were measured in some of the experiments
tell a different story: even though the noise did not cause major changes in the statistical
distributions of the MFCCs, the corresponding recognition rates were very poor. It should,
of course, be kept in mind that the energy features that were used in combination with the
MFCCs also have a significant impact on recognition performance. However, the fact that
the distortions in the cepstral domain are relatively small does not seem to be adequate to
“rescue” recognition performance in very noisy conditions.
These observations suggest that distortions that are large enough to cause a substantial
loss in recognition performance are not correspondingly evident in the MFCC feature domain.
Indistinct distortions are extremely difficult - if not impossible - to compensate for.
1.7 Conclusions
The aim of the research reported on in this thesis was to improve the robustness of ASR in
adverse acoustic conditions. For the purpose of this study, the definition of “adversity” was
limited to the effect of different channel properties and artificially added background noise.
The techniques that were investigated to achieve this goal were all applied in the acoustic
signal and feature domains. From the results presented in the four papers that comprise this
thesis, the following general conclusions may be drawn.
In different experimental conditions, some feature representations result in ASR systems
that are clearly more robust than others. For example, in the presence of band-limited noise,
frequency-filtered filter bank features are more robust than MFCCs. However, the results
in this thesis clearly show that there is no “holy grail” feature representation that provides a
Future work 35
complete solution to the problem of robustness. The best results were obtained when different
robustness techniques in the acoustic signal and feature domains were combined.
The results of Paper 1 revealed that the alternative feature representations and the robust
local distance function that were investigated, were able to compensate for large distortions in
the acoustic feature values that are “obviously” wrong. However, none of the techniques were
able to deal with a large number of small distortions or with distorted values that are similar
to those that occur in the training population. The results of Papers 2 and 3 showed that this
problem could not be solved by using acoustic features derived from smooth LPC spectra
either. According to the results of Paper 4, histogram normalisation, time domain noise
reduction, as well as a combination of the two methods were successful in reducing the large
mismatch that was observed between clean and noisy features in the logE domain. However,
none of the techniques were able to resolve the small mismatches that were observed between
the clean and noisy features in the cepstral domain. It may therefore be concluded that none
of the techniques that were studied in this thesis are able to deal with a large number of
small distortions or with distorted values that are similar to those that occur in the training
population.
All the methods that were studied during the course of this project were able to enhance
the robustness of ASR in (simulated) noisy conditions to some extent. The recognition
accuracies that were obtained for the Aurora2 data in Paper 4 are among the highest that
have been reported in the literature to date. However, these recognition rates are still much
lower than the performance that human listeners could be expected to achieve in similar
acoustic conditions. Discrepancies between the performance of humans and ASR systems
are especially large at very low SNRs (Lippman, 1997). It may therefore be concluded that
the robust ASR techniques that are currently considered to be state-of-the-art, are still far off
the mark when it comes to keeping up with their human counterparts. However, in situations
where human-level performance is not required, the methods that are proposed in this study
may be used to accomplish the aim of improving the robustness of ASR in adverse acoustic
environments.
1.8 Future work
Almost all current ASR systems are based on acoustic features that are derived from fixed
frame rate, short-time spectral analysis methods. Features that are derived in this manner
do not reflect the non-uniform distribution of speech information in time and frequency.
A number of ways to overcome this limitation have already been proposed. For example,
features derived from wavelet transforms have been suggested as a means to describe the
non-uniform distribution of speech information in time and frequency (Gemello et al., 2002).
Another example is provided by the features introduced in Hermansky and Sharma (1998).
These so-called TRAP features are calculated from time windows that are much longer
than those that are conventionally used. One of the biggest future challenges in acoustic
feature extraction, especially for the purpose of robust ASR, will be to improve on these
initial attempts and to find viable alternatives for the fixed rate, short-time spectral analysis
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paradigm. However, in order to exploit such a paradigm shift in the acoustic feature domain
to its full potential, the search algorithms that are currently used in ASR should also be
streamlined according to the properties of the new features.
Within the context of robust ASR, various methods have been developed to deal with
one or two sources of acoustic distortion at a time. However, in most realistic operating
conditions, many different sources of acoustic distortion are bound to be present simultane-
ously. One of the future challenges in research on robust ASR will therefore be to deter-
mine how different strategies can be combined in order to optimise recognition performance.
Different applications and different sources of variation will call for different techniques or
combinations of techniques to enhance robustness. Robust applications should therefore be
developed with a specific application in mind, e.g. hands free dialling. Given the current
level of development in ASR technology, requiring all applications to be robust in all possible
operating conditions is simply not feasible.
Future challenges for on-line and off-line applications will also be quite different. For
example, robustness can be improved in off-line applications by doing two-pass recognition
where the first pass gives a rough estimate of what has been said and the second pass is
performed after class, speaker or phoneme specific adaptation or normalisation has been per-
formed. However, such an approach would probably not be feasible in on-line applications -
not only because the computational cost may introduce unacceptable delays, but also because
the amount of data that would be available to calculate adaptation or transformation functions
might not be adequate. The biggest future challenges for on-line applications therefore lie in
real-time parameter estimation, adaptation and transformation as well as in finding strategic
ways of combining different techniques.
From the literature as well as the research reported on in this thesis, it is clear that the
“robust” future of ASR systems that do not go beyond a static representation of their training
data is rather bleak (Cole et al., 1995; Bourlard et al., 1996). Such systems will always
be “blind” to variation that is not represented in their training data. There are two possible
strategies to save these recognisers from the growing list of endangered species: improve their
ability to adapt to new users and environments (Darwin, 1988) or find a paradigm that moves
beyond the data-dependency that is inherent to statistical pattern classification. Although
knowledge-based techniques have not been as successful in ASR applications as their data-
driven counterparts, future research could try to find a combination of the two techniques
that compensates for some of the shortcomings of the current generation of pattern-matching
ASR systems.
In applications such as multi-media information kiosks, automatic dialogue systems are
often required to operate in noisy acoustic conditions. The performance of these systems
is bound to suffer if their ASR engines are not adequately robust. However, even though
robust ASR techniques are clearly useful to improve recognition performance, recognition
performance alone is probably not sufficient to ensure high dialogue success rates. Appro-
priate models of world knowledge, human reasoning and associative thinking should also be
used in order to make automatic dialogue systems more robust. In multi-media applications
agents will also have to move beyond acoustic interfaces - human communication is much
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more than just a speech signal, especially if the restriction of a telephone interface is not
enforced. One of the future challenges in the development of interactive, multi-media systems
will be to determine the relevance of the information in the speech component of multi-
media information streams and, more importantly, how speech can be used to improve the
interaction between humans and automatons.
Speech recognition is an end-to-end process. Future research on robust ASR should
therefore focus on making the result of the communication process as robust as possible
rather than on optimising the robustness of one or two components of the process. Current
research on robust ASR concentrates on robustness at the acoustic signal level and effectively
ends at the output of the recognition engine. However, speech recognition is far more than a
signal processing problem. Future research will therefore have to move beyond the paradigm
that was used in this thesis and investigate the possibility to use information from different
levels of speech processing to enhance the robustness of ASR systems in adverse acoustic
conditions.
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Acoustic features and a distance measure that reduce
the impact of training-test mismatch in ASR
J. de Veth, F. de Wet, B. Cranen, & L. Boves
Abstract For improved recognition robustness in mismatched training-test conditions, the
application of key ideas from Missing Feature Theory and Robust Statistical Pattern Recog-
nition in the framework of an otherwise conventional ASR system were investigated. To this
end, both the type of features used to represent the speech signals and the algorithm used to
compute the distance measure between an observed feature vector and a previously trained
parametric model were studied. Two different types of feature representations were used:
a type in which spectrally local distortions are smeared over the entire feature vector and a
type in which distortions are only smeared over part of the feature vector. In addition, two
different distance measures were investigated, viz., a conventional distance measure and a
robust local distance function in the form of Acoustic Backing-off. The effects on recognition
performance were studied for artificially created, band-limited noise and NOISEX noise
added to the speech signals. The results for artificial band-limited noise indicate that a
partially smearing feature transform is to be preferred over a fully smearing transform. In
addition, for artificial band-limited noise, a robust local distance function is to be preferred
over the conventional distance measure as long as the distorted feature values are outliers with
respect to the feature distribution observed during training. The experiments with NOISEX
noise show that the combination of feature type and distance measure that is optimal for
artificial, band-limited noise is also capable to improve recognition robustness for NOISEX
noise, provided that the noise is band-limited.
1.1 Introduction
The present generation of Automatic Speech Recognition (ASR) systems appears to lack
robustness when used by real customers to perform real tasks. To a large extent, this lack
of robustness is caused by a mismatch between the conditions at recognition time and the
conditions in which the ASR system was trained. The ‘unexpected’ conditions at recognition
time may be introduced by user behavior (e.g., coughs, hesitations, repairs, etc.), by the
environment (e.g., when the user sits in a room where a radio or TV set is playing, or calls
from a noisy train station) or by the transduction and transmission of the signal (e.g., when a
cheap microphone integrated in a laptop computer is used or when the signal is transmitted
across a fading radio path). Additional factors that deteriorate ASR can probably be found
by reading the other papers in this issue of Speech Communication.
Regardless of what causes the mismatched training-test conditions, ASR performance
deteriorates if there is a mismatch. In addition, ASR performance degrades more as the
mismatch becomes more severe. Of course, human speech recognition also suffers in adverse
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conditions, but it deteriorates at a much slower rate (Lippman, 1997). Although state-of-the-
art ASR algorithms do not intend to mimic human speech processing, it is still worthwhile to
try and derive clues from the superior human performance to improve ASR. For some tasks,
the human superiority is undoubtedly due to the contribution of intelligence and additional
sources of information that help decoding. However, humans also appear to outperform ASR
systems in tasks where intelligence and linguistic knowledge are of little help, like in the
recognition of credit card or telephone numbers (Lippman, 1997). Therefore, there is ample
room for improvement of automatic acoustic decoding under adverse conditions (e.g. Ney,
1999).
In the past two decades, a large number of techniques have been proposed to improve
robustness of ASR in adverse conditions, among which spectral subtraction (Boll, 1979), pre-
dictive model compensation techniques (Gales, 1998), and model adaptation techniques (Lee,
1998; Lee and Huo, 1999) are the most popular. In the present paper, we investigate two
closely related issues that should enable the improvement of probabilistic modeling and
decoding, viz. the type of features used to represent the speech signals and the algorithm
used to compute the distance between an observed feature vector and a previously trained
parametric model. The research presented in this paper has close links to Missing Feature
Theory (Cooke et al., 1996; Lippmann and Carlson, 1997; Morris et al., 1998) and Robust
Statistical Pattern Recognition (Kharin, 1996). Both approaches have a high potential at face
value. However, in the context of a conventional ASR system, neither is straightforward to
harness so that all their benefits can be exploited. The aim of this paper is to discuss our
recent attempts to incorporate some of the principles of Missing Feature Theory and Robust
Statistical Pattern Recognition in an otherwise conventional ASR system.
1.2 Principles and hypotheses
In order to be able to explain the hypotheses that we investigated, we first need to discuss two
pre-processing steps which are common in conventional ASR systems, i.e., normalization
and orthogonalization. Next, we look at the principle that lies at the heart of Missing Feature
Theory (MFT): Distorted observations should not be trusted in the same manner as clean
observations (Cooke et al., 1996; Morris et al., 1998). This principle has two immediate
consequences: (1) Care must be taken to keep clean observations clean, and (2) distorted
observations should be treated differently from clean observations during the pattern match.
The first point leads to a distinction between two different classes of features, viz. a type
in which spectrally local distortions are smeared over the entire feature vector and a type in
which spectrally local distortions are only smeared over part of the feature vector. The second
point implies that the conventional way to compute the distance measure should be modified.
We will indicate how one of the principles of Robust Statistical Pattern Recognition can be
used to define a robust distance measure that treats distorted observations differently from
clean observations. Finally, we combine these more general considerations and formulate the
hypotheses that we wanted to investigate in this paper.
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1.2.1 Normalization and orthogonalization
ASR systems represent speech in the form of short-time power spectra, and in many cases
these spectra are obtained through some kind of filter bank operation. In this paper, we will re-
fer to such an initial representation of short-time power spectra (i.e., before application of any
transform) as the raw features. In a conventional ASR set-up, it is considered good practice
to train acoustic models from clean speech. If the feature distortions are ‘well-behaved’ (e.g.,
time-invariant or known in advance), training can be done using disturbed speech utterances.
In all other cases, clean training data are used and the mismatch between clean training and
noisy test conditions must be accounted for explicitly. Even if there is no mismatch between
training and test conditions, it is considered good practice to reduce the amount of variation in
the data that does not carry important speech information as much as possible. For instance,
differences in loudness between recordings are irrelevant for recognition. For reduction of
such irrelevant sources of variation, normalization transforms are applied. All state-of-the-
art ASR systems apply at least some kind of channel normalization, like (cepstral) mean
subtraction or (phase corrected) RASTA (de Veth and Boves, 1998) on the raw features. Gain
Normalization of raw features is also routinely employed (Dautrich et al., 1983).
In addition to feature normalization, most state-of-the-art ASR systems employ some
form of feature orthogonalization. Orthogonalization is applied because estimates of hidden
Markov model parameters improve when the ratio of the amount of independent data in
the training material to the number of parameters increases. For this reason, many ASR
systems assume that the elements in the feature vectors are essentially uncorrelated, so that
the covariance matrix becomes diagonal and less parameters need to be estimated. Unfor-
tunately, the raw features (i.e., the log-energy values) are known to be highly correlated.
Therefore, it is common practice to apply some kind of orthogonalising transformation, like
the Discrete Cosine Transform (DCT) which yields the well-known cepstral coefficients;
other popular orthogonalising transformations are Principal Component Analysis (PCA) and
Linear Discriminant Analysis (LDA) (Hunt et al., 1991).
Conventionally, normalizing and orthogonalising transformations are combined (cf. mean
subtraction after DCT for cepstra). Many of these techniques are capable of improving recog-
nition performance in matched training test conditions. However, none of these techniques,
nor any known combination thereof, suffices to maintain recognition performance at the level
of the matched condition when a mismatch between training and test conditions occurs that
is due to adverse acoustic conditions.
1.2.2 MFT: Keeping clean observations clean
One of the predictions of MFT is that recognition will become more difficult as more features
are damaged (Cooke et al., 1996; Morris et al., 1998). Therefore, it should pay to take all
possible precautions to avoid unnecessary damage to the features, and, if damage cannot be
avoided, to choose a feature type that concentrates the damage in as few feature components
as possible. In this context, it is perhaps surprising that the most popular feature representa-
tions used in ASR violate this intuitive maxim. DCT and LDA form linear combinations of
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all raw features within a vector, thereby smearing distortions in a subset of the raw features
over the full vector of transformed features. Moreover, popular forms of pre-processing like
channel normalization and computation of delta-features (and delta-deltas) cause distortions
which were originally local in time to be smeared over a much wider time window.
In this light, we want to investigate the effects of applying normalization and orthogonal-
ization transformations under adverse conditions. In the present paper, we only investigate
the effects of smearing distortions along the frequency axis. We do so by examining four
transforms of raw spectral features, viz.
1. within-vector mean normalized Mel-frequency log-energy coefficients (indicated as F1);
2. Mel-frequency cepstral coefficients (indicated as F2);
3. sub-band Mel-frequency cepstral coefficients (indicated as P1) Okawa et al. (1998);
4. within-vector filtered Mel-frequency log-energy coefficients (indicated as P2) Nadeu
et al. (1995).
Details of these feature representations will be given in Section 1.3.2. For the moment,
it suffices to note that the first two of these representations (F1 and F2) are calculated from
the entire vector of raw features. Therefore, a distortion present in any one raw feature will
affect all transformed features. The label ‘F’ for this type of feature reflects that the transform
fully smears distortions. The last two representations (P1 and P2) are designed to limit the
extent to which a distortion in some part of the raw feature vector spreads over the entire
transformed feature vector. The label ‘P’ for this type of features reflects that the transform
partially smears distortions.
It is reasonable to expect that the number of distorted feature values is not the only
factor determining the degradation of recognition performance under adverse conditions. The
degree of distortion is probably equally important. However, it is not possible to predict
the degree to which the transformed features will be affected without prior knowledge of
the details of the distortion of the raw features (i.e., which components are affected and
exactly how large the distortion is). In this paper, we discuss a number of experiments that
allow us to illustrate the interaction between the type of transformation used for computing
the final acoustic features and the nature of the distortion. To this end, we investigate the
effect of artificially created, band-limited noise when added at three different Signal-to-Noise
Ratios (SNRs), and in three different frequency regions. In addition, we study the effect of
adding three different noise types taken from NOISEX (Noisex, 1990). More details about
the distortions together with motivations for our choices are given in Section 1.3.3.
1.2.3 Robust distance computation as an implementation of MFT
According to MFT, feature values that are highly corrupted can better be discarded when
computing the distance between an observation vector and a set of models (Cooke et al.,
1996; Lippmann and Carlson, 1997; Morris et al., 1998). Although the idea that garbage
should not be treated as data may be easily understood, telling apart the garbage from the
data in noise robust ASR is not an easy task. Over the last years, considerable effort has been
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spent on making the distinction between disturbed and undisturbed raw features by operations
on the log-energy values, without using prior knowledge about the particular speech sound
under consideration (Dupont et al., 1997; Tibrewala and Hermansky, 1997; Vizinho et al.,
1999). Recently, good results were reported in an experimental set-up where artificial noise
was added to wide-band speech (Vizinho et al., 1999). However, it is still an open question
how these results will carry over to a task in which the available frequency band is much
smaller (e.g., telephone or GSM speech). In addition, few explicit speech-noise distinction
methods exploit the fact that the sounds to be told apart from the noise are speech sounds. It
is well-known that the spectra of individual speech sounds show a high degree of variability.
Therefore, to distinguish between disturbed and undisturbed feature values, the variability of
the spectrum of the speech sound under analysis should ideally be taken into account.
In de Veth et al. (1998, 1999, 2001), a new method was proposed where hard decisions
about which feature vector components are disturbed or undisturbed are avoided. This new
method is based on a technique of Robust Statistical Pattern Recognition (Huber, 1981;
Kharin, 1996). According to one of the principles of Robust Statistical Pattern Recognition,
the tails of any distribution of observed values are inherently difficult to estimate reliably,
because tails contain few data points. A speech utterance produced under adverse acoustic
conditions may contain a proportion of feature values that are outliers with respect to the
distributions derived from the training speech. One way to limit the effect of these noise
induced outliers is to model each set of observations by means of two distributions: one
distribution that is obtained from the training data and another distribution that represents all
feature values not observed in the training material, i.e., the outliers. With this approach,
the likelihood of observing a feature vector in a state can be described as an interpolation
between the likelihood yielded by the trained distribution and the likelihood derived from the
distribution that represents the values not previously seen. The interpolation weights should
reflect the expected severity of the distortions.
In de Veth et al. (1998, 1999, 2001) the distribution of the ‘non observed’ values was
assumed to be uniform, and this approach was called Acoustic Backing-off. By choosing
the uniform distribution, it is ensured that the shape of the combined distribution will still
have much in common with the shape of the ‘clean’ distribution observed during training.
It was shown (de Veth et al., 2001) that Acoustic Backing-off can be considered as an
implementation of MFT that (1) is suitable for use in a conventional ASR system, (2) is
suitable for use with any feature representation, and (3) wires the detection mechanism for
identifying disturbed feature vector elements into the decoder. In this paper, we will compare
the conventional local distance measure with our robust local distance computation in the
form of Acoustic Backing-off.
1.2.4 Hypotheses under investigation
In short, this paper investigates four different feature transformations (two F-type and two
P-type features), two different methods for local distance computation (conventional vs.
robust implemented in the form of Acoustic Backing-off) and several different noise types
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(band-limited noise added at several signal-to-noise ratios and, more importantly, at different
frequency locations, and three more realistic noise types) in their mutual interaction. By
studying the effects of different combinations of feature type, local distance, and noise type,
we wanted to test the following hypotheses:
1. A transform that smears local distortions over the complete feature vector (an F-type
transform) is more vulnerable to spectrally local distortions than a transform that keeps
local distortions local (a P-type transform).
2. Hypothesis 1 holds true irrespective of the distance measure used: conventional or
robust.
3. A robust local distance measure outperforms the conventional distance measure.
4. The performance gained by a robust local distance measure is larger if the distortions
are limited to a smaller number of features.
5. Hypotheses 1 to 4 hold irrespective of the type of distortion, as long as the spectrum of
the noise is confined to a limited frequency range.
These hypotheses focus on the conditions for which improvement of recognition robust-
ness may be expected. To evaluate our hypotheses as a function of the type of noise, three
experiments were performed. In the first two experiments, corrupted speech was obtained
by adding artificially created band-limited noise to clean speech signals. Artificial noise
was used in these experiments, because it facilitated testing our hypotheses. In the third
experiment, we used car, babble, and factory noise taken from the NOISEX database (Noisex,
1990) to create corrupted speech signals. This experiment should provide an impression
of the capabilities of Acoustic Backing-off for noise types that are more realistic and not
necessarily band-limited.
The rest of this paper is organized as follows. First, in Section 1.3, we describe the
experimental set-up that we used in more detail. In Section 1.4, we compare the recognition
performance for the four different types of features. We evaluated system performance with
clean and disturbed data for each of the four acoustic representation techniques, and with
and without applying MFT in the form of Acoustic Backing-off. In addition, we present
results for the three different noise types taken from NOISEX. In Section 1.5, we propose
interpretations for the results of our experiments. Finally, our conclusions are presented in
Section 1.6.
1.3 Experimental set-up
1.3.1 Speech material
The speech material for our experiments was taken from the Dutch POLYPHONE corpus (den
Os et al., 1995). Speech was recorded over the public switched telephone network in the
Netherlands. Speech signals were recorded from a primary rate ISDN telephone connection.
Among other things, the speakers were asked to read several connected digit strings. The
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number of digits in each string varied between 3 and 16. For training we used a set of 1997
strings (16,582 digits). Care was taken to balance the training material with respect to (1) an
equal number of male and female speakers, (2) an equal number of speakers from each of
the 12 provinces in the Netherlands and (3) an equal number of tokens per digit. For cross-
validation during training (cf. (de Veth and Boves, 1998)) we used 504 digit strings (4300
digits). All the models were evaluated with an independent set of 1008 test utterances (8300
digits). The cross-validation test set and the independent test set were balanced according to
the same criteria as the training material. None of the original utterances used for training or
testing had a high background noise level.
1.3.2 Acoustic features
Each of the four different acoustic feature representations in our experiments was based
on a transformation of the raw feature representation that consisted of 16 Mel-frequency
log-energy coefficients (MFLECs). The MFLECs were computed using a 25 ms Hamming
window shifted with 10 ms steps and a pre-emphasis factor of 0.98. Based on a Fast Fourier
Transform, 16 filter band energy values were calculated, with the filter bands triangularly
shaped and uniformly distributed on a Mel-frequency scale (covering 0-2143.6 Mel; this
corresponds to the linear range of 0-4000 Hz). In addition to the 16 MFLECs, we also
computed the total log-energy for each frame. These signal processing steps were performed
using HTK2.1 (Young et al., 1997).
For the F1 features, we computed the average within-vector log-energy value for each
frame. This within-vector average was subtracted from each of the original 16 MFLEC val-
ues yielding 16 within-vector mean normalized Mel-frequency log-energy values. Channel
normalization was accomplished by subtracting the average value (computed over the whole
utterance) for all 16 F1 values. Finally, we computed the (smoothed) time derivatives (delta-
coefficients). Combining these with the 16 static values, log-energy and delta log-energy we
obtained 34-dimensional feature vectors.
In the case of F2 features, Mel-frequency cepstra {c1, ..., c12} were computed from the
raw MFLECs using the DCT. Channel Normalization (CN) was done by means of cepstrum
mean subtraction (CMS) over the entire utterance. Finally, we computed the time derivatives
and added these to the 12 channel normalized Mel-frequency cepstral coefficients. Together
with log-energy and delta log-energy we obtained 26-dimensional transformed feature vec-
tors.
The P1 values were obtained by computing {c1,1, ..., c1,6} independently for the first
8 MFLEC values (covering 0 - 1218 Hz) and {c2,1, ..., c2,6} for the remaining 8 MFLECs
(covering 1015 - 4000 Hz). We used two sub-bands with 8 MFLEC values each for computing
the P1 features, because this was reported to be the optimal feature recombination in (Okawa
et al., 1998). Next, we proceeded exactly as with the Mel-frequency cepstral coefficients, i.e.,
subtracting the mean computed over the whole utterance for CN and computing the deltas.
Together with log-energy and delta log-energy we arrived at 26-dimensional feature vectors.
The P2 values were computed by applying the filter z − z−1 within each frame for
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coefficients 2 - 15. In other words, the spectral difference x(ω k+1, t) − x(ωk−1, t) was
computed for k = 2, . . . , 15, where x(ωk, t) denotes the MFLEC value computed for filter
band k at time t. MFLEC coefficients 1 and 16 were simply copied. After this combination
of differencing and copying, the mean value of each vector component was computed over
the whole utterance and subtracted as a form of CN. Next, the deltas were computed. The
static and delta within-vector filtered Mel-frequency log-energy coefficients were combined
with log-energy and delta log-energy to arrive at 34-dimensional feature vectors.
1.3.3 Additive noise
In order to test our hypotheses discussed in Section 1.2, we started with additive band-limited
Gaussian noise as a distortion. In the first experiment, low frequency noise was added at
decreasing SNRs of 20, 10 and 5 dBA (both the speech and noise energy levels were weighted
according to the A-scale (Hassal and Zaveri, 1979)). The different SNRs allows us to study
the impact of the severity of the distortion; at the same time it allows us to investigate whether
there is a qualitative difference between full-smearing and partial-smearing transformations.
Moreover, comparing the performance of a conventional and a robust local distance function
should shed light on the conditions for which the robust approach is superior.
The band-limited noise signals were obtained by filtering Gaussian white noise signals
using a fifth order elliptical filter. The cut-off frequencies of the band-pass filter were chosen
so that approximately one quarter of the raw features would be contaminated: F low = 395Hz
and Fhigh = 880Hz.
The high cut-off frequency of the noise was chosen so that the noise distortions were
present only in the first set of energy bands used in the P1 feature representation. Therefore,
this set-up allows us to investigate whether a qualitative difference exists between the two
full-smearing feature representations on the one hand and the two partial-smearing feature
representations on the other.
Fig. 1.1 illustrates how this type of distortion affects the different feature representations
used in this study. The values of the static features (i.e. excluding log-energy, the delta-
coefficients and delta-log-energy) are shown as a function of time before (first column) and
after adding noise at 10 dBA SNR (second column) to an utterance /een vier/ (i.e., one four).
In the third column, the normalized squared error NSE kl is shown, which is defined as
NSEkl =
(x′kl − xkl)2∑L
l=1 x
2
kl
, (1.1)
where x′kl denotes the disturbed value of coefficient k at time l, xkl the value of the undis-
turbed coefficient, and L the total length of this utterance. As a reference, the top row of
Fig. 1.1 shows original, disturbed, and normalized squared error values for the 16 raw Mel-
frequency log-energy coefficients. Rows 2 to 5 correspond to feature types F1, F2, P1, and
P2, respectively. To enhance visual clarity of the speech regions, we applied a non-linear
mapping to the gray-scale for each plot in the first and second column, so that the gray
level in non-speech regions becomes almost uniform. However, for each error plot in the
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Figure 1.1: First column: Parameter tracks of the static features for a clean utterance / een
vier / (i.e., one four). Second column: Parameters for the same utterance after addition of
band-limited noise with SNR = 10 dBA. Third column: Normalized squared error as defined
in Eq. 1.1. The first row corresponds to the 16 raw Mel-frequency log-energy coefficients.
Rows 2 to 5 correspond to feature types F1, F2, P1, and P2, respectively.
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third column, a straightforward linear mapping of the gray scale was used, since visibility
enhancement of particular parts in the error plots was deemed unnecessary in these cases.
Looking at Fig. 1.1, the following observations can be made. Firstly, the two spectro-
grams in the top row (first and second column) clearly show the regions where speech is
present. The spectrogram for the distorted condition clearly shows that the additive noise is
restricted to a limited number of bands, just as we intended. The error plot of the raw features
(top row, third column) shows that the main differences are located in the portions of the
signal that were silent in the clean condition (i.e, at the beginning and end of the utterance
and in between the two digits). This is exactly as expected from a log-energy measure. This
panel also shows that the energy of the band-limited noise is masked during most of the
speech portions of the signal. Secondly, for the four feature representations shown in rows
2 to 5, the original and distorted feature plots are more difficult to interpret. Differences
between the original and distorted feature plots can be discerned. However, the differences
are not as easily spotted as in the spectrograms shown in the top row. As a result, the error
plots appear to be a more appropriate source of information about the distortions in these
cases. It can be seen in the error plots shown in rows 2 and 3 that the distortions in the
F1 and F2 features are smeared out over a larger porportion of the coefficients compared
to the raw features shown in the top row. In addition, there are only very few distortions
visible in the top half of the coefficients for the P1 and P2 features (row 4 and 5) for this
type of distortion. These findings illustrate that band-limited, artificially created noise leads
to qualitatively different error plots for the ‘F’- and ‘P’-type features. Therefore, this type of
noise is highly suitable for testing our hypotheses about ‘F’- and ‘P’-type features.
In the second experiment, we studied the effects of adding band-limited Gaussian noise to
the speech signals in three different frequency regions. For the first frequency region, which
we will refer to as ‘low range’, we used exactly the same cut-off frequencies as in the first
experiment: Flow = 395 Hz and Fhigh = 880 Hz. For the second region (‘mid range’ noise),
we used Flow = 833 Hz and Fhigh = 1446 Hz. Finally, for the third region (‘high range’
noise), we used Flow = 1446 Hz and Fhigh = 2303 Hz. In all cases, the SNR level was kept
constant at 10 dBA. These noises allow us to study the interaction between the frequency
region of the distortion, the transformation of the raw features and the type of local distance
function.
Finally, in the third experiment, we added 8 kHz downsampled versions of NOISEX car,
babble, and factory noise to our test signals. In all cases, the noise amplitude level was
adjusted to obtain an SNR of 10 dBA. To assess the frequency regions that are most affected
by these three types of noise, the power spectrum computed over a noise segment of 1 second
is shown in Fig. 1.2 for each noise type.
It can be seen in Fig. 1.2A that car noise is band-limited with energy predominantly in the
frequency region below 200 Hz. Figs 1.2BC indicate that the spectra of babble and factory
noise, respectively, carry significant amounts of energy at all frequencies. Thus, these two
noise types are not band-limited; these noises are wide-band.
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Figure 1.2: Long-term spectrum of NOISEX (A) car noise; (B) babble noise; (C) factory
noise.
1.3.4 Hidden Markov modeling
The ten Dutch digit words were described with 18 context independent phone models. In
addition we used three different models for silence, background noises and out-of-vocabulary
speech. Each phone unit was represented as a left-to-right hidden Markov model (HMM)
consisting of three states, with the emission pdf of each state in the form of a single Gaussian
pdf and only self-loops and transitions to the next state. For these models the total number of
states was 63 (54 for the phones plus 9 for the silence and noise models). We used HTK2.1 for
training and testing HMMs (Young et al., 1997). We followed the cross-validation scheme
described in (de Veth and Boves, 1998) to determine the optimal number of Baum-Welch
iterations. The eventual models were obtained through subsequent mixture splitting. We split
up to four times, resulting in recognition systems with 16 Gaussians per state (containing
1008 Gaussians in total). We used diagonal covariance matrices for all HMMs and each
model set was trained only once, using undisturbed features. The recognition syntax used
during cross-validation and testing was defined, so that connected digit strings varying in
length from 3 to 16 digits could be recognized.
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1.3.5 Robust local distance function
Consider an HMM state Si that is described by a mixture of M Gaussian probability density
functions with diagonal covariance matrices. The conventional local distance function d loc is
equal to the sum of the emission cost associated with that state and the transition cost from the
previously visited state to state Si. When the transition cost is disregarded, the local distance
function becomes equal to the emission cost associated with state S i:
dloc(Si,x(t)) = − log{
M∑
m=1
wim
K∏
k=1
Gimk(xk(t))}, (1.2)
where x(t) denotes the acoustic observation vector at time t, w im denotes the m-th mixture
weight for state Si, K denotes the dimension of the acoustic observation vector, xk(t) the
k-th component of x(t), and Gimk the k-th component of the m-th Gaussian probability
density function for state Si. The robustness of the statistical distance measure defined in
Eq. 1.2 can be improved, when outlier values occur, by replacing the conventional Gaussian
probability density function with a robust probability density function that corresponds to a
mixture of two statistical processes: the process describing the observations that were seen
during training and the process describing the values that were not previously seen (Huber,
1981; Kharin, 1996). According to this idea, a robust local distance function d robust was
defined in (de Veth et al., 1998, 2001) as
drobust(Si,x(t)) = − log{
M∑
m=1
wim
K∏
k=1
[(1− )Gimk(xk(t)) + p0(xk(t))]}, (1.3)
where  denotes the a priori probability that a feature value originates from the process of
unseen feature values (0 ≤  < 1) and p0(•) denotes the probability density function
associated with the unknown process. It can be seen that Eq. 1.3 immediately reduces to
Eq. 1.2 if we choose  = 0.
In order to be able to actually use Eq. 1.3, we need to decide how the process for the
unseen observations is best described, where ‘best’ means optimal according to the theory of
Robust Statistical Pattern Recognition (Kharin, 1996). For the particular problem we study
(i.e., how to make the computation of the local cost in the search robust), the best description
of the unknown process is, as yet, an open question. In (de Veth et al., 1998, 2001) we
proposed to model the unknown process with a uniform distribution. This distribution is
simple, reflects our assumption that we do not have any prior knowledge about the process
underlying the unseen observations, and is capable of improving recognition robustness for
artificial distortions. The technique of using a robust local distance function with a uniform
distribution for p0(•) was named Acoustic Backing-off (de Veth et al., 1998, 2001).
Having decided to describe the process for the unseen observations with a uniform dis-
tribution we must still choose a value for the a priori probability, , that a feature value
originates from the process of unseen observations. Ideally, the optimal value should depend
Acoustic features and a distance measure for robust ASR 65
Table 1.1: WER results for four different feature representations in the clean condition. The
figures in brackets indicate the 95% confidence intervals.
feature representation WER (95% confidence interval)
F1 3.4 (0.4)
F2 3.2 (0.4)
P1 3.3 (0.4)
P2 2.4 (0.3)
on the severity of the distortions. We do not know yet how to quantify ‘severity’ in terms
of a measure that is correlated with . ‘Severity’ will depend on the type of distortion, so
eventually it might become possible to narrow down the range of reasonable values when the
most important characteristics of the noise are known. We also do not know how  can be
estimated from a speech utterance that must be decoded. However, for the noise types used
in (de Veth et al., 1999, 2001), it was found that recognition performance is not critically
sensitive to variations of this parameter if  ≈ 0.1. In all experiments reported in this paper,
we used  = 0.1.
1.4 Results
1.4.1 Baseline recognition performance
In order to determine a proper reference system for each feature representation, we trained
HMMs according to the cross-validation procedure described in (de Veth and Boves, 1998).
For the resulting model sets, we determined the word error rate (WER) using the 1008
utterances of the test set. The WER was defined as
WER =
S + D + I
N
× 100%, (1.4)
where N is the total number of words in the test set, S denotes the total number of substitution
errors, D the total number of deletion errors and I the total number of insertion errors. For
the recognition experiments, we used HMM systems with 16 Gaussians per state. The WER
results obtained at this working point are shown in Table 1.1 for the four different feature
sets that were studied (the figures in brackets indicate the 95% confidence intervals). As can
be seen in Table 1.1, WER values were obtained in the range of 2.4% (P2) to 3.4% (F1).
The WER values of F1, F2 and P1 do not show significant differences. However, the P2
representation does yield significantly better results. This finding agrees with observations
reported in (Nadeu et al., 1995).
66 Acoustic features and a distance measure for robust ASR
1.4.2 Experiment 1
Using the distortion of ‘low range’ noise at SNR levels of 20, 10 and 5 dBA, we evaluated
system performance for a conventional local distance function. In addition, we evaluated the
recognition performance for our Acoustic Backing-off implementation of the robust local
distance function. The results for the conventional local distance function are shown in
Fig. 1.3. The WER results using the robust local distance function are shown in Fig. 1.4A.
Fig. 1.4B shows the WER difference ∆WER = WERrobust −WERconventional. Thus,
in Fig. 1.4B, a negative value indicates a recognition improvement and a positive value a
deterioration.
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Figure 1.3: Recognition results as a function of signal-to-noise ratio when using the
conventional local distance function. F1: within-vector mean normalized Mel-frequency log-
energy coefficients; F2: Mel-frequency cepstral coefficients; P1: sub-band Mel-frequency
cepstral coefficients; P2: within-vector filtered Mel-frequency log-energy coefficients.
Looking at the WER differences in the clean condition (the leftmost group of bars in
Fig. 1.4), it can be seen that a small loss in recognition performance occurs when switching
from the conventional to the robust local distance function.
Figs 1.3 and Fig. 1.4 show that recognition performance is better for the two feature
representations that only partially smear distortions (P1 and P2; two rightmost bars) than for
the two feature representations that smear distortions over all feature components (F1 and
F2; two leftmost bars). This observation holds both for the recognizer with the conventional
(Fig. 1.3) and for the one with the robust local distance function (Fig. 1.4A). Second, the
recognizer with Acoustic Backing-off yields better results in the noisy conditions than the
recognizer with a conventional local distance function in all but one case. As can be seen in
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Figure 1.4: (A) Recognition results as a function of signal-to-noise ratio when using the
robust local distance function. (B) Corresponding ∆ WER values.
the second set of bars in Fig. 1.4B, the single exception occurs for the P1 features at SNR
= 20 dBA for which a small (but statistically significant) performance degradation can be
observed: The WER increased with 1.5% from 17.1% to 18.6% when switching from the
conventional to the robust local distance function. In all other cases with noise present, the
robust local distance function improved the performance, although the gain is occasionally
small (cf. results for F1 features at SNR = 20 dBA and P1 features at SNR = 10 dBA).
1.4.3 Experiment 2
For each feature type, we evaluated system performance for low range, mid range and high
range noise, respectively. In each noise condition, the SNR was 10 dBA. The results for the
conventional local distance function and for the robust local distance function are shown in
Figs 1.5 and 1.6 respectively.
The results for the conventional local distance computation show that all feature repre-
sentations appear to be sensitive to the spectral location of the noise, although there are clear
differences in the sensitivity pattern for the different feature types. The WER appears to be
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Figure 1.5: Recognition results as a function of the frequency region of the noise when using
the conventional local distance function.
lowest for the mid range noise for F1, F2, and P2 features. However, for P1 features this
pattern appears to be the opposite: Recognition performance is worst for the mid range noise.
In addition, it can be seen that both ‘F’-type features outperform the P1 features for the mid
range noise. For the F2 features, this finding is in good agreement with some of the results
reported in (Okawa et al., 1998). In that study, it was also found that Mel-frequency cepstral
coefficients outperformed sub-band Mel-frequency cepstral coefficients for the NOISEX-92
noise types ‘buccaneer2’, ‘leopard’, and ‘white’. For these noise types, as well as for our
mid range noise, energy is present in both sub-bands. With distortions in each sub-band, not
a single cepstral coefficient of the P1 features will remain unaffected. As a consequence,
the potential advantage of the P1 features over the F2 features is annihilated. This reasoning
explains why P1 does not have an advantage over F2. However, it does not explain why the
P1 results for mid range noise are so much worse compared to the F2 results.
When we compare the recognition results obtained with the robust local distance function
to the conventional results (see Fig. 1.6B), we observe that WER is reduced in the noise
conditions, although the reduction was very small in some cases (i.e. for P1 features with
mid range noise and for F1 features with high range noise). Secondly, it can be seen that
the pattern of WER sensitivity to the spectral location of the noise does not change for all
four feature representations. For the combination of P2 features and the robust local distance
function, the WERs are almost on the same level for the different locations of the noise. This
means that this combination of feature representation and local distance function seems to be
almost insensitive to the location of the noise.
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Figure 1.6: (A) Recognition results as a function of the frequency region of the noise when
using the robust local distance function. (B) Corresponding ∆ WER values.
1.4.4 Experiment 3
In order to get an impression of the capacity of Acoustic Backing-off to improve recognition
performance for more realistic noise conditions, three experiments were conducted where
NOISEX car, babble, and factory noise (Noisex, 1990) were added to the test signals at a
level of 10 dBA. In these experiments, we limited ourselves to the feature representation that
yielded the best overall results for the artificial band-limited noise, i.e., the P2 features. The
WER results are listed for the conventional and the robust local distance function in Table 1.2.
The results in Table 1.2 indicate that the effectiveness of Acoustic Backing-off depends
on the type of noise. For car noise, the improvement is statistically significant, and the WER
is reduced by 48% when switching from a conventional to a robust local distance function.
However, for babble noise, there is hardly any reduction, and the WER deteriorates for factory
noise. Upon checking the result for factory noise, we found a WER of 31.4% (i.e., essentially
the same value as found for the conventional local distance function) when the value for  was
actually optimized for this type of noise. Thus, a robust local distance function implemented
in the form of Acoustic Backing-off leaves the recognition performance at best unaffected for
factory noise. We recall from Section 1.3.3 that the long-term spectra of babble and factory
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Table 1.2: WER results for four different noise conditions using the P2 features. The figures
in brackets indicate the 95% confidence intervals.
noise condition conventional LDF robust LDF
no noise 2.4 (0.3) 2.8 (0.4)
car (10 dBA) 9.3 (0.6) 4.8 (0.5)
babble (10 dBA) 30.4 (1.0) 28.8 (1.0)
factory (10 dBA) 31.5 (1.0) 32.7 (1.0)
noise contain significant contributions at all frequencies in the frequency range of 0 - 4 kHz
(see Figs 1.2BC). Apparently, the combination of P2 features and Acoustic Backing-off is
not capable to enhance recognition robustness for wide-band noise.
1.5 Discussion
With our experiments, we wanted to test several hypotheses. First, we hypothesized that a
transformation of the raw features that smears distortions that are only present in a restricted
frequency region over the full transformed vector is inherently more susceptible to perfor-
mance degradation under adverse conditions than a transformation that keeps local distortions
local. To that end we used two ‘full smearing’ transformations (F1 and F2), and two ‘partial
smearing’ ones (P1 and P2) in combination with band-limited noise.
The results of our experiments seem to confirm this hypothesis, although perhaps not
without qualifications. In experiment 1, with low range noise added at several SNRs (cf.
Fig. 1.3), the two full smearing feature sets always show substantially higher error rates. The
ranking of the four feature sets differs somewhat between the four SNR conditions. This
should warn against rash conclusions about inherent advantages of a specific feature set.
The results of experiment 2, in which noise was added to speech at different spectral
locations, also support the hypothesis that partial smearing transforms are preferable. The
fact that the P1 features lose their advantage in the case of mid range noise may seem a
contradiction, but is easy to explain. The P1 features can only be considered as partially
smearing if distortions are limited to one of the sub-bands. The low range and high range
noise conditions were constructed to accomplish this. Indeed, in these conditions P1 is among
the better features. The mid range condition was constructed to see what happens if both sub-
bands are affected. It is clear that P1 features are not robust if distortions are present in both
sub-bands. This finding casts doubt on the value of sub-band cepstra as a representation of
the speech signal that should be robust against arbitrary distortions.
Overall, the partial smearing P2 features seem to be the best choice, at least for the
somewhat artificial noise conditions investigated in experiments 1 and 2. To some extent
their gain relative to the much more popular F2 features may be due to the fact that the P2
models had more parameters (recall that there were 34 P2 features and only 26 F2 features).
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However, in the context of the theory to which this paper intends to contribute, P2 features
may be inherently superior: According to the error plots in the third column of Fig. 1.1,
P2 features (row 5) show a lesser degree of smearing of band-limited noise compared to F2
features (row 3).
The hypothesis that a robust local distance function is always to be preferred over the
conventional one appears to be confirmed by the results of all experiments where band-limited
noise was used as a distortion, i.e., irrespective of whether artificially created noise or more
realistic noise was tested. For band-limited noise, the only systematic exceptions where a
conventional distance measure is preferred over a robust local distance are found in the case
of clean data, i.e., the condition where training and test match completely. In our future
research, we plan to investigate the option to use robust statistics in model training too, to see
if that would remove the disadvantage under matched conditions.
With respect to the hypothesis that the advantage of Acoustic Backing-off would be
greater if less feature components are affected (e.g., with P-type features than with F-type
features), our results appear to be somewhat less convincing. Actually, the results in this paper
seem to contradict the results we found in earlier experiments (de Veth et al., 1999, 2001).
In those experiments, we did indeed find that Acoustic Backing-off had no positive effect in
combination with F2 features. This difference in behavior may be explained by the fact that
the distortions used in (de Veth et al., 1999, 2001) differ from the noise types used in the
present study. Summing up, the experiments with band-limited noise show that (1) Acoustic
Backing-off can give an advantage for all feature sets (including F2 features), (2) the gain is
not always equally large, and (3) the gain is sometimes larger than we expected. For wide-
band noise, however, the robust local distance function did not outperform the conventional
distance measure, at least not for P2 features.
The fact that Acoustic Backing-off can give an advantage for both types of acoustic
features investigated in this paper (i.e., F-type and P-type) can be explained by a detailed
analysis of the impact of the distortions on the transformed feature sets of the test data. For
the purpose of this analysis, the normalized mean squared error (NMSE) of corresponding
values of disturbed and undisturbed feature components was used (Huerta and Stern, 1998).
The NMSE is computed for each feature component k as
NMSE(k) =
∑N
n=1
∑Ln
l=1(x
′
kln − xkln)2∑N
n=1
∑Ln
l=1 x
2
kln
, (1.5)
where N is the total number of utterances used for computation, Ln is the length of each
individual utterance n, x′kln denotes the value of the disturbed feature component k in obser-
vation vector l of utterance n, and xkln is the original undisturbed feature value. As can be
seen in Eq. 1.5, the NMSE of each individual feature component k is the ratio between the
average energy of the distortions and the average energy of the original feature values, where
the average is taken over all observed feature vector sequences. In a set-up where both the
clean and the disturbed utterances are available, the NMSE can be readily computed.
To illustrate how the band-limited noise affects the F2 feature coefficients, the NMSEs
are shown in Fig. 1.7 for the condition with SNR = 10 dBA. As can be seen, the NMSE
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is not evenly distributed over all cepstral coefficients. While most coefficients suffer from
the distortions at more or less the same level, c3 and c9 are much more severely affected.
This uneven distribution may well explain the WER reduction observed for our local distance
function with Acoustic Backing-off. This type of robust local distance function effectively
diminishes the impact of outliers (i.e., severely distorted feature values).
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Figure 1.7: Normalized mean squared error for the 12 static coefficients of the F2 features
resulting from the SNR = 10 dBA distortion.
The data in Fig. 1.7 show that there is an interaction between the characteristics of the
distortion and the way in which the statistical properties of the features are affected. This
interaction may be quite complex. As a consequence, the fully smearing DCT may eventually
give rise to features of which only a few are substantially distorted for a given type of noise.
Informal experiments in which we tried to find a relation between the NMSE and WER have
not been successful. This suggests that we need to develop new measures that would allow
us to rank different types of adverse conditions with respect to their impact on recognition
performance. For these new measures, it is probably not enough to study only the specific
manner in which a given noise source may affect a certain feature vector, like in the NMSE.
It should be kept in mind that it is the distorted observation evaluated according to the current
active state distributions that determines the best Viterbi path. Therefore, we would suggest
to study the contributions to the local distance for each individual feature component along
(say) the N-best recognized paths. Such new measures would probably also allow one to
select the best performing robustness strategy for a specific task.
The results of experiment 3 suggest that the effectiveness of Acoustic Backing-off in
combination with P2 features is not limited to artificial distortions, but can be generalized to
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more realistic conditions, provided that the noise is band-limited. Thus, our last hypothesis
about the acoustic features and the robust local distance function appears to be supported by
our experiments.
The results for babble and factory noise show that a robust local distance function in the
form of Acoustic Backing-off cannot yield an improvement, at least not for the P2 features
that were tested. An important difference between additive car noise on the one hand and
additive babble and factory noise on the other is the proportion of frequency components that
is still intact in the presence of noise. For car noise, which is band-limited, the proportion
of undisturbed frequency components will be larger than for babble and factory noise, which
are wide-band noises. This suggests that the effectiveness of Acoustic Backing-off (in com-
bination with P2 features) is proportional to the number of raw feature components that is
unaffected by the noise. This is a subject for further research.
In addition, it should be noted that distortions of the raw features cannot be considered
to be local for wide-band noise. When distortions are not local to start with, the strategy to
keep local distortions local may become questionable. Therefore, the P2 features might not
have been the optimal feature representation to use in combination with wide-band noise.
Additional research is required to test whether other feature representations are better suited
when wide-band noise is present (e.g., representations in which distortions of many raw
features are projected into a few components).
Despite its substantial advantage over a conventional local distance function for band-
limited types of distortions, Acoustic Backing-off is not able to counteract the impact of this
type of additive noise completely. Even under mild conditions, viz. band-limited stationary
noise added at a SNR = 20 dBA, performance degrades quite substantially (cf. Fig. 1.4). We
assume that this finding can be explained in part by the fact that the impact of a distortion
on the statistical distributions of the transformed parameters is difficult to predict, but that
it is also quite conceivable that many types of distortions may result in small effects on all
feature values. As a matter of fact much of our thinking assumed some kind of equivalence
between ‘distortions’ and ‘outliers’. However, at least two qualitatively different kinds of
distortions must be distinguished, viz. those which give rise to values which are (more or
less) clear outliers, and those which result in feature values falling well within the range of
values observed during the training of the speech sound or state under consideration. Acoustic
Backing-off as an instantiation of MFT was designed to cope with feature values that are
outliers with respect to the trained distributions. We have no reason to doubt that we have
succeeded to reach this goal, as testified by the consistent performance gain for band-limited
types of noise. However, it is not clear how Acoustic Backing-off might handle distortions
that do affect feature values without pushing them widely beyond the center of gravity of the
trained distributions. Of course, Acoustic Backing-off can be combined with other techniques
that reduce the mismatch between clean and adverse conditions, like spectral subtraction. Yet,
there remains a need to search for ways to handle the situation where almost all feature values
are mildly corrupted. This will inevitably necessitate the exploration of ways to combine
other sub-fields of robust pattern recognition with approaches related to MFT. One route
that suggests itself is replacing the Gaussian mixtures by mixtures of distributions which are
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inherently more robust against large proportions of small errors.
At the same time, our results emphasize the need for a continued quest for a representation
of the speech signal that is inherently more robust against distortions. It is interesting to note
that ‘robustness’ can be accomplished in two rather different ways. The first is by means
of a representation that yields values in the exact same distribution under clean and under
adverse conditions. This approach is well-known, and spectral subtraction may be viewed as
the classic example. The second, somewhat less conventional solution builds on the property
of a technique like Acoustic Backing-off that outlier values can effectively be dealt with.
With this in mind, the second solution would be a representation where distorted raw feature
values are transformed into a few outlier values. In such a scheme, the transform would be
used to focus distorted raw feature values.
1.6 Conclusions
In this paper, two closely related points were studied that should improve probabilistic mod-
eling and decoding for ASR in mismatched training-test conditions: the type of features
used to represent the speech signals and the measure used to compute the distance between
an observed feature vector and a previously trained model. As a starting point, one of the
key ideas of Missing Feature Theory was adopted: Distorted feature values should not be
trusted in the same manner as clean observations (Cooke et al., 1996; Morris et al., 1998).
It was discussed how this principle can be incorporated in an otherwise conventional ASR
set-up by changing the local distance function. With respect to the acoustic features, it was
argued that a distinction must be made between feature representations that smear spectrally
local distortions over all feature vector components (F-type) and representations that limit
smearing to a sub-set of the feature vector components used for modeling and recognition
(P-type, cf. (Okawa et al., 1998)). This distinction is necessary to ensure that as few features
as possible become corrupted. Next, a robust local distance function was investigated that
is based on one of the principles of Robust Statistical Pattern Recognition, i.e., Acoustic
Backing-off (de Veth et al., 1998, 2001). By means of the new robust local distance function,
it is ensured that corrupted features do not significantly contribute to the recognition decision.
In the context of connected digit recognition over the telephone, different ASR set-ups
were evaluated that were based on hidden Markov models. In all experiments, corrupted
speech was created by adding noise to the original clean speech signals. The effects of low
range band-limited noise at SNRs of 20, 10 and 5 dBA and the effects of mid and high range
band-limited noise at SNR = 10 dBA were investigated in the first two experiments. In a
third experiment, NOISEX car, babble and factory noise were added to the speech signals at
an SNR of 10 dBA. The recognition performance for different combinations of feature type
and method for local distance computation were compared.
The results for band-limited noise show that a partial smearing transform is preferred over
a full smearing transform. Thus, for band-limited noise, it can be safely concluded that care
must be taken to choose a feature representation in which possible noise sources affect as few
feature vector components as possible. Moreover, the results indicate that a partial smearing
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transform is preferred irrespective of the distance measure used (i.e., conventional or robust)
as long as the noise is confined to a limited frequency range. Furthermore, the experimental
evidence indicates that Acoustic Backing-off appears to be effective for improving noise
robustness for artificially created, band-limited noise as well as more realistic NOISEX car
noise. For NOISEX babble and factory noise, however, Acoustic Backing-off is not capable
to improve recognition performance, at least not in combination with the partial smearing
within-vector filtered Mel-frequency log-energy coefficients. Therefore, it is concluded that
the degree to which Acoustic Backing-off is effective appears to be dependent on both the
feature type and the type of additive noise. We argued that this may be explained by the
particular way in which the distortions are distributed over the different feature vector com-
ponents: Dependent on how distortions are distributed over the raw features (due to the noise
characteristics) and how these distortions are redistributed over the actual acoustic features
(due to the transformation used in the pre-processing stage), some components will be more
heavily distorted than others. Acoustic Backing-off can limit the impact of outliers, so that
recognition is effectively based on those features that are least affected from a statistical
point of view. For distorted features that are not outliers with respect to the distribution of
feature values observed during training, Acoustic Backing-off cannot be expected to give an
advantage.
Overall, the feature set based on within-vector filtered Mel-frequency log-energy coef-
ficients in combination with Acoustic Backing-off consistently gave the best results for all
band-limited noise conditions that were studied. For these features, Acoustic Backing-off
reduced the WER by almost 40% with low range band-limited noise at SNR = 5 dBA added
to the clean speech signals. For the same type of features, the robust local distance function
reduced the WER by almost 50% for NOISEX car noise at SNR = 10 dBA.
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A comparison of LPC and FFT-based acoustic
features for noise robust ASR1
F. de Wet, B. Cranen, J. de Veth & L. Boves
Abstract This paper takes a fresh look at spectral estimation, the first step in all mainstream
ASR algorithms. An overview of the literature indicates that two spectral estimators are
widely used, i.e. the fast Fourier transform (FFT) and linear prediction coding (LPC). Many
researchers assume that, despite some theoretical differences, FFT and LPC are equivalent as
far as ASR is concerned. However, differences between spectral estimators do surface when
the signal-to-noise ratio (SNR) decreases, especially when there is a mismatch between the
noise characteristics of the training and test data. Consequently, a more in-depth analysis of
the differences between the popular spectral estimators seems to be called for. To this aim,
ASR systems based on LPC and FFT-based acoustic features were evaluated according to the
Aurora2 protocol. System performance was measured with and without the prior application
of a time domain noise reduction technique. Results indicate that unconditional statements
about the superiority of one spectral estimator over the other for the purpose of robust ASR
cannot be made. If no noise reduction is applied and models are trained on clean data, the
LPC-based system performs significantly better in 10-20 dB noisy data. However, it fails
completely at very low SNRs. When noise reduction is applied and when models are trained
on clean and noisy data, there are almost no significant differences between the two systems’
recognition performance.
2.1 Introduction
Most of the progress in science and engineering is obtained through experiments that focus
on one single issue, while taking everything else for granted. Automatic Speech Recognition
(ASR) is no exception to this rule. If “common knowledge” is supported by solid theory and
understanding, there is little or no reason why it should be scrutinised. This is unfortunately
not the case for ASR. Most of our “common knowledge” is based on observations, rather than
on well-understood theory. Furthermore, the observations often originate from somewhat
restricted contexts. It may therefore be worthwhile to subject some parts of our “common
knowledge” to renewed investigation and experimentation from time to time.
In this paper we take a fresh look at spectral estimation, which is the first step in all
mainstream ASR algorithms. From an overview of the literature it is clear that two spectral
estimators are widely used, i.e. the fast Fourier transform (FFT) and linear prediction coding
(LPC). In the absence of seminal papers that proved that there is no difference in performance
1The research reported on in this paper was conducted within the context of the European project on Speech
Driven Multi-modal Automatic Directory Assistance (SMADA).
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between the two estimators (or that show one to be more powerful than the other), it is
not too surprising to encounter all three logical positions as “common knowledge”. Many
researchers in ASR seem to assume that, despite some theoretical differences, FFT and LPC
are essentially equivalent as far as the automatic recognition of speech is concerned. At
the same time, one can find papers that claim an advantage for FFT, or, alternatively, for
LPC. Many studies have shown that neither the choice of features, nor the details of their
computation, matter very much for speech with a high signal-to-noise ratio (de Veth et al.,
2001; de Wet et al., 2001). Differences between spectral estimators only seem to surface when
the SNR decreases, and especially when there is a mismatch in SNR or noise characteristics
between training and test conditions. Due to the rising interest in noise robustness in ASR, a
more in-depth analysis of potential differences between the popular spectral estimators seems
to be called for. Even if small differences in performance were found, they may be systematic
and therefore relevant in pointing out the direction for future research and improvements.
The issue of spectral estimation in ASR has been discussed by several authors, (e.g.
Markel and Gray, 1976; Rabiner and Schafer, 1978; Picone, 1993; Angelini et al., 1998;
Dharanipragada et al., 1998; Hunt, 1999; Bou-Ghazale and Hansen, 2000). For example, in
1993, J.W. Picone published a tutorial on signal processing in state-of-the-art ASR systems
(Picone, 1993). Amongst other things, he presented an overview of the most common signal
modelling techniques that were used at the time. According to this overview, two thirds of the
systems that were considered state-of-the-art in 1993 used acoustic features that were derived
from short-time FFT spectra. Only a third of the systems derived their acoustic features from
an LPC estimate of the short-time spectral envelope. Picone also stated that, in comparison
with linear prediction, spectral analysis algorithms based on Fourier transform methods have
traditionally been considered more robust in severely noisy environments. Most recent ASR
architectures - especially those that are designed in the context of robust ASR - seem to favour
FFT-based features. At Eurospeech 2001 and ICSLP 2002 none of the methods proposed at
the special sessions on robust ASR were based on LPC cepstra or other LPC-based features
(with the possible exception of PLP features) (Lindberg et al., 2001; Pearce, 2002). Moreover,
none of the proposals that were submitted in the STQ Aurora distributed speech recognition
working group were based on LPC features2.
In his overview article of a few years later, M.J. Hunt argues that additive noise with a
fairly smooth spectrum close to the average spectrum of voiced speech will tend to fill in
the valleys between the formants in the spectrum of voiced speech, but it will not shift the
locations of the formants, i.e. the dynamic range in the spectrum is reduced, but the overall
pattern remains largely unchanged (Hunt, 1999). Given Hunt’s argument about the behaviour
of formants in the presence of additive noise and taking into account that the LPC estimation
of a spectrum yields a spectral envelope with a relatively accurate description of the peaks in
the spectrum, additive noise should have little effect on LPC spectral estimates - at least as
long as the spectral properties of the noise do not include strong spectral peaks and speech-
related spectral peaks are not completely masked by the noise level. Hunt’s statement could
therefore be an indication that, in some cases, LPC estimates are intrinsically well-suited to
2Personal communication with David Pearce, November 2001.
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describe noisy speech signals.
However, it should be kept in mind that LPC coefficients describe the spectral properties
of speech signals in terms of an autoregressive (AR) model (Markel and Gray, 1976). If
noise is added to clean speech signals, their spectral properties can no longer be described
accurately by (low-order) AR models. Higher order AR models or autoregressive moving-
average (ARMA) models are required to estimate the spectral properties of noisy signals
accurately (Kay, 1979). The advantage of the LPC’s accurate description of speech-related
spectral peaks will therefore only hold as long as the AR model provides a reasonable ap-
proximation of the data. Using LPC-based acoustic features in low SNR conditions could
therefore result in poor spectral estimates, because (low-order) AR models are no longer able
to describe the data sufficiently accurately.
Another study that seems to suggest that LPC spectral estimation is superior to FFT
is (Bou-Ghazale and Hansen, 2000). In their research on speech under stress, the authors
reported that acoustic features derived from LPC power spectra outperform similar features
calculated from FFT power spectra, both in noise-free simulated stress conditions as well
as in noisy, real stressed speech (Bou-Ghazale and Hansen, 2000). In their opinion, the
superior performance of the LPC-based features can be attributed to the fact that the spectral
smoothing inherent in the linear prediction model provides a smooth set of parameters which
does not represent the fine variations caused by the excitation changes, e.g. pitch structure,
that one would typically expect in stressful conditions.
Spectral smoothing certainly seems to be a desirable property of spectral estimators, as
other authors have reported that spectral smoothing translates into a reduction in spectral vari-
ance which, in turn, should yield a reduction in the variance of the acoustic models and there-
fore better class separability (Dharanipragada et al., 1998). In their research, Dharanipragada
et al. tried to reduce the variance in FFT power spectral estimates by using Welch’s method of
spectral averaging. Even though they were able to accomplish a substantial reduction in the
overall model variance, the corresponding gain in WER was marginal for most of the noise
conditions in the HUB4 Broadcast News data. These results seem to indicate that reduced
variance in itself does not necessarily translate into substantial improvements in recognition
performance.
Spectral estimates can exhibit smoothness in two dimensions: frequency and time. FFT
spectra are not inherently smooth. However, the application of (mel-scaled) filter banks
reduces the variance in FFT spectra to a large extent, because the individual FFT coefficients
within each mel band are averaged. LPC spectral estimates, on the other hand, are guaranteed
to be smooth in the frequency dimension by their very nature. Intuitively one might expect
that smoothness in the frequency dimension should translate into smoothness in time, due to
the relatively slow changes in the spectral envelope of speech signals over time. However,
in (extremely) noisy conditions, the relative contribution of the noise may be so large that
the spectral properties of the input signal are primarily determined by the noise. Under these
circumstances, the spectra of two adjacent frames may differ so much that a fixed-order LPC
estimator may yield very different models for the two frames. A part of the frame-to-frame
variance introduced by this phenomenon may be alleviated by mel-frequency averaging, but
84 LPC and FFT-based acoustic features for noise robust ASR
it remains to be seen whether the compensation is sufficient.
From the papers referred to in the previous paragraphs, no clear indications were found
favouring one specific spectral estimator in ASR applications. The diversity in results may
be due to the fact that different authors investigated different conditions. For example, the
“severely noisy environments” in the paper of Picone may be significantly different from
the additive noise addressed by Hunt. The speech under stress investigated by Bou-Ghazale
and Hansen is likely to pose different requirements than the HUB4 speech investigated by
Dharanipragada et al. It is the aim of this paper to investigate whether there are conditions in
which the ASR performance of mel-scaled cepstral coefficients (MFCCs) derived from FFT
spectral estimates differs from the performance obtained when similar features are derived
from LPC spectra. If there is a systematic pattern in those conditions, this should provide
directions for further research that could lead to a solid understanding of reasons why one
type of spectral estimate outperforms the other. However, it should be kept in mind that, even
though MFCCs appear to be used in almost all modern ASR systems, conclusions drawn from
experimental results obtained with MFCCs should be generalised to other acoustic feature
types with due caution.
Despite the large body of literature on the theoretical properties of FFT and LPC as
spectral estimators, a mathematical analysis of their performance in the automatic recognition
of speech under additive noise conditions seems to be intractable. The way in which real
world noise manifests itself in the statistical properties of the acoustic features that are used
in ASR is extremely complex. We therefore decided to approach the problem in the form of
a series of experiments with a database that is widely available to the research community,
i.e. Aurora2 (Hirsch and Pearce, 2000b). The Aurora2 database was designed to support
research on the effects of different acoustic features on ASR performance under adverse
environmental conditions. It has been carefully constructed to provide different types of
additive noise (stationary and non-stationary), different SNRs and different degrees and types
of mismatch between training and test conditions. The reference recogniser that was designed
for the Aurora2 platform allows one to focus on the comparison of acoustic features. Despite
some limitations, the Aurora2 database therefore provides a good platform for experiments to
determine under which conditions the choice of the spectral estimator has an effect on ASR
performance.
It is well known that special measures need to be taken to make ASR systems robust
against (excessive) noise in their operating environments. It has almost become standard
procedure to compensate for background noise by performing noise reduction on acoustic
signals before they are processed by an ASR. We therefore investigated two scenarios in our
experiments: in the first, no noise reduction was applied. In the second, the data was pre-
processed by a state-of-the-art noise reduction algorithm before acoustic feature extraction
(Noé et al., 2001). The aim of the first set of experiments was to determine whether the
LPC and FFT-based ASR systems differ in the way their recognition performance degrades
in noise. The goal of the second set of experiments was to determine how the outcome of the
first experiment would change if, prior to feature extraction, the data was subjected to noise
reduction.
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The rest of this paper is structured as follows: Section 2.2 gives an overview of the
Aurora2 database and experimental protocol. The results obtained for the LPC and FFT-
based MFCCs are reported on in Section 2.3. The results are followed by a discussion in
Section 2.4 and conclusions in Section 2.5.
2.2 Experimental set-up
With the exception of the noise reduction algorithm that will be described in Section 2.2.2,
the experimental set-up introduced in this section is based on the speech material, acoustic
modelling and recognition protocol specified within the Aurora2 experimental framework
(Hirsch and Pearce, 2000a).
2.2.1 Speech material
The Aurora2 data is a modified version of the TIDigits database, which is a corpus of con-
nected digit strings pronounced by native speakers of American English. The Aurora2 database
includes examples of the original, clean speech material as well as utterances where different
types of background noise were artificially added to the clean material at different SNRs.
The clean and noisy signals were downsampled to 8 kHz and subsequently digitally filtered
to simulate the effect of two standard communication channels, i.e. the G.712 and the MIRS
(ITU, 1996). The frequency response of the two filters are given in (Hirsch and Pearce,
2000a). According to these figures, the G.712’s frequency response is flat between 300 and
3400 Hz, whereas the MIRS’ response is sloped, slightly attenuating frequencies below 2000
Hz. Both filters were implemented using the ITU STL96 software package. The speech and
noise data were passed through one of the filters before adding the noise to the clean material.
Eight different types of noise from various noise databases were added to the TI-digits
corpus at SNRs between 20 and -5 dB to create the Aurora2 noise data. The noise signals
that were used to simulate noisy acoustic conditions are subway, babble, car, exhibition hall,
restaurant, street, airport and train station noise. The Long Term Average (LTA) spectra of
the noise signals are given in (Hirsch and Pearce, 2000a). These were obtained by moving a
32 ms Hamming window over the data in 10 ms steps. A 256-point FFT was calculated for
each window and the LTA was subsequently derived as the mean of all the spectral values
within each FFT bin. The LTA spectra of most of the noise signals show a relatively high
concentration of energy in the low frequency region. None of them exhibit strong spectral
peaks. In (Hirsch, 2000) it was proposed to use the variance within each frequency bin as
an indication of stationarity. In terms of this measure, most of the noise types are fairly
stationary, with street noise and, to a lesser extent, train and restaurant noise as possible
exceptions. Unfortunately, the variance measure does not guarantee that short-term non-
stationary segments do not occur in the data.
86 LPC and FFT-based acoustic features for noise robust ASR
2.2.2 Noise reduction algorithm
As was mentioned in Section 2.1, one of the aims of the current investigation is to determine
how the outcome of the experiments conducted on the original Aurora2 database would
change if, prior to feature extraction, some form of noise reduction was applied. To this aim,
the original database (including the clean signals) was subjected to the time domain noise
reduction scheme described in (Noé et al., 2001). In the first instance, the algorithm applies
offset compensation. A Voice Activity Detection (VAD) module subsequently classifies
each frame as speech or non-speech, based on an estimation of its SNR. The SNR estimate
corresponds to the difference between the log-energy of the current frame and the estimated
log-energy spectrum of the noise in the signal.
If the VAD classifies a frame as non-speech, the estimate of the noise spectrum is updated.
The updated noise spectrum is then used to obtain an estimate of the signal without noise by
means of spectral subtraction. The resulting estimates of the noisy and “de-noised” spectra
are used to calculate the SNR in each frequency band of the signal. These SNR estimates are
subsequently used to derive the transfer function of a Wiener filter. The filter is applied to the
noisy signal to obtain a first-pass estimate of the “clean” signal. The filter estimation process
is repeated using the estimated noise spectrum and the first-pass estimate of the “clean” signal
to obtain a more accurate, second-pass estimate of the Wiener filter. Finally, the “clean” signal
is obtained by convolving the original noisy signal with the second-pass noise reduction filter
in the time domain (ETSI, 2002).
2.2.3 Acoustic feature extraction
Figure 2.1 gives a graphical overview of the acoustic pre-processing that was performed
during feature extraction. A pre-emphasis factor of 0.98 and a 25ms Hamming window
shifted with 10ms steps were used to prepare the data for spectral analysis. Two spectral
representations of each data frame were subsequently derived: the first was obtained by
calculating a 256 point FFT. The second was based on a 10 th order LPC analysis. The
autoregressive coefficients were converted into a spectral envelope by a 256 point FFT, and
the residual signal energy was used to scale the envelope back to its original energy level.
The most conventional way of converting LPC coefficients to cepstral features is to use the
recursion formula proposed in (e.g. Markel and Gray, 1976; Angelini et al., 1998). However,
the cepstral coefficients derived by means of the recursion formula are calculated from a
linear frequency axis. Mel-scale frequency warping can be approximated by using a bilinear
transform (e.g. Lee, 1989). We chose to reconstruct the LPC spectra explicitly in order to
minimise the number of differences between the two feature extraction procedures.
From the two different sets of spectral estimates, 16 mel-scaled log-energy values were
calculated3. The filters in the mel bank were triangularly shaped, half overlapping and
3Preliminary experiments on a Dutch database of connected digits revealed that, in clean acoustic conditions,
there was no difference between the recognition performance of ASR systems based on MFCCs derived from
16 and 24-dimensional mel-scaled filter banks. However, in (simulated) noisy conditions, the systems based
on the MFCCs that were calculated from the 16-dimensional filter banks outperformed their 24-dimensional
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Figure 2.1: Graphical overview of the acoustic feature extraction procedure. (∆: first order
time derivative, logE: HTK normalised log-energy (Young et al., 1997).)
uniformly distributed on a mel-frequency scale between 122 and 2146 mel, corresponding
to 80-4000 Hz on a linear frequency scale. 12 MFCCs were derived from the mel bank
outputs using the Discrete Cosine Transform. Cepstral mean subtraction (CMS) was applied
as a channel normalisation technique. We used the off-line version of the CMS algorithm, i.e.
the cepstral mean was calculated per utterance. The first order time derivatives of the MFCCs
were also computed and added to the vector of 12 channel normalised feature values. The
HTK normalised log-energy and delta log-energy values of each frame were also included in
the acoustic feature vectors (Young et al., 1997). Feature extraction was done twice, for the
original Aurora2 database, and for the database after noise reduction was applied.
counterparts. We attributed the superior performance of the systems derived from the 16-dimensional filter banks to
additional smoothing in the frequency domain (because the filters are broader), which appears to enhance recognition
performance in the presence of additive background noise.
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2.2.4 Aurora2 training and test sets
Table 2.1 gives an overview of the composition of the training and test sets that were defined
for the Aurora2 experiments.
Table 2.1: Aurora2 training and test set definitions.
Training data Test data
Clean condition Multi-condition Set A Set B Set C
filter G.712 MIRS
SNR (dB) clean clean, 20, 15, 10, 5 clean, 20, 15, 10, 5, 0, -5
noise subway subway restaurant subway
babble babble street street
car car airport
exhibition hall exhibition hall station
As is illustrated in the table, the training data was divided into two sets, i.e. clean
condition training and multi-condition training. The clean condition training material consists
of clean speech data from the training part of TIDigits produced by 55 male and 55 female
speakers. The multi-condition training material includes clean speech data as well as data
“noisified” with subway, babble, car and exhibition hall noise at 20, 15, 10 and 5 dB. In both
instances, the total number of utterances in the training set was 8440 and all utterances were
passed through the same channel filter (G.712).
Three different test sets were defined, i.e. test sets A, B, and C. Each test set consists
of 4004 utterances from 52 male and 52 female speakers in the test part of TIDigits. Set A
includes four sets of 1001 test examples. Each of the four sets is made up of clean speech as
well as utterances “noisified” with one of the noise types that were used to create the multi-
condition training data, i.e. subway (A1), babble (A2), car (A3) and exhibition hall (A4)
noise. Set B contains clean data as well as utterances “noisified” with noise types that did
not occur in the multi-condition data, i.e. restaurant (B1), street (B2), airport (B3) and station
(B4) noise. In addition to clean data, test set C also contains subway (C1) noise (the same as
in test set A) and street (C2) noise (the same as in test set B). Moreover, the data in test set
C was passed through the MIRS instead of the G.712 channel filter. In all three test sets, the
SNR of the noisified data varied between 20 and -5 dB.
2.2.5 Hidden Markov modelling
Within the context of the European Telecommunications Standards Institute’s (ETSI) working
group on Distributed Speech Recognition (DSR), a standardised ASR system was developed
for Aurora2 by Motorola (UK) and Ericsson Eurolab (Sweden). The system is based on
hidden Markov word models and implemented in HTK (Young et al., 1997). The models
have 16 states per word, 3 continuous density Gaussian mixtures per state and the topology
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only allows left-to-right transitions without skips over states. In addition to the 11 digit
models (one, two, three, four, five, six, seven, eight, nine, zero, oh), two silence models were
trained: one corresponding to silences at the beginning and the end of the utterances (3 states,
6 Gaussians per state) and one corresponding to silences between words (single state tied to
the middle state of the 3-state silence model).
Training was done by means of the HTK scripts supplied by Motorola and Ericsson. Eight
different recognition systems were trained, four based on LPC MFCCs (with and without
noise reduction and using clean and multi-condition data) and four based on FFT MFCCs
(with and without noise reduction and using clean and multi-condition data).
2.3 Results
For all the results reported on in this section, recognition accuracy (ACC) was defined as:
ACC =
N − S −D − I
N
× 100, (2.1)
where N is the total number of words in the test set, S denotes the total number of substitution
errors, D the total number of deletion errors and I the total number of insertion errors.
2.3.1 Aurora2 without noise reduction
The recognition accuracies shown in Table 2.2 correspond to the FFT-based ASR system and
those in Table 2.3 to the LPC-based system. These results clearly illustrate that recognition
performance degrades as a function of SNR in simulated noisy conditions. For both systems,
the degradation is much more severe if the training material does not contain noisy data.
The results obtained with the multi-condition models indicate that adding noise to the train
data improves the robustness of the acoustic models, even if there is a mismatch between the
training and test noise, as in test set B.
A comparison between corresponding individual cells in Tables 2.2 and 2.3 shows that the
differences between the accuracies of the two feature representations are such that one cannot
simply state that one representation is always superior to the other. Apparently there is a
complex interaction between the test condition on the one hand and the type of representation
on the other. In trying to identify a general pattern in the results, we found it convenient to
visualise the data according to the method illustrated in Figure 2.2.
Figure 2.2 shows the recognition accuracy for test condition A1 (subway noise) using
clean condition models. The left panel of the figure shows the recognition accuracies for
the FFT (×) and LPC-based (∗) MFCCs for each SNR condition. Note that, contrary to
convention, the dependent variable (recognition accuracy) is plotted on the x-axis and the
independent variable (SNR) on the y-axis. This was done to obtain a visualisation that
complies with the standard Aurora2 format that was used in Tables 2.2 and 2.3.
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Table 2.2: Recognition results for the FFT-based ASR system for test sets A, B and C at
different SNRs without noise reduction.
SNR (dB) A1 A2 A3 A4 B1 B2 B3 B4 C1 C2
clean 99.1 99.0 98.8 99.0 99.1 99.0 98.8 99.0 99.2 98.9
20 83.8 93.5 89.9 84.2 91.2 89.6 93.7 92.0 77.2 87.5
15 72.8 80.1 81.0 72.7 77.4 81.7 82.0 80.5 68.1 78.3
10 59.8 56.6 62.5 57.2 57.4 63.6 62.3 60.9 48.9 55.7
5 34.7 26.6 32.7 26.7 31.9 35.5 36.6 33.3 24.5 28.5
0 13.0 0.0 11.3 1.1 6.5 13.2 14.8 10.5 9.1 11.7
-5 5.6 -10.8 5.2 -1.5 -5.7 5.6 1.9 2.4 4.8 6.1
(a) Clean condition models
SNR (dB) A1 A2 A3 A4 B1 B2 B3 B4 C1 C2
clean 98.6 98.5 98.7 99.0 98.6 98.5 98.7 99.0 98.7 98.6
20 98.0 98.2 97.6 97.4 98.1 97.4 98.1 97.8 97.7 97.5
15 97.1 97.4 97.3 96.4 97.4 96.7 97.0 97.0 96.7 96.8
10 95.2 96.1 95.3 93.2 94.9 94.9 95.1 95.8 95.1 94.6
5 91.4 88.4 91.1 85.5 85.3 89.2 88.0 88.8 89.7 88.4
0 77.4 62.6 73.8 70.6 58.8 72.0 71.2 68.7 73.9 70.9
-5 43.9 24.8 29.3 39.2 24.5 37.3 35.8 29.1 36.6 34.0
(b) Multi-condition models
Using a 97% confidence interval4, it was determined in which experimental conditions the
two systems’ recognition results were significantly different. The outcome of this test (for test
condition A1) is visualised in the right-hand panel of Figure 2.2. Each square corresponds to
a different SNR level and the meaning of the grey scale level is as follows:
• dark grey: the recognition rate of the FFT-based system is significantly better than that
of the LPC-based system;
• grey: the difference between the two systems is not significant;
• light grey: the LPC system performs significantly better than the FFT system.
Thus, the example given in Figure 2.2 shows that there is no significant difference be-
tween the two representations in the clean condition (grey), that the LPC-based system is
4The 97% confidence intervals that were used in this study were calculated according to the method proposed for
large-sample confidence intervals for population proportions in (McClave and Sincich, 2000, Ch. 7).
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Table 2.3: Recognition results for the LPC-based ASR system for test sets A, B and C at
different SNRs without noise reduction.
SNR (dB) A1 A2 A3 A4 B1 B2 B3 B4 C1 C2
clean 99.0 98.9 98.8 99.0 99.0 98.9 98.8 99.0 99.1 99.0
20 89.1 94.8 92.2 89.7 92.7 91.3 94.6 94.3 79.4 86.3
15 76.2 81.7 80.0 76.2 77.7 81.7 84.7 82.7 71.9 79.5
10 64.5 55.5 67.9 64.2 58.3 64.7 64.5 63.6 51.0 55.9
5 27.5 17.3 22.7 19.9 26.6 28.1 31.6 24.6 11.3 17.6
0 -6.5 -15.2 -9.0 -13.4 -5.9 -1.5 2.1 -7.7 -10.4 -4.8
-5 -18.1 -29.0 -11.2 -17.1 -20.0 -13.2 -12.8 -17.5 -17.3 -13.7
(a) Clean condition models
SNR (dB) A1 A2 A3 A4 B1 B2 B3 B4 C1 C2
clean 98.7 98.8 98.8 99.1 98.7 98.8 98.8 99.1 98.6 98.9
20 97.7 98.0 97.9 97.5 98.1 97.3 98.1 98.0 97.4 97.3
15 96.8 97.3 97.3 96.0 96.8 96.5 96.0 96.9 96.9 96.2
10 95.0 94.9 95.5 92.5 92.5 93.8 93.1 94.7 94.0 94.0
5 89.8 85.7 90.0 85.8 79.6 87.3 84.7 85.9 86.8 87.0
0 72.3 56.1 70.4 64.6 50.5 69.2 66.1 64.2 61.8 64.1
-5 32.0 19.9 23.8 25.4 18.3 31.7 30.7 25.7 25.0 27.4
(b) Multi-condition models
superior in test conditions 20, 15, and 10 dB SNR (light grey), and that the FFT-based system
performs significantly better in test conditions 5, 0, and -5 dB SNR (dark grey).
Using the coding scheme illustrated in Figure 2.2, the results obtained for the two ASR
systems’ clean condition HMMs are shown in Figure 2.3(a). The corresponding results for
the multi condition HMMs are shown in Figure 2.3(b). According to the data in Figure
2.3(a), the two ASR systems achieve essentially the same level of performance, in the clean
test condition. For SNRs 5, 0, and -5 dB, the FFT-based system performs significantly better
than its LPC counterpart. For SNRs 20, 15, and 10 dB, on the other hand, the LPC-based
system appears to have a significant advantage, except for test conditions B1, B2, and C2,
where, in general, the LPC-based system is equivalent to the FFT-based system.
Figure 2.3(b) shows that, for the multi-condition training, the LPC-based system is either
equivalent or inferior to the FFT-based system. It appears that the overall SNR level at which
the FFT system starts to outperform the LPC-based system is a function of the Aurora2 test set
definition. For test set A (matched training and test noise), the results suggest that FFT-based
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Figure 2.2: Left panel: Recognition accuracy for FFT-based (×) and LPC-based (∗) MFCCs
for the seven different SNRs of noise type A1 (subway noise). Right panel: Grey scale
coding scheme for significance of the difference between recognition accuracies for the LPC
and FFT-based MFCCs: dark grey - FFT superior; grey - no significant difference; light grey
- LPC superior.
MFCCs are the superior features for SNRs below 5-10 dB. For test set B (different training
and test noise), SNRs where FFT based features outperform LPC-based MFCCs lie below
10-15 dB. Finally, for test set C (different channel during training and test, same noise as in
A1 and B2), the behaviour seems very similar to set B, i.e., FFT-based MFCCs outperform
LPC-based features at SNRs below 10-15 dB.
In summary, the results that were presented in this section show that the performance of
the LPC MFCCs drops much more abruptly with decreasing SNR than the performance of
FFT MFCCs (cf. Tables 2.2 and 2.3). However, even though the FFT system outperforms its
LPC counterpart at low SNRs, it is questionable whether recognition accuracies of 36% and
less are of any use. For most of the higher SNR ranges the performance of the LPC-based
system seems to be equivalent to the system based on FFT MFCCs. If the HMMs are trained
on clean data only, there are also a number of test conditions where the LPC system is clearly
superior.
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Figure 2.3: Grey scale representation of the significant differences in recognition accuracy
between the LPC and FFT-based ASR systems for test sets A, B and C at different SNRs
without noise reduction. (dark grey - FFT superior; grey - no significant difference; light
grey - LPC superior)
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2.3.2 Aurora2 with noise reduction
The goal of the second set of experiments was to compare the LPC and FFT-based systems
when, prior to feature extraction, the noise reduction algorithm proposed in (Noé et al., 2001)
is applied.
Figure 2.4 shows the average NIST SNR (NIST, 1999) measured after application of
noise reduction as a function of the average NIST SNR measured before noise reduction, for
each test set of Aurora2. Note that, in contrast to the Aurora2 data which includes negative
SNRs, all the NIST SNRs are positive values. In general, the SNRs estimated by the NIST
tool are higher than those indicated in Aurora2 database. According to the values in Figure
2.4, the application of the noise reduction scheme improves the SNR by approximately 18
dB.
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Figure 2.4: NIST SNRs before and after the application of noise reduction.
The recognition results for the LPC and FFT-based systems after the application of noise
reduction are shown in Tables 2.4 and 2.5, respectively. A comparison between the accuracies
in Tables 2.2 and 2.4, and those in Tables 2.3 and 2.5 for corresponding test conditions, shows
that, for both feature sets, the application of the noise reduction algorithm leads to improved
recognition accuracies in almost all the test conditions.
The differences in recognition performance between the two ASR systems are illustrated
in Figures 2.5(a) and 2.5(b) for the clean condition and the multi-condition HMMs, respec-
tively. The three level grey scale has the same meaning as in Figure 2.3.
Figure 2.5(a) shows that, for the clean and 20 dB conditions, the recognition rates of FFT
MFCCs and LPC MFCCs are virtually the same. For the -5 dB condition, it is very difficult
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Figure 2.5: Grey scale representation of the significant differences in recognition accuracy
between the LPC and FFT-based ASR systems for test sets A, B and C at different SNRs with
noise reduction. (dark grey - FFT superior; grey - no significant difference; light grey - LPC
superior)
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Table 2.4: Recognition results for the FFT-based ASR system for test sets A, B and C at
different SNRs with noise reduction.
SNR (dB) A1 A2 A3 A4 B1 B2 B3 B4 C1 C2
clean 99.0 98.9 98.8 99.2 99.0 98.9 98.8 99.2 99.1 98.8
20 96.5 98.2 98.1 96.5 98.0 96.6 97.9 98.3 94.0 96.4
15 91.6 96.2 96.8 92.9 94.2 93.7 95.9 95.5 86.4 92.6
10 80.2 88.5 90.3 82.5 83.3 86.7 88.0 88.8 74.8 84.0
5 63.3 65.8 74.5 64.7 61.0 70.7 72.1 70.7 58.2 67.4
0 41.2 31.0 53.7 42.6 33.4 45.0 43.9 44.9 35.4 40.9
-5 16.3 -1.8 14.9 9.0 5.0 16.7 12.1 12.9 13.8 14.0
(a) Clean condition models
SNR (dB) A1 A2 A3 A4 B1 B2 B3 B4 C1 C2
clean 98.9 98.5 98.7 99.1 98.9 98.5 98.7 99.1 98.9 98.6
20 98.2 98.5 98.4 98.1 98.3 97.5 98.6 98.4 97.8 97.8
15 97.3 97.8 97.8 97.3 97.8 97.0 97.5 97.5 96.8 97.2
10 95.2 96.3 96.1 94.8 95.5 94.6 95.9 94.8 94.2 94.6
5 89.9 89.8 92.3 87.1 86.5 89.7 89.5 87.8 87.0 86.8
0 71.7 62.4 79.5 69.1 58.7 71.0 71.8 70.6 64.0 66.7
-5 36.1 14.0 33.2 36.9 17.8 30.0 28.8 29.7 28.2 25.9
(b) Multi-condition models
(if not impossible) to observe a general trend, because all three different possibilities are
observed: In five out of ten conditions the FFT system performs best, in three out of ten con-
ditions the LPC system is superior, and in two out of ten conditions the two representations
are equivalent. For the 10, 5, and 0 dB conditions, the two feature representations are either
equivalent, or the LPC-based system outperforms the FFT-based system. The FFT-based
system is only superior in one case (C2, 10 dB).
With respect to the differences in the multi condition training, Figure 2.5(b) reveals that
the FFT-based system outperforms the LPC system only in noise type B1 (restaurant noise) at
10, 5, and 0 dB. In all the other test conditions, the two systems perform either at essentially
the same level, or the LPC-based system is superior. For test set A, it appears that the two
feature representations are equivalent for all SNRs of 5 dB and above. At -5 dB, the LPC-
based MFCCs perform significantly better than the FFT MFCCs. The 0 dB condition appears
to be a transitory region between these two performance regions. Disregarding noise type
B1 (restaurant noise), it can be seen that the two feature representations perform at the same
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Table 2.5: Recognition results for the LPC-based ASR system for test sets A, B and C at
different SNRs with noise reduction.
SNR (dB) A1 A2 A3 A4 B1 B2 B3 B4 C1 C2
clean 99.1 99.0 98.8 99.0 99.1 99.0 98.8 98.9 99.0 98.9
20 96.9 98.4 98.1 97.3 98.1 96.9 98.0 98.0 94.5 95.9
15 93.3 96.8 96.7 94.5 94.5 94.0 96.3 96.3 87.4 92.1
10 82.7 89.4 91.5 86.4 83.9 86.9 90.1 89.9 76.3 82.2
5 66.8 67.6 74.9 68.0 62.4 71.4 74.2 73.5 59.8 66.2
0 45.2 31.4 56.7 46.1 33.8 46.5 45.9 46.3 37.7 40.9
-5 18.7 -2.4 10.3 10.6 5.5 12.8 11.9 7.8 15.1 10.1
(a) Clean condition models
SNR (dB) A1 A2 A3 A4 B1 B2 B3 B4 C1 C2
clean 98.7 98.7 98.6 99.1 98.7 98.7 98.6 99.1 98.9 98.8
20 98.3 98.6 98.2 98.3 98.3 98.0 98.3 98.7 98.0 97.6
15 97.3 97.9 97.6 97.2 97.4 97.5 97.5 97.6 97.5 97.0
10 95.2 96.1 96.3 95.0 94.6 95.1 95.3 95.1 94.7 94.4
5 90.7 89.1 92.7 88.3 83.6 89.0 88.8 87.9 88.9 86.3
0 75.0 61.1 80.0 73.5 55.7 72.1 71.1 69.8 69.6 67.0
-5 43.1 18.0 42.5 41.8 18.1 35.7 32.6 38.8 34.3 29.5
(b) Multi-condition models
level of accuracy for all conditions, except at -5 dB, where the LPC-based MFCCs are always
superior. The observations that were made for test sets A1 and B2 are mirrored by the results
for test sets C1 and C2. For C1 (subway noise), the boundary between the region where the
representations are equivalent and the region where LPC-based MFCCs are superior seems
to be located between 5 and 10 dB. The corresponding boundary for C2 (street noise), lies
between -5 and 0 dB.
2.4 Discussion
The results that were obtained in this study clearly indicate that it is not possible to make
an unconditional statement about the superiority of one spectral estimator over the other for
the purpose of noise robust ASR. The results also show that there are at least two factors
that cause differences in recognition performance between the LPC and FFT-based ASR
systems, i.e. (1) whether or not the training data includes noisy data and (2) whether or not
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noise reduction is applied prior to feature extraction. In those conditions where significant
differences were observed, either the LPC or the FFT system was found to be superior,
depending on the type of noise in which the systems were tested as well as the SNR of
the test condition.
Despite considerable variation in the results, two prominent observations can be made.
First, in the clean condition the recognition performance of the LPC and FFT-based ASR
systems are equivalent. This observation also holds if the clean signals are processed by a
time domain noise reduction algorithm. Second, if no noise reduction is performed, the FFT-
based system always performs better than the LPC-based system in low SNR conditions.
The fact that there is no difference between the two ASR systems’ performance in the
clean condition seems to indicate that the inherent (spectral) smoothness of LPC spectral
envelopes provides no practical advantage in clean, well-matched acoustic conditions. Ap-
parently, the averaging of individual FFT coefficients in the computation of the energy in mel
bands effects a similar kind of smoothing. The fact that the FFT estimator models spectral
minima in just as much detail as spectral maxima does not seem to hurt the performance of the
FFT-based system either - at least in the clean condition. The only indication that the variance
caused by spectral minima may affect the FFT estimator comes from the fact that the LPC-
based recogniser is significantly better in almost all conditions where clean condition models
were tested on 10-20 dB noisy data (no noise reduction applied). In the multi-condition
training, where the FFT system can learn the variation in the spectral minima caused by the
noise, the advantage of the LPC in high SNRs is no longer present. Yet, these results can
be taken as support for Hunt’s claim that an LPC-based spectral estimator is inherently more
robust against background noise than an FFT estimator, although his assertion needs to be
qualified: the advantage of LPC is limited to relatively high SNRs and to conditions where
there is a mismatch between clean training and noisy test data.
In Section 2.1, it was postulated that, in (extremely) noisy conditions, LPC spectral
estimates may suffer from frame-to-frame variance because the noise in the signal may cause
the estimator to yield different models for adjacent frames. However, an analysis of the two
feature sets’ frame-to-frame variance revealed no substantial differences. This result seems
to indicate that mel-frequency averaging alleviates the frame-to-frame variance equally well
for the LPC and FFT-based features. It may also be interpreted as a confirmation that the
noise in the test data is indeed stationary, at least stationary enough for the LPC estimator to
yield consistent spectral estimates from frame to frame.
There is a remarkable difference in the way the two ASR systems’ performance degrades
with decreasing SNR: for both the clean and multi-condition models (no noise reduction
applied), the recognition performance of the system derived from the FFT-based features
degrades smoothly with decreasing SNR. In contrast, the clean condition LPC-based sys-
tem appears to give up suddenly in very noisy (5, 0, -5 dB SNR) conditions, while the
performance of the multi-condition LPC-based system degrades much more gradually with
decreasing SNR. This difference may be explained by the fact that, at very low SNRs, it
is no longer reasonable to describe the data in terms of a 10 th order AR model - a higher
order AR or an ARMA model is probably required to describe the speech plus noise signals
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sufficiently accurately. Features that are derived from the LPC spectra of very noisy data
are therefore bound to differ substantially from those that are derived from clean data. The
clean condition LPC models are clearly not capable to deal with this mismatch, whereas the
noisy data included in the multi-condition models’ training seems to alleviate the problem
to some extent. The HMMs trained on FFT MFCCs are clearly less sensitive to this kind of
training/test mismatch than their LPC-based counterparts. This observation seems to confirm
Picone’s statement that FFT-based spectral estimation techniques are more robust in severely
noisy environments. However, at these noise levels the recognition rate achieved by the FFT
system is so low (ACC ≤ 36%), that it is doubtful whether they would be of any use in,
for example, an automatic information system. The meaning of “more robust” is therefore
limited to “not failing completely”.
If noise reduction is applied prior to feature extraction, differences in spectral estimation
do not lead to systematic significant differences between the recognition accuracies of the
two ASR systems. The performance of both systems appears to degrade gradually, down
to 5 dB for the clean condition models, and 0 dB for the multi-condition models. At lower
SNRs performance breaks down, although not as dramatically as in the condition without
noise reduction. For the clean condition models, there is a weak and unsystematic tendency
for the LPC-based system to perform better than its FFT counterpart. This is in line with the
observation that LPC outperforms FFT if no noise reduction is performed and the effective
SNR is between 10 and 20 dB. However, the advantage for LPC is now also visible for
multi-condition training, whereas it existed only for training with clean speech when no
noise reduction was applied. Figure 2.4 suggests that, after noise reduction, none of the
conditions can be considered as extremely noisy. The fact that the FFT estimator hardly ever
outperforms LPC after noise reduction may therefore be taken as another confirmation that
Picone’s statement about the advantage of FFT indeed only holds in very low SNR conditions.
Due to the large differences between the experiments it is not possible to relate our
findings directly to the results of Bou-Ghazale and Hansen and Dharanipragada et al. Bou-
Ghazale and Hansen do not report the effective SNR in their experiments with actual, noisy
stressful speech. The large F0 fluctuations that are characteristic for stressed speech are
definitely easier to neutralize with an LPC spectral estimator. Dharanipragada et al. intro-
duced the hypothesis that inherently smooth spectral estimates should have an advantage in
terms of noise robustness. However, “smoothness” remains difficult to quantify. Given that
LPC spectral estimates are generally regarded as being inherently “smooth”, the arguments
presented in (Dharanipragada et al., 1998) predict that using LPC-based acoustic features
instead of FFT-based features should lead to a reduction in the variance of the correspond-
ing HMMs. However, it should be pointed out that variance reduction as such does not
necessarily guarantee better class separability, as was already argued in (Dharanipragada
et al., 1998). In order to measure the impact of variance reduction on class separability,
the distance between individual HMMs should also be taken into account. Moreover, such
a distance should be quantified in terms of an appropriate classification algorithm, because
that is ultimately the way in which the statistical representation of the data will be used to
perform ASR.
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The preceding discussion suggests that a spectral estimation technique should be chosen
according to the conditions under which the resulting ASR system must operate. For example,
if the application domain of the system is well defined and it is possible to add noisy data to
the training material, one would not gain anything by using LPC MFCCs instead of FFT
MFCCs. In fact, at low SNRs one may even run the risk of complete system failure if LPC
is chosen as spectral estimator. On the other hand, if a noise reduction scheme like the one
proposed in (Noé et al., 2001) is incorporated in the transmission channel prior to feature
extraction, using LPC-based MFCCs could enhance recognition performance, especially if it
is not possible to include sufficient, representative noisy data in the training material.
The results presented in this paper show quite convincingly that it is dangerous to gen-
eralise conclusions about performance comparisons in ASR beyond the specific conditions
of an experiment. This makes it especially important to be aware of the inherent limitations
of the Aurora2 database (although we have found essentially similar results for digit recog-
nition tasks using other databases). While the common experimental framework provided
by Aurora2 is undeniably convenient, it should be kept in mind that it comes at the cost of
some significant limitations. These include issues such as the artificially created noisy data,
which rules out the possibility to capture phenomena such as the Lombard reflex in the data.
Perhaps more importantly, we have also adhered to the common recognition engine that was
to provide a fair frame of reference within which acoustic feature representations could be
compared. However, the standard settings of the recogniser may not be optimal for all test
conditions. For example, the accuracy in low SNR conditions without noise reduction could
probably be improved considerably by optimising the word entrance penalty. However, we
are convinced that improvements in the back-end will not change the overall conclusions of
our experiments, i.e. that the relative performance of ASR systems trained on LPC and FFT-
based acoustic features is strongly dependent on the details of the test. It is quite likely that
this finding does not only hold for the comparison of LPC and FFT; instead, it may well be
true for a much wider range of variants in acoustic pre-processing.
This paper is one in a growing list of experimental studies of the relative performance
of different acoustic pre-processors in ASR. So far, these studies have been mainly - if not
exclusively - observational. The repeated finding that the results are strongly dependent on
the details of the test shows that a more basic understanding of the interaction between
the estimation of the quasi-stationary spectral envelope, the transformation of the spectral
envelope to a parsimonious set of coefficients, and the search for the most likely (sequence
of) words is urgently needed. Having identified a number of conditions in a well-known
database where the use of a specific spectral estimator causes statistically significant different
accuracy, we are now in the position to investigate the experimental data in more depth, with
the eventual goal to relate these data to a theory that will allow us to predict whether we
will find significant differences in new conditions. We believe that the simple task posed
by Aurora2, i.e. connected digit recognition with artificially noisified speech, will facilitate
a more in-depth and theoretical analysis of the observations. Nevertheless, it should also
be interesting to investigate to what extent the observations reported in this study can be
reproduced for other ASR tasks, e.g. large vocabulary ASR.
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2.5 Conclusions
In this paper we investigated potential differences between FFT and LPC spectral estimates as
a basis for the computation of MFCCs for a specific ASR task: connected digit recognition on
the Aurora2 database. Spectral estimates were obtained with and without the prior application
of a time domain noise reduction technique. Overall, the results appear to be highly dependent
on the type of noise and the signal-to-noise ratio of a test. However, it seems that the two
spectral estimators do not differ for noise-free speech. The same holds true for most of the
test conditions after the application of noise reduction.
If no noise reduction is applied and the models are trained on clean data, there seems
to be some advantage for LPC spectral estimates if the SNR of the test data is higher than
10 dB. This finding may be attributed to the inherent properties of the LPC estimator: its
focus on the spectral peaks and the smoothness of the envelope. For low SNRs the FFT
estimator seems to perform better, a finding that can be explained by the fact that, at low
SNRs, the AR model underlying the LPC estimation process no longer provides a reasonable
approximation of the data. Higher order AR or ARMA models are required to estimate the
spectral properties of noisy signals accurately. The findings in this paper need further analysis
to develop a solid theoretical explanation for what are now only observations. Further analysis
and understanding should be facilitated by the simplifications that are inherent in the Aurora2
research platform.
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Abstract Numerous attempts have been made to find low-dimensional, formant-related repre-
sentations of speech signals that are suitable for automatic speech recognition. However, it is
often not known how these features behave in comparison with true formants. The purpose of
this study was to compare two sets of automatically extracted formant-like features, i.e. robust
formants and HMM2 features, to hand-labelled formants. Mel-frequency cepstral coefficients
were also included in the investigation as an example of state-of-the-art, automatic speech
recognition features. The feature sets were compared in terms of their performance on a
vowel classification task. The speech data and hand-labelled formants that were used in
this study are a subset of the American English vowels database presented in Hillenbrand
et al. (J. Acoust. Soc. Am. 97, 3099-3111 (1995)). Classification performance was
measured on the original, clean data and in noisy acoustic conditions. For clean, gender-
dependent data the classification performance of the formant-like features compared very
well to the performance of the hand-labelled formants. For clean, gender-independent data
the classification performance of the formant-like features was inferior to the hand-labelled
formants. The results that were obtained in noisy acoustic conditions indicated that the
formant-like features are not inherently noise robust.
3.1 Introduction
Human speech signals can be described in many different ways (Flanagan, 1972; Rabiner
and Schafer, 1978). Some descriptions are directly related to speech production, while
others are more suitable for investigating speech perception. Speech production is often
modelled as a source signal feeding into a linear all-pole filter. In terms of this model, the
phonetically relevant properties of speech signals are the resonance frequencies of the filter,
also known as formants. The formant representation of speech signals is attractive because it
is parsimonious yet powerful. For instance, it is well known that the frequencies of the first
two or three formants are sufficient for the perceptual identification of vowels (Pols et al.,
1969; Flanagan, 1972; Minifie et al., 1973). Many attempts have therefore been made to
exploit the formant representation in speech synthesis, speech coding and automatic speech
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recognition (ASR).
A special reason why formants are attractive is their relation, by virtue of their very
definition, to spectral maxima. In the presence of additive noise, the lower energy regions
of the spectrum will tend to be masked by the noise energy, but the formant regions may
stay above the noise level, even if the average signal-to-noise ratio becomes zero or negative
(Hunt, 1999). The formant representation may therefore be expected to be robust against
additive noise. Automatically extracted formant-like 1 features have shown some potential
for noise robustness in automatic speech recognition, especially when combined with non-
parametric spectral features (Garner and Holmes, 1998; de Wet et al., 2000; Weber et al.,
2001a).
Despite its apparent advantages, the formant representation is not widely used in speech
technology applications. In this area, non-parametric representations of speech signals are
most commonly used. Even if the estimate of the spectral envelope is derived from a para-
metric estimator such as Linear Predictive Coding (LPC) (which can be related to the source-
filter model of acoustic speech production (Markel and Gray, 1976)), speech systems avoid
an explicit interpretation of the spectral envelope in terms of formants.
Given the explanatory power of the formant representation in speech production and
perception research, its absence in speech technology seems awkward. One of the reasons
why formants are not widely used in speech technology is that there is no one-to-one relation
between the spectral maxima of an arbitrary speech signal and the resonance frequencies of
the vocal tract. The exact causes of the many-to-many mapping between spectral maxima and
true formants need not concern us here. What is essential is that despite numerous attempts
to build accurate and reliable automatic formant extractors (e.g. Flanagan, 1972; Rabiner and
Schafer, 1978; Welling and Ney, 1996; Garner and Holmes, 1998; Bazzi et al., 2003), there
are still no tools available that can automatically extract true formants from speech. Labelling
spectral maxima as formants is often only possible if the phonetic label of the sound is known,
because the spectra may contain a varying number of prominent maxima (Garner and Holmes,
1998; Stevens, 1998).
The many-to-many relation between spectral maxima and true formants is not the only
reason why speech technology systems avoid formant representations. Not all speech sounds
are equally well suited to be described in terms of the resonance frequencies of a linear
all-pole filter. Nasals and fricatives, for example, can only be accurately described if anti-
resonances are specified in addition to the resonances (Stevens, 1998). The voice source
may also contain spectral peaks and valleys, which may affect the spectral peaks in the
corresponding speech signals. Thus, even if it were possible to accurately and reliably label
spectral maxima as formants, one would still be faced with the fact that many portions of
typical speech signals show fewer spectral maxima than the number of vocal tract resonances
predicted by acoustic phonetic theory. Most of the search algorithms that are used in ASR
are designed to deal with feature vectors of a fixed length. Formant extractors which do not
yield a fixed number of spectral peaks labelled as formants (per frame) can therefore not be
1In this paper the term formant or true formants refers to the resonance frequencies of the vocal tract. The term
formant-like refers to features that are similar, but not necessarily identical, to true formants.
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used in conjunction with standard ASR search algorithms.
If it is difficult, if not impossible, to consistently and reliably extract true formants from
arbitrary speech signals, the question arises whether the formant-like parameters that are
delivered by one of the existing “formant” extraction techniques are as versatile as the true
vocal tract resonances. To be useful for ASR applications, a formant extractor must be guar-
anteed to deliver an equal number of formant parameters for each speech frame. Moreover, if
the parameter values must have at least some relation to vocal tract resonances, they must
develop smoothly over time. In this study two formant-like feature representations that
fulfil both basic requirements were investigated: two-dimensional hidden Markov models
(HMM2) (Weber et al., 2000) and Robust Formants (RF) (Willems, 1986). The details of
these techniques will be explained in Sections 3.2.2 and 3.2.3.
The best way to compare the performance of automatically extracted formant-like fea-
tures and true formants would be to evaluate their performance in a real ASR system. How-
ever, all state-of-the-art ASR systems rely on very large corpora to train probabilistic models
in a fully automatic manner. Obtaining corpora that are sufficiently large for ASR purposes is
only feasible if no manual intervention is needed in the acoustic analysis of the signals. Due
to the lack of tools to compute true formants reliably and accurately, experts are needed to add
formant labels to the speech in a training database. This makes it practically impossible to
provide sufficiently large training corpora for the development of formant-based processing.
Yet, the theoretical attractiveness of the formant representation has motivated several attempts
to overcome this hurdle.
One way to circumvent the problem that there are no sufficiently large databases with true
formant labels to train an ASR system, is to look for another task on which the representations
can be compared, and from which one might draw inferences to realistic ASR tasks. Such a
task would, of course, require a suitably labelled database. One of the few corpora that does
include hand-labelled formants is the American English Vowels (AEV) database presented
in Hillenbrand et al. (1995). The AEV data has been used for experiments with human and
automatic vowel classification, a task that is definitely simpler than continuous speech recog-
nition. However, it is safe to assume that if a formant-like representation fails to approach the
same vowel classification performance as the true formants in the AEV database, it is highly
unlikely that such a representation could yield the theoretical advantage expected from true
formants.
Thus, the goal of the research reported in this paper was to investigate the degree to
which formant-like features can approximate the performance of true formants in a vowel
classification task, and to interpret the results in terms of the extent to which formant-like
features can harness the theoretical advantages of true formants in ASR. More specifically,
the aims of the research reported here are
• to investigate the degree to which RFs and HMM2 features resemble true formants.
• to compare the performance of true formants with RFs and HMM2 features on a
vowel classification task. In order to strengthen the link with current research in ASR,
a set of non-parametric features, i.e. mel-frequency cepstral coefficients (MFCCs),
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was also included in the experiments. In addition, two different classification tech-
niques were used: Linear Discriminant Analysis (LDA) and Hidden Markov Models
(HMMs). The outcome of these experiments should indicate to what extent a close
relation between acoustic features and vocal tract resonance frequencies is important
for automatic vowel classification.
• to investigate the claim that formant-like features are inherently robust against additive
noise, because they are related to the spectral maxima that will stay above the local
spectral level of additive noise.
The rest of this paper is organised as follows: Section 3.2 briefly introduces the AEV
database, the RF algorithm, and the HMM2 feature extractor. Section 3.3 reports on the
experimental set-up and the results of the vowel classification experiments. The results are
followed by a discussion and conclusions in Sections 3.4 and 3.5, respectively.
3.2 Database & Formant extraction
This section introduces the American English Vowels database, the robust formant algorithm
and the HMM2 feature extractor.
3.2.1 Database of American English vowels
The speech material that was used in this study is a subset of the database of American
English vowels (AEV) presented in Hillenbrand et al. (1995). The AEV database contains
recordings of 12 vowels (/i, I, E, æ, A, O, Ú, u, 2, Ç, e, o/) produced in isolated /h-V-d/ syllables
by 45 men, 48 women and 46 children. Various acoustic measurements were made for each
token in the database, including vowel duration, vowel steady-state times 2, formant tracks
and fundamental frequency tracks.
To obtain the formant tracks, candidate formant peaks were first extracted from the speech
data by means of a 14th order LPC analysis. These values were subsequently edited by trained
speech scientists. The formant tracks were only hand-edited between the start and end times
of the vowels, i.e. the formants corresponding to the leading /h/ and trailing /d/ of the /h-
V-d/ syllables were not manually labelled. Only the formant tracks corresponding to the
vowel sections of the /h-V-d/ sections were therefore used in the classification experiments
described in Section 3.3.
Where irresolvable formant mergers occurred, Hillenbrand et al. put zeros into the higher
of the two formant slots affected by the merger. In order to use the vowels containing mergers
for our classification experiments, we replaced the zeros by the frequency value in the lower
formant slot i.e., two equal values were used. Irresolvable mergers occurred in about 4% of
the vowel tokens.
2Vowel steady state was defined by Peterson and Barney as, "... following the influence of the /h/ and preceding
the influence of the /d/, during which a practically steady state is reached" (Peterson and Barney, 1952).
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In the Hillenbrand study, F1, F2, and F3 were measured for all the signals. F4 tracks were
only measured if they were clearly visible in the peaks of the LPC spectrum. In 15.6% of
the utterances, F4 could not be measured. For the purpose of the current investigation, we
therefore decided to limit the scope of the hand-labelled formant feature set to the first three
formants. In addition, we decided to use an equal number of male and female utterances and
not to use the children’s data. The latter decision was made because it could not be guaranteed
that the two automatic formant extractors could handle children’s speech appropriately.
The mean values that were measured for the first three male and female formants were
all well below 4 kHz (Hillenbrand et al., 1995). We therefore decided to downsample the
original 16 kHz speech data to 8 kHz. Furthermore, the acoustic analyses in our experiments
adhered to the same time resolution used by Hillenbrand et al. Specifically, all analyses used
a frame rate of one frame per 8 ms. This allows a frame-to-frame comparison of the hand-
labelled formants with the formant-like features generated by the two automatic extraction
techniques. Finally, in keeping with what has become standard practice in ASR, the formant
frequencies were mel-scaled before they were used in the classification experiments 3 (Davis
and Mermelstein, 1980; Rabiner and Juang, 1993).
3.2.2 Robust formant algorithm
The robust formant (RF) algorithm was initially designed for speech coding and synthesis
applications (Willems, 1986). The algorithm uses the split Levinson algorithm (SLA) to
determine a fixed number of spectral maxima for each speech frame (Delsarte and Genin,
1986). Instead of directly applying a root solving procedure to the LPC polynomial, a so-
called singular predictor polynomial is constructed from which the zeros are determined in an
iterative procedure. The iterative procedure guarantees that the number of complex conjugate
pairs of zeros is always equal to half the LPC order, provided that the order is even. Thus, the
algorithm will always return the same number of parameters. Moreover, since the procedure
tends to spread the zeros evenly on the unit circle, it enforces a large degree of continuity in
the parameter tracks (as function of time). After the frequency positions of the RF features
have been established, their corresponding bandwidths are chosen from a pre-defined table
such that the resulting all-pole filter minimises the error between the predicted data and the
input.
A potential disadvantage of the SLA is that it cannot handle formant mergers in a way
that resembles the procedure used in Hillenbrand et al. (1995). Because of the tendency of the
SLA to distribute poles uniformly along the unit circle, formant mergers are likely to result
in one or two “resonances” that are shifted away (in frequency) from the true resonances of
the vocal tract.
3In Hillenbrand and Gayvert (1993) it was found that, for a vowel classification task, nonlinear frequency
transforms significantly enhanced the performance of a linear discriminant classifier. For a quadratic classifier,
on the other hand, there was no advantage for any of the nonlinear transforms (mel, log, Koenig, Bark) over
linear frequency. During the current investigation HMM classification experiments were also conducted using the
original, linear frequency values. No significant difference was observed between the tests performed with the linear
frequency values and the mel-scaled values.
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3.2.3 The HMM2 feature extractor
In this section, we introduce the most important characteristics of the HMM2 approach.
HMM2 is a special mixture of hidden Markov models (HMM), in which the emission prob-
abilities of a conventional, temporal HMM are estimated by a secondary HMM (Weber
et al., 2001b). As shown in Figure 3.1, one secondary HMM is associated with each state
of the temporal HMM. While the conventional HMM works along the temporal dimension
of speech and emits a time sequence of feature vectors, the secondary HMM works along
the frequency dimension, and emits a frequency sequence of feature vectors, provided that
features in the spectral domain are used.
In fact, each temporal feature vector can be seen as a sequence of sub-vectors. The
sub-vectors are typically low-dimensional feature vectors, consisting of, for example, a coef-
ficient, its first and second order time derivatives and an additional frequency index (Weber
et al., 2001c). If such a temporal feature vector is to be emitted by a specific temporal HMM
state, the associated sequence of frequency sub-vectors is emitted by the secondary HMM
associated with the corresponding temporal HMM state. Therefore, the secondary HMMs
(in the following also called frequency HMMs) are used to estimate the temporal HMM state
likelihoods. In turn, the frequency HMM state likelihoods are estimated by Gaussian mixture
models (GMM). As a consequence, HMM2 can be seen as a generalisation of conventional
HMMs, where higher dimensional GMMs are directly used for state emission probability
estimation.
Frequency filtered filterbanks (FF) (Nadeu, 1999) are typically used as features for HMM2,
because they are decorrelated in the spectral domain. In many ASR tasks the baseline
performance of the FF coefficients has been shown to be comparable to that of other widely
used state-of-the-art features such as mel frequency cepstral coefficients (MFCCs). For
the HMM2 systems that were used in this study, a sequence of 12 FF coefficients was
calculated every 8 ms, which, together with their first and second order time derivatives plus
an additional frequency index, form a sequence of 12 4-dimensional sub-vectors. Each square
in the vector labelled “FF feature vector” in Figure 3.1 therefore represents a 4-dimensional
sub-vector.
Speech recognition with HMM2 can be done with the Viterbi algorithm, delivering (as
a by-product) the segmentation of the signal in time as well as in frequency. The frequency
segmentation of one temporal feature vector reflects its partitioning into frequency bands of
similar energy. Supposing that certain frequency HMM states model frequency bands with
high energy (i.e., formant-like regions) and others those bands with low energies, the Viterbi
frequency segmentation could be interpreted as an alternative way to represent formant-like
structures.
For each temporal feature vector, we determined at which point in frequency (i.e. between
which sub-vectors) a transition from one frequency HMM state to the next took place. For
example, in Figure 3.1 the first HMM2 feature vector coefficient is 3, indicating that the
transition from the first to the second frequency HMM state occurred before the third sub-
vector. In the case of 4 frequency HMM states connected in a top-down topology (as seen in
Figure 3.1), we therefore obtain 3 integer indices (corresponding to precise frequency values).
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Figure 3.1: Left panel: Schematic representation of an HMM2 system in the time/frequency
plane. The left-right model is the temporal HMM with a top-down frequency HMM in
each of its states. Right panel: Example of a temporal “FF” vector (left) as emitted by a
frequency HMM. Each of the squares in this feature vector corresponds to a 4-dimensional
sub-vector. Grey arrows indicate the frequency positions at which transitions between the
different frequency HMM states took place. The corresponding indices form an HMM2
feature vector (right).
In our classification experiments, these indices were used as 3-dimensional feature vectors in
a conventional HMM.
HMM2 design options
The design of an HMM2 system can vary substantially, depending, for example, on the
task and on the data to model. There are a number of design options which determine the
performance of an HMM2 system. These include issues like model topology (which needs to
be considered both in the time and the frequency dimension), the addition of frequency coeffi-
cients, different initialisation possibilities as well as different (combinations of) segmentation
strategies that can be applied for training and test purposes. In the following, each of these
issues is briefly discussed.
As a first step in HMM2 design, a suitable topology, i.e. the number and connectivity of
the temporal and the frequency HMM states, has to be defined. In this study, we chose a strict
“left-right” (without any state skipping) topology for the temporal HMM (such as typically
used for HMMs used in ASR) and an equivalent “top-down” topology for the frequency
HMM. It should be noted, however, that the choice of topology is by no means limited to
these options: e.g. the frequency HMM can also have an ergodic, a tree- or trellis-like, or any
other topology (Weber et al., 2000).
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Given the restriction of a left-right/top-down HMM2 topology, the number of HMM states
of the temporal and the frequency HMMs can still be varied. However, in all experiments
described in this paper, the frequency HMM had 4 states. This choice was motivated by the
task at hand (i.e. extracting three formant-like features from each speech frame), as well
as the characteristics of the data used. Different numbers of states for the temporal HMM
were tested. In the first instance, a very simple HMM2 feature extractor was realised using
just one HMM2 model, which had one temporal state with four frequency states, and which
was trained on all the training data, independent of the class labelling. Obviously, such a
model cannot be used directly for speech recognition. Nevertheless, a forced alignment of
the data given this model delivers a frequency segmentation of each temporal data vector and
therefore “HMM2 feature vectors”. These features should - in a very crude way - represent
frequency regions of similar energy.
Furthermore, 12 phoneme-dependent HMM2s with a similar topology (i.e., one temporal
HMM state) were tested, as well as 12 phoneme-dependent HMM2s with 3 temporal states.
In both cases, a 4-state frequency HMM was associated with each temporal state. These
HMM2 models were trained with the expectation maximisation (EM) algorithm, and Viterbi
recognition was subsequently performed. Both of these systems can be applied directly as
a decoder for speech recognition, or, as in the context of this paper, for feature extraction.
Although the quality of phone-dependent HMM2 feature extraction suffers from the fact that
HMM2 recognition is error-prone, using such a system (as opposed to e.g. using just one
HMM2 model) is motivated by the assumption that the "... analysis of formants separately
from hypotheses about what is being said will always be prone to errors" (Holmes, 2000).
In fact, it can be confirmed that, in terms of recognition rates, the features obtained from the
phone-dependent HMM2 systems generally perform better than those obtained from a single
model.
A further HMM2 design decision concerns the use of a frequency coefficient as an ad-
ditional component of the frequency sub-vectors. It has been shown that this frequency
information improves discrimination between the different phonemes (Weber et al., 2001c).
However, the impact of the frequency coefficient is different depending on whether it is
treated (1) as an additional feature component (feature combination) or (2) as a second
feature stream (likelihood combination). Moreover, in the latter case, additional parameters
are required, i.e. the stream weights.
The initialisation of the HMM2 models can be done in different ways. For instance,
assuming a linear segmentation along the frequency axis, the initial features can be chosen
such that an equal number of sub-vectors is assigned to each of the 4 frequency states.
Alternatively, as formant frequencies are provided with the AEV database, these can be
used to obtain an initial non-linear frequency segmentation. Another option is to assume
an alternation of spectral valleys (L) and spectral peaks (H), i.e. assigning values to the
frequency states, which force an HLHL or LHLH segmentation along the frequency axis.
HMM2 feature vectors can be obtained in two different ways, depending on whether or
not the labelling is known. For the training data, we typically know the phoneme labelling
of all the speech segments. Therefore, forced alignment can be used to align these speech
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data to the corresponding HMM2 model and extract the segmentation. Alternatively for
the training data, and imperatively for the test data, a real recognition using all phoneme-
dependent HMM2 models can be used. The segmentation finally extracted by the HMM2
system corresponds to the segmentation produced by the HMM2 phoneme model which has
the highest probability of emitting the given data sequence. Obviously, the HMM2 system
makes recognition errors, resulting in sub-optimal HMM2 feature vectors, i.e. feature vectors
extracted by the “wrong” HMM2 phoneme model.
In this study, all of the design, initialisation and training/test options introduced above,
as well as combinations of them, were tested. However, it is beyond the scope of this paper
to give an exhaustive overview of these results. The models that were used to obtain the
results reported on in Section 3.3 all had a 3-state, left-right topology in the time domain
and a 4-state top-down topology in the frequency domain. Frequency coefficients were not
used as a second feature stream but were included as additional feature components in the
frequency sub-vectors. The gender-independent HMM2 models were initialised with an
LHLH segmentation while the gender-dependent models were initialised according to the
hand-labelled formant frequencies’ segmentation. The HMM2 features that were used for
training were obtained by means of forced alignment while those that were used for testing
were obtained from a free recognition. Training and testing were done with HTK (Young
et al., 1997) and the HMM2 systems were realised as a large, unfolded HMM, which is
possible when introducing synchronisation constraints (Weber et al., 2001b).
Finally, it should be pointed out that results from a previous study have shown that adding
first order time derivatives does not improve the classification performance of HMM2 features
(Weber et al., 2002). In that study, it was argued that this result can be attributed to (1) the
nature of the AEV data, exhibiting only very few spectral changes (see Section 3.3.1 for a
graphical illustration), in conjunction with (2) the very crude nature of the HMM2 features.
Often, the frequency segmentation of one phoneme would be the same for all time steps,
thus the time derivatives are zero. In other cases, oscillations between two neighbouring
segmentations were observed, which give equally meaningless derivatives.
3.3 Experiments & Results
In this section, the design, execution, and results of the vowel classification experiments are
described. In section 3.3.1, the first question posed in the Introduction is addressed, i.e.,
to what extent the features yielded by the two automatic formant extractors resemble the
hand-labelled formants in the AEV database. The design of the classification experiments
is subsequently described in Section 3.3.2. Section 3.3.3 reports on the Linear Discriminant
Analysis (LDA) classification results. The LDA experiments enable us to relate our results
to those reported in Hillenbrand et al. (1995). The results of the HMM classification ex-
periments are presented in Section 3.3.4. The HMM experiments were conducted in order
to determine whether the classification performance of hand-labelled formants with LDA
generalises to the classification performance obtained with the maximum likelihood (ML)
procedures that are dominant in the ASR community. Finally, Section 3.3.5 reports on the
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classification performance of the automatically extracted formant-like features in (simulated)
noisy acoustic conditions.
3.3.1 How formant-like are RFs and HMM2 features?
There are no generally accepted procedures to assess the degree to which formant-like fea-
tures resemble true formants. In the literature on automatic formant extraction several differ-
ent “goodness-of-fit” measures have been used. In this study we approached the problem in
two complementary ways: by means of a formal distance measure that captures the goodness-
of-fit in a single measure, and by means of a graphical illustration of the physical nature of
the differences that underlie the summary measures.
Graphical illustration
Some of the issues involved in comparing HLFs, RFs and HMM features can be illustrated
by means of a typical example, in the form of a representative token of the vowel /Ç/.
Figure 3.2 shows feature tracks of HLF, RF and HMM2 features, projected onto two different
“spectrograms”. In both instances, the y-axis corresponds to frequency index, the x-axis to
time and darker shades of grey to higher intensity levels. The spectrogram in Figure 3.2(a)
corresponds to the mel-weighted log-energy within each frame. The mel-scaled filterbank
that was used to obtain the energy values consisted of 14 filters that were linearly spaced
in the mel frequency domain between 0 and 2146 mel (0 and 4 kHz). The spectrogram in
Figure 3.2(b) was derived from the corresponding FF features that were used to train the
HMM2 feature extractor.
The data in Figure 3.2 show that the RF feature tracks are fairly similar to the HLFs.
Most importantly, there are no obvious examples of missing formants or wrong labels. It is
obvious that the RF features exhibit more frame-to-frame variation than their hand-labelled
counterparts. In this example the LPC spectrum of the vowel contained multiple peaks in the
F2-F3 region, and the human labeller has consistently preferred a peak at a lower frequency
than the RF procedure. We have not been able to verify whether this type of frame-to-frame
variation is related to those parts of the vowels in which the human labellers found it most
difficult to find the “correct” spectral peaks. It is also not clear whether this variation has
affected the classification performance of the RF features, relative to the more smooth HLF
features. From an articulatory point of view the smooth HLF feature tracks seem to be more
plausible than the slightly more “noisy” RF features. The short-term variations in the RF
features are the result of the attempt of the low-order LPC analysis to account for the spectral
envelope in the original acoustic signal, which is not only determined by the vocal tract
resonances, but also by the excitation. For the RF extractor to yield feature tracks as smooth
as the HLF, an additional smoother would have to be applied to the raw RF values.
The HMM2 features are very crude and do not resemble either the HLF or the RF tracks.
The crudeness is due to the fact that the HMM2 features are derived from 12 FF features,
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Figure 3.2: Tracks of HLF, RF and HMM2 features for one female pronunciation of the vowel
/Ç/ projected onto (a) the mel-scaled log-energy of each frame and (b) the corresponding FF
features.
instead of spectral envelopes sampled at multiple equidistant frequencies. Moreover, due to
their very nature (they indicate transitions between regions of low and high spectral intensity,
rather than spectral peaks) the HMM2 tracks can at best approximate the shape of true
formant tracks, not their position on the frequency axis. However, the feature tracks in
Figure 3.2(b) indicate that, for the example utterance illustrated in the figure, the HMM2
method succeeded in separating high energy from low intensity regions in the FF domain.
General trends present in the signal (such as the upward tendency for the highest formant at
the end of the vowel) are also reflected by the HMM2 tracks.
Statistical distance
As was mentioned in Section 3.2.1, the scope of this study is limited to the frequency range
between 0 and 4 kHz and to the values of the first three formants. However, in the AEV
database the mean value (taken over all the relevant data) of F4 is 3.536 kHz (σ = 135.5)
for males and 4.159 kHz (σ = 174.7) for females. This implies that, for some of the vowels
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produced by male speakers, the frequency band between 0 and 4 kHz may contain four vocal
tract resonances instead of three. An automatic formant extraction procedure applied to the
AEV data should therefore be able to deal with a potential discrepancy between the true
number of formants in the signal and the requirement that only the first three formants must
be returned. For the RF extractor, the simplest way to cope with this requirement is to use a
6th order LPC analysis4. However, the accuracy of the LPC analysis is bound to suffer if a
6th order analysis is used to analyse spectra with four maxima, because two complex poles
are usually required to model each spectral peak Stevens (1998). In these cases an 8 th order
LPC seems more appropriate, although it introduces the need to select three RFs from the set
of four.
Given these constraints, there are a number of possible choices that can be made concern-
ing the calculation of the RFs. We considered two of these: (1) calculate three RF features
per frame (RF3); (2) calculate four RF features per frame and use only the first three (3RF4).
These two sets of RF features were calculated every 8 ms over 16 ms Hamming windowed
segments. We subsequently calculated the Mahalanobis distance between the hand-labelled
formants (HLFs) and the RF3 and 3RF4 features, respectively. The Mahalanobis distance
between two distributions is defined as (Duda et al., 2001):
r2 = (x− µ)tΣ−1(x − µ) (3.1)
The mean Mahalanobis distance (across all vowels) between the HLFs and the two sets of
robust formants are given in Table 3.1. The mean Mahalanobis distances between the HLFs
and the HMM2 features are also included in the table.
Table 3.1: Mean Mahalanobis distance between the hand-labelled formants, RFs and HMM2
features.
gender RF3 3RF4 HMM2
male 3.5 2.1 8.0
female 1.6 5.3 9.1
all 1.9 3.0 5.6
According to the values in Table 3.1, the RFs are more similar to the HLFs than the
HMM2 features. In addition, the results in Table 3.1 show that the RF features are closer to
the HLFs if the order of the analysis corresponds to the inherent signal structure. If there is a
mismatch between the number of spectral peaks the algorithm tries to model and the number
of spectral maxima that actually occur in the data, the distance between the RFs and HLFs
increases. In the rest of this paper we will present results for both gender-dependent and
4The possibility to apply pre-emphasis is incorporated in the acoustic pre-processing of the RF algorithm. One
may therefore assume that the inherent spectral tilt in the data is equalised and that all the LPC poles are available to
model spectral peaks.
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gender-independent data sets. Because the RF3 features yielded the smallest Mahalanobis
distance for the mixed data set, these will be used in the gender-independent experiments. In
the gender-dependent experiments, the RF3 and 3RF4 features will be used for the female
and male data, respectively.
3.3.2 Experimental set-up
Given the fact that the AEV database is quite small, a 3-fold cross-validation was used for the
classification experiments. The classifiers (LDA and HMM) were trained on two subsets of
the data, and tested on the third one. Thus, each experiment consisted of a number of inde-
pendent tests. Moreover, all tests were performed in two conditions, gender-independent and
gender-dependent. The gender-independent data sets were defined as three non-overlapping
train/test sets, each containing the vowel data of 60(train)/30(test) speakers, with an equal
number of males and females in each set. For the gender-dependent data, three independent
train/test sets were defined for males and females separately. Each train/test set consisted
of 30(train)/15(test) speakers. For the gender-independent data sets, the classification results
reported below correspond to the mean value of the three independent tests. The gender-
dependent results were obtained by averaging the classification results of six independent
experiments (three male and three female).
Five different feature sets were used to conduct the vowel classification experiments
i.e., hand-labelled formants (HLF), robust formants (RF), MHH2 features, and two sets of
mel-frequency cepstral coefficients (MFCCs). The MFCCs were included as an example of
acoustic features that are commonly used in ASR applications. MFCCs describe the spectral
envelope in a small number of orthogonal coefficients (Davis and Mermelstein, 1980; Rabiner
and Juang, 1993). Usually, 10 to 15 MFCCs are needed to obtain a sufficiently accurate
description of the spectrum. The first set of MFCCs that was used in this study, MFCC12,
consisted of 12 MFCCs5. However, the MFCC12 feature set contains four times as many
independent coefficients as the HLF, RF and HMM2 representations. We therefore decided
to create a 3-dimensional MFCC set, MFCC3, by projecting the 12-dimensional MFCCs into
a 3-dimensional feature space. In order to accomplish the transformation, an appropriate
transformation matrix was derived from the relevant training data by means of LDA.
3.3.3 LDA results
This section reports on an experiment that compares the performance of RFs, HMM2 and
MFCC features to the performance of HLF features on a task that is very similar to the
one described in Hillenbrand et al. (1995). In contrast with the original study, we used
an LDA (instead of QDA), we included all vowels6, and we used only the adult speakers’
data. To maintain the equivalence between the LDA experiments described here and the
5These features were derived using HTK’s feature extraction software (Young et al., 1997).
6Data from /e/ and /o/ were omitted in Hillenbrand et al. (1995) to facilitate comparisons with Peterson and
Barney’s results.
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corresponding experiments with HMMs which are described in the next section, we used the
3-fold cross-validation scheme described in Section 3.3.2 for training and testing (instead of a
leave-1-out jackknifing procedure). As in Hillenbrand’s study, we investigated classification
performance for a single set of formant values determined in the vowel steady state (stst),
pairs of formant values measured at 20% and 80% of the vowel duration (20%80%), and
triplets (20%stst80%), in which the steady state value was added to the values at 20% and
80% of the vowel duration.
The classification rates obtained for the gender-independent data are given in Table 3.2
and those for the gender-dependent data in Table 3.3. Table 3.2 also contains the results from
the QDA experiments reported in Hillenbrand et al. (1995). The results show that our results
for the HLF features, obtained with a simpler discriminant analysis technique, are very close
to Hillenbrand’s results. Human classification for the same data (based on the complete /h-V-
d/ utterances) was 95.4% correct. Thus, it is reasonable to assume that the representation of
the vowels in the form of three sets of three formant frequencies (20%stst80%), has caused
some loss of information. It is also evident that adding information about the time course of
the formant values improves classification performance considerably.
Table 3.2: LDA classification results: gender-independent data.
Feature type stst 20%80% 20%stst80%
Hillenbrand 81.0 91.6 91.8
HLF 77.0 (± 2.5) 91.4 (± 1.7) 91.9 (± 1.6)
RF 63.4 81.8 83.0
HMM2 31.7 48.7 52.2
MFCC12 73.1 90.5 91.2
MFCC3 67.3 88.3 90.1
Table 3.3: LDA classification results: gender-dependent data.
Feature type stst 20%80% 20%stst80%
HLF 79.4 (± 2.4) 93.6 (± 1.5) 93.8 (± 1.4)
RF 76.1 91.2 92.0
HMM2 48.5 60.1 63.8
MFCC12 81.7 94.5 94.2
MFCC3 73.9 92.3 93.5
As our goal was to compare the performance of the HLF features with that of the other
features, the 95% confidence intervals corresponding to the HLF results are indicated in
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brackets. The values in Tables 3.2 and 3.3 show that, with the exception of the MFCC12
features, the HLF features outperform all the other features in terms of vowel classification
rate. The difference between HLF and the other results is much larger for the gender-
independent experiments than for the gender-dependent experiments. This difference is
especially evident for the RF features: for the gender-independent experiments the HLF
features outperform the RF feature by more than 10% (absolute), whereas the corresponding
difference for the gender-dependent experiments is less than 3% (absolute).
The data in Tables 3.2 and 3.3 also show that the classification performance of the HMM2
features is substantially lower than the results obtained for the other feature sets. This
observation indicated that
the vowel classes are not linearly separable given these features at just one, two or three
different instances in time. While the HMM2 features at any given moment may not be
sufficient to discriminate between the vowel classes, the additional information required to do
so may be provided by a complete temporal sequence of HMM2 features. This presupposition
will be investigated in the following section within the framework of HMM recognition.
The MFCC12 features achieve classification rates that compare very well with those of
the HLF features. Although they perform slightly better than the HLF features in the gender-
dependent experiments, this difference is not significant. This result indicates that, for the
current vowel classification task, three HLF features and 12 MFCCs are equally able to
discriminate between the vowel classes. The 3-dimensional MFCCs outperform both the
RFs and the HMM2 features and their classification performance is only slightly inferior to
the classification rate achieved by the MFCC12 features.
3.3.4 HMM classification rates on clean data
The classification rates in Tables 3.2 and 3.3 were obtained by means of an LDA. In discrim-
inative training algorithms such as LDA, the aim of the optimisation function is to achieve
maximum class separability by finding optimal decision surfaces between the data of the
different classes. However, the recognition engines of most state-of-the-art ASR systems are
trained using a ML optimisation criterion. The training algorithms therefore learn the distri-
bution of the data without paying particular attention to the boundaries between the different
data classes. Although discriminative training procedures have been developed for ASR,
they are not as commonly used as their more straightforward ML counterparts. The LDA
classification described in the previous section also required a time-domain segmentation of
the data. In real-world applications this kind of information will not be available. The aim
of the next experiment is therefore to evaluate the classification performance of the different
feature sets using HMMs that were derived by means of ML training.
Towards this aim, we compared the vowel classification rates achieved by the five feature
sets used in the LDA experiments. With the exception of the HMM2 features, the first order
time derivatives of all the features were also included in the acoustic feature vectors. In
a previous study (Weber et al., 2002), it was shown that adding temporal derivatives to
the HMM2 features does not improve performance, most probably due to the very crude
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quantisation of these features, which causes most of the time derivatives to become zero.
Since in mainstream ASR it is usual to add overall energy to MFCC features, we extended
the MFCC12 vectors to MFCC13 by adding c0. The resulting feature vector dimensions for
the HLF, RF, HMM2, MFCC13, and MFCC3 features were therefore 6, 6, 3, 26 and 6.
Classification experiments were conducted using both the gender-independent and the
gender-dependent data sets defined in Section 3.3.2. For each of the vowels in the AEV
database and for each acoustic feature/data set combination, a three state HMM was trained.
The EM algorithm implemented in HTK was used for the ML training (Young et al., 1997).
Each HMM state consisted of a mixture of 10 continuous density Gaussian distributions.
The results of the classification experiments are shown in Table 3.4. Once again, the 95%
confidence intervals corresponding to the HLF results are indicated in brackets. The values
in the last column of Table 3.4 correspond to the dimensions of the different feature sets.
Table 3.4: HMM classification results for gender-independent and gender-dependent data.
Feature type Gender-independent Gender-dependent Feature dimension
HLF 87.7 (±2) 89.6 (±1.8) 6
RF 84.1 90.5 6
HMM2 77.0 87.2 3
MFCC13 92.3 92.1 26
MFCC3 79.9 81.6 6
According to the results in Table 3.4, the HLF features consistently achieved classification
rates of almost 90% correct. Even though these values are significantly lower than those
measured in the LDA experiments, they do indicate that, in principle, the HLF features are
suitable to be used as features in combination with state-of-the-art ASR methods, i.e. using
HMMs, ML training and Viterbi classification.
A remarkable difference between the LDA and HMM experiments is the excellent classi-
fication rate achieved by the HMM2 features: these features perform much better in combi-
nation with HMMs than with LDA. Table 3.4 shows that, for the gender-dependent data, the
HMM2 features not only outperform the MFCC3s but also approximate the performance of
the HLF and RF features, in spite of their lower feature dimensionality.
The data in Table 3.4 also show that, for the current vowel classification task, HLF
features compare very well with MFCCs. Although the MFCC13 features outperform their
HLF counterparts on both gender-independent and gender-dependent data, this is at the price
of a much higher feature dimensionality. MFCCs with the same dimension (MFCC3) perform
significantly worse than both MFCC13 and HLF. In contrast to what was observed for the
LDA experiments, the RFs and HMM2 features also perform much better in comparison
with the MFCC3 features.
A comparison between the gender-independent and gender-dependent results shows that,
in general, the gender-dependent systems work better, even in the case of HLF features. This
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observation is in good agreement with the results of the LDA experiments. Another similarity
between the HMM and LDA results is the fact that the classification performance of the
automatically extracted formant-like features are especially gender-dependent. Although not
to the same extent as the formant-like features, the performance of the MFCC3 features is
also enhanced by using gender-specific modelling. Only the performance of the MFCC13
features seems to be insensitive to gender differences. This may be due to the capability of
the EM training algorithm to capture the difference between female and male spectra in the
10 Gaussian distributions in each state. The larger number of parameters in the MFCC13
feature space is also likely to have improved the recognition performance.
3.3.5 HMM classification rates on noisy data
In this experiment, the models trained on the MFCC13, RF and HMM2 features that were
used for the experiments described in Section 3.3.4, were tested in noise. The HLF features
could not be included in this experiment, because it was not possible to obtain the hand-
labelled formants for the noisy data. The models were trained on clean data only and noisy
acoustic conditions were simulated by artificially adding babble and factory noise to the
test data at SNRs of 18, 12, 6, and 0 dB. The babble and factory noise were both taken
from the Noisex CD (Noisex, 1990). The Noisex babble noise contains speech from many
different people speaking simultaneously and individual speakers and utterances cannot be
discerned from the hubbub. As a result, the signal power is fairly constant and the long-
term spectrum is quite flat. The long-term spectrum of the Noisex factory noise also does
not exhibit any significant peaks. However, the factory noise is not stationary; it contains a
number of hammer blows and other noise bursts.
Figure 3.3 gives an overview of the classification performance of gender-dependent mod-
els tested in noise. Classification rate is shown as a function of SNR for both babble and
factory noise. Similar, but slightly inferior, results were obtained for the gender-independent
models. (These results are not shown here.)
In the Introduction it was argued that, in the presence of additive noise, the lower energy
regions in speech spectra will tend to be masked by the noise energy, but that the formant
regions/spectral maxima may stay above the noise level, even if the average signal-to-noise
ratio becomes zero or negative. This line of reasoning gave rise to the hypothesis that
a representation in terms of formants or formant-like features should be inherently robust
against additive noise. However, the results in Figure 3.3 do not support this hypothesis. In
fact, the figure shows that the recognition performance of all three systems deteriorates in
noise. While the performance of the different features is comparable at SNRs of 18 dB and
higher, the MFCC13 features clearly outperform the formant-like features at lower SNRs.
To a certain extent, this result may be explained by the fact that the MFCC13 system has
a total of 26 feature components at its disposal, while the dimensionality of the RF and
HMM2 systems is restricted to 6 and 3, respectively. The higher order MFCCs - which may
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Figure 3.3: Tracks of HLF, RF and HMM2 features for one female pronunciation of the vowel
/Ç/ projected onto (a) the mel-scaled log-energy of each frame and (b) the corresponding FF
features.
contain redundant information in clean conditions - seem to be better at maintaining system
performance in adverse acoustic conditions.
For all three systems the drop in recognition rate is more severe in factory noise than in
babble noise. Factory noise also seems to affect the RF features more than HMM2. The type
of performance degradation shown in Figure 3.3 is equivalent to results obtained for other
databases in comparable simulated noise conditions (e.g. de Wet et al., 2000).
In principle, the argument that spectral maxima may stay above the noise level seems to
be plausible. However, the RF features (which are supposed to model spectral maxima of
an all-pole signal) clearly fail in noisy acoustic conditions. This observation suggests that
the RF algorithm is “misled” by the added noise, such that it is no longer capable to find the
spectral maxima that correspond to the formants. The noisier the signal, the more the all-
pole character of the speech signal disappears. Consequently, the fixed order all-pole model
of the RF-algorithm is no longer able to estimate the parameters of the underlying speech
production system, and the RF-extractor is turned into a parametric estimator of the peaks in
a spectral envelope, the details of which are increasingly determined by the noise.
The failure of the HMM2 system at low SNRs may be explained as follows: for heavily
degraded speech, the number of recognition errors made by the HMM recogniser embedded
in the feature extractor is bound to increase. As a result, the corresponding HMM2 features
will be calculated by the “wrong” HMM2 feature extractor i.e., the HMM2 model corre-
sponding to the wrong phoneme will give the best likelihood score and will therefore be
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chosen for feature extraction. Recognition errors made by the HMM2 feature extractor and
the conventional HMM recogniser (which uses the erroneous HMM2 features) accumulate,
which will forcibly lead to severe degradations at low SNRs.
3.4 Discussion
One of the aims of this study was to investigate the degree to which RFs and HMM2 features
resemble true formants. The statistical distances and graphical illustrations provided in Sec-
tion 3.3.1 showed that, of the two automatically extracted formant-like feature sets, the RFs
are more similar to the HLFs than the HMM2 features. In fact, the automatically extracted RF
features resembled the HLF features quite closely, provided that the RF algorithm was given
prior information about the gender of the speaker. This information helps the RF algorithm to
avoid making one of the most important errors in automatic formant assignment i.e., labelling
spurious peaks as formants, with the results that all higher order formats in the frame are
labelled incorrectly.
Although HMM2 can, in principle, be used as an estimator of true formants, the im-
plementation of HMM2 that was used in this study is not a formant extractor in the clas-
sical sense. Because HMM2 features were derived from a 12-parameter frequency filtered
filterbank, they could only indicate transitions between regions with relatively high and
low energy. However, the coarse quantisation of the HMM2 features is not an intrinsic
limitation of this approach to the representation of spectral envelopes. Rather, it is one of
the implications of the way in which the current version of HMM2 has been implemented.
Other implementations, which use filters with much narrower pass bands than the 14 critical
band filters used in this study, are presently under investigation.
In terms of our second aim i.e., to compare true formants, RFs and HMM2 features in
terms of their performance on a vowel classification task, the following observations were
made. For the gender-dependent data the overall classification performance obtained for the
20%stst80% condition with LDA is better than the results of the HMM classifiers. For the
gender-independent data the difference is not equally clear. Apparently, removing the overlap
between different vowels from males and females helps the LDA to find an optimal class sep-
aration. The ML classifier implemented by the HMMs seems to be less powerful. However,
when the male-female overlap is present in the data, the RF and MFCC13 features suffer very
little from the ML estimate, while the deterioration for HLF and MFCC3 is considerable. It
is likely that the deterioration for HLF and MFCC3 is due to the low dimensionality of the
feature sets, which offers the ML training algorithm only a few degrees of freedom. The
excellent performance of MFCC13, on the other hand, is probably due to the large number
of dimensions in this set. The fact that the RF features yield very similar performance for
LDA and HMM in the gender-independent condition is most probably related to the labelling
errors that are inherent to the gender-independent RF features. Apparently, the ML estimator
is able to handle these as well as the LDA.
The most salient difference between the LDA and HMM results concerns the classifica-
tion rates that were obtained for the HMM2 features. While the HMM2 results for the HMM
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classifier are comparable with the corresponding HLF results, the LDA classifier does not
seem to be able to distinguish between the vowel classes if it is trained on HMM2 features.
This result indicates that it is not possible to distinguish between the vowel classes in the
coarsely quantised HMM2 feature space when only a few points (in time) are taken into
consideration. Due to the coarseness of the HMM2 features, HMM2 feature tracks may
change rather abruptly at any point in time. For example, an abrupt change may occur before
the 20% duration point for some pronunciations of a certain phoneme and after the 20%
duration point for other pronunciations of the same phoneme. The LDA classifier does not
seem to be able to deal with these differences. The HMM classifier, on the other hand, is
able to handle these changes in the data because it classifies vowels in terms of a complete
temporal sequence of HMM2 features.
In both the LDA and the HMM classification experiments, the classification rates mea-
sured for the gender-dependent data sets were higher than the corresponding results for
the gender-independent data sets. Classification performance is determined by two factors,
i.e. the degree of estimation noise in the features and the overlap between the vowels in
the feature space. The observation that the automatically extracted formant-like features
generally yielded much better results for the gender-dependent data sets may be explained
by the fact that the vowel classes are better separated in a gender-dependent feature space.
However, the RF and HMM2 features clearly benefit more from the gender separation than
the HLF and MFCC features. This suggest that, for the RF and HMM2 features, the gender
separation also achieved a certain degree of reduction in estimation noise in the features
themselves.
The classification experiments also showed that the difference between the gender-depen-
dent and gender-independent results was much smaller for the HLF features than for the other
feature representations. This observation can probably be explained by the fact that the human
labellers knew the gender of the speakers. The labellers also knew the identity of the tokens
while they were assigning the formant labels. This gives the HLF features another advantage
over the automatically derived features: these either rely on imperfect classification results
(in the case of HMM2) or have no knowledge about the token for which feature extraction
is attempted (in the case of the RF features). However, a comparison of the results obtained
with HLF and gender-dependent RF features suggests that, for the vowel classification task
investigated in this study, the advantage of expert knowledge is rather small when the gender
of the speakers is taken into account by the automatic feature extraction procedures. This
observation may not generalise to other databases. Especially in fluent, continuous speech
the phonetic context of the vowels will be richer and have a bigger impact on the spectral
envelopes. After all, the /h-V-d/ context was chosen to minimise coarticulation effects, which
will be especially cumbersome for automatic (and manual) formant extraction, for example
in the case of nasal consonants.
A comparison of the classification performance of HLFs and RFs for the LDA and HMM
experiments, and of HLFs and HMM2 features for the HMM experiments, suggests that
features that are directly related to vocal tract resonances have very few advantages over
formant-like features, as long as the measurement errors in the different feature types are
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comparable. Especially the results obtained with the HMM2 features, which definitely do
not represent formants in the sense of vocal tract resonances, suggest that consistency (in-
cluding smoothness of the feature tracks over time) is more important than the relation to
the underlying, physical speech production process. This result suggests that the formant
extraction technique that was recently proposed in Bazzi et al. (2003), which guarantees a
fixed number of formant values for each frame as well as smooth feature tracks over time,
would be a viable candidate to deliver formant-like features that can be used in ASR.
The results in Section 3.3.5 show that the formant-like features that were investigated in
this study are not inherently robust against additive noise. Neither the RFs nor the HMM2
features were able to keep track of the spectral maxima that should remain intact in noisy
speech data. For the use of formants in ASR the message appears to be that the theoretical ad-
vantages of the formant representation are neutralised by the enormous difficulty of building
a reliable automatic formant extractor, especially one that is also able to process noisy speech.
The theoretical advantages of the formant concept for processing noisy speech can only be
harnessed by signal processing techniques that take full profit of continuity and coherence
in the signals, both in time and in frequency. Until such a powerful formant extractor is
available, there seems to be little advantage in adding formant measures to the set of features
in ASR.
The relative success of adding formant candidates to MFCC parameters in the work
of Holmes et al. (1997) suggests that the only feasible alternative is to address formant
extraction and ASR simultaneously. Hypotheses about formant values should be conditioned
by phone observation probabilities, because knowledge of the recognised sound is a powerful
knowledge source to guide the classification of spectral peaks as formants. At the same
time, an interpretation of the signal in terms of sounds and words that makes sense against
the background of formant candidates should result in more accurate ASR than one that does
not. This suggests that, for a formant representation to have its maximum impact on ASR, it is
not just the signal processing and feature extraction that must be advanced. Major advances
in the search and decision processes that eventually link features to words, meanings and
intentions are also required.
3.5 Conclusions
In this paper, a number of issues related to the use and usefulness of the formant concept
in ASR were investigated. Because there are no databases available that contain enough
true formant data to train ASR systems, we focused on the AEV database introduced in
Hillenbrand et al. (1995), attempting to generalise from vowel classification to ASR.
The first conclusion that can be drawn from our data is that, of the two automatic formant
extraction techniques under investigation, robust formants did approximate hand-labelled
formants rather closely, provided that the RF algorithm had prior knowledge of the speaker
gender. The HMM2 features, on the other hand, did not resemble vocal tract resonances.
Secondly, for the automatic classification of vowels, we found little advantage in using
acoustic features that have a direct relation to vocal tract resonances. If the features are
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consistent and feature tracks are smooth, their performance can approximate that of true,
hand-labelled formants. If formant-like features are extracted automatically, it is extremely
important to avoid misalignment between spectral peaks and formant labels.
Thirdly, the theoretical robustness of formant measures against additive noise could not be
verified for either of the two automatically extracted, formant-like feature sets. Background
noise seems to introduce additional spectral peaks in the spectral envelopes, which cannot
be effectively discarded as formant candidates by the relatively simple signal processing
techniques underlying RF extraction and HMM2 feature computation.
In summary, it seems fair to say that, for the clean experimental conditions that were
studied in this investigation, the formant representation of speech signals has no compelling
advantages over representations that do not involve error-prone labelling decisions such as
MFCCs. In noisy conditions, the theoretical advantages of the formant concept are vastly
diminished by the failure of almost all signal processing techniques to reliably distinguish
between spectral maxima that must be attributed to vocal tract resonances and maxima that
are introduced by the noise.
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Additive background noise as a source of non-linear
mismatch in the cepstral and log-energy domain
F. de Wet, J. de Veth, B. Cranen & L. Boves
Abstract The aim of this investigation is to determine to what extent ASR performance may
be enhanced if, in addition to the linear compensation accomplished by mean and variance
normalisation, a non-linear mismatch reduction technique is applied to the cepstral and en-
ergy features, respectively. An additional goal is to determine whether the degree of mismatch
between the feature distributions of the training and test data that is associated with acoustic
mismatch, differs for the cepstral and energy features. Towards these aims, two non-linear
mismatch reduction techniques - time domain noise reduction and histogram normalisation
- were evaluated on the Aurora2 digit recognition task as well as on a continuous speech
recognition task with noisy test conditions similar to those in the Aurora2 experiments. The
experimental results show that recognition performance is enhanced by the application of
both non-linear mismatch reduction techniques. The best results are obtained when the two
techniques are applied simultaneously. The results also reveal that the mismatch in the energy
features is quantitatively and qualitatively much larger than the corresponding mismatch
associated with the cepstral coefficients. The most substantial gains in average recognition
rate are therefore accomplished by reducing training-test mismatch for the energy features.
4.1 Introduction
In statistical pattern recognition, training data is collected from some population of interest
and used to construct models which describe the statistical properties of the individual classes
in the population. New samples may subsequently be classified in terms of their similarity
to the models that were constructed during training. This classification strategy is based on
the implicit assumption that the training and test samples come from the same population. If
this assumption is violated, there will be a mismatch between the statistical properties of the
training and test data. As a consequence, classification performance will deteriorate. Unfor-
tunately, in real-world applications it is extremely difficult, if not impossible, to characterise
the properties of any given population comprehensively. This raises the question how one
can best approximate a situation in which the assumption that test tokens come from the
exact same population as the training material is justified.
All state-of-the-art automatic speech recognition (ASR) systems are statistical pattern
matching machines. Their performance will therefore deteriorate if there is a mismatch
between the statistical properties of the training and test data. In the case of ASR, it is clear
that the assumption that training and test tokens are drawn from populations with the same
or similar statistical properties is often open to question. Characteristics of the transmission
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channel and background noise can vary to such an extent that it is often not reasonable to
assume that the resulting “speech” signals originate from a single, well-defined population.
In real-world applications of ASR, there are additional factors that interfere with the
assumption of a single underlying population, such as speaker characteristics, speech style
and pronunciation variation. However, the field that has become known as robust ASR has a
strong focus on channel distortion and background noise.
The assumption that training and test speech come from essentially the same population
can be approached in several different ways, especially when dealing with physical processes
that affect the properties of the signals, such as the channel and the background noise. One
approach that has been investigated in great depth is to condition the raw signals in such a
way that the effects of processes that may create populations of their own, with somewhat
idiosyncratic properties that set them apart from the “mother population” are eliminated or
diminished as much as possible (Noé et al., 2001). Recently, another approach has been
proposed, that abstracts as much as possible from the physical causes of the variability in
the signals. Instead, it is attempted to transform the acoustic parameters that characterise the
signals and are used for pattern matching in such a way that the statistical distributions be-
come as similar as possible by means of Histogram Normalisation (HN) (Dharanipragada and
Padmanabhan, 2000; Hilger and Ney, 2001; de la Torre et al., 2002). The latter approach has
the advantage that it will always work, independently of the choice of parameters, and even
when no knowledge about the physical causes of distortions is available. On the other hand,
one might ask whether it is wise to neglect what knowledge about the underlying physics is
available. It must be acknowledged that the idea of normalising parameter transformations is
not new, and that it has been applied widely, also in approaches that started from attempts to
remedy the effects of specific physical processes. Mean and Variance Normalisation (MVN)
is probably the best known technique in this respect (Viikki and Laurila, 1998).
Because signal conditioning and parameter normalisation operate at different and inde-
pendent stages of the recognition process, it is possible to combine them. In fact, this is the
default in all approaches that use some kind of noise reduction, e.g. Noé et al. (2001), which
are almost invariably followed by some kind of mean normalisation, and sometimes also
variance normalisation. The most striking difference with the approach proposed in Dhara-
nipragada and Padmanabhan (2000); Hilger and Ney (2001); de la Torre et al. (2002) is that
conventional MVN is a linear transformation, whereas the alternative approach uses a non-
linear transformation. In this paper we investigate the effects of time domain noise reduction
and HN, individually and in combination. In doing so, the main goal is to understand why
gains in recognition accuracy are obtained, rather than to improve recognition accuracy as
much as possible (although the eventual recognition accuracies are among the best reported
in the literature).
The ASR system that was used in this study is based on HMMs derived from mel-
frequency cepstral coefficients (MFCCs) and an energy parameter (logE). This configuration
is generally regarded as state-of-the-art, in ASR research as well as in commercial ASR
applications. Thus, it should be possible to integrate our results in most state-of-the-art ASR
systems.
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The combination of MFCCs and logE yields feature vectors that describe acoustic signals
in terms of the shape of the spectral envelope and the overall energy in the signal at frame
level1. These two types of features describe different properties of acoustic signals, and it
could therefore be expected that they may be affected differently by mismatched training-test
conditions.
The strategy for improving robustness followed in this paper is based on the insight that a
statistical pattern recogniser will work best if the global distributions of the training and test
samples are as similar as possible. Ideally, the match between the distributions of the training
and test samples should be normalised independently for all classes that must be distinguished
and recognised. Evidently, this requires an iterative approach, because individual test tokens
must be normalised relative to all trained models. Alternatively, one can take a step back, and
normalise test tokens relative to the overall distribution of the training material, i.e. without
distinguishing between the individual classes. This is the approach taken in this paper. The
term “overall distributions” is used to refer to the feature distributions that are obtained when
the features corresponding to the different speech sound classes are pooled.
Experience shows that the overall distributions of cepstral parameters derived from clean
speech data are approximately normal. In the presence of additive background noise and
convolutional channel distortion, the mean values of the overall distributions shift (Junqua
and Haton, 1996). In addition, it has been reported that additive noise causes the variances
to decrease. It has also been observed that, as SNR decreases, the distributions of the low
order cepstra (especially c1, c2, and c3) tend to become bimodal (Openshaw and Mason,
1994). Cepstral mean normalisation (CMN) (Atal, 1974; Mokbel et al., 1994) and mean and
variance normalisation (MVN) (Viikki and Laurila, 1998) are often used to compensate for
the shift in the mean and the reduction in the variance of cepstral parameters derived from
noisy speech data. In most practical systems, the mean and variance have to be calculated
from a limited amount of data. As a consequence, the compensation accomplished by CMN
or MVN is often far from perfect.
The impact of different transmission channels on logE features and MFCCs is similar:
they cause a constant off-set in the long-term mean of the feature tracks. Mean normalisation
is therefore conventionally applied to logE features in order to limit the extent to which the
mean value of the training and test logE values may differ. However, the impact of additive
noise on the shape of the overall distributions of logE features is very different from what
was observed for cepstral features. Contrary to cepstral features, the logE features derived
from clean speech signals have a bi-modal distribution, with a
high-energy component corresponding to voiced speech and a low-energy component cor-
responding to unvoiced speech, silence and non-speech. The impact of additive background
noise is most clearly visible in the low-energy part of the bi-modal distribution, because it
causes an increase in the level of the low-energy parts of the signal. As a consequence, the
low-energy component of the overall feature distribution moves towards higher energy levels,
1This information is usually augmented by the first and second order regression coefficients of both features.
However, the current discussion will concern only the so-called static coefficients. The corresponding regression
coefficients will only be derived after an attempt has been made to reduce the statistical mismatch for the static
MFCC and logE features.
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which are associated with (voiced) speech sounds. Very high levels of background noise may
even result in a uni-modal energy distribution. But even if the distribution remains bi-modal,
background noise will decrease the range from the lowest to the highest logE value, and skew
the distribution towards higher logE values.
While MVN may be used to reduce the differences between the mean values of clean and
noisy MFCC and logE features and to compensate for the reduction in variance associated
with noisy MFCCs, it does not compensate for the non-linear distortion of the MFCC and
logE distributions, i.e. it does not compensate for the fact that the shape of the MFCC and
logE distributions may also change as a result of additive background noise. Some authors
have reported substantial improvements in the recognition rate of a connected digit task if
HN (designed to make the parameter distributions of the training and test speech as similar as
possible) is applied to the cepstral coefficients, (de la Torre et al., 2002; Segura et al., 2002).
In that study, HN was the only normalising transformation applied to the acoustic parameters
(in combination with noise reduction in the form of spectral subtraction).
However, results from other studies have shown that the application of HN to cepstral fea-
tures yields almost no increase in the recognition accuracy of a continuous speech recognition
(CSR) task if it is applied in combination with HN in the mel-filterbank domain (i.e. prior to
the application of the discrete cosine transform (DCT)). HN in the mel-filterbank domain can
be considered as an alternative to more conventional spectral subtraction (Molau et al., 2001).
In the present study, we elaborate on these investigations with the aim to determine to what
extent recognition performance may be enhanced if, in addition to the linear compensation
accomplished by MVN, a non-linear mismatch reduction strategy is applied to the cepstral
and logE features, respectively. To that end we compare the effect of a time domain noise
reduction (TDNR) scheme (Noé et al., 2001) with HN (Dharanipragada and Padmanabhan,
2000; Hilger and Ney, 2001; de la Torre et al., 2002), and the combination of the two methods.
Since the overall distributions of cepstral and logE features are affected differently by
additive noise, it is reasonable to expect that non-linear transformations aiming at equalisation
of mean and variance, as well as the shape of the distributions, have different effects on
cepstral and logE parameters. In order to determine whether normalisation of the cepstral
and energy features have different effects on recognition accuracy (the single most important
criterion in ASR), the compensation strategies were first applied only to the cepstral features,
then only to the energy features and finally to both feature types simultaneously.
While features and models can never really be studied in isolation, the focus of this
study is on the impact of mismatch reduction in the acoustic signal and feature domains on
recognition accuracy. We have therefore chosen to use an experimental design where different
transformations are applied to the acoustic signal and the corresponding acoustic features,
whereas no changes are made to the recogniser itself. This corresponds to the experimental
protocol that was used within the ETSI-Aurora2 experimental framework to evaluate the
performance of different ASR systems in noisy conditions (Hirsch and Pearce, 2000). Two
sets of experiments were conducted. In the first set, the Aurora2 database and the standard
Aurora2 training and evaluation scripts were used. However, the Aurora2 recognition task
is limited to connected digit strings. In comparison with the acoustic space described by the
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phone models, lexicon and language model of a typical CSR system, a digit recognition task
based on word models - such as Aurora2 - covers a fairly simple search space. In order to
determine whether the observations that are made for the Aurora2 experiments generalise to
more complex tasks such as CSR, the experiments were repeated using the CSR engine of an
automatic train timetable information system (Strik et al., 1997).
TDNR and HN are described in the next section of this paper. Section 4.3 gives an
overview of the Aurora2 and VIOS databases as well as a description of the experimental set-
up. The results and discussions in Section 4.4 are followed by a general discussion in Section
4.5. Finally, the conclusions drawn from the outcome of the investigation are presented in
Section 4.6.
4.2 Mismatch Reduction Techniques
4.2.1 Time-domain noise reduction (TDNR)
The first mismatch reduction technique that was used in this study is the time-domain noise
reduction scheme described in Noé et al. (2001). As a first processing step, offset compensa-
tion is applied at utterance level. A Voice Activity Detection (VAD) module subsequently
classifies each frame as speech or non-speech, based on an estimation of its SNR. The
SNR estimate corresponds to the difference between the log-energy spectrum of the current
frame and the estimated log-energy spectrum of the noise in the signal. If the VAD module
classifies a frame as non-speech, it is used to update the estimate of the noise spectrum. The
updated noise spectrum is then used to obtain an estimate of the signal without noise by
means of spectral subtraction. The resulting estimates of the noisy and “de-noised” spectra
are used to calculate the SNR in each frequency band of the signal. These SNR estimates are
subsequently used to derive the transfer function of a Wiener filter. This filter is applied to the
noisy signal to obtain a first-pass estimate of the “clean” signal. The filter estimation process
is repeated using the estimated noise spectrum and the first-pass estimate of the “clean” signal
to obtain a more accurate, second-pass estimate of the Wiener filter. Finally, the “clean” signal
is obtained by convolving the original noisy signal with the second-pass Wiener filter in the
time domain. For speech data sampled at 8 kHz, the filter estimates are derived from 25 ms
frames with a 10 ms frame shift.
4.2.2 Histogram normalisation (HN)
As was explained in the Introduction, the acoustic mismatch between clean training and noisy
test conditions essentially manifests itself as a mismatch between the statistical distributions
of the training and test data. The aim of HN is to transform the test data such that the
match between its overall distribution and that of the training data is improved. When HN
is applied to the acoustic features used in speech recognition, it is reasonable to assume that
the process which causes the mismatch has an independent effect on the different acoustic
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vector components. Under this assumption, each feature space dimension may be normalised
independently.
The first step in performing HN is to compute the distribution of the training (p k(x))
and test (pk(y)) data for each feature dimension k. A cumulative distribution density is
subsequently derived from both pk(x) (Pk(x) =
∫ x
−∞ pk(x
′)dx′) and pk(y)
(Pk(y) =
∫ y
−∞ pk(y
′)dy′). Finally, a warping function, Wk, must be derived such that:
Pk(x) = Wk[Pk(y)] (4.1)
HN was implemented according to the methods proposed in Dharanipragada and Padman-
abhan (2000); Hilger and Ney (2001); de la Torre et al. (2002). We used 128-bin histograms
to approximate pk(x) and pk(y). pk(x) was calculated using all the training data while pk(y)
was derived per utterance. In addition, a 3rd order spline function was used to approximate
Wk . In preliminary experiments, we also investigated the possibility to estimate Wk using
piece-wise linear functions. However, for short utterances the spline function estimates of
Wk yielded better results than the piece-wise linear functions. The minimum and maximum
values of xk observed in pk(x) were used to limit the range of the estimation. Values in the
test data that were below the minimum or above the maximum were mapped to min(x k) and
max(xk), respectively.
After pk(x) was calculated from the training data, the corresponding acoustic features
were also warped according to the function in Eq. (4.1) at utterance level. This step was
taken in order to enforce training-test symmetry in terms of feature transformation. Results
from similar studies have shown that the highest recognition rates are obtained if the same
feature transformations are applied to the training and test data (Molau et al., 2001).
4.3 Experimental set-up
4.3.1 Aurora2
Speech data
The speech data that was used in this study is a subset of the Aurora2 database. The Aurora2
database was derived from a subset of the TI-Digits database (Hirsch and Pearce, 2000). In
addition to the original, clean TI-Digits data, it also contains noisy data. The noisy data
was created by adding different types of noise to the clean data at different SNRs. The
standard Aurora2 experiments include two sets of training data, i.e. clean condition and
multi-condition training. The multi-condition training material contains clean data as well as
noisy data. In this study, we only report on the results obtained for clean condition training,
because it provides a more challenging mismatch reduction problem than the multi-condition
experiments.
Three test sets were defined for the Aurora2 task, i.e. sets A, B, and C. Sets A and B each
contain 4004 and Set C 2002 utterances. All three test sets are made up of a mixture of clean
and noisy data. The clean and noisy signals were downsampled to 8 kHz and subsequently
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digitally filtered to simulate the effect of two standard communication channels, i.e. the G.712
and the MIRS (ITU, 1996). The frequency response of the two filters are given in Hirsch and
Pearce (2000). According to these figures, the G.712’s frequency response is flat between
300 and 3400 Hz, whereas the MIRS’ response is sloped, slightly attenuating frequencies
below 2000 Hz. Both filters were implemented using the ITU STL96 software package. The
speech and noise data were passed through one of the filters before adding the noise to the
clean material.
Test sets A and B have the same channel properties as the training data (G.712) but differ
from each other in the types of noise they contain. Set A was made using suburban train,
babble, car and exhibition hall noise while the noisy data in Set B comprise restaurant, street,
airport and station noise. The suburban train noise from test set A and the street noise from
test set B were used to create the noisy data in test set C. In addition, the transmission channel
properties of the data in test set C were simulated using the MIRS filter instead of the G.712
filter.
Hidden Markov modelling
The reference recognition system that was developed for Aurora2 (Hirsch and Pearce, 2000)
was used for all the digit experiments. The system is based on hidden Markov word models
and implemented in HTK (Young et al., 1997). Each model has 16 states with a mixture of 3
continuous density Gaussians per state. Model topology only allows left-to-right transitions
without skipping states. In addition to the 11 digit models (one, two, three, four, five, six,
seven, eight, nine, zero, oh), two silence models were also trained: one corresponding to
silences at the beginning and the end of the utterances (3 states, 6 Gaussians per state) and
one corresponding to silences between words (single state tied to the middle state of the
3-state silence model).
4.3.2 VIOS
Speech data
The VIOS database was collected with an on-line version of a spoken dialogue system that
provides train timetable information in the Netherlands (Strik et al., 1997). The speech
data was recorded over the public switched telephone network. Speaker, handset and chan-
nel characteristics are unknown. The language of the corpus is Dutch and the speech is
spontaneous and unprepared. A total of 33,471 utterances were collected and transcribed.
25,104 utterances were used for training (83,876 words corresponding to 8.9 hours of speech
excluding leading, utterance-internal and trailing silence). The remaining 8,358 utterances
(28,048 words corresponding to 3.0 hours speech) were allocated to the test set.
None of the utterances used for training had a high background noise level. Noisy test
conditions were simulated by adding train station noise to the original test utterances. The
noise data was collected in the hall of a train station in the Netherlands. The results of
informal listening tests indicated that the noise is similar to the Aurora2 train station noise.
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The noise was added to the original test data such that the resulting acoustic signals had SNRs
of 0, 10 and 20 dB, respectively.
In Figure 4.1, the VIOS training (©) and test (×) data are compared with the correspond-
ing data from the Aurora2 database training (), test (+). The SNRs shown in the figure
were calculated using NIST software NIST (1999). The values on the x-axis correspond to
the signals’ SNR before the application of TDNR. The corresponding values on the y-axis
were calculated after TDNR had been applied. It should be kept in mind that the values
in Figure 4.1 represent estimated SNRs. For this reason, they are not equal to the nominal
SNRs that were used to create the noisy data. Furthermore, the figure is primarily intended
as a means to compare the Aurora2 and VIOS data in terms of SNR and not to evaluate the
success of the TDNR algorithm to improve SNR.
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Figure 4.1: Mean SNR of the clean and noisy (train station) Aurora2 (training (), test (+))
and VIOS (training (©), test (×)) data before and after the application of TDNR.
According to the data in Figure 4.1, both the Aurora2 and VIOS clean training and test
data are well-matched in terms of SNR. However, the clean Aurora2 data has a much higher
SNR than the clean VIOS data. The figure also shows that the SNRs of the Aurora2 and
VIOS noisy test data differ only slightly: the SNR of the 0 dB VIOS data is a little higher
than the SNR of the corresponding Aurora2 values and TDNR does not improve the SNR of
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the 20 dB VIOS data to the same extent as for the 20 dB Aurora2 data.
Hidden Markov modelling
The Phicos speech recognition software was used to conduct the CSR experiments (Steinbiss
et al., 1995). In total, 37 phone models were trained: 33 context-independent and 4 context-
dependent. The 4 context-dependent models were used to model the two allophones of /l/
and /r/, respectively. The allophones correspond to the pre-vocalic and post-vocalic realisa-
tion of the two phones. Two models were also defined to describe noise/non-speech events
and silence. The silence model was a single-state HMM. All the other models consisted of
six HMM states with states 2, 4 and 6 sharing their emission probability density functions
with states 1, 3, and 5, respectively. All the HMMs were left-to-right with only self-loops,
transitions to the next state or to the next state plus one. The emission probability density
functions were described as a mixture of 32 Gaussian probability density functions (diagonal
covariance matrices).
The VIOS training lexicon contained 1,106 words. The acoustic models were initialised
using a linear segmentation of the speech portions of the signal, as determined with a silence-
speech detector. After initialisation, a fixed number of Viterbi optimisation passes was used
to train the models. As a next step the number of Gaussians per state was doubled. To this aim
a K-means clustering algorithm was applied using the segmentations obtained in the previous
Viterbi pass (Steinbiss et al., 1995). After splitting, Viterbi optimisation was applied again.
For the models with 1, 2, and 4 Gaussians per state the number of Viterbi optimisation passes
was 2, 3, and 3, respectively. For 8 Gaussians and beyond, 7 Viterbi optimisation passes were
used.
The recognition lexicon contained 980 words, and 1.2% of the words in the test set were
out-of-vocabulary. During recognition the acoustic models were combined with unigram and
bigram language models derived from the training data. The average test set perplexity of the
recognition task was 36.7.
The test set was divided into a development test set (1/4 of the data) and an independent
evaluation test set (the remaining 3/4 of the data). The word entrance penalty (WEP) and
the language model factor (LMF) were jointly optimised on the development test set. Recog-
nition performance was subsequently determined using the independent evaluation test set.
The WEP and LMF that were found to be optimal for the baseline system were used for all
the CSR experiments reported on in Section 4.4.
4.3.3 Acoustic pre-processing and feature extraction
Figure 4.2 gives an overview of the acoustic pre-processing procedure that was used to
derive the spectral shape (c1 . . . c12) and energy (logE) features. The shaded blocks in the
figure correspond to the mismatch reduction techniques described in Section 4.2. Block A
represents TDNR and block B HN.
A pre-emphasis factor of 0.98 and a 25ms Hamming window shifted with 10ms steps
were used to prepare the data for spectral analysis. After a 256-point FFT, 16 mel-scaled log-
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Figure 4.2: Schematic overview of the feature extraction and mismatch reduction modules.
energy values were calculated for each frame. The filters in the mel bank were triangularly
shaped, half overlapping and uniformly distributed on a mel-frequency scale between 122
and 2146 mel, corresponding to 80-4000 Hz on a linear frequency scale. 12 MFCCs were
derived from the mel-bank outputs using a DCT. The log of the total energy (logE) was also
calculated for each frame.
The MFCC and logE values were normalised to have zero mean and unit variance (at
utterance level) according to the MVN scheme described in Viikki and Laurila (1998). After
mean and variance normalisation, the first and second order time derivatives of the resulting
features were also computed (using a regression length of 9 in both instances) and included in
the acoustic feature vectors. In the experiments where features were transformed using HN,
the first and second order time derivatives were calculated after the application of HN.
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4.3.4 Mismatch reduction experiments
Three mismatch reduction experiments were carried out. In Experiment I, only block A
in Figure 4.2 was included in the acoustic pre-processing, i.e. the training and test data
(including the clean signals) were subjected to the time domain noise reduction scheme
described in Section 4.2.1 before feature extraction. In Experiment II, only block B was
included in the acoustic pre-processing, i.e. HN was applied to the MFCCs and logE after
feature extraction. In Experiment III, both blocks A and B were active, i.e. TDNR was
applied before and HN after feature extraction.
In each of the experiments, the mismatch reduction schemes were implemented in the
following order: 1) not at all (baseline); 2) only for the cepstral features and using the baseline
logE; 3) only for the energy features and using the baseline MFCCs; 4) for both the MFCC
and the logE features. Training/test symmetry was observed in all experiments, i.e. the
transformations that were applied to the test data were also applied to the training data.
4.4 Results & Discussion
The results in this section are defined in terms of recognition accuracy, i.e. N−S−D−IN × 100%,
where N is the total number of words in the test set, S denotes the total number of substitution
errors, D the total number of deletion errors and I the total number of insertion errors.
Section 4.4.1 gives an overview of the results that were obtained for the Aurora2 connected
digit recognition experiments. The results for the VIOS CSR experiments are subsequently
presented in Section 4.4.2.
4.4.1 Aurora2
In clean, matched conditions the average recognition accuracy of the Aurora2 recogniser
was 99.0% (± 0.2). None of the mismatch reduction techniques that were applied caused a
significant change in the recogniser’s ability to classify the clean test material. The recog-
nition accuracies reported in this section were calculated according to the Aurora2 protocol,
i.e. the mean recognition accuracy for each test set was obtained by taking the average of
the recognition rates measured in 0, 5, 10, 15, and 20 dB SNR. The values in the columns
labelled Average were calculated as 0.4 × SetA + 0.4 × SetB + 0.2 × SetC. The weighting
factors account for the fact that test set C contains only half as many utterances as test sets A
and B. The 95% confidence intervals of the average values are shown in parentheses.
Experiment I: TDNR
The results that were obtained when the Aurora2 data was submitted to TDNR before feature
extraction are summarised in Table 4.1.
The values in the table show that, calculating only the MFCCs from the data after TDNR
yields a marginal, statistically insignificant increase in the average recognition accuracy. In
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Table 4.1: Recognition accuracy for the Aurora2 digit recognition task after the application
of TDNR.
Transformed features Set A Set B Set C Average
baseline 72.1 72.4 74.0 72.6 (±0.4)
MFCCs 72.5 72.9 73.8 72.9 (±0.4)
logE 82.3 82.0 79.3 81.6 (±0.3)
MFCCs & logE 83.3 82.5 79.3 82.2 (±0.3)
contrast, the average recognition rate increases substantially when only the logE values are
derived from the data after TDNR. The best results are obtained when both the MFCCs and
logE are calculated after the application of TDNR. However, the difference between the last
two rows of Table 4.1 is much smaller than the difference between the last and the second row
of the table. This observation suggests that the change in the logE feature values accounts for
most of the total gain in recognition rate.
Experiment II: HN
Table 4.2 gives an overview of the results that were obtained for the Aurora2 task after the
application of HN in the acoustic feature domain.
Table 4.2: Recognition accuracy for the Aurora2 digit recognition task after the application
of HN.
Transformed features Set A Set B Set C Average
baseline 72.1 72.4 74.0 72.6 (±0.4)
MFCCs 72.0 72.5 74.1 72.6 (±0.4)
logE 80.1 81.8 81.7 81.1 (±0.3)
MFCCs & logE 80.8 82.7 82.3 81.8 (±0.3)
According to the values in Table 4.2, the average recognition performance obtained when
HN is applied only to the MFCCs does not differ from the baseline. However, applying HN
on logE yields a marked increase in recognition rate. When both the MFCCs and logE are
transformed, the largest part of the total gain can therefore be attributed to the transformation
applied to logE. This trend in the results was also observed in Experiment I. However, the
results for test sets A and C differ substantially from those measured in Experiment I: the
mean recognition accuracy for test set A is almost 3% lower and the mean recognition
accuracy for test set C is 3% higher than in Experiment I.
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Experiment III: TDNR & HN
The recognition accuracies that were measured when both TDNR and HN were applied to
the Aurora2 data are summarised in Table 4.3.
Table 4.3: Recognition accuracy for the Aurora2 digit recognition task after the application
of both TDNR and HN.
Transformed features Set A Set B Set C Average
(TDNR) baseline 83.3 82.5 79.3 82.2 (±0.3)
MFCCs 83.6 82.9 80.1 82.6 (±0.3)
logE 84.0 83.8 82.7 83.7 (±0.3)
MFCCs & logE 84.5 84.3 83.3 84.2 (±0.3)
These results show that it is still possible to achieve a substantial improvement in recogni-
tion performance if HN is applied in combination with TDNR. Once again, most of the gain
can be attributed to the transformation applied to the logE feature. However, in contrast to
the results of Experiments I and II, transforming only the MFCCs also leads to a statistically
significant increase in recognition accuracy.
Discussion
The values in Table 4.3 compare favourably with those reported by other authors for the
Aurora2 task (Segura et al., 2002; Macho et al., 2002; Lindberg et al., 2001; Pearce, 2002).
However, it should be kept in mind that many of the techniques proposed in Segura et al.
(2002); Macho et al. (2002); Lindberg et al. (2001); Pearce (2002) include a strategy to
remove excessive non-speech frames before recognition takes place, e.g. frame dropping
(Macho et al., 2002) or feature vector selection (de Veth et al., 2001b). The results in Table 4.3
could probably be improved if frame dropping or feature vector selection were applied.
As was pointed out in the Introduction, the aim of this investigation is to determine to what
extent recognition performance may be enhanced if, in addition to the linear compensation
accomplished by MVN, a non- linear mismatch reduction technique is applied to the cepstral
and logE features, respectively. In addition, we also wanted to determine whether the degree
of mismatch between the feature distributions of the training and test data that is associated
with acoustic mismatch, differs for the cepstral and energy features.
In Openshaw and Mason (1994), it was reported that, if Gaussian white noise was added
to clean acoustic signals, the global distributions of c1, c2, and c3 tended to become bi-modal
(non-Gaussian) with decreasing SNR. Figure 4.3 shows the overall distributions of c 1, c2,
c3 and c4 derived from the clean training data (solid line) and 0 dB train station test data
(dotted line) in the baseline condition (i.e. when only MVN is applied). These distributions
are clearly not bi-modal and - with the possible exception of c 1 - there are no substantial
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differences between the shapes of the distributions corresponding to the noisy test data and
those derived from the clean training data. The modal value of noisy c 1 seems to differ from
its clean counterpart. Apparently, mean normalisation is not able to remove the effects of
noise on the central tendency. This is somewhat surprising. Similar observations were made
for other noise types.
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Figure 4.3: Overall distribution of c1, c2, c3 and c4 derived from clean training data (solid
line) and 0 dB SNR train station test data (dotted line).
One possible explanation for the difference between the shapes of the distributions shown
in Figure 4.3 and those that were reported on in Openshaw and Mason (1994) is the difference
between the effect of Gaussian white noise and the types of noise in the Aurora2 database.
Another possible explanation for the observed differences is the fact that in Openshaw’s study
there were only 20 different speakers in the speaker population whereas speech from 104
different speakers is included in the Aurora2 database. These discrepancies indicate that
experimental results may be strongly influenced by the details of the experimental set-up and
that observations often do not generalise from one study to the other.
The results that were presented in Tables 4.1 and 4.2 revealed that neither the application
of TDNR nor HN resulted in a significant increase in the average recognition rate if only
the MFCCs were transformed. These results suggest that, in the baseline condition, the
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application of HN and TDNR does not do much to reduce the mismatch between the overall
distributions of the training and test MFCCs. However, the data in Figure 4.3 shows that
there is little room for improvement, because the overall distributions of the cepstra derived
from clean and noisy data are highly similar. In contrast, the recognition rates in Table 4.3
improved significantly when only the MFCCs were transformed. This observation seems to
indicate that, after the application of TDNR, there is still a residual mismatch between the
distributions of the training and test data which may be compensated for by the application
of HN. Evidence in support of this assumption is provided in Figure 4.4.
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Figure 4.4: Kullback divergence between the distributions of the training and test data for the
12 cepstral coefficients. Top: Distances for the baseline condition and after the application of
HN. Bottom: Distances after TDNR and TDNR & HN have been applied.
Figure 4.4 shows the distance - in terms of Kullback divergence (Kullback, 1959; Bas-
seville, 1989) - between the global distributions of the clean training and noisy (0 dB, train
station) test data for the 12 cepstral coefficients. The trend in Figure 4.4 is in good agreement
with results from a previous study where it was also observed that the degree of training-test
mismatch (measured in terms of Kullback divergence) is much higher for the lower than the
higher order cepstra (de Wet et al., 2002). The graph in the top part of the figure shows the
Kullback distances corresponding to the baseline condition () and after the application of
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HN (∗). The data shows that the application of HN reduces the distance between the training
and test distributions for c1 and c2, but has very little impact on the distances corresponding
to the higher order cepstra. This probably explains why there is almost no difference between
the results of the baseline and the HN experiments if only the MFCCs are transformed.
The second graph in Figure 4.4 shows that, in comparison with the baseline condition (),
the application of TDNR () increases the distances between the overall training and test
distributions for c2, c3, c4 and c6. However, a combination of HN and TDNR (+) compensates
for this increase to a large extent. The data therefore confirms the idea that the application of
TDNR gives rise to statistical mismatch in the cepstral domain, which can be compensated
for by HN. Similar observations were made for other noise types. Although the absolute
distances are smaller at higher SNRs, the same trend is visible in the data.
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Figure 4.5: Overall distribution of logE derived from clean training data (solid line) and 0 dB
train station test data (dotted line) in the baseline condition, after the application of TDNR,
after HN, and after both TDNR and HN had been applied.
In terms of logE, the results show that recognition accuracy is significantly enhanced if
the energy features are calculated from the data after TDNR, if HN is applied to the logE
features and if the two techniques are applied simultaneously. The corresponding changes in
the overall feature distributions are illustrated in Figure 4.5. The topmost distribution in the
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figure corresponds to the overall distributions of the clean (solid line) and noisy (0 dB, train
station) logE features. The data in the figure shows that there is a vast mismatch between
the shapes of the clean and noisy features’ distributions. It also shows that the application
of TDNR (second set of distributions), HN (third set), as well as a combination of TDNR
and HN (last set), alleviates this mismatch to a large extent. However, despite the reduction
in mismatch, the Kullback divergence values corresponding to the distributions in Figure 4.5
are still more than an order of magnitude larger than the biggest values in Figure 4.4.
In Section 4.4.1, it was observed that there was a large difference between the “logE
transformed” and “MFCCs & logE transformed” results obtained with TDNR and HN. The
mean recognition accuracy for test set A was almost 3% lower with HN than with TDNR,
whereas the mean recognition accuracy for test set C was 3% higher with HN than with
TDNR. An analysis of the individual test sets revealed that this difference could be ascribed
to the fact that the results for TDNR in the babble, car, and exhibition hall noise in test set A
is much better than the corresponding HN results. On the other hand, the HN results for test
set C (especially in suburban train noise) are superior to their TDNR counterparts.
These observations suggest that there is an interaction between the noise type, the channel
properties of the training and test data, and the mismatch reduction techniques that were used
in these experiments. The TDNR algorithm clearly finds it more difficult to compensate for
the suburban train noise after the acoustic signals have passed through the channel simulated
in test set C than the channel simulated in test set A. According to the noise and channel
properties given in Hirsch and Pearce (2000), the frequency response of the MIRS filter that
was used to create the data in test set C is sloped in its pass-band. As a result, the lower
frequencies are slightly attenuated with respect to the higher frequencies. In addition, the
long-term average spectrum of the suburban train noise has two spectral peaks: one around
400 Hz and one around 2.5 kHz. Passing the suburban train noise through the MIRS filter
could therefore enhance the high-frequency components of the noise to such an extent that
the efficiency of the TDNR algorithm deteriorates.
In all the experiments that were described in Section 4.4.1, the gain in average recognition
rate accomplished by transforming the logE features accounted for most of the overall gain
in average system performance. The fact that reduced mismatch in the global distribution
of the logE features leads to such large improvements in recognition performance may be
an artefact of the Aurora2 experimental set-up. Because of the low complexity of the task,
the logE features may have a larger impact on recognition performance than the MFCCs. In
order to determine whether the observations made for the Aurora2 experiments generalise to
an acoustically more complex task like CSR, Experiments I, II and III were repeated using
the CSR engine of an automatic train timetable information system (Strik et al., 1997). The
results that were obtained for these experiments are reported on in the next section.
4.4.2 VIOS
The recognition accuracy of the baseline VIOS system in clean, matched conditions is 88.8%
(± 0.5). This value is in good agreement with results reported by others for the same
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recognition task (Kessens et al., 1999). The corresponding value for the Aurora2 data is
99.0%. This difference can be accounted for by various factors. In terms of the complexity
of the underlying search space, CSR is a much more difficult task than connected digit
recognition. Figure 4.1 in Section 4.3.2 also showed that the SNR of the clean VIOS data
is much lower than the SNR of the clean Aurora2 data. It should also be kept in mind that
the effect of the transmission channel was simulated for the Aurora2 data while the VIOS
data was recorded over a public switched telephone network. Moreover, within each test
set, the same channel properties were simulated for all the Aurora2 data whereas the 33,471
utterances in the VIOS database were recorded over many different transmission channels. As
was illustrated in Figure 4.2, MVN was performed during acoustic feature extraction. Mean
normalisation was applied in order to compensate for the effect of different transmission
channels. However, as was pointed out in the Introduction, the compensation accomplished
by MVN is not always perfect.
In this section, the CSR results that were measured in the noisy test conditions are
reported in terms of the average of the recognition accuracies measured in 0, 10, and 20 dB
SNR for the VIOS data. By means of comparison, the tables also include the corresponding
average values calculated from the Aurora2 recognition rates measured in 0, 10 and 20 dB
SNR train station noise. The 95% confidence intervals of the average accuracies are shown
in parentheses.
Experiment I: TDNR
After the application of TDNR, the CSR system achieved a recognition rate of 88.6% on the
clean data. This value is not significantly different from the baseline (88.8%). Table 4.4 gives
an overview of the results that were obtained for the VIOS data when TDNR was applied to
the acoustic signals before feature extraction.
Table 4.4: Recognition accuracy after the application of TDNR.
Transformed features Aurora2 VIOS
baseline 69.8 (±1.3) 59.4 (±0.4)
MFCCs 70.2 (±1.3) 60.6 (±0.4)
logE 78.4 (±1.3) 60.8 (±0.4)
MFCCs & logE 79.3 (±1.3) 61.6 (±0.4)
According to the values in Table 4.4, the VIOS results do not follow exactly the same
pattern as the Aurora2 results. In both instances, the best overall results are obtained when
both the MFCCs and the logE features are calculated after the application of TDNR. However,
the corresponding increase in average recognition rate is much smaller for the VIOS CSR task
than for the Aurora2 digit recognition task. In addition, when only the MFCCs are calculated
from the data after TDNR, it leads to a significant improvement in the average recognition
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accuracy for the VIOS task. In fact, there is no significant difference between the average
results for the “MFCCs transformed” and the “logE transformed” experimental conditions.
This is clearly different from the corresponding Aurora2 results.
Experiment II: HN
For the clean VIOS data the recognition rate of the VIOS CSR system dropped from 88.8%
to 87.9% after the clean data was transformed using HN. This deterioration in recognition
rate is statistically significant. The VIOS results that were obtained in noisy test conditions
when HN was applied in the acoustic feature domain are summarised in Table 4.5.
Table 4.5: Recognition accuracy after the application of HN.
Transformed features Aurora2 VIOS
baseline 69.8 (±1.3) 59.4 (±0.4)
MFCCs 69.8 (±1.3) 59.1 (±0.4)
logE 78.2 (±1.3) 63.6 (±0.4)
MFCCs & logE 78.9 (±1.3) 63.8 (±0.4)
The trend in the Aurora2 and VIOS results in Table 4.5 is almost the same, the only
difference being that the absolute gain in average recognition rate is much bigger for Aurora2
than for VIOS. If only the MFCCs are transformed, there is no significant change in the
average recognition rate. Applying HN only to the logE features results in a substantial
increase in the average recognition accuracy. If both types of features are transformed, the
average system performance improves slightly for both Aurora2 and VIOS. However, the
difference between the “logE transformed” and the “MFCCs & logE transformed” results is
not significant.
Experiment III: TDNR & HN
As was observed when HN was applied in isolation, the recognition rate of the VIOS CSR
system deteriorated significantly when the clean data was submitted to both TDNR and HN:
the recognition accuracy dropped from 88.8% to 87.5%. The results that were measured in
the noisy test conditions are summarised in Table 4.6.
In contrast to the corresponding Aurora2 results, the VIOS data show a significant drop
in average recognition rate if only the MFCCs are transformed. However, both systems’
average performance is significantly enhanced if the logE features are transformed. For Au-
rora2, the best overall results are obtained when both the MFCCs and logE are transformed,
but the resulting average recognition rate is not significantly better than when only logE is
transformed. For the VIOS task, the highest average recognition rate is measured when only
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Table 4.6: Recognition accuracy after the application of both TDNR and HN.
Transformed features Aurora2 VIOS
(TDNR) baseline 79.3 (±1.3) 61.6 (±0.4)
MFCCs 79.6 (±1.3) 60.5 (±0.4)
logE 81.1 (±1.3) 64.5 (±0.4)
MFCCs & logE 81.6 (±1.3) 64.2 (±0.4)
logE is transformed. The VIOS results deteriorate slightly but not significantly when both the
MFCCs and logE are transformed.
Discussion
The results that were presented in this section show that not all the observations that were
made for the Aurora2 connected digit recognition task generalise unconditionally to the VIOS
CSR task. For instance, in the Aurora2 experiments the TDNR results were superior to the
HN results (compare Tables 4.1 and 4.2). For the VIOS experiments, on the other hand, the
application of HN leads to much higher recognition accuracies than the application of TDNR
(compare Tables 4.4 and 4.5).
Although the application of HN in the cepstral domain did not improve the average
Aurora2 results, it also did not hurt system performance. In contrast, applying HN in the
cepstral domain in combination with MVN and TDNR caused the average VIOS recognition
rates to drop. In the latter case (TDNR+HN), the deterioration in system performance even
turned out to be significant. One possible explanation of this effect might be that HN has
trouble with short utterances (almost 10% of the VIOS test set consists of the answers to
yes/no questions), where very little data is available to estimate the parameters of the warping
function. A poorly estimated warping function may result in a distorting rather than a
compensating data transformation. However, there was no significant difference between
the recognition rates of the single word utterances in the baseline condition and those in the
HN and TDNR+HN experiments.
Another reason for the negative impact of HN on recognition performance could be the
speech/non-speech ratio in the VIOS database: many of the utterances have long leading
and trailing silences. Consequently, more than 50% of the data corresponds to non-speech,
which means that non-speech could have a strong influence on the shape of the overall feature
distributions. The results
of Experiments II and III suggest that it does more harm than good to derive warping
functions for the cepstral features from these distributions.
A striking similarity between the Aurora2 and VIOS results is the significance of the
logE features: even though the absolute gain in average recognition accuracy is much smaller
for the VIOS data, it is clear that reducing the mismatch for the logE features significantly
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improves recognition performance. This observation seems to suggest that well-matched
logE features are of primary importance for successful speech recognition, even in the more
complex acoustic space of a CSR system.
4.5 General discussion
In Segura et al. (2002) the authors reported a large gain in recognition rate for the Aurora2
task if spectral subtraction was applied in the mel-filterbank domain and HN was applied
to the resulting cepstral coefficients. No other normalising transforms were applied in the
cepstral domain, i.e. HN was used to accomplish mean, variance, and “shape” normalisation.
In contrast, the results reported in Molau et al. (2001) showed almost no improvement in
the recognition performance of a CSR task when spectral subtraction in the mel-filterbank
domain (implemented by means of HN) was applied in combination with HN in the cepstral
domain. However, in Molau et al. (2001) MVN was applied to the cepstral coefficients before
performing HN. The difference between the outcomes of these two studies can probably be
explained by the fact that in Segura et al. (2002) normalisation in the cepstral domain was
lumped into a single transformation step, whereas in Molau et al. (2001) normalisation in
the cepstral domain was performed sequentially. The results of the current study are in good
agreement with those reported in Molau et al. (2001): after cepstral mean subtraction and
variance normalisation, a non-linear transformation of cepstral coefficients does not improve
recognition performance.
The data in Figure 4.3 provides a possible explanation for these observations. After mean
and variance normalisation there is not that much left to compensate for in the cepstral
domain: the overall distributions of the cepstra derived from the clean training data are
uni-modal and fairly symmetric (approximately normal) and this shape does not change
substantially in the presence of additive background noise. This observation seems to confirm
results from a previous study where it was found that various types of additive background
noise result in small, almost equal distortions in all MFCCs (de Veth et al., 2001a). Even
noise types that are (approximately) band-limited, e.g. car noise, are “smeared out” over the
entire cepstral feature vector by the application of the DCT. In that study, it was found that a
robust distance function which was able to enhance system performance in the mel-filterbank
domain was not able to compensate for the effect of the smaller, less obvious distortions in
the corresponding cepstral features. The two mismatch reduction techniques that were used
in the current investigation do not seem to be able to do so either. Even though they are both
fairly successful in dealing with the quantitatively and qualitatively large mismatch observed
for the logE features, their application in the cepstral domain has almost no influence on
recognition performance.
The results in Section 4.4 show that, if HN is applied only to cepstra after mean sub-
traction and variance normalisation, there is almost no change in the recognition accuracy
of the baseline Aurora2 system. Moreover, the same feature transformation resulted in
deteriorated results for the CSR experiments. A substantial increase in recognition rate was
only observed when one of the non-linear mismatch reduction techniques was applied to
154 Non-linear mismatch in the cepstral and log-energy domain
logE. These observations suggest that the gain reported in Segura et al. (2002) may probably
be attributed to linear channel compensation in the cepstral domain and that the non-linear
distortions remaining after spectral noise reduction are probably limited to the distributions
of the logE features. It is also possible that the application of spectral subtraction introduced
statistical mismatch in the cepstral feature distributions similar to the mismatch that was
observed for TDNR in this study (cf. Figure 4.4). In that case, the application of HN in Segura
et al. (2002) may have helped to alleviate the impact of the residual mismatch in the cepstral
domain as it did in Experiment III (cf. Section 4.4.1). However, mismatch in the logE features
is likely to have had just as strong an influence on the results reported in Segura et al. (2002)
as on the results reported in the current study.
Almost all the mismatch reduction techniques that were investigated in this study yielded
substantial improvements in average recognition accuracy. However, in most cases the aver-
age recognition rate is “boosted” by large gains in very low SNR conditions. The fact that
the increase in recognition accuracy is moderate - and often not even significant - in higher
SNR conditions is obscured by comparing the systems in terms of average recognition rate.
This observation is illustrated by the data in Figure 4.6 where recognition accuracy is plotted
as a function of SNR.
A significant increase in recognition accuracy (relative to the baseline condition) is in-
dicated with a “+” in the corresponding bar, a significant deterioration with a “-” and an
empty bar indicates no significant difference. The results in Figure 4.6 show that, for both
Aurora2 and VIOS, the biggest absolute gain in recognition accuracy is at 0 dB. While all
three mismatch reduction techniques are able to enhance recognition rates significantly at 0
and 10 dB, only two of them are successful in the 20 dB condition for the Aurora2 task and
they all fail to increase recognition performance significantly in the 20 dB VIOS experiments.
Figure 4.6 also shows that, for the Aurora2 experiments, the technique that yields the best
recognition performance in the 0 dB test condition (TDNR+HN) does not lead to a significant
improvement in system performance in the 20 dB test condition. The same holds true for
the VIOS results, with the additional disadvantage that the combination of TDNR and HN
leads to a significant drop in recognition accuracy for the clean data. Despite the substantial
gain in recognition rate that is achieved in the 0 dB condition, one could argue about the
usefulness of this result: in some applications it may be useful to understand a little more
than nothing at all. In those instances, the techniques that were investigated in this study may
produce useful results. However, they will not be of much use in situations where “clean
condition” recognition accuracies are required. On the other hand, if a system is designed
to be used almost only in “clean” conditions, it is probably not worth the effort to make it
as robust as possible to additive background noise - especially not if the transformations that
are applied to enhance noise robustness leads to deteriorated recognition performance in the
clean condition. Application-specific considerations should therefore be taken into account
in the design of robust ASR systems.
The results that were obtained for HN in this study may be improved by deriving class-
specific warping functions instead of global warping functions. Classes may be words or
phones, depending on the system architecture. Further research is required to determine how
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Figure 4.6: Recognition accuracy as a function of SNR for the Aurora2 digit recognition task
(top) and the VIOS CSR task (bottom). (significant increase (+), significant deterioration (-),
no significant difference (empty bar) - relative to the baseline (filled bar))
many frames are required for a reliable estimate of the test data distributions. A buffer of ade-
quate length can then be created to collect frames and the warping function can subsequently
be updated whenever the buffer is full. This strategy differs from the adaptation methods that
are currently used in ASR in that it is a normalisation transformation in the acoustic feature
domain and not an adaptation of the acoustic models. However, the proposed non-linear,
class-dependent normalisation would require a two-pass recognition: one pass to determine
a tentative class-specific segmentation and another after the application of HN. In off-line
applications, e.g. automatic transcription tasks, the corresponding gain in recognition rate
may be worth the effort.
4.6 Conclusions
The results that were presented in this study show that recognition performance may be en-
hanced if, in addition to the linear compensation accomplished by MVN, non-linear mismatch
reduction techniques such as TDNR and HN are applied. The results also reveal that there is
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a huge difference in the degree of mismatch between the feature distributions of the training
and test data for cepstral and logE features. The mismatch between the logE distributions
is quantitatively and qualitatively much larger than the corresponding mismatch associated
with the MFCC distributions. The biggest gains in average recognition rate are therefore
accomplished by reducing the training-test mismatch in the logE feature distributions.
The results of the Aurora2 experiments indicate that the global distributions of the cepstral
coefficients are inherently robust to the impact of additive background noise. In the presence
of additive background noise, there were no substantial changes in the shape of the overall
feature distributions, not even at low SNRs. On the other hand, the distributions of the logE
features were shown to be extremely vulnerable to additive background noise. However, the
mismatch reduction techniques that were used in this study could compensate for the resulting
training-test mismatch to a certain extent.
Not all the observations that were made for the Aurora2 data generalise to the VIOS
CSR task. The absolute gain in recognition rate that could be accomplished by the mismatch
reduction techniques is smaller for VIOS than for Aurora2. The results also do not exhibit
exactly the same trends, e.g. TDNR outperformed HN in the Aurora2 experiments whereas
HN achieved much better results for the VIOS task (on average). For both the Aurora2 and the
VIOS experiments the best recognition rates were obtained when TDNR and HN were used in
tandem. For these experiments (i.e. after the application of TDNR), the best Aurora2 results
were achieved when HN was applied to both the MFCC and the logE features, whereas the
best VIOS results were obtained when HN was applied only to the logE features. In both the
Aurora2 and VIOS experiments, the major part of the total gain in system performance could
be attributed to a reduction in the mismatch between the distributions of the logE coefficients,
despite the difference in the acoustic complexity of the underlying feature spaces.
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Always look on the bright side of technology?
F. de Wet (2001). Psychologie & Maatschappij, 25(3), pp. 259-266.
The 20th century started and ended in a state of revolution: it’s beginning was marked by the
industrial revolution and it ended on the brink of the so-called information revolution. Today
the consequences of the industrial revolution ˝U and the industrialised civilisation we have
subsequently been sustaining and living in - seem all too clear: overpopulation, urbanisation,
acid rain, deforestation, to name but a few. What will be the impact of the information
revolution on society? Could today’s hindsight on industrialisation guide us through the maze
of information technology’s possibly adverse consequences? Revolutions are characterised
by certain moments. In this essay the focus will be on three moments of discomforting
similarity between the two different revolutions, i.e. alienation, generalisation and a certain
twisted economics of supply and demand.
Alienation
Many of the technological inventions of the 20 th century have contributed to turning humans
into button pushing creatures. Tedious and time consuming tasks, such as doing the washing
or cooking food, have been reduced to the pushing of a few buttons and a few minutes’
patience. The information revolution has further enforced the habit of pushing buttons to the
extent that repetitive strain injuries have become a common disease of our times. One of the
things I intend to discuss is the alienation between ourselves, the button-pushing humans, and
our actions. The “distance” between ourselves and the tasks we perform, created by buttons
and machines, has alienated us from our own actions and the consequences thereof. Because
we are not always familiar with the machines behind the buttons we push, we often have a
twisted perception of their capabilities, constraints, and purpose.
Some computers may, for example, take a few milliseconds to perform the same number
of matrix manipulations that a mathematician would have spent a few days on. Because
computers are also more consistent than most people when it comes to number crunching,
they often outperform their human counterparts. However, if it is not kept in mind that the
act of “outperforming” is limited to the context of matrix manipulations, we may incorrectly
conclude that computers are faster and more reliable than people at all times and for all
purposes.
In my opinion it is exactly such misconceptions about the abilities and limitations of
humans and machines that have led to many of the inhuman manifestations of automation,
or the lack thereof, in our society. There are human tasks that should be performed by
humans because they are better at it than machines and there are machine tasks that should
be performed by machines because they are better at it than humans. Because we fail to
distinguish tasks from performers of tasks, unreasonable expectations arise. Humans should
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not be forced into doing repetitive, machine-like labour, while machines should not take over
human responsibilities.
The dynamics between human-like machines and machine-like humans seems to date
back to the day when the first stone was turned into an axe, the axe became a bronze tool,
and the bronze tool was replaced by steel. The industrial revolution certainly manifests
one of the most dramatic clashes between humans and automatons. During the industrial
revolution many skilled tailors lost their jobs because they could no longer compete with the
factories’ cheap and fast production of clothes while women and children had to toil in the
factories to keep the machines of the new industry running. The complete manufacturing
process had not been automated yet and humans were made to stand in for the imperfections
of the automatons, becoming mere extensions of the machines they were operating. The
harsh working conditions of the industrial revolution may have disappeared from the Western
world, but the information revolution has already created a new mould for casting machine-
like humans.
In the late 1940’s it took an average operator about 10 minutes to process an enquiry
about an international telephone number. The operator first had to locate the appropriate
telephone directory, e.g. find the Rio de Janeiro telephone book on the South America shelf
somewhere in the post office’s archive. The number was then traced by manually paging
through the book in search of the requested information. At that time the post office made
no profit from selling information on international telephone numbers to their clients. The
service was a public utility rather than a big money spinner. Moreover, the operators were
“involved” in what they were doing in that they had to perform the tasks of interpretation,
search and retrieval themselves.
Today the situation is quite different: all post and telecommunication services are profit-
driven. In order to survive, the telephone company must outperform similar services offered
by their competitors in the information market. Information has become a product which
consumers buy and providers sell and in this “balance” salaries often make up most of the
total cost of the product. For the operators at the telephone directory enquiry service this
involves a rather dramatic change: handling enquiries has become specialised to the extent
that there are separate services for domestic and international enquiries and an operator is
expected to spend no more than 20 seconds on a domestic telephone number enquiry.
In order to reduce the operator time per call, the current version of the directory enquiry
system includes an automatic answering service. Users are requested to state their business
quickly and correctly by means of a pre-recorded message, thus avoiding the “polite” time
consuming dialogues that take place when enquiries are handled by human operators. In
addition to not talking to their clients anymore, operators are also no longer expected to
perform any kind of intelligent search action or even know the alphabet by heart: searching is
performed automatically using pattern recognition algorithms that scan electronic data. The
task of the operators has been reduced to typing the words they hear into a search engine,
waiting for the search result and pushing a button which plays back the retrieved telephone
number to the client on the other side of the automatic answering machine - nothing more.
The only difference between the machine-like labourers of the industrial revolution and
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those of the information revolution seems to lie in the extent to which they are alienated from
the consequences of their real task: while it was still possible to see and touch the cloth woven
by a machine, today’s operators are merely pushing buttons on a machine they really do not
understand.
Generalisation
What factories in general do to products is to generalise them; to transform them from
the specific and the exclusive into the general and the common. The spinning jenny’s 1
products are indifferent to its operator. Had the same person done the work at home in a
pre-industrialised situation, the mark of distinction would have been clear and irrespective
of quality. Quality itself also had quite a different meaning: only noblemen could afford the
services of excellent tailors while ordinary people wore clothes made by a local tailor, or even
by themselves. A good jacket was precious by virtue of being scarce and expensive. After
the industrial revolution all jackets were generalised into being factory-made, mass-produced
items. They no longer bore any evidence of true craftsmanship, or even the lack thereof. The
distinction between well-sewn and badly- tailored jackets also became obscured because, in
general, jackets had become so much more similar. Since the industrial revolution “good”
jackets have been freely available and have thus been generalised into common possessions.
The information revolution is generalising information in a similar way. For example, in
the days before world-wide telecommunication, important news spread from town to town on
foot or on horseback. News was “precious” by virtue of being scarce. It was also possible
to judge the “quality” of news: one would certainly have paid more attention to the king’s
messenger shouting a message at the top of his voice on the town’s square than to the gossip
that was being exchanged at the local inn. Today it is possible to “get” news from a number
of radio and television channels or the internet at any time of the day or night, irrespective
of whether something worth reporting has really happened or not. We are surrounded by so
much news that we have, in a sense, become immune to its true meaning. There often seems
to be very little difference between the numbers expressing the results of a soccer match and
those pertaining to the number of people who died in an earthquake - both in terms of the
way in which such news items are presented as well as how they are perceived.
What is true for news also holds true for all other forms of information: by virtue of its
abundance, it has lost most of its meaning. “It is important not to confuse information and
meaning. Though not precisely opposites, they are inversely proportional: as information
increases, meaning decreases. One of the distinctive features of the information age is the
proliferation of data whose meaning remains obscure. The more we accumulate, the less we
have.” (Taylor and Saarinen, 1994). Information thus seems to have been generalised into a
sea of meaningless data. Data has become a very cheap, common commodity. However data,
without the means to perform some kind of information retrieval or data filtering, is rather
useless. “We are in desperate need of filters!” computer scientists say (de Kerckhove, 1997,
1spinning jenny: (hist) a machine for spinning with more than one spindle at a time (The Concise Oxford
Dictionary, Ninth Edition (1990)), one of the most famous inventions of the industrial revolution.
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p.61). Now that this data debris has been created, one of our biggest future challenges seems
to lie in trying to de-generalise at least some of it back to meaningful information.
Because the different moments of a revolution are often intertwined, it is sometimes diffi-
cult to make a clear distinction between them. For instance, the communication possibilities
that the information revolution has brought about has not only lead to the generalisation of
meaningful information into data, but has also given rise to another embodiment of alienation.
World-wide coverage of the Gulf war introduced us to an age of instant information. The
telecommunication technology that was available at the time of the war almost made it easier
to be up to date with the events that were taking place in the Middle East than to find out
who the new next door neighbours were. People started “living” in the far away places they
saw on their television screens at the expense of loosing touch with their direct environment.
The internet has made the dream of quick and easy global communication come true - it
is no longer a problem to send an instant message from Amsterdam to Tokyo. There are
people who spend hours in internet chat rooms having conversations with virtual friends all
over the world while they have difficulty in keeping up the conversation at the dinner table.
The “communication wonder” of the information revolution has thus brought them into touch
with the whole world, but sometimes at the cost of being alienated from their more immediate
community.
What exactly is it that we have gained by being so very informed, in touch, and up to date
with global events?
The twisted economics of demand and supply
The economics of demand and supply are one of the forces that bring about change in society.
For instance, before the industrial revolution took place, the clothing supply of most villages
was directly proportional to the capabilities of the tailors who lived there. If somebody
wanted to buy a jacket and it just so happened that all the jackets were sold out, they either
had to wait till a new jacket could be sewn together, walk to the next village to try and buy
one there, or make do with the previous year’s jacket for yet another year. Today, after the
industrial revolution, there are so many jackets that they are transported by the truckload
to all cities and towns where anybody could possibly want to buy a jacket. The question
that now arises is: Is such a supply of jackets really required to meet the demands of the
consumers or does it lead consumers to believe that they do indeed need a new jacket every
year just because there are so many? I.e.: Is supply indeed adjusted to meet demand or do
new supplies invoke demands that did not exist before?
Similar chicken-and-egg examples exist for many developments of the information rev-
olution. According to Larry Rabiner of AT&T USA, the telephone traffic of 1990 with the
equipment of 1960 would only be possible if over 50% of the American work force would
work as an operator for the AT&T network. Once again one may ask: Was the development
of the American telephone network driven by a real need of the American people to make
many telephone calls or are they tempted into making so many calls by the existence of an
advanced telecommunication network in their country? In the same line of reasoning one may
wonder whether the development of WAP telephones is motivated by an enormous demand
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for such a service or whether the multinational producers of technological gimmicks are
leading consumers by the nose? Formulating the question for a different application: What
mandate do the developers and suppliers of computer software packages have to upgrade to
new versions every so often?
Are consumers still critical about the extent to which the products they buy meet their
needs or are their needs being dictated to them by the supply they are faced with?
In conclusion
What will be the impact of the information revolution on society? Even in its current form it is
clear that the consequences of the information revolution will be far-reaching indeed. Future
prospects are made out to be rather grim and gloomy in the preceding paragraphs. However,
as somebody who may - at least by some - be regarded as an insider, I wrote the first part
of this essay with the idea to reveal something about the flip side of the gospel that is often
proclaimed by commercials and marketing campaigns whose sole aim is to sell products to
awe-struck, and often ignorant, consumers.
To start with, it may help to keep in mind that the whole idea of the information revolution
is a rather strong hyperbole for something that has been evolving over many years. From
a consumer’s point of view things may seem to be changing at an alarming rate, but the
development and design of new technology often takes much longer than its implementation
and/or public acceptance. For example, the first attempts at automating speech recognition
were made in the early 1950s, but the technology has only really become commonplace
during the last 5 years. In his book on the history of electrical and electronic communication
systems, Brian Winston clearly shows that many of the technologies that are synonymous
with the information revolution, e.g. the internet, have life cycles that are comparable with
those of other technologies such as the telegraph or the telephone. He also argues that the
shaping forces of these technological changes may still be attributed to social, political and
cultural factors - technology itself has not suddenly turned deterministic (Winston, 1998).
However, it remains true that technological systems are just as much socially constructed
as they are society shaping (Hughes, 1987), even though it is not always clear where “con-
struction” starts and where “shaping” ends. Hughes argues that, on the one hand, society’s
choice for any large technological system, e.g. the electrical power supply system, limits the
degree of freedom with which new technology may develop. This argument also holds for
the technologies of the information revolution such as the internet or mobile telephones. On
the other hand, once new technology has been introduced, it will start exercising its influence
on society. The industrial revolution was a “material” revolution in the sense that its most
prominent consequences were “things” such as jackets and cars and teacups. The information
revolution, however, is a communication revolution. Because communication constitutes an
important part of our humanity, a communication revolution could be expected to influence
people’s perception about themselves and their world. In this sense the information revolu-
tion is a much more “dangerous” revolution than its industrial counterpart. During such a
revolution, the distinction between the “constructions” of society and the “shaping forces” of
such constructions on society, can be expected to become ever more vague and illusive. If
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the information revolution’s impact on humanity is going to be as significant as that of the
industrial revolution, what we know today may say very little about the face of humanity in
10 years from now.
If I had one aim on mind in writing this essay, it was to prompt readers into sustaining a
critical attitude towards the tools they are using. I believe that, as consumers of information
technology, we should keep ourselves informed about the machines behind the buttons we
are pushing. We should be aware of the distance between ourselves and the consequences of
our actions, inform ourselves better about what these “distant” consequences are, and try to
keep track of the extent to which our perception of the complexity of our tasks is changed by
the automatons we rely on to perform them. A close check should be kept on the automation
of our society: automation should regard human life by absolving humans from performing
machine like-tasks. The inverse scenario should ideally never become a reality: we should
design our technologies instead of allowing them to design us (Dewdney in de Kerckhove,
1997, p.xix); we should spell out our own needs and not allow them to be dictated to us.
Unfortunately, it is often the case that machines are not perfect at the time of their
invention. There is almost always an interim period during which people act as intelligent
robots, filling in the imperfections of otherwise efficient machines. Automatic dialling re-
deemed humans from the task of manually operating telephone switchboards. However, after
automatic dialling was invented, the telephone directory enquiry service was modified such
that the task of the human operators were transformed right back into what they had just been
liberated from. I sincerely hope that the research that I am currently conducting could make
a contribution towards replacing these human “automatic speech recognisers” by appropriate
automatons. However, there almost seems to be no end to gadgetry and new technological
gimmicks: Once one machine’s imperfections are straightened out, human operators have to
start compensating for the new imperfections of new and as yet imperfect machines again.
In the development of new technology this is certainly one of the recurring manifestations of
alienation which we should try to eliminate. Moreover, the watchdogs against such recurring
forms of alienation should include all those who are involved in developing new technology.
Just as we cannot imagine the world without the technology developed during and after
the industrial revolution, we can almost not imagine the world without the abundance of
information and the multitude of communication possibilities we have today. Just as we
dare not merely accept technology and technological development without thinking about
its long-term consequences, we should not let the information revolution dawn upon us
unquestioningly. Are we better communicators, do we listen better, do we speak more clearly,
do we understand more, now that we have so many possibilities to communicate? What have
we forgotten or unlearned in the process of becoming so very informed? During the industrial
revolution many people experienced the dreadful reality of impoverishment and urbanisation.
Will we, the citizens of the global village, go through similar disillusioning experiences or is
there something we can do to prepare ourselves more adequately for life during and after the
information revolution? The answers to these questions are certainly not easy to formulate.
Moreover, there will certainly be as many legitimate answers as there are contexts in which
they may be asked and perspectives from which they may be answered. Nevertheless, the one
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thing we dare not do is leave them unasked.
So, are we then always to look on the bright side of technology or not? I think a part of
the answer to this question lies in Stephen Talbott’s line of reasoning when he asks: “Which,
finally, is more justified: technological optimism or pessimism?” He tells us to “look for the
signs. The surest indication that we are allowing technology to lead us toward disaster is the
conviction that it is leading us toward paradise. In other words: technological pessimism is
justified precisely to the degree we feel technological optimism.” (Talbott, 1997). In his book,
Science, Technology and Human Values, Cornelius Benjamin points out that “... science does
not provide the push to seek better lives. It provides only the minimal requirements of a good
life ..., but does not tell us whether life is good, or whether, if it is not good, what kind of life
would be better.” (Benjamin, 1965). I think this statement is just as true for the technology
of the information revolution as it is for science: whatever it is we are looking for - answers,
solutions, redemption, salvation, freedom - the technology itself will never be able to provide
it, it may be a means to an end, but it will never be the end in itself.
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Samenvatting (Summary in Dutch)
De Engelse titel van dit proefschrift is “Automatic Speech Recognition in Adverse Acoustic
Conditions”. Het onderwerp van het proefschrift kan in het kort beschreven wordt aan de
hand van een Nederlandse vertaling van de titel.
Automatic Speech Recognition - Automatische Spraakherkenning
Automatische Spraakherkenning (ASH) wordt meestal gedefinieerd als het proces waarmee
menselijke spraak met behulp van een computer naar tekst wordt omgezet. In dit proef-
schrift is gekozen voor de gebruikelijke benadering van ASH als een voorbeeld van automati-
sche patroonherkenning. Om automatische herkenning van patronen te kunnen doen moeten
twee fasen doorlopen worden: training en herkenning (zie Figuur 1.1). Maar eerst moet
beslist worden welke eenheden in de spraak herkend moeten worden: woorden, lettergrepen,
klanken, of wellicht nog kleinere eenheden. Welke eenheid het meest geëigend is, hangt af
van de specifieke ASH-taak. In dit proefschrift is gewerkt met afzonderlijke spraakklanken
(fonen) en hele woorden.
Tijdens training leert de herkenner welke eigenschappen van de verschillende eenheden
in de trainingsdata het beste gebruikt kunnen worden om die eenheden te karakteriseren. Bij
het type herkenners waarmee in dit proefschrift gewerkt is, wordt de uit de trainingsdata
verzamelde kennis opgeslagen in de vorm van statistische modellen. Het is noodzakelijk om
voor iedere eenheid die herkend moet worden een apart model te maken.
Onbekende data kunnen vervolgens herkend worden op basis van de overeenkomst tussen
de onbekende data en de tijdens de training opgebouwde statistische modellen. Als van te
voren bekend is dat slechts één enkele eenheid herkend hoeft te worden, hoeft de onbekende
spraak alleen met alle afzonderlijke modellen vergeleken te worden. Maar meestal moet een
reeks van eenheden herkend worden, wat het probleem aanzienlijk compliceert. De mate
van overeenkomst tussen de data enerzijds en de sequentie van modellen anderzijds, wordt
uitgedrukt in termen van een afstandsmaat.
Voordat training en herkenning plaats kan vinden, moeten de spraaksignalen eerst in een
vorm gebracht worden waarmee efficiënte modellen gebouwd kunnen worden en waarmee
gemakkelijk gerekend kan worden. De omzetting van het spraaksignaal naar een represen-
tatie die geschikt is voor ASH wordt feature berekening genoemd. Goede features worden
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gekenmerkt door het feit dat ze de verschillende eenheden zodanig coderen dat die onderling
maximaal verschillend zijn, terwijl tegelijkertijd de eigenschappen die van minder belang zijn
voor de linguïstische boodschap zo goed mogelijk gemaskeerd worden.
Adverse Acoustic Conditions - Suboptimale Akoestische Condities
Menselijke spraaksignalen bevatten verschillende soorten informatie. Allereerst bevatten ze
informatie over de manier waarop de spraakorganen bewogen hebben tijdens de spraakpro-
ductie. Dit is de informatie die bepalend is voor wat er gezegd is. Daarnaast zijn er nog
allerlei akoestische kenmerken die veel minder met de linguïstische boodschap te maken
hebben, maar eerder iets vertellen over hoe en door wie de spraak geproduceerd is. Hieraan
kunnen we als menselijke luisteraar bijvoorbeeld afleiden wat het geslacht, de ouderdom en
de emotionele toestand van de spreker was. Ook zullen de akoestische eigenschappen van
spraaksignalen worden beïnvloed door de akoestische omgeving waarin de spraak gepro-
duceerd is. Als er bijvoorbeeld een brommer langs rijdt terwijl iemand tegen z’n computer
aan het spreken is, zal de aanwezigheid van het brommerlawaai van invloed zijn op de
eigenschappen van het akoestische signaal dat aan de computer aangeleverd wordt.
Trainingsdata voor ASH wordt normaliter verzameld in een akoestische omgeving die zo
“stil” mogelijk is. Met stil wordt hier bedoeld dat er tijdens het opnemen van de spraakdata
geen andere geluidsbronnen aanwezig. De eigenschappen van het signaal, en daarmee dus
ook die van de statistische modellen, worden dan vrijwel alleen door de spraakklanken van de
sprekers bepaald. Daardoor zullen de verschillende spraakeenheden die men wil onderschei-
den optimaal herkenbaar zijn. De enige nog resterende variatiebron die de spraaksignalen van
karakter kan doen veranderen is de manier waarop de data opgenomen wordt, bijvoorbeeld
via een microfoon of een (mobiele) telefoon.
Het doel van dit proefschrift
Een van de belangrijkste aannames die in automatische patroonherkenning (en dus ook in de
automatische spraakherkenning) gemaakt worden, is dat de relevante eigenschappen van de
training- en testdata hetzelfde zijn. Als dat niet het geval is, zal de afstand tussen statistische
modellen die afgeleid zijn uit de trainingdata en onbekende testdata groter en vooral minder
voorspelbaar worden; het gevolg is dat de herkenner meer fouten zal maken. Er zijn heel
veel factoren die voor de zogenaamde training-test mismatch kunnen zorgen, bijvoorbeeld
verschillen tussen sprekers (ouderdom, sekse, spreektempo, regionale/buitenlandse accent),
verschillende telefoonkanalen (vaste netwerk, mobiele telefoons) en verschillende akoestis-
che omgevingen (huiskamer, restaurant, station).
Dit proefschrift beschrijft een aantal experimenten die tot doel hadden om akoestische
features uit spraaksignalen af te leiden die ervoor zorgen dat de prestaties van een ASH
systeem zo min mogelijk achteruit gaan wanneer er mismatch optreedt tussen de trainings-
en de testdata doordat er in het spraaksignaal ook achtergrondlawaai aanwezig is. Ook is
onderzocht hoe de mismatch zo klein mogelijk gemaakt kan worden en of er afstandsmaten
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ontwikkeld kunnen worden die zo weinig mogelijk lijden onder de in de praktijk onvermijde-
lijk optredende mismatch.
Het onderzoek dat in dit proefschrift beschreven wordt was bedoeld om de prestaties van
automatische spraakherkenning te verbeteren, maar dat was niet het enige criterium. Het
onderzoek was ook uitdrukkelijk bedoeld om fundamenteel inzicht te krijgen in de gangbare
methoden voor het aanpakken van het probleem van training-test mismatch.
De structuur van dit proefschrift
Dit proefschrift bestaat uit drie delen: een inleidende hoofdstuk, vier artikelen die geac-
cepteerd zijn voor publicatie in wetenschappelijke tijdschriften en een nawoord. In het
inleidende hoofdstuk worden onderwerpen zoals automatische spraakherkenning (op basis
van hidden Markov modellen) en akoestische feature extractie geïntroduceerd. Er wordt ook
een overzicht gegeven van methodes die al in de literatuur voorgesteld zijn om akoestische
features zodanig te berekenen dat ze de ruisrobuustheid van ASH systemen verbeteren. De
rest van dit hoofdstuk geeft een korte overzicht van de vier tijdschriftartikelen en de algemene
conclusies van het onderzoek.
De vier artikelen vormen het piece de résistance van het proefschrift. De inhoud van die
artikelen en de voornaamste conclusies worden hieronder nog een keer kort samengevat.
Het derde en laatste deel van het proefschrift bestaat uit een korte bezinning over de
maatschappelijke implicaties van toepassingen van de spraaktechnologie, aan de verbetering
waarvan het onderzoek in dit proefschrift wil bijdragen.
Akoestische features en een afstandsmaat die het effect van training-test
mismatch in ASH kunnen beperken
Het doel van het onderzoek waarover in Hoofdstuk 2 gerapporteerd wordt was om een ci-
jferherkenningssysteem beter bestand te maken tegen achtergrondlawaai. Twee aspecten
van het ASH systeem werden voor dit doel bestudeerd: de manier waarop de akoestische
features berekend worden en de manier waarop de afstand tussen de testdata en de statistische
modellen berekend wordt. Om te evalueren hoe de robuustheid tegen achtergrondlawaai
afhing van de keuze van verschillende features en afstandsmaten, zijn de ASH systemen
in twee gesimuleerde ruiscondities getest. In de eerste conditie was de ruis beperkt tot
een relatief smalle frequentieband, zodat de resterende frequentiebanden onaangetast bleven.
In de tweede conditie zijn ’natuurlijke’ achtergrondgeluiden gebruikt, namelijk autolawaai,
spraakruis (een groot aantal gelijktijdig pratende mensen), en fabriekslawaai.
De technieken waarmee de akoestische features in dit onderzoek berekend werden, kun-
nen in twee groepen onderverdeeld worden: (1) technieken waarbij verstoringen die in het
oorspronkelijke signaal beperkt zijn tot een smalle frequentieband over alle resulterende fea-
tures uitgesmeerd worden en (2) technieken waarbij het effect van smalbandige verstoringen
beperkt blijft tot een kleine subset van de parameters in een feature vector. Beide soorten
features zijn getest in combinatie met een conventionele afstandsmaat en de door onszelf
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ontwikkelde acoustic backing-off afstandsmaat. Bij toepassing van acoustic backing-off wor-
den de bijdragen van sterk afwijkende featurewaarden aan de totale afstandsmaat beperkt.
De motivatie voor deze aanpak is dat het moeilijk is om het precieze verloop van de staarten
van een kansdistributie goed te schatten omdat daar weinig data voor zijn. Hierdoor kan de
op een conventionele manier berekende afstandbijdrage van een sterk afwijkende feature-
waarde relatief grote schattingsfouten bevatten. Wanneer men aanneemt dat de aanwezigheid
van achtergrondlawaai sommige featurewaarden die in schone akoestische condities bij de
hoofdmoot van de distributie horen naar de staarten zal verplaatsen, zal acoustic backing-off
de herkenning minder gevoelig maken voor externe stoorbronnen. Immers, door de bijdrage
van dit soort featurewaarden aan een maximum te binden, en dit voor elk kandidaatmodel
op dezelfde manier te doen, wordt er voor gezorgd dat featurewaarden die als gevolg van het
achtergrondgeluid op de staarten terecht gekomen zijn geen enkel model bevoordelen en in
feite niet meedoen bij de bepaling van de uiteindelijke afstand.
De resultaten van deze studie hebben laten zien dat features waarbij verstoringen in
het signaal leiden tot grote afwijkingen in een klein aantal componenten bij gebruik van
acoustic backing-off inderdaad aanzienlijk betere herkenresultaten leveren dan het geval is
met een conventionele afstandsmaat. Dit effect deed zich voor bij de smalbandige ruis
en het tot de lage frequenties beperkte autolawaai. Een soortgelijke ruisrobuustheid kon
echter niet worden vastgesteld voor spraakruis en fabriekslawaai als achtergrond. Deze
achtergrondgeluiden bleken niet te leiden tot uitbijters in de featurewaarden, ongeacht of
er wel of geen partieel versmerende technieken voor de berekening van de features werden
gebruikt. Bijgevolg leverde acoustic backing-off ook geen verbetering in robuustheid op.
Een vergelijking van LPC en FFT-gebaseerde akoestische features ten
behoeve van ruisrobuuste ASH
Het onderzoek dat beschreven is in Hoofdstuk 3 was gericht op een beter begrip van de
invloed van de manier waarop spectra berekend worden op de ruisrobuustheid van ASR. De
eerste stap in alle technieken om features te berekenen is om een schatting te maken van
het spectrum van de spraaksignaal. In dit artikel worden de twee meest algemeen gebruikte
methodes voor spectrumanalyse met elkaar vergeleken, namelijk de fast Fourier transform
(FFT) en linear predictive coding (LPC). Uit de literatuur blijkt dat onderzoekers er vaak
van uitgaan dat FFT en LPC in essentie equivalent zijn voor zover het om ASH toepassin-
gen gaat. Er zijn echter ook studies waarvan de resultaten aangeven dat de FFT duidelijk
voordelen boven de LPC heeft en andersom. Uit eerdere onderzoek is ook gebleken dat
eventuele verschillen tussen de spectraalschatters niet duidelijk naar voren komen wanneer
ASH systemen in optimale condities gebruikt worden. De verschillen worden pas duidelijk
wanneer er sprake is van een aanzienlijke training-test mismatch.
Spectraalschatting is in het verleden al vaak besproken in de literatuur, maar ondanks het
grote aantal publicaties over het onderwerp, zijn er geen duidelijke aanwijzingen dat de ene
methode het voor ASH beter doet dan de andere. De resultaten die in het verleden door ver-
schillende onderzoekers gepubliceerd zijn, kunnen vaak ook niet direct met elkaar vergeleken
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worden, omdat de experimentele opzet in velerlei opzichten van elkaar verschillen. In dit
artikel worden twee ASH systemen met elkaar vergeleken die alleen verschillen qua methode
van spectraalschatting. In het ene systeem worden mel-frequentie cepstrale coëfficiënten
(MFCCs) afgeleid van FFT spectra, terwijl de MFCCs in het andere systeem afgeleid zijn van
LPC spectra. Het doel van dit onderzoek was om te bepalen of er condities zijn waaronder de
ruisrobuustheid van de twee systemen significant van elkaar verschilt.
De prestaties van de twee systemen werden met elkaar vergeleken op basis van de zo-
genaamde Aurora2 taak. De Aurora2 data en experimentele opzet worden uitgebreid in het
inleidende hoofdstuk en Paper 2 besproken. Hier is het voldoende om te vermelden dat de
Aurora2 database schone en kunstmatig vervuilde spraakdata (cijferreeksen) bevat en dat de
eigenschappen van de herkenner vast zijn. De met achtergrondlawaai vervuilde spraakdata is
aangemaakt door verschillende typen ruis met verschillende sterkten bij de schone data op te
tellen.
In toepassingen waar ASH systemen in veel verschillende akoestische condities gebruikt
worden, worden de akoestische signalen vaak van tevoren op een speciale manier bewerkt
om het effect van achtergrondlawaai zo goed mogelijk ongedaan te maken. Dit proces
wordt in de literatuur noise reduction genoemd. In deze studie werden de FFT en LPC-
gebaseerde systemen op twee manieren met elkaar vergeleken. In het eerste experiment werd
de ruwe Aurora2 data gebruikt en in het tweede de Aurora2 data waarop van tevoren noise
reduction is toegepast. Het doel was om te bepalen of er een interactie is tussen FFT of LPC
spectraalschatters enerzijds en noise reduction op de data anderzijds.
De resultaten van de experimenten hebben aangetoond dat het onmogelijk is om de ene
of de andere spectraalschatter onvoorwaardelijk als de beste voor ruisrobuuste ASH aan
te wijzen. De resultaten laten ook zien dat verschillen tussen de FFT en LPC-gebaseerde
systemen voornamelijk door twee factoren bepaald worden, namelijk (i) of de trainingsdata
zelf al achtergrondlawaai bevatten en (ii) of noise reduction wordt toegepast voorafgaande
aan de featureberekening.
In de gevallen waar wel significante verschillen tussen de twee systemen gevonden wer-
den, was de spectraalschatter die de beste resultaten gaf afhankelijk van het type achter-
grondgeluid en de signaal-ruisverhouding waarmee de systemen getest werden.
Ondanks de grote variatie in de resultaten lijken twee conclusies gerechtvaardigd. Op
de eeste plaats blijkt dat FFT en LPC-systemen voor ruisvrije signalen equivalent zijn. Het
maakt daarbij niet uit of de signalen "schoon" zijn omdat er geen achtergrondlawaai aanwezig
was of dat deze schoon gemaakt zijn door het toepassen van noise reduction. Op de tweede
plaats bleek bij relatief sterk achtergrondlawaai (lage SNR) en het achterwege laten van
noise reduction het FFT-systeem altijd meer robuust dan het LPC-systeem. Daarbij moet wel
aangetekend worden dat de herkenprestaties in die condities (gemiddeld werd meer dan 65%
van de woorden fout herkend) zo slecht waren dat de bevinding dat het ene systeem robuuster
is dan de andere weinig praktisch belang heeft. In het algemeen heeft deze studie laten zien
dat het gevaarlijk is om uitspraken over de robuustheid van ASH systemen te doen buiten
de context van een specifieke experimentele opzet. De generaliseerbaarheid van resultaten is
vaak veel slechter dan wat men zou willen.
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Evaluatie van formantachtige features voor ASH
Menselijke spraakproductie wordt vaak beschreven in termen van het zogenaamde bron-
filter model. Daarbij wordt het spraakkanaal gezien als een lineair all-pole filter, dat de
fonetisch relevante eigenschappen van de resulterende spraakklanken bepaalt. Volgens dit
model komen die fonetisch relevante eigenschappen van spraakklanken overeen met de reso-
nanties van het filter, ook “formanten” genoemd. De formant-representatie van spraakklanken
wordt vaak gebruikt omdat ze een heel compacte en tegelijkertijd heel efficiënte beschrijving
is van vooral de klinkers. Het is bijvoorbeeld bekend dat de eerste twee of drie formanten
voldoende informatie bevatten voor de perceptieve identificatie van klinkers.
Er is in het verleden veel onderzoek gedaan naar technieken om formanten automatisch
uit spraaksignalen af te leiden, ook in het kader van ASH. Het is echter vaak onduidelijk hoe
de automatisch berekende features zich verhouden tot “echte” formanten (m.a.w. de reso-
nantiefrequenties van het menselijk spraakkanaal). Het doel van het onderzoek dat beschreven
is in Hoofdstuk 4 was om twee sets formant-achtige features te vergelijken met echte for-
manten. De formant-achtige features die zijn onderzocht zijn robuuste formanten (RF) en
tweedimensionale hidden Markov models (HMM2). Als voorbeeld van echte formanten zijn
de handmatig gelabelde formanten uit een corpus van Amerikaans klinkerdata gebruikt. Uit
de vergelijking moest in de eerste instantie duidelijk worden wat de fysische gelijkenis is
tussen de automatisch berekende en de echte formanten. Daarnaast werden de drie feature
sets ook vergeleken in termen van de performance die ze konden halen op een automatische
klinkerclassificatie taak.
Formanten zijn met name interessant voor robuustheidonderzoek vanwege hun relatie met
spectrale maxima. In de aanwezigheid van ruis worden de laag-energetische delen van het
spectrum vaak gemaskeerd, terwijl de formanten toch nog boven de ruisniveau blijven, zelfs
al zou de SNR gemiddeld over alle frequenties nul of negatief zijn. Men zou dus verwachten
dat formant-achtige features inherent robuust zijn tegen de invloed van ruis. Deze hypothese
is getest door spraakruis en fabriekslawaai bij de schone klinkerdata op te tellen.
Het nut van een formant-achtige representaties voor ASH zou idealiter bepaald moeten
worden door onderzoek te doen aan de hand van een echte ASH taak. Er zijn echter geen
geschikte databases met handmatig geannoteerde formanten beschikbaar. Het is wel duidelijk
dat een formant-achtige representatie die het veel slechter doet dan echte formanten op een
klinkerclassificatie taak, ook niet geschikt zal zijn om de voordelen van een formantrepresen-
tatie in een volledige ASH systeem te leveren.
De resultaten van de studie hebben laten zien dat de RF features fysisch wel op echte
formanten lijken, terwijl er anderzijds grote verschillen zijn tussen de HMM2 features en de
echte formanten. De classificatie performance van beide formant-achtige featurerepresen-
taties was echter vergelijkbaar met die van de echte formanten, mits bij de berekening van de
featurewaarden rekenening gehouden werd met de sekse van de spreker. De resultaten van
de experimenten met de noisy data hebben aangetoond dat de RF en HMM2 features niet
inherent robuust zijn tegen het effect van de ruis.
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Additieve achtergrond ruis als een bron van niet-lineaire mismatch in de
cepstrale en energie domein
Het onderwerp van het artikel in Hoofdstuk 5 is histogram normalisatie (HN)als een -mogelijk
additionele- manier om de gevolgen van training-test mismatch te verminderen. Er wordt met
name gekeken naar de mogelijkheid om de akoestische features die uit de training en test data
afgeleid zijn met HN te bewerken, zodat de globale distributies 2 van de train- en testdata zo
veel mogelijk op elkaar lijken. Een belangrijke voordeel van HN is dat het een puur statistisch
techniek is: er wordt geen gebruik gemaakt van hypothesen over de fysische aard van een
verstoring van de data. HN kan dus ook gebruikt worden in situaties waar er geen (of geen
betrouwbare) kennis over mogelijke storingsbronnen beschikbaar is. Verder heeft een puur
statistische techniek het voordeel dat ze voor alle feature types toegepast kan worden. In dit
paper wordt HN zowel toegepast op MFCC parameters als op de energie parameter (logE).
Uit robuustheidsonderzoek is bekend dat de aanwezigheid van verschillende telefoonka-
nalen en achtergrondlawaai zorgen voor een verschuiving van de gemiddelde waardes van
MFCCs. Het is ook bekend dat additieve ruis de variantie van MFCCs kleiner maakt. “cep-
stral mean normalisation” en “mean and variance normalisation” worden vaak in ASH syste-
men gebruikt om voor die veranderingen in gemiddelde waarden en variantie te compenseren.
“mean normalisation” wordt ook op logE features toegepast om de invloed van verschil-
lende versterkingsfactoren op de featurewaarden zo veel mogelijk te beperken. Achter-
grondlawaai heeft echter een heel ander invloed op de variantie van logE features dan op
de variantie van MFCCs. MFCCs hebben vrijwel altijd een symmetrische ééntoppige verdel-
ing. In schone condities hebben logE features meestal een bimodale verdeling: een hoog-
energetisch deel dat overeenkomt met de stemhebbende klanken in spraaksignalen en een
laag-energetische component die overeenkomt met stemloze klanken, stilte en (niet al te
luid) achtergrondgeluid. De aanwezigheid van achtergrondlawaai zorgt voor een toename
in het energieniveau van voornamelijk de laag-energetische delen van het signaal. In het
uiterste geval kan dat tot gevolg hebben dat de bimodale logE verdeling unimodaal wordt.
Hier is dus sprake van een verandering in de vorm van de distributie, die alleen met niet-
lineaire technieken ongedaan gemaakt kan worden. In deze studie is HN toegepast om te
compenseren voor dit niet-lineaire effect.
Omdat de distributies van MFCCs en logE features op verschillende manieren door de
aanwezigheid van lawaai beïnvloed worden, is het de verwachting dat het toepassen van HN
een verschillend effect zal hebben voor die twee soorten features. Om te bepalen wat de
invloed van de verschillende effecten op herkenperformance is, is HN eerst alleen maar op
de MFCCs toegepast, toen alleen op de logE features en uiteindelijk op allebei de feature
types. Er is ook gekeken naar een combinatie van HN en noise reduction. HN en noise
reduction zijn eerste afzonderlijk en daarna in combinatie toegepast. De Aurora2 database
en herkenner is opnieuw gebruikt als experimenteel platform. Om te bepalen of de resultaten
die voor de herkenning van cijferreeksen behaald worden generaliseren naar continue spraak,
2Met “globale distributies” worden die distributies bedoeld die verkregen worden wanneer alle data op een hoop
gegooid worden, waarbij er dus geen onderscheid gemaakt wordt tussen data van de verschillende te herkennen
eenheden in de data.
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zijn de experimenten herhaald op een continue spraakherkenningstaak. Om noisy data te
creëren is achtergrondlawaai bij de schone continue spraak opgeteld op dezelfde manier als
in Aurora2.
De resultaten van deze studie hebben laten zien dat het toepassen van noise reduction en
HN (samen met mean and variance normalisation) voor cijfer- zowel als continue spraakher-
kenning verbeterde ruisrobuustheid oplevert. Een analyse van de data in de MFCC en logE
domeinen heeft ook aangetoond dat er hele grote verschillen zijn in de soort mismatch tussen
de distributies van de train- en testdata voor die twee feature types. De mismatch is kwalitatief
en kwantitatief veel groter voor de logE features dan voor de MFCCs. Zowel voor de cijfer-
en de continue spraakherkenning is de grootste winst in herkenperformance geboekt door te
compenseren voor de mismatch tussen de distributies van de logE features in de train- en
testdata.
Conclusies
De resultaten in dit proefschrift laten zien dat er inderdaad featurerepresentaties zijn die
in sommige experimentele condities meer robuust zijn tegen achtergrondlawaai dan andere
soorten features. Het is echter ook duidelijk geworden dat er geen “super” features bestaan,
die het ruisrobuustheidsprobleem in z’n geheel op kunnen lossen. De beste resultaten zijn
verkregen door een combinatie van verschillende technieken in het akoestische signaaldomein
en het featuredomein toe te passen.
Uit het onderzoek is verder gebleken dat er een aantal technieken zijn die het effect van
hele grote verstoringen, die tot uitbijters in de data leiden, teniet kunnen doen. Daarentegen
kon geen van de onderzochte technieken compenseren voor het effect van een groot aantal
kleine verstoringen. En geen van de technieken was robuust tegen verstoringen die resulteren
in featurewaarden die passen in de distributies van de trainingsdata.
Het doel van dit project was om de herkenperformance van ASH systemen in te ver-
beteren in condities waarin achtergrondlawaai een rol speelt. De technieken die voor dit
doel bestudeerd zijn, waren allemaal in staat om de ruisrobuustheid van het herkenproces te
verbeteren, maar wel met een wisselende mate van succes: niet alle technieken zijn onder
alle omstandigheden even krachtig. De resultaten voor de Aurora2 taak die in Hoofdstuk 5
beschreven worden, zijn bijvoorbeeld te vergelijken met de beste resultaten die in de literatuur
gerapporteerd zijn. De performance van ASH systemen in lawaaierige omgevingen lopen
echter nog heel ver achter bij wat mensen kunnen. Vooral bij lage SNRs doen de automaten
het veel slechter dan de mensen. Voor zo ver het dus gaat om het nabootsen van wat mensen
kunnen, moet er nog veel gedaan worden om de robuustheid van ASH systemen te verbeteren.
Voor toepassingen waar het niet per sé nodig is om het niveau van mensen te halen, kunnen
de technieken waarover hier gerapporteerd wordt wel met succes gebruikt worden om de
herkenperformance van ASH systemen te verbeteren.
Curriculum Vitae
Febe de Wet was born on the 4th of December, 1971 in Pretoria, South Africa. For her
primary education she attended Zwaanswyk Primary School in Cape Town and Lynnwood
Primary School in Pretoria. She subsequently attended secondary school at Menlo Park High
School in Pretoria. In 1993 she graduated from the University of Stellenbosch, receiving a
B.Sc. degree in Electronic Engineering. The following year she completed a post-graduate
diploma in Bio-medical Engineering at the University of Cape Town. In 1995 she worked
as an assistant lecturer at the anatomy department of the University of Cape Town before
taking up an internship at the Centro Ricerche e Studi Tecnologie Biomediche e Sanitarie in
Trieste, Italy. On her return to South Africa in 1996, she enrolled as a master’s student at
the University of Pretoria’s department of Electric & Electronic Engineering. While she
was working on her master’s degree, she also held teaching positions in electronics and
digital system design at the University of Pretoria and Technikon Pretoria. From January to
November 1998 Febe de Wet worked as a visiting researcher at the Department of Language
& Speech of the University of Nijmegen in the Netherlands. In the same year she completed
her master’s thesis entitled: “Isolated word speech recognition in Xhosa”. From January 1999
to July 2003 she was appointed as a Ph.D. student at the Department of Language & Speech,
University of Nijmegen. This thesis reports on the research that was carried out during this
period.
177
