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Abstract
Under the assumption that µ is a non-doubling measure on Rd,
the authors obtain the (Lp, Lq)-boundedness and the weak type
endpoint estimate for the multilinear commutators generated by
fractional integrals with RBMO(µ) functions of Tolsa or with
Oscexp Lr (µ) functions for r ≥ 1, where Oscexp Lr (µ) is a space
of Orlicz type satisfying that Oscexp Lr (µ) = RBMO(µ) if r = 1
and Oscexp Lr (µ) ⊂ RBMO(µ) if r > 1.
1. Introduction
Let µ be a positive Radon measure on Rd which only satisfies the
following growth condition
(1.1) µ(B(x, r)) ≤ Crn
for all x ∈ Rd and r > 0, where n is a fixed number and 0 < n ≤ d. The
doubling condition on µ, namely, there exists some positive constant C
such that
µ(B(x, 2r)) ≤ Cµ(B(x, r))
for all x ∈ supp µ and r > 0, is an essential assumption in the classical
theory of harmonic analysis. But recently, many classical results have
been proved still valid if the underlying measure µ is substituted by a
non-doubling Radon measure as in (1.1); see [10], [17], [18], [11], [19],
[20], [21], [22], [23], [12], [13], [8], [6], [14], [2], [4], [5], [7] and their
references.
The purpose of this paper is to prove the (Lp, Lq)-boundedness and
the weak type estimate for any multilinear commutator generated by the
fractional integral Iα related to a measure µ as in (1.1) for 0 < α < n
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with any RBMO(µ) function of Tolsa in [20] or with any OscexpLr(µ)
function for r ≥ 1, motivated by [16], [3] for commutators on Rd in
the case that µ is the d-dimensional Lebesgue measure there. Here, for





|x− y|n−α f(y) dµ(y).
The behavior of such fractional integrals on a metric space was recently
studied by Garc´ıa-Cuerva and Gatto in [4]. Chen and Sawyer [2] showed
that the first order commutator generated by Iα and RBMO(µ) function
enjoys the same (Lp, Lq) mapping properties as in the case that µ is the
Lebesgue measure. However, it seems that the argument used in [2] does
not apply to the multilinear commutator here, we will employ some ideas
used in [2] and some new ideas different from ones used in [2].
Before stating our results, let us introduce some notation and recall
some definitions. Throughout this paper, we only consider closed cubes
with sides parallel to coordinate axes. Let α > 1 and β > αn. We say
that a cube Q is a (α, β)-doubling cube if µ(αQ) ≤ βµ(Q), where αQ
denotes the cube with the same center as Q and l(αQ) = αl(Q). In what
follows, for definiteness, if α and β are not specified, by a doubling cube
we mean a (2, 2d+1)-doubling cube. Especially, for any given cube Q, we
denote by Q˜ the smallest doubling cube which contains Q and has the
same center as Q.
Let 0 ≤ γ < n. Given two cubes Q ⊂ R in Rd, set
K
(γ)








where NQ,R is the smallest positive integer k such that l(2
kQ) ≥ l(R).
If γ = 0, then we denote K
(0)
Q,R by KQ,R. Tolsa in [20] first introduced
the concept of KQ,R and gave its several useful properties. Chen and
Sawyer in [2] introduced K
(γ)
Q,R and established some properties on K
(γ)
Q,R
similar to those on KQ,R.
Using KQ,R, Tolsa in [20] introduced the space RBMO(µ) with the
non-doubling measure µ, which is proved to be a good substitute of the
classical space BMO in this case.
Definition 1.1. Let ρ > 1 be some fixed constant. We say that a
function f ∈ L1loc(µ) is in RBMO(µ) if there exists some constant C > 0








∣∣∣ dµ(y) ≤ C
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and
|mQ(f)−mR(f)| ≤ CKQ,R
for any two doubling cube Q ⊂ R, where mQ(f) denotes the mean of f
over cube Q. The minimal constant C as above is the RBMO(µ) norm
of f and is denoted by ‖f‖∗.
It has been shown in [20] that the definition of RBMO(µ) is indepen-
dent of chosen constant ρ. In this paper, we need to choose different ρ
in the proof of Theorem 1.1 and Theorem 1.2 below, respectively.
For any m ∈ N, 0 < α < n and bi ∈ RBMO(µ), i = 1, 2, . . . , m, the
multilinear commutator, Iα; b1,...,bm , is defined by [bm, . . . ,[b2,[b1, Iα]] . . . ],
that is,





[bj(x)− bj(y)] f(y)|x− y|n−α dµ(y).
When m = 1, the operator Iα; b1,...,bm is just the commutator [b1, Iα],
which is a variant on the non-doubling measure of the classical commuta-
tor studied by Chanillo in [1]. In [16], Pe´rez and Trujillo-Gonza´lez stud-
ied the boundedness of multilinear operators of this type generated by
Caldero´n-Zygmund operators with BMO(Rd) functions or with Oscexp Lr
functions for r ≥ 1 in the case that µ is the d-dimensional Lebesgue
measure. An extensive study of multilinear operators of this type can
also be founded in [9]. In [7], the authors obtained the corresponding
results of multilinear operators generated by Caldero´n-Zygmund opera-
tors with RBMO(µ) functions or with OscexpLr(µ) functions for r ≥ 1
in the case that µ is a non doubling measure. The multilinear commuta-
tor Iα; b1,...,bm can be regarded as a natural variant of these multilinear
operators in [9], [16], [7].
Chen and Sawyer in [2] proved that Iα; b1 as in (1.2) is bounded
from Lp(µ) to Lq(µ) provided that 1 < p < n/α and 1/q = 1/p− α/n.
For m ≥ 2, a conclusion similar to that for the case m = 1 in [2] can be
obtained as follows.
Theorem 1.1. Let m ∈ N and bj ∈ RBMO(µ), j = 1, 2, . . . , m. For α ∈
(0, n), let Iα; b1,b2,...,bm be as in (1.2). Then there exists a constant C > 0
such that for all f ∈ Lp(µ),




where 1 < p < n/α and 1/q = 1/p− α/n.
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Remark 1.1. It is well-known that the commutator [b, Iα] is a bounded
operator from Lp(Rd) to Lq(Rd) provided 1 < p < d/α and 1/q = 1/p−
α/d, if and only if b ∈ BMO(Rd) if the measure µ is the d-dimensional
Lebesgue measure; see [1]. However, it is still open if b ∈ RBMO(µ) is a
necessary condition for the (Lp(µ), Lq(µ))-boundedness of the multilin-
ear commutators Iα; b1,...,bm on non doubling measures.
To consider the endpoint case of Theorem 1.1, we introduce the fol-
lowing function space, which is a variant with a non-doubling measure
of the space Oscexp Lr in [16].
Definition 1.2. For r ≥ 1, a locally integrable function f is said to
belong to the space Oscexp Lr(µ) if there is a constant C1 > 0 such that




















(ii) for any doubling cubes Q1 ⊂ Q2,
|mQ1(f)−mQ2(f)| ≤ C1KQ1,Q2 .
The minimal constant C1 satisfying (i) and (ii) is the Oscexp Lr(µ) norm
of f and is denoted by ‖f‖Oscexp Lr (µ).
Obviously, for any r ≥ 1, Oscexp Lr(µ) ⊂ RBMO(µ). Moreover, from
John-Nirenberg’s inequality in [20] (see also Lemma 3.1 below), it follows
that OscexpL(µ) = RBMO(µ). We remark that it was pointed by Pe´rez
and Trujillo-Gonza´lez in [16] that if µ is the d-dimensional Lebesgue
measure in Rd, the counterpart in [16] of the space OscexpLr(µ) when
r > 1 is a proper subspace of the classical space BMO(Rd). However,
it is still unknown if the space OscexpLr(µ) is a proper subspace of the
space RBMO(µ) when µ is a non-doubling measure?
To state the weak type estimate for the multilinear commutator
Iα; b1,...,bm, we still need to introduce the following notation. For 1≤j≤m,
we denote by Cmj the family of all finite subset σ = {σ(1), . . . , σ(j)}
of {1, 2, . . . , m} with j different elements. For any σ ∈ Cmj , the com-
plementary sequence σ′ is given by σ′ = {1, 2, . . . , m}\σ. For any σ =
{σ(1), σ(2), . . . , σ(j)}∈Cmj , we write for any m-tuple r=(r1, r2, . . . , rm),
1/rσ = 1/rσ(1) + · · · + 1/rσ(j) and 1/rσ′ = 1/r − 1/rσ, where 1/r =
1/r1 + · · ·+ 1/rm.
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The following weak type estimate is the main result of this paper,
which is new even when m = 1, namely, Theorem 1.2 is also new even
for the commutator of the first order, [b1, Iα].
Theorem 1.2. Let 0 < α < n, q0 = n/(n − α), m ∈ N, ri ≥ 1 and
bi ∈ OscexpLri (µ) for i = 1, 2, . . . , m. Let Iα; b1,...,bm be as in (1.2). Then
there exists a constant C > 0 such that for all bounded functions f with
compact support and all λ > 0,
µ
({






















where Φs(t) = t log
s(2 + t) for all t > 0 and s > 0.
In what follows, C denotes a constant that is independent of main
parameters involved but whose value may differ from line to line. For
any index p ∈ [1,∞], we denote by p′ its conjugate index, namely, 1/p+
1/p′ = 1. For A ∼ B, we mean that there is a constant C > 0 such that
C−1B ≤ A ≤ CB.









































|f(x)b1(x) · · · bm(x)| dµ(x)
≤C‖f‖Llog1/rL,Q,µ/µ(2Q)‖b1‖expLr1 ,Q,µ/µ(2Q) · · · ‖bm‖expLrm ,Q,µ/µ(2Q)
340 G. Hu, Y. Meng, D. Yang
holds for µ-locally integrable functions f and bi, i = 1, 2, . . . , m, and any
cube Q, provided that r1, r2, . . . , rm ≥ 1, 1/r = 1/r1 + · · ·+ 1/rm. If µ
is the d-dimensional Lebesgue measure, (1.3) was proved in [16]. It is
easy to see that the proof in [16] still works in non-homogeneous spaces.
2. Proof of Theorem 1.1
Before we begin to prove Theorem 1.1, we state one equivalent norm
for the space RBMO(µ) and some lemmas which play important roles in
the proof.
Let ρ > 1. For any given function b ∈ RBMO(µ), there exists some
constant C2 > 0 and a collection of numbers {bQ}Q, namely, for each







|b(y)− bQ| dµ(y) ≤ C2
and
|bQ − bR| ≤ C2KQ,R
for any two cubes Q ⊂ R. Let ‖b‖∗∗ = inf{C2}, where the infimum is
taken over all C2 > 0 as above. Then there is a constant C > 0 such
that for all b ∈ RBMO(µ),
(2.1) C−1‖b‖∗ ≤ ‖b‖∗∗ ≤ C‖b‖∗;
see [20].
Lemma 2.1 ([6], [4]). Let 1 < p < ∞, 1/q = 1/p−α/n and 0 < α < n.
Then
‖Iαf‖Lq(µ) ≤ C‖f‖Lp(µ).














When β = 0, we denote M
(β)
p,(η) simply by Mp,(η). If p < r < n/β and
1/q = 1/r − β/n, then
‖M (β)p,(η)f‖Lq(µ) ≤ C‖f‖Lr(µ),
and if q > p, then
‖Mp,(η)f‖Lq(µ) ≤ C‖f‖Lq(µ).
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Moreover, we also need to introduce another variant sharp maximal
operator M ],(β)f defined by





























By the Lebesgue differentiation theorem, it is easy to see that for any
f ∈ L1loc(µ),
(2.2) |f(x)| ≤ Nf(x)
for µ-a.e. x ∈ Rd; see [20] and [2].




f(y) dµ(y) = 0
if ‖µ‖ < ∞. For 1 < p < ∞, if inf(1, Nf) ∈ Lp(µ), then for 0 ≤ β < n,
we have
‖Nf‖Lp(µ) ≤ C‖M ],(β)f‖Lp(µ).
Proof of Theorem 1.1: For simplicity, we only consider the case of m=2.
If m ≥ 2, we can deduce the conclusion of the theorem by induction on m.
We leave the details to the reader; see also the proof of Theorem 1.2
below.
For all r ∈ (1, n/α), we will prove the following sharp maximal func-
tion estimate
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Then choose r such that 1 < r < p < n/α and 1/q = 1/p − α/n. By
(2.3), (2.2), Lemma 2.1, Lemma 2.2 and Lemma 2.3, we obtain
‖Iα; b1,b2f‖Lq(µ) ≤ C‖N(Iα; b1,b2f)‖Lq(µ)











which is the desired conclusion.
For j = 1, 2, let {bjQ}Q be a family of numbers satisfying∫
Q
|bj(y)− bjQ| dµ(y) ≤ 2µ(2Q)‖bj‖∗∗
for any cube Q, and
|bjQ − bjR| ≤ 2KQ,R‖b‖∗∗





(b1 − b1Q)(b2 − b2Q)fχRd\ 43 Q
])
.












+ C‖b1‖∗Mr,(3/2)(Iα; b2f)(x)+C‖b2‖∗Mr,(3/2)(Iα; b1f)(x)
(2.4)
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holds for any cube Q and any x ∈ Q, and












for any cubes Q ⊂ R with x ∈ Q, where Q is an arbitrary cube and R is
a doubling cube.
By a method similar to that in [2], from (2.4) and (2.5), it is then
easy to deduce the sharp maximal function estimate (2.3).










































∣∣Iα [(b1 − b1Q)(b1 − b1Q)f] (y)− hQ∣∣ dµ(y)
= I1 + I2 + I3 + I4.




















































An estimate similar to that for I2 tells us that
(2.8) I3 ≤ C‖b2‖∗Mr,(3/2) (Iα; b1f) (x).
To estimate I4, let f1 = fχ 4
3
Q and f2 = fχRd\ 4
3

















∣∣Iα [(b1 − b1Q)(b2 − b2Q)f2] (y)− hQ∣∣ dµ(y)
= E + F.
Let s =
√
r and 1/ν = 1/s−α/n. From the Ho¨lder inequality, (2.1) and
Lemma 2.1, it follows that













) ∥∥(b1 − b1Q)(b2 − b2Q)f1∥∥Ls(µ)
≤ C‖b1‖∗‖b2‖∗M (α)r,(9/8)f(x).
(2.9)
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To estimate F, by the Ho¨lder inequality, we first have that for y1, y2 ∈ Q,


































































where we used the estimate
|bj − bj2k 43 Q| ≤ Ck‖bj‖∗∗ ≤ Ck‖bj‖∗
for j = 1, 2. From (2.10) and the choice of hQ, it follows that∣∣Iα [(b1 − b1Q)(b2 − b2Q)f2] (y1)− hQ∣∣ ≤ C‖b1‖∗‖b2‖∗M (α)r,(9/8)f(x).
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Therefore,
(2.11) F ≤ C‖b1‖∗‖b2‖∗M (α)r,(9/8)f(x).
The estimates (2.9) and (2.11) indicate
(2.12) I4 ≤ C‖b1‖∗‖b2‖∗M (α)r,(9/8)f(x).
Combining (2.6), (2.7), (2.8) and (2.12) yields (2.4).
We now check (2.5) for chosen {hQ}Q as above. Consider two cubes
Q ⊂ R with x ∈ Q and a doubling cube R. Denote NQ,R + 1 simply
by N . Write
|hQ − hR| =





(b1 − b1R)(b2 − b2R)fχRd\ 43 R
])∣∣∣





(b1 − b1Q)(b2 − b2Q)fχRd\2NQ
])∣∣
+





(b1 − b1Q)(b2 − b2Q)fχRd\2NQ
])∣∣
+
∣∣∣mQ (Iα [(b1 − b1Q)(b2 − b2Q)fχ2N Q\ 43 Q])∣∣∣
+
∣∣∣mR (Iα [(b1 − b1R)(b2 − b2R)fχ2N Q\ 43 R])∣∣∣
= L1 + L2 + L3 + L4.
Similar to the estimate for F, we easily obtain
(2.13) L1 ≤ CK2Q,R‖b1‖∗‖b2‖∗M (α)r,(9/8)f(x).
Multilinear Commutators for Fractional Integrals 347
We estimate F2 by decomposing it into
L2 ≤





(b1 − b1R + b1R − b1Q)(b2 − b2R + b2R − b2Q)fχRd\2NQ
])∣∣
≤ CKQ,R‖b2‖∗
∣∣mR (Iα [(b1 − b1R)fχRd\2NQ])∣∣
+ CKQ,R‖b1‖∗
∣∣mR (Iα [(b2 − b2R)fχRd\2NQ])∣∣
+ CK2Q,R‖b1‖∗‖b2‖∗
∣∣mR [Iα(fχRd\2N Q)]∣∣
= M1 + M2 + M3.
From the fact that R is a doubling cube, it is easy to deduce that
(2.14) M3 ≤ CK2Q,R‖b1‖∗‖b2‖∗Mr,(3/2) [Iα (|f |)] (x).
We further estimate M1 by writing
Iα
[











= (b1(y)− b1R)Iα(f)(y)− Iα; b1(f)(y)
− Iα
[





(b1 − b1R)fχ2NQ\ 43 R
]
(y).











|Iα; b1(f)(y)| dµ(y) ≤ CMr,(3/2)(Iα; b1f)(x).






∣∣∣Iα [(b1 − b1R)fχ 43 R] (y)∣∣∣ dµ(y) ≤ C‖b1‖∗M (α)r,(9/8)f(x).
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Noting that l(2NQ) ∼ l(R) and 2NQ ⊃ R, by the Ho¨lder inequality
and (2.1), for y ∈ R, we have







































∣∣∣Iα [(b1 − b1R)fχ2NQ\ 43 R] (y)∣∣∣ dµ(y) ≤ C‖b1‖∗M (α)r,(9/8)f(x).
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Let us now estimate L3 by first decomposing∣∣∣Iα [(b1 − b1Q)(b2 − b2Q)fχ2NQ\ 43 Q] (y)∣∣∣
≤
∣∣∣Iα [(b1 − b1Q)(b2 − b2Q)fχ2Q\ 43 Q] (y)∣∣∣
+

























where we used the Ho¨lder inequality and (2.1). Taking the mean over Q,
we then obtain
(2.18) L3 ≤ CK2Q,RK(α)Q,R‖b1‖∗‖b2‖∗M (α)r,(9/8)f(x).
Similarly, we have
(2.19) L4 ≤ C‖b1‖∗‖b2‖∗M (α)r,(9/8)f(x).
Combining the estimates (2.13), (2.17), (2.18) and (2.19) yields the
estimate (2.5) and this finishes the proof of Theorem 1.1.
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3. Proof of Theorem 1.2
We begin with some preliminary lemmas.
Lemma 3.1 ([20]). Let b ∈ RBMO(µ). There exist two positive con-
stants C1 and C2 such that for any cube Q and λ > 0.
µ
(









The following lemma on the Caldero´n-Zygmund decomposition in
non-homogeneous spaces can be found in [22], [19].
Lemma 3.2. Assume that µ satisfies (1.1). For any f ∈ L1(µ) and any
λ > 0 (with λ > 2d+1‖f‖L1(µ)/‖µ‖ if ‖µ‖ < ∞), we have
(a) There exists a family of almost disjoint cubes {Qj}j (that is,∑














|f(x)| dµ(x) ≤ λ
2d+1
for all η > 2.
(b) |f(x)| ≤ λ µ-a.e. on Rd\ ∪j Qj .
(c) For each fixed j, let Rj be a (6, 6
n+1)-doubling cube concentric
with Qj, with l(Rj) > 4l(Qj) and set wj = χQj /
∑
k χQk . Then














Proof of Theorem 1.2: To prove the theorem, without loss of general-
ity, we may assume that ‖f‖L1(µ) = 1 and ‖bj‖Osc
exp L
rj
(µ) = 1 for
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for j = 1, . . . , m. The homogeneity tells us that
(3.1) µ
({














j=1 ‖bj‖Oscexp Lrj (µ)
})
.









for j = 1, . . . , m, if the theorem is true when ‖f‖L1(µ) = 1 and
‖bj‖Osc
exp L
rj (µ) = 1 for j = 1, . . . , m, by (3.1) and the inequalities
(3.2) Φs(t1t2) ≤ CΦs(t1)Φs(t2)





for t ≥ 0, we easily deduce that the theorem still holds for any bounded f
with compact support and any bj ∈ OscexpLrj (µ) for j = 1, . . . , m.
In what follows, we prove the theorem by two steps.
Step I: In this step, we prove Theorem 1.2 for m = 1.
For any fixed bounded and compact supported function f and any
fixed
λ > 2d+1‖f‖L1(µ)/‖µ‖,
applying the Caldero´n-Zygmund decomposition (see Lemma 3.2) to f at
level λq0 , we obtain a sequence of cubes {Qj}j with bounded overlaps,
that is, ∑
j
χQj (x) ≤ C < ∞,
















|f(x)| dµ(x) ≤ λ
q0
2d+1
for all η > 2.
(II) |f(x)| ≤ λq0 µ-a.e. on Rd\ ∪j Qj .
(III) For each fixed j, let Rj be the smallest (6, 6
n+1)-doubling cube of
the form 6kQj , k ≥ 1. Set wj = χQj /
∑
k χQk . Then there are a












|φj(x)| ≤ Cλq0 .
It is easy to see that the conclusion of the theorem still holds if
λ ≤ 2d+1‖f‖L1(µ)/‖µ‖
when ‖µ‖ < ∞.
Decompose f into f = g + h, where





h(x) = f(x)− g(x) =
∑
j
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Let 1 < p1 < n/α and 1/q1 = 1/p1 − α/n. Recall that
‖g‖L1(µ) ≤ C‖f‖L1(µ) ≤ C
and Iα; b1 is bounded from L
p1(µ) to Lq1(µ) by Theorem 1.1 (see also [2]).
This via the fact that ‖g‖L∞(µ) ≤ Cλq0 gives
µ
({
x ∈ Rd : |Iα; b1g(x)| > λ











 ≤ Cλ−q0 ∫
Rd
|f(y)| dµ(y) ≤ Cλ−q0 ,








[∥∥Φ1/r (λ−1|f |)∥∥L1(µ) + Φ1/r (λ−1‖f‖L1(µ))]q0 .
For each fixed j, set b
(j)






1 (x)Iαhj(x) + Iα(b
(j)
1 hj)(x) = I(x) + II(x).
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= U + V.
It is obvious that Rj is also (2, βd)-doubling and Rj = R˜j . Thus, by
Lemma 2.8 in [20],∫
Rj
















K6Qj ,Rj + K6Qj ,Qj
)
.
A trivial computation shows that K6Qj ,Rj ≤ C (see also Lemma 2.1 (3)
in [20]). This together with the estimate µ(2Rj) ≤ µ(6Rj) ≤ 6n+1µ(Rj)










which is a desired estimate for V.
On the other hand, by the generalized Ho¨lder inequality (1.3) and
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From the fact that





























(see [16] and the related references there) and the inequality
log1/r(2 + t1t2) ≤ C
[
log1/r(2 + t1) + log
1/r(2 + t1)
]




























































∥∥Φ1/r (λ−1|f |)∥∥L1(µ)}q0 ,
(3.6)
which is a desired estimate for U.
Combining (3.5) and (3.6), we obtain that
(3.7) µ
({








∥∥Φ1/r (λ−1|f |)∥∥L1(µ)}q0 .
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Now we turn our attention to I(x). Denote by xj the center of Qj .




≤ 1 and the support con-














































= G + H + J.
Invoking the condition (1.1), we have∫
Rd\2Qj
|b(j)1 (x)θ(x)|
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Therefore,












which is a desired estimate for G.
On the other hand, applying the Ho¨lder inequality and the (Lp1 , Lq1)
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∣∣∣+∣∣∣mRj (b1)−m2˜Rj (b1)∣∣∣ ≤ C,
by recalling that Rj is (2, βd)-doubling and R˜j = Rj .
To estimate H, observe that for x ∈ 2Rj\2Qj ,



































































where N is the positive integer such that Rj = 6
NQj . Obviously, for
each 0 ≤ k ≤ N − 1, 6k+1Qj ⊂ Rj and so∣∣∣m
Q˜j
(b1)−m ˜6k+1Qj (b1)
∣∣∣ ≤ CKQj ,6k+1Qj ≤ CKQj ,Rj ≤ C,
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Note that there is no (6, 6n+1)-doubling cube between Qj and Rj . It
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The estimates (3.7) and (3.11) then yield (3.4), and we have completed
the proof of the theorem for m = 1.
Step II: In this step, we prove Theorem 1.2 for all m ∈ N by induction
on m. To this end, we assume that m ≥ 2 is an integer and that for
any 1 ≤ i ≤ m − 1 and any subset σ = {σ(1), . . . , σ(i)} of {1, . . . , m},
Theorem 1.2 is true. We now verify that Theorem 1.2 is also true for m.
For each fixed f and λ > 0, we decompose f by the same way as in
Step I; see (I), (II) and (III) in the proof of Step I. And let Qj , Rj , φj ,




















where for σ ∈ Cmi , 1/rσ = 1/rσ(1) + · · ·+1/rσ(1) and 1/rσ′ = 1/r−1/rσ.
For simplicity, we first introduce some notation. Let ~b = {b1, . . . , bm}.
For all 1 ≤ i ≤ m and σ = {σ(1), . . . , σ(i)} ∈ Cmi , we define ~bσ =
{bσ(1), . . . , bσ(i)} and set
Iα; bσ(1) ,...,bσ(i)f(x) = Iα;~bσf(x).
In particular, when σ = {1, . . . , m}, we denote Iα; b1,...,bm simply by Iα;~b.
For 1 ≤ i ≤ m and all σ ∈ Cmi , we write
[b(y)− b(z)]σ = [bσ(1)(y)− bσ(1)(z)]× · · · × [bσ(i)(y)− bσ(i)(z)]




(b)− b(y)]σ = [mQ˜(bσ(1))− bσ(1)(y)]× · · · × [mQ˜(bσ(i))− bσ(i)(y)],











[b(y)− b(z)]σ′ [mQ˜(b)− b(y)]σ




















































































∥∥Φ1/r (λ−1|f |)∥∥L1(µ)}q0 .
362 G. Hu, Y. Meng, D. Yang
Now we estimate I III
α;~bσ′
h(x). For each fixed i with 1 ≤ i ≤ m− 1, the
induction hypothesis now states that
µ
(






























































































= A + B + D.
For A, we consider the following two cases.
Case I. λ ≥ 1. Set Ψr(t) = exp tr − 1. Note
Ψ−1r (t) ∼ log1/r(2 + t),
Φ−1r (t) ∼ tlog−1/r(2 + t).
By Lemma 2.2 in [16], we see that for any 1 ≤ i ≤ m− 1, σ ∈ Cmi and
any t0, t1, . . . , ti > 0,
Φ1/rη(t0t1 · · · ti) ≤ C
[
Φ1/rη+1/rσ (t0) + Ψrσ(1)(t1) + · · ·+ Ψrσ(i)(ti)
]
.
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≤ C ∥∥Φ1/rη+1/rσ (λ−1|f(x)|)∥∥L1(µ) .





















































≤ C ∥∥Φ1/rη+1/rσ (λ−1|f(x)|)∥∥L1(µ) + Φ1/rη+1/rσ (λ−1‖f‖L1(µ)) .
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Thus we always have















Set sj(x) = λ
−q0 |φj(x)| and denote by Λ a finite subset of N. From (I),
(II) and (III) of the decomposition of f , (3.2), the convexity of the
function Φ1/rη(t) and the fact that KRj ,Q˜j














































































































































∥∥Φ1/rη (λ−1|f |)∥∥L1(µ) ,
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where in the second-to-last step, we used the Jenson inequality, and the













≤ C ∥∥Φ1/rη (λ−1|f |)∥∥L1(µ) .
Thus,
































Combining with (3.15), (3.16) and (3.17) tells us that
(3.18) µ
({



















Finally, the estimates (3.13), (3.14) and (3.18) tell us the estima-
te (3.12), and we have completed the proof of Theorem 1.2.
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