ABSTRACT Many-objective optimization problems (MaOPs) present a huge challenge to the traditional Pareto-based multi-objective algorithms because the increase of the objectives results in the low-efficiency of the Pareto dominance in distinguishing the relationships between the solutions during the environmental selection. To enhance the selection pressure, in this paper, through redefining each objective function by a non-linear transformation, we first propose a new dominance method called NLAD-dominance, in which a dynamic parameter adjusting scheme is designed to dynamically adjust parameter α according to different numbers of objectives and different evolutionary states. As a result, NLAD-dominance can provide proper selection pressure for different kinds of MaOPs in different stages of evolution. Then, based on NLAD-dominance, we design a new fitness estimation strategy which takes both convergence and diversity into account, and adaptively balances them by a parameterless penalty rule. Thus, it can well evaluate the quality of each solution. At last, we conduct the experiments and compare the proposed algorithm with five state-of-the-art algorithms on 80 test instances of 16 benchmark problems with up to 20 objectives. The experimental results indicate that the proposed algorithm is highly competitive in terms of both convergence enhancement and diversity maintenance.
I. INTRODUCTION
Many-objective optimization problems (MaOPs) as a special kind of multi-objective optimization problems (MOPs), often involve four or more objectives. Since current practical industrial [48] and engineering applications [4] , [10] , [32] , [34] often require to optimize a large number of objectives simultaneously, most of them are transformed into solving MaOPs. Although many multi-objective evolutionary algorithms (MOEAs), especially Pareto dominance-based MOEAs, such as nondominated sorting genetic algorithm-II (NSGA-II) [18] , strength Pareto evolutionary algorithm 2(SPEA2) [60] , nondominated neighbor immune algorithm (NNIA) [24] and Pareto envelope-based selection algorithm II (PESA-II) [11] , have verified their own excellent
The associate editor coordinating the review of this manuscript and approving it for publication was Sunil Karamchandani. ability in solving MOPs with two or three objectives, recent studies show that they are not well suitable for handling MaOPs. The difficulties of Pareto-dominance-based MOEAs faced can be summarized as follows [22] , [29] .
First and foremost, with the dimensionality of objectives increasing, most members in population become Pareto nondominated with each other [27] . This severely deteriorates the selection ability to guide solutions toward the Pareto front (PF) and causes the behavior of most Pareto dominancebased MOEAs similar to a random search [8] . Second, most crossover and mutation operations are ineffective in exploring promising areas in high dimensional space since the offspring solutions produced by two distant parent solutions are also distant from each other and not similar to their parents [28] . Third, it is difficult to represent a large tradeoff surface since more points are needed [27] . Due to the computational efficiency consideration, the number of points used in algorithms cannot be too large. However, limited points are likely to be far away from each other, which in turn leads to the second difficulty just mentioned. Further, most of the current diversity management operators (see crowding distance [18] ) become ineffective in high dimensional spaces since they prefer to select the dominance resistant solutions [43] , which may block the evolution to a certain extent. Finally, the visualization of a high-dimensional PF is quite challenging. Hence, the decision maker (DM) cannot select their preferred solutions visually.
Urgent needs of practical applications and challenging confronted by the traditional MOEAs attract an increasing attention from researchers to attempt some other ways to solve many-objective optimization problems [29] , [53] . In general, to overcome the difficulties mentioned above, there are five viable ways that have been proposed to deal with MaOPs [3] .
The first way is preference ordering relation-based approaches. This kind of approaches aim to provide a finer ranking of solutions since Pareto dominance has become invalid with the number of objectives increasing. Various studies have been done along this direction to deal with MaOPs. Examples of adopting new definition of preference relations include average ranking (AR) and maximum ranking (MR) [5] , k-optimality relation [36] , L-optimality [62] , grid-dominance [39] , recently proposed θ-dominance [58] and RP-dominance [20] , these definitions based on different kinds of preferences have shown obvious improvements to Pareto dominance on ranking the solutions for MaOPs. However, most of them are defined in a specific environment, which limits their application. Another typical idea of modifying Pareto dominance is to enhance the selection pressure by expanding the dominated area, such as α-dominance [26] , CDAS-dominance [44] , CN -dominance [12] and so on. The idea of expanding dominated area makes the distribution of non-dominated solutions defined by the new dominance methods changed in objective space, which is equivalent to adjust selection pressure. Yet the quality of the solutions selected by this kind of methods still need to be improved. In addition, there are some other methods, which select the solutions by introducing some new designed selection criterions into the environmental selection to enhance the diversity and convergence of the population, such as the boundary elimination selection based on the binary search [65] . Zheng et al. [66] proposed a knee point-driven MOEA for MaOPs, where knee points of the nondominated fronts in the current population are preferred in selection.
Another avenue is objective reduction-based approaches, this kind of approaches mainly aim to solve MaOPs with redundant objectives. Their intention is to reduce the high dimensionality of objective space by finding the relevant objectives and eliminating the redundant ones which are not necessary to describe the PF. For example, Deb and Saxena [33] proposed the Principal Component Analysis-NSGA-II algorithm called PCA-NSGA-II, which combines a reduction technique with NSGA-II to deal with MaOPs with redundant objectives. Singh et al. [46] proposed a new approach which identifies a reduced set of objectives instead of dealing with the true dimensionality of the true MaOP, and the authors use corner solutions (i.e., boundaries of the Pareto front) to predict the dimensionality of true PF. Some studies have verified that most objective reduction-based methods are vulnerable when the optimization problems involves a high-dimensional PF [46] . Recently, Sun et al. [52] proposed an improved regularity-based estimation of distribution algorithm, where the dimension reduction technique is utilized to reduce the cost of exploitation and exploration. Afterwards, Sun et al. [45] proposed a non-dominated dynamic weight aggregation by using a genetic algorithm to find the Paretooptimal solutions which are sufficient to be used to learn the Pareto-optimal space with dimension reduction techniques. However, only the problems which consists of a moderate number of conflicting objectives may be suitable to such techniques.
The third way is indicator-based approaches, which are yet another direct way to tackle MaOPs [3] . This kind of methods convert the MaOPs into the problem of optimizing an indicator by using a performance metric to evaluate the updated solutions, such as the S-metric [21] , IGD-indicator [67] and hypervolume (HV) indicator [61] . In fact, most of the existing algorithms use the hypervolume as an indicator, but with the number of objectives increasing, HV-based approaches [6] , [23] confront with a challenge, i.e., computing the exact HV contribution requires a high computational cost. To deal with this issue, Bader and Zitzler [1] introduced an algorithm named the Hypervolume Estimation algorithm (HypE), which uses a Monte Carlo sampling to approximate the exact hypervolume values [30] , this strategy alleviates the computational complexity but decreases the competitive ability of HypE for handling MaOPs since the exact hypervolume is avoided [31] .
The fourth technique is preference incorporation-based approaches, a key point of this kind of methods is the timing of integrating the preference information into the optimizing process. Since the DM's preference information directly affects the search direction which will be biased towards the area of the PF focused by DM, the algorithms combined with this technique can reduce the computational load during the search. Inspired by this idea, researchers applied it into many-objective problems. For examples, Deb and Kumar [17] proposed the reference direction-based NSGA-II (RD-NSGA-II). Thiele et al. [49] proposed PBEA which combined the algorithm IBEA with the reference point method. Wang et al. [54] introduced an algorithm called PICEA-g, which provided DMs with both a proximal and a diverse representation of the entire Pareto front before the elicitation and the application of their preferences. Yu et al. [68] proposed an MOEA to decompose the preference information of the reference point specified by the DM into a number of scalar optimization subproblems and deal with them simultaneously. Zheng et al. [69] developed a preference-based interactive model extending the framework of MOEA/D [59] , where the weight vectors are generated with different preference information. Those works perform well on some kinds of problems, however, inferior results are obtained due to premature convergence caused by the obvious bias [2] .
The last ones are decomposition-based approaches, which decompose the whole PF into a number of subspaces and direct the search toward multiple well-distributed subspaces in order to cover the whole PF for MaOPs. A most typical implementation of this class is MOEA/D [59] , which uses a set of evenly distributed weight vectors to decompose the MOP into a number of subproblems and simultaneously optimizes them based on a scalar function. Since it is a promising way for MaOPs, some MOEA/D variants have been designed to solve MaOPs, such as MOEA/D-DE [37] , MOEA/DD [38] and MOEA/D-M2M [40] . Recently, the reference pointbased MOEAs are highlighted in many-objective optimization, which are slightly different from the framework of MOEA/D. The first work in this idea is NSGA-III [16] , which replaces explicitly measuring the crowding distance in NSGA-II with a reference point-based niche-preservation operation to evaluate the quality of each solution, and emphasizes the solutions in the last acceptable level which are close to the reference line of each reference point. Inspired by NSGA-III, Yuan et al. [58] proposed a new dominance relation (θ -dominance) based on the well-distributed reference points (θ-DEA) to improve the convergence of NSGA-III in many-objective optimization. Maha Elarbi et al. [20] proposed RPD-NSGA-II, where RP-dominance relied on the well-distributed reference points is proposed to improve the performance of NSGA-II. Jiang et al. [31] proposed a new SPEA based on a set of reference directions, denoted SPEA/R, where an improved fitness estimation mechanism is proposed based on that of SPEA2 [60] and a diversity-firstand-convergence-second selection strategy is proposed based on the decomposed subspaces. Cheng et al. [7] proposed a reference vector-guided EA for many-objective optimization, where the reference vectors are used not only to decompose the whole PF, but also to deliver DM's preferences to search a preferred subspace of the whole PF. Taking the cue of decomposition-based approaches, and based on the idea that the current population becomes increasingly accurate approximation of the true PF as the evolution proceeds [41] , Xiang et al. [56] proposed a vector angle-based evolutionary algorithm for MaOPs, named VaEA, which does not need to generate weight vectors or reference points beforehand, and the evolutionary process in VaEA is dynamically guided by the current population. All these decompositionbased methods have been shown to be promising in solving MaOPs in varying degrees. However, for most of these methods, their performance is still limited by the Paretodominance with a large dimensional objective space, and the fitness evaluation mechanisms in these algorithms still cannot accurately measure the quality of each solution more comprehensive.
For MaOPs, with the number of objectives increasing, how to select a specified number of solutions which can more effectively balance convergence and diversity from a limited number of population becomes more challenging. Thus, an effective fitness estimation mechanism plays a key role for evolutionary algorithms in solving MaOPs. Besides, how to enhance the selection pressure for MaOPs is another important issue. In this paper, we propose a balanceable fitness estimation-based evolutionary algorithm (BFEA) for solving MaOPs, where the balanceable fitness estimation is implemented by a specifically designed parameterless penalty rule. Besides, a new dominance method (NLADdominance) is designed to replace Pareto dominance for ranking the population for MaOPs. Compared with the existing decomposition-based methods, the main contributions of this paper are summarized as follows:
1) A new dominance method (NLAD-dominance) is proposed to enhance the selection pressure meanwhile maintain the diversity of the selected solutions for MaOPs. By redefining each objective function and the optimization problem through non-linear transformation, the dominated area of each solution by NLAD-dominance is expanded, besides, the non-linear transformation makes the dominated area a nonlinear manifold, compared with that of some dominance methods which are linear manifolds, this method can improve the quality of the selected solutions. 2) A dynamic parameter adjusting scheme in NLAD-dominance is designed. The scheme can dynamically adjust the parameter α with different number of objectives and different evolutionary states so that NLAD-dominance can flexibly fit different kinds of many-objective optimization problems with different stages of the evolution. 3) A new fitness estimation method is designed to evaluate the quality of each solution, which takes both convergence and diversity into account. Here NLADdominance is used to sort the solutions into different nondomination levels since the strong selection pressure makes this dominance method can more precisely distinguish the convergence of each solution. For the solutions belonged to the same level, another subtle measure method is designed to evaluate these solutions. The new proposed fitness estimation method can adaptively balance the convergence and diversity by a parameterless penalty rule. The remainder of this paper is organized as follows. Section 2 introduces the background knowledge of this paper. In section 3, the framework of our proposed algorithm is first given, then the details of the proposed new dominance method (NLAD-dominance) and the new fitness estimation method are described. Experimental design for solving MaOPs is provided in Section 4 and the obtained experimental results are presented and analyzed in Section 5. Finally, the conclusion and future work are given in Section 6. VOLUME 7, 2019
II. BASIC DEFINITION
A many-objective optimization problem (MaOP) can be mathematically defined as
where
is a mapping from the decision space to m-dimensional objective space . f i (x) is the ith objective to be minimized, where i = {1, 2, . . . , m}. Very often, since the objectives in (1) contradict each other, no solution in can minimize all the objectives simultaneously. One has to balance them. To be specific, we try to find a set of solutions from based on the following definitions [47] . Definition 1 (Pareto dominance): For two decision vectors x, y ∈ , if
then x is called to dominate y or y is called to be dominated by x, denoted by x ≺ y. Definition 2 (Pareto optimal solution): A decision vector x * ∈ is said to be Pareto optimal if there is no x ∈ such that x ≺ x * .
Definition 3 (Pareto optimal solution set): The set of all Pareto optimal solutions is defined as:
Definition 4 (Pareto front): The Pareto front (PF) is defined as:
III. A BALANCEABLE FITNESS ESTIMATION-BASED EVOLUTIONARY ALGORITHM: BFEA A. GENERAL FRAMEWORK
The basic framework of the proposed algorithm BFEA is presented in Algorithm 1. BFEA starts with the generation of a diverse reference direction set by Das and Dennis's [13] systematic approach (if H < m, where H > 0 is the number of divisions considered along each objective coordinate) and two-layered reference vectors method [16] (if H ≥ m) to decompose the whole objective space into N subspaces, which can direct the search toward the whole PF with a good solution diversity in the objective space. Next, the initial population P 0 with N members are randomly produced.
Steps 4-17 are iterated until the termination criterion is met. In step 5, BFEA employs the widely used genetic operators, i.e., the simulated binary crossover (SBX) [14] and the polynomial mutation [15] on the preserved parent population P t to reproduce an offspring population Q t , then Q t is combined with the current population P t to form a new population R t in step 6. To solve problems with such PF whose objective values may be disparately scaled, in step 7, the normalization Q t = Offspring-Creation (P t );
6:
FrontNo = NLAD-dominance-sort (R t ); 9: for each reference direction λ i ∈ W do 10:
for each x ∈ S(i) do 12 :
end for 14: end for 15: P t = Environment_Selection; 16: t = t + 1; 17: end while procedure [20] is executed to the objective values of R t . Besides, in step 8, the nondominated sorting based on our proposed NLAD-dominance is used, which classifies R t into different nondomination levels (F 1 , F 2 , and so on). We use the set FrontNo to store the level number to which each solution belongs. In steps 9-14, each solution in the union population is associated with a unique reference direction according to its perpendicular Euclidean distance from each reference direction, thus the whole objective space is decomposed into N independent subspaces. For each subspace S(i), a novel fitness estimation method is applied to the members residing in S(i). After all members in N subspaces have been assigned to the corresponding fitness values, a diversity-first and convergence-second selection strategy [31] is adopted to select N most potential solutions as a new parent population for the next generation. In the following sections, the implementation details of the proposed new dominance method (NLAD-dominance) and the new fitness estimation method will be described.
B. PROPOSED NEW DOMINANCE METHOD (NLAD-DOMINANCE)
For MaOPs, one of the main challenges is that Pareto dominance cannot provide enough selection pressure. In order to enhance the selection pressure meanwhile maintain the diversity of the selected solutions, we design a new dominance method based on the idea of expanding dominated area, which is an expandation of α-dominance [26] . Here, we first give a brief introduction to the well-known α-dominance method.
In α-dominance, a solution x is permitted to dominate another solution y if x is slightly inferior to y in one objective while largely superior to y in some other objectives, which can expand the dominated area of each solution and then enhance the selection pressure. To realize this idea, each new objective function in α-dominance is modified by the following formula:
wheref i (x) is the new objective function of solution x on the ith objective, and α ij is a tradeoff parameter between f i and f j . In α-dominance, α ij is set to 1/3 [26] . Based on the new objective function, the solution x is called to α-dominate y, if
are met. Such modification of the objective functions expand the dominated area of each solution. To understand this easily, we show its effect graphically in 2-dimensional space by Fig. 1 , where we can see that after modifying each objective function by Eq. (5), the dominated area of solution x has been expanded from the area bounded by dotted line to the area bounded by red bold line, which no doubt increases the pressure of selection solutions. However, α-dominance uses a linear combination of original objectives to construct the new objectives, and can only expand the dominated area on a linear manifold [44] , which makes the selected solutions lack diversity. Besides, with the fixed value of parameter α, the selection pressure provided by α-dominance cannot fit different kinds of MaOPs. In order to enhance the selection pressure for MaOPs meanwhile maintain the diversity of the selected solutions, and inspired by α-dominance, we design a new dominance method, called NLAD-dominance, where the original objective functions are transformed as follows:
wheref i (x) is the new objective function on the ith objective, α i is a parameter to adjust the size of dominated area of solution x, which belongs to interval (0,1) and the smaller the α i is, the larger the dominated area by each solution will be. The reason to choose f 3 i (x) is due to the characteristics of the cubic function, i.e., its function image is centrosymmetric and curved, which can further expand the dominated area than the linear function in α-dominance. For further understanding NLAD-dominance easily and displaying it graphically, we show this fact with 2 objectives as an example in Fig. 2 , where we can see that after modifying each original objective by using Eq. (7) for the case of two objectives (as shown in Eq. (8)), the dominated area of a solution x has been expanded from the area bounded by dotted line to the area bounded by red bold curve, which no doubt increases the selection pressure. Besides, the cambered dominated area can further improves the diversity of the obtained solutions, especially in the high objective subspace [42] .
In order to make the selection pressure provided by NLAD-dominance more suitable for MaOPs with different situations, we design a dynamic parameter adjustment mechanism in NLAD-dominance to control the size of dominated area, where the parameter α i is dynamically adjusted with different number of objectives and different stages of the evolution, since the selection pressure should be different for the different situations of these two factors. To be specific, we assume that each objective is equally important, and thus, for a given solution x, it is reasonable to take all parameters α i (i = 1, 2, . . . , m) the same value (say, α) for a fixed moment t.The details are as follows:
where k is a user-determined parameter, it is used to control the expanding degree of dominated area with the number of objectives (m). t and T max represent the current number of generations and the predefined maximal number of generations, respectively. To further understand Eq. (9) and display it graphically, we show the different values of parameter α m t with the change of number of objectives and number of iterations in Fig. 3 . As shown in Fig. 3 , both different number of objectives and different stages of the evolution have an effect on the value of parameter α, and with the number of objectives increasing, the value of α gets smaller and then selection pressure becomes further increased. Besides, for a given number of objectives, as the iteration progresses, the value of α gradually grows from small to large, which can make the selection pressure provided by NLAD-dominance larger in the early iterations to enhance the convergence, and gradually decreased in the later iterations to maintain the diversity.
Finally, the proposed NLAD-dominance can be defined as follows:
Definition 5 (NLAD Dominance) Solution x is called to NLAD-dominate solution y if the following conditions are satisfied
that is to say, the Pareto dominance for new problem
is the NLAD-dominance for the original problem (1).
C. MEMBER ASSOCIATION AND FITNESS ESTIMATION
After normalizing the objectives of each solution in R t into a unit hypercube, BFEA applies the member association operator to the normalized union populationF(R t ) (see Algorithm 1). Suppose thatF(x) = (f 1 (x),f 2 (x), . . . ,f m (x)) T ∈ F(R t ) is the normalized objective vector for solution x, the origin is taken as the ideal point, and u is the projection ofF(x) on reference vector λ i . Then the Euclidean distance between the origin and u, denotes d i 1 (x), and the perpendicular Euclidean distance betweenF(x) and λ i , denotes d i 2 (x), can be calculated as follows [57] and intuitively demonstrated 
For the association operator, only d i 2 is considered, and d i 1 will be involved later in the fitness estimation. Each reference direction λ i ∈ W , i ∈ {1, 2, . . . , N }, specifies a unique subspace, denoted as S(i). In the normalized objective space, each S(i) is defined as [58] 
where j ∈ {1, 2, . . . , N }, we assign a solution x to the subspace S(i) with the minimum value of d i 2 (x). After decomposing the whole objective space into N independent subspaces, next we will perform the fitness estimation in each subspace. To be specific, for each subspace S(i), the fitness value of each solution x ∈ S(i) is calculated as
where FrontNo(x) denotes the nondomination level of solution x among the whole combined population R t , which is sorted by our proposed NLAD-dominance. The smaller FrontNo(x) means the better convergence of solution x. Different from the framework of NSGA-III [16] , in BFEA, the new proposed fitness estimation method takes into account the convergence and diversity of solutions in each nondomination level when the new population are selected. Besides, the new fitness estimation can adaptively protect the solutions located in sparse area and punish the solutions in dense area by the formula (d i 2 (x)+µ·d i 1 (x)), where the smaller d i 2 (x) means the better diversity while the smaller d i 1 (x) means the better convergence [58] . In Eq. (15), the parameter µ is a penalty parameter, and is used to balance the diversity and convergence in each subspace. Since there are 2N solutions associated with N reference directions, and when the union population have an excellent diversity, there are exactly 2 solutions per subspace. If the number of solutions in a subspace is greater than 2, it means that some other subspaces have no solution or only one solution. So we design an adaptively adjusted penalty parameter µ to punish the solutions' convergence if they are located in a dense area. The more solutions in subspace S(i) are, the larger µ should be, and the stronger the punishment should be inflicted on convergence. In this paper, we set µ = |S(i)| 2 . Only the solutions with both better convergence and better diversity can obtain smaller values of (d i 2 (x) + µ · d i 1 (x)). Therefore, for the solutions with the same FrontNo(x), the smaller values of (d i 2 (x)+µ·d i 1 (x)) means better quality of solution x. For the solutions having different values of FrontNo(x), the solution with better convergence and diversity will have a lower fitness value FV .
D. COMPUTATIONAL COMPLEXITY OF BFEA
Here we consider the main steps in one generation in the main loop of Algorithm 1. The main computational cost is caused by the following operations.
Normalizing the objective functions of the union population R t (line 7 in Algorithm 1) requires O(2mN ) computations, where m is the number of objectives and 2N is the population size. Using NLAD-dominance to sort the whole combined population (line 8 of Algorithm 1) requires O(mN 2 ) computations [35] . Among lines 9-14 of Algorithm 1, the association procedure (line 10 of Algorithm 1) takes O(mN 2 
). Suppose that L i = |S(i)|, denotes the number of solutions in the subspace
λ i , then N i=1 L i = 2N , on average, L i ≈ 2N /N = 2.
Thus, fitness assignment for the solutions in each S(i) (line 12 of Algorithm 1) spends O(mL 2 i ) ≈ O(m).
For environmental selection, the diversityfirst and convergence-second selection strategy [31] requires O(N ) + O(NlogN ) computations. To summarize, the average complexity of one generation cycle of BFEA is O(mN 2 ). Even in the worst case, that is, all the 2N solutions are associated with one subspace, the computational complexity is also the same as the average complexity O(mN 2 ).
IV. EXPERIMENTAL DESIGN
In this section, empirical experiments are conducted on 16 benchmark test problems taken from two widely used test suites, i.e., DTLZ [19] test suite and WFG test suite [25] , to compare BFEA with five state-of-the-art MOEAs for many-objective optimization, namely VaEA [56] , dMOPSO [9] , PICEA-g [54] , SPEA/R [31] and NSGA-III [16] . The source codes of all the compared algorithms are conducted on a Matlab platform named PlatEMO [50] (Matlab version: R2015b 64-bit) to create a fair environment for comparison. In the following sections, we first present a brief introduction to the benchmark test problems. Then, the performance indicators used in our comparative studies are briefly described. Finally, the experimental parameter settings used in the comparisons are given.
A. BENCHMARK TEST PROBLEMS
To test the performance of our proposed BFEA and other five algorithms, two well-known test suites are used in our experiments. The first seven test problems are DTLZ1 to DTLZ7 taken from DTLZ test suite [19] . The second nine test problems are WFG1 to WFG9 adopted from the WFG test suite [25] . Those two test suites are among the most used benchmarks in many-objective optimization, since they are characterized by different features, such as multi-modal, concave, linear, non-separable, degenerate, and biased and so on, which challenge multifarious abilities of an algorithm. Besides, all these test problems can be scaled to any number of objectives and decision variables. In this paper, we consider the number of objectives from 4 to 20, i.e., m ∈ {4, 8, 12, 16, 20}. The number of decision variables on DTLZ test suite is given by n = m + k − 1. For DTLZ1, the parameter k is set to 5, 10 for DTLZ2-DTLZ6 and 20 for DTLZ7 as recommended in [16] . For nine WFG test suites, the number of decision variables is given by n = k + l, where the position-related variable k = m − 1 and the distancerelated variable l = 10 [23] , [25] .
B. PERFORMANCE INDICATORS
In this paper, the Hypervolume (HV) indicator [61] and Inverted generational distance (IGD) [63] are used to make empirical comparisons between the results obtained by each algorithm. Since both these two indicators can measure the convergence and diversity of the obtained solution set, here the HV indicator is adopted as a main performance metric, once it cannot distinguish the performance of the compared algorithms, we shall use IGD as an additional metric. The details of those two indicators are as follows: 1) Hypervolume (HV) [61] : For a final nondominated solutions set A obtained by an algorithm, HV indicator measures the size of the objective space dominated by A and bounded by a reference point y * = y * 1 , y * 2 , . . . , y * m in the objective space which is dominated by all Pareto-optimal objective vectors, and can be mathematically described as:
where volume(·) is the Lebesgue measure of a set A.
In our experiments, the reference point y * is set to 1.1 times of the upper bounds of the true PFs, where the solutions dominated by y * are discarded for the calculation of HV. The codes of HV is implemented by PlatEMO [50] . For problems with fewer than eight objectives, the recently proposed fast HV calculation method is adopted to calculate the exact HV [55] , while for problems with more than eight objectives, the Monte Carlo method [1] with 1000000 sampling points is adopted to obtain the approximate HV values. For HV, a larger value will indicate a better quality of A for approximating the whole true PF. HV can assess both the convergence and diversity of each obtained solution set. 2) Inverted generational distance (IGD) [63] : Let P * be a set of solutions uniformly sampled from the true Pareto front and A be the set of non-dominated solutions obtained in the objective space by the concerned algorithm. The IGD between P * and A can be mathematically defined as follows:
where |P * | denotes the number of elements in P * and f i * ∈ P * . d(f i * , f ) denotes the Euclidean distance between the point f i * and f . The specific number of sampled points for IGD calculations can vary a bit due to the different geometries of the Pareto fronts. In this paper, we use a set size closest to 10000 (due to the fact that an exact number of 10000 is impossible to be set for each test instance) uniformly distributed solutions sampled on the true Pareto front for each test instance. The set A with a smaller IGD value indicates a better performance.
C. EXPERIMENTAL SETTINGS
In this section, the general parameter settings for the experiments and the specific parameter settings for the six MOEAs considered in this paper are given. 1) Population Size: For BFEA, VaEA, dMOPSO, PICEAg, SPEA/R and NSGA-III, the population size is determined by the simplex-lattice design factor H together with the number of objective m [13] , for problems with m ≥ 8, a two-layered reference vectors with small values of H [16] is applied to generate reference directions not only on the outer boundaries but also on the inside layers of the PFs. The detailed settings of the population size for the five MOEAs considered in this paper are listed in Table 1 . 2) Number of Runs and Termination Criterion: All algorithms are independently run 20 times on each test instance. The termination condition of an algorithm for each run is the maximum function evaluations (MFEs) are reached. For the two test suites DTLZ1-7 and WFG1-9, the MFEs are set to 48000, 120000, 225600, 190400 and 336000 when m is equal to 4, 8, 12, 16, 20, respectively. 3) Significance Test: To test the difference for statistical significance, the Wilcoxon rank sum test is adopted to compare the results achieved by BFEA and other five compared algorithms at a significant level of 0.05. Symbol '+' indicates that the compared algorithm is significantly outperformed by BFEA according to the Wilcoxon rank sum test, while '−' represents that BFEA is significantly outperformed by the compared algorithm, and '≈' means that there is no statistically significant difference between the results achieved by BFEA and the compared algorithm. 4) Settings for Crossover and Mutation operators: The SBX [14] and polynomial mutation [15] are used in all the considered algorithms except dMOPSO. For BFEA, VaEA, PICEA-g, SPEA/R and NSGA-III, the crossover probability p c = 1.0 and distribution index η c = 30 are used in the SBX [14] . For the polynomial mutation [15] , the distribution index and the mutation probability are set to η m = 20 and p m = 1/n, respectively. 5) Specific parameter setting in each algorithm: For dMOPSO, the age threshold T a = 2. For BFEA, the parameter k in Eq. (8) requires to be predefined. In the experimental comparisons, k = 0.5 is used for all test instances. A sensitivity analysis of k is provided in Section V-C. In α-dominance, α ij is set to 1/3 as suggested in [26] .
V. EXPERIMENTAL RESULTS AND ANALYSIS
In this section, the performance of the proposed BFEA is to be validated according to the experimental design described in Section IV. Our experiments can be divided into three parts. The first one is to compare BFEA with other five reference vector-based, angle-based and fitness assignment-based algorithms with different strategies for MaOPs. The aim is to show the high competitiveness of BFEA in terms of both convergence enhancement and diversity maintenance. The second one is to compare NLAD-dominance with Pareto-dominance and α-dominance under the framework of BFEA, the aim is to demonstrate the great ability of NLAD-dominance in sorting solutions for MaOPs. The third one is to investigate the influence of parameter k in NLAD-dominance on the performance of the proposed algorithm.
A. COMPARISON WITH STATE-OF-THE-ART ALGORITHMS
In this section, we compare the proposed BFEA with five state-of-the-art MOEAs on two widely used test suites DTLZ [19] and WFG [25] with up to 20 objectives. The HV indicator is used to evaluate the compared algorithms. Table 2 presents the statistical results of BFEA and other five compared algorithms in terms of HV values on DTLZ test suite. The best results are highlighted in bold face with gray background. From these statistical results, it is clear that BFEA is the best optimizer as it wins on most comparisons. To be specific, among 35 test instances, BFEA got the best results on 14 instances, while VaEA, dMOPSO, PICEA-g, SPEA/R and NSGA-III only got the best results on 1, 6, 3, 0 and 11 instances, respectively. From the statistical results of Wilcoxon rank sum test in the last line of dMOPSO, PICEA-g, SPEA/R and NSGA-III in most test instances (in 23, 26, 22, 22 and 19 test instances, respectively), while the HV results of VaEA, dMOPSO, PICEAg, SPEA/R and NSGA-III are significantly better than those obtained by BFEA in only a few test instances (in 10, 5, 4, 7 and 15 test instances, respectively). In the following paragraphs, we will analyze these results instance by instance.
DTLZ1 has a linear PF with multiple local optima, which makes it difficult to converge to the global PF. For this problem, NAGA-III and VaEA perform better than BFEA, SPEA/R performs better than BFEA on 4-and 8-objective test instances and similar to BFEA on 12-, 16-, and 20-objective test instances. dMOPSO and PICEA-g perform worse than BFEA. DTLZ2 is a concave problem, where the objective functions of each Pareto-optimal solution x * need to satisfy:
The statistical results indicate that BFEA performs best on all test instances except 5-objective instance, NSGA-III performs best for this test instance. DTLZ3 is also a concave problem, but its search space contains 3 r − 1 local optima, which can easily cause an algorithm to fall into a local PF before converging to the global PF. It can be seen from the statistical results, BFEA still performs best on all test instances for this problem, and VaEA, dMOPSO and SPEA/R are failed to solve some test instances since the mean HV values on these instances are all zero. From the statistical results of these three problems, we can see that our proposed BFEA is very effective for MaOPs with the concave PF. It may because the NLAD-dominance-based fitness estimation in BFEA maintains a good balance between the convergence and diversity. DTLZ4 is challenging due to a strongly biased density of points on the PF. From Table 2 we can see that BFEA performs best on 8-, 16-, and 20-objective test instances, while NSGA-III performs best on 5-and 12-objective test instances. Other four algorithms perform poorly on this problems. The PFs of DTLZ5 and DTLZ6 are degenerate, but have a nondegenerate part of PF when the number of objectives is larger than four, which affects the investigation of the compared algorithms on degenerate MaOPs. For these two VOLUME 7, 2019 problems, dMOPSO and BFEA perform better than other four compared algorithms. SPEA/R is failed to solve most test instances of these two problems since its mean HV values on these instances are all zero. The PF of DTLZ7 is disconnected and multi-modal, we can see from the statistical results that VaEA obtains the best HV results on 4-objective instance, NSGA-III obtains the best HV results on 8-, and 12-objective instances, PICEA-g obtains the best HV results on 16-, and 20-objective instances. BFEA performs not better than them, it just performs better than dMOPSO. the detailed discussions on the experimental results will be presented.
The PF of WFG1 is flat bias and mixed (including both convex and concave). For this problem, PICEA-g obtains the best HV results among the six compared algorithms, followed by SPEA/R, NSGA-III and BFEA. dMOPSO and VaEA perform poorly on this problem. For WFG2, its PF is composed of several disconnected convex PF segments and its variables are nonseparable. dMOPSO performs worse than BFEA while other four algorithms perform better than BFEA. The PF of WFG3 is linear and degenerate, for this problem, NSGA-III obtains the best HV values on 5-objective test instance and PICEA-g obtains the best HV values on 8-, and 12-objective test instances. For 12-objective test instance, only PICEA-g and BFEA obtain the nonzero HV values, other four algorithms are failed on this test instance. However, when the number of objectives is greater than 12, all the six algorithms are failed to converge to the true PF. In order to investigate the performance of those six algorithms, Figure 6 shows the evolution of the IGD variations achieved by the six compared algorithms during the run on WFG3 with 20 objectives, it is obviously that our proposed BFEA obtains the best IGD values during the iteration, which indicates the highly competitive of BFEA in terms of both convergence enhancement and diversity maintenance.
For WFG4-WFG9, the shapes of their PF are both hyperellipse, but the characteristics of them are different in the decision space, such as multimodal, deceptive, nonseparable, biased and parameter dependency, respectively. They can test whether an algorithm has the ability to escape from local optima, enhance convergence while maintain diversity in different characteristics of the test problems. From the statistical results of Table 3 , we can see clearly that our proposed BFEA performs best on all these six test problems among the six compared algorithms. Moreover, for problems with more than 10 objectives, BFEA performs much better than any compared algorithm, which indicates that our proposed new dominance method can better sort the solutions, and the new designed fitness estimation can better evaluate the quality of each solution than those in other compared algorithms.
B. INVESTIGATIONS OF THE EFFECTIVENESS OF THE PROPOSED NLAD-DOMINANCE
In order to verify the great ability of NLAD-dominance in sorting solutions for MaOPs, we compare NLAD-dominance VOLUME 7, 2019 with Pareto-dominance and α-dominance under the framework of BFEA. Tables 4 and 5 present the statistical results of BFEA, BFEA_Pareto and BFEA_α in terms of HV values on DTLZ and WFG test suites respectively. The best results are highlighted in bold face with gray background. From these statistical results, one can clearly see that BFEA with NLAD-dominance is the best optimizer as it wins on most comparisons. To be specific, from Table 4 5 test instances, respectively) . Thus, NLADdominance can more better sort the population according to their true quality than Pareto-dominance and α-dominance.
C. INFLUENCE OF PARAMETER K
In this section, we investigate the influence of parameter k in Eq. (9), which is used to control the expanding degree of dominated area with the number of objectives (m) in NLAD-dominance. Table 6 presents how the performance of algorithm BFEA varies with the change of k on WFG1-9 test problems in terms of mean HV values. The parameter k is varied between 0.1 and 0.9 with a step size of 0.1. The best results are highlighted in bold face with gray background. From Table 6 we can see that although the setting of k affects the performance of the proposed algorithm, the performance of BFEA on most WFG test problems is robust when k = 0.3, 0.4 and 0.5. By further observing the statistical results of BFEA under these three different values of parameter k, we can see that, among the 45 test instances, the best mean HV results are obtained by BFEA with k = 0.3, 0.4 and 0.5 for 10, 6 and 13 instances, respectively. Moreover, for problems with more than 10 objectives, BFEA with k = 0.5 performs much better than BFEA with k = 0.3, 0.4. In fact, for total 21 test instances with more than 10 objectives, BFEA with k = 0.5 got the best results on 10 instances, while BFEA with k = 0.3, 0.4 only got the best results on 3 and 3 instances, respectively.
VI. CONCLUSION
In this paper, we have proposed a balanceable fitness estimation-based evolutionary algorithm (BFEA) for solving MaOPs, where the fitness estimation mechanism takes both convergence and diversity into account, and adaptively balances them by the proposed parameterless penalty rule. Besides, to overcome the ineffectiveness of Pareto dominance in sorting solutions for MaOPs, a new dominance method (NLAD-dominance) with a dynamic parameter adjusting scheme is designed, which can dynamically adjust the selection pressure for MaOPs with different number of objectives and different stages of the evolution, and thus it can more accurately sort the population. To demonstrate the strong competitiveness of the proposed algorithm BFEA, we compare it with five state-of-the-art many-objective evolutionary algorithms on 80 test instances of 16 benchmark problems with up to 20 objectives. Experimental results have shown that the proposed algorithm BFEA is highly competitive in terms of both convergence enhancement and diversity maintenance. Besides, we have verified the effectiveness of the proposed NLAD-dominance by comparing it with Paretodominance and α-dominance under the framework of BFEA.
Although BFEA has provided encouraging performance on the most test problems considered in this paper, the experimental results indicate that BFEA performs not better than the compared algorithms on some disconnected problems, the reason is that the parameterless penalty rule-based fitness estimation we designed prefers to the diversity, thus, for the problems with disconnected PFs, BFEA will waste a lot of resources on the blank PFs. In the future, it is interesting to have a deeper insight into the search behavior of BFEA, and then adaptively allocate the computational resources according to the information of the search behavior [64] . Besides, it is also interesting to extend our BFEA to solve constrained MaOPs by combining with constraint handling techniques and then apply BFEA to real-word problems to further verify its effectiveness. 
