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A graph-theoretic model for the description of flowcharts and pro- 
grams is defined. It is shown that properties of directed graphs and 
the associated connection matrices can be used to detect errors and 
eliminate redundancies in programs. These properties are also used 
in the synthesis of composite programs. Finally, the model is ex- 
panded to take into account frequencies of execution of portions of a 
program, and a problem concerning optimum arrangement of a pro- 
gram in storage is solved. 
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The execution time of X~ 
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I. INTRODUCTION 
In any discussion of a digital computer program, reference is inevitably 
made to the "pattern of control" of the program, and to the "paths" 
and "loops" which may be traversed in the course of the calculation. 
The use of such descriptive terms indicates ~ widespread awareness of 
the relevance to programming of the concepts of graph theory. It is 
therefore surprising that these concepts have rarely been applied ana- 
lytically to programs. 
The desirability of such analysis was recognized as early as 1947, 
when Goldstine and yon Neumann suggested the development of a 
formal logic of programs, based on the flow diagram. Since that time, 
however, progress in this area has been slow. A few writers (Blum, 1956; 
Perlis and Smith, 1957; Janov, 1957a, b; and Voorhees, 1958) have sug- 
gested interesting notations for describing the manner in which the vari- 
ous sections of a program are connected together. The work of Janov 
also contains ome results on the equivalence transformations of pro- 
grams. 
In spite of the contributions of these writers, there remains a need for 
a systematic study of the application of graph theory to digital computer 
programming. A model suitable for such a study is developed in the 
writer's doctoral thesis. This paper presents the essential features of this 
model, and describes ome of the applications which have been investi- 
gated. A recent paper by Prosser (1959) employs Boolean matrices to 
derive independently some of the results given in Section III of this 
paper. 
Ii. THE REPRESENTATION OF FLOWCHARTS AND PROGRAMS 
The flowchart is a commonly used device for the representation f 
algorithms. In the form considered here (see Fig. 1), it consists of an 
arrangement of elements connected by directed ares. These elements 
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FIG. 1. A f lowchart  
are of two types: the operational element, designated by a square con- 
taining one of the symbols X1, X2, • • • , X~, and the decision element, 
designated by a diamond-shaped symbol containing a Greek letter. 
Each operational element corresponds to a set of operations performed 
successively in executing the algorithm represented; each decision ele- 
ment corresponds to a ehoiee between two or more courses of action. 
An instance of the execution of the algorithm may be specified by a path 
through the flowchart, beginning at a given initial element, and termi- 
nating at an operational element having no successor. This model is not 
capable of describing flowcharts which modify their own structures. 
Other writers (see, for example, Goldstine and von Neumann, 1947) 
have introduced an element called the variable remote connector to 
designate self-modification i  flowcharts. The analysis of self-modifying 
flowcharts is quite difficult and will not be discussed in this paper. 
Given a program written either in machine language or in the source 
language of an automatie programming system, one can perform a seg- 
mentation into operational elements and decision elements, provided 
that the program does not modify its own transfer-of-control instrue- 
tions. An operational element corresponds to a sequence of instructions 
uninterrupted by a conditional transfer of control, and a decision ele- 
ment corresponds to a conditional transfer-of-control instruction. A 
segmentation of this kind is implicit in the procedures of Scott (1958) 
and Haibt (1959), who were concerned with the automatic preparation 
of flowcharts from programs. Henceforth, the terms "program" and 
"flowchart" will be used interehangeably. 
Corresponding to any given flowchart one can construct a directed 
linear graph (el. K6nig, 1950), with a node corresponding to each de- 
cision element, initial or terminal operational element, or to any point 
at which two arrowheads meet in the flowchart. The graph correspond- 
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FIG. 2. Graph corresponding to the flowchart of Fig. 1 
ing to the flowchart of Fig. 1 is shown in Fig. 2. In this example each 
decision has two outcomes, labelled -4- and - in the flowchart. Corre- 
spondingly, the graph has two arcs, labelled ~ and ~', for each decision 
element ~. Decisions with more than two outcomes can be represented 
by a simple extension of the notation. 
Figure 3 shows a connection matrix (m~.) derived from the graph of Fig. 
2. The element mlj is zero whenever nodes i and j of the graph are not 
connected by an arc. If nodes i and j are connected by a single arc al,  
then mij = al • If nodes i and j are connected by the arcs al,  a2, • • • , a~ 
then 
mij = al + a2 + . . .  + a~. 
The diagonal element m,  is zero unless there exists an arc whose head 
and tail meet at the node i. 
III. SOME TECHNIQUES OF ANALYS IS  
The  preceding section introduced the directed graph and connection 
0 X 1 0 0 0 0 0 
~' ~' i I
0 aX 2 0 0 0 
~0 0 0 0 0 
0 o y 'x  3 r o 
0 0 0 0 5X 5 + 6~X 4 
0 0 0 0 0 X6  / 
/ 0 0 0 0 0 
FIG. 3. A connection matr ix  
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matrix as descriptors of flowcharts. Of the two descriptors, the connec- 
tion matrix is the more suitable for formal manipulation. In this section 
we define some fundamental entities associated with connection matrices. 
These definitions are then applied to the analysis of flowcharts. 
A string of matrix elements of the form m~ilmjlj~ • • • mik_li is a path 
of length k from node i to node j. If i = j, the path is called a cycle. A 
proper path is one such that no number appears more than once as a 
row index or more than once as a column index in the representation 
of the path. A proper cycle is a proper path which is a cycle. Any cyclic 
permutation of the symbols representing the arcs in a proper cycle gives 
a valid representation f the proper cycle. A path B is called a subpath 
of a path Z if Z can be written as Z = ABC, where A and C are paths, 
either or both of which may be null. Thus, the path m2ama4m~2 is a 
subpath of the path m~2m2ama4m42m25. A path is a proper path if and 
only if it has no subpath which is a cycle, except possibly itself. 
For the flowchart of Fig. 1, the proper paths from initial node to termi- 
nal node are: 
X~aX2~ 'v~XsX~ 
XlaX2fl'v~'X4X6 
l~he proper cycles are: 
Xlot  ' 
XtaX25 
"y 'Xa 
Convenient procedures for enumerating the proper paths and proper 
cycles of a connection matrix (or the corresponding directed graph) 
have been given by Hohn et al. (1957) and by Lunts (1950). The avail- 
ability of these procedures will be assumed. 
Many properties desirable in a "good" flowchart may be expressed 
in terms of the graph-theoretic concepts just introduced. The first such 
property is called eligibility. A flowchart is said to be eligible if each of 
its elements lies in a finite path from the initial node to some terminal 
node. If a flowchart is ineligible, at least one of the following undesirable 
conditions must hold: 
1. There is an element which cannot be reached from the initial node, 
and hence is totally redundant. 
2. There is an element from which no path leads to a terminal node, 
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so that the algorithm must fail to terminate if that element is reached. 
Examples of both these conditions are shown in Fig. 4. 
A simple test of eligibility is based on the concept of linkage. Two 
paths are said to link each other if one of them can be written A}B, and 
the other, C}'D, where A, B, C, and D are subpaths and } is the name 
of a decision element) The following recursive procedure may be de- 
fined: 
1. Let S0 be the set of all proper paths from the initial node to a termi- 
nal node. 
2. The set & having been formed, let &+l be formed by adding to 
& all proper cycles which link paths or cycles in & .  
3. Let the process continue until, for some N, SN+I = S~. 
THEOREM: A flowchart is eligible if and only if each of its elements 
appears in some member of S~. 
A second type of problem solvable by simple graph-theoretic means 
may be stated. Suppose that a given program contains a set C = {c~} 
of instructions which require for their proper execution that some speci- 
fied condition be satisfied. Typical conditions are the following: tape 
rewound, sense light on, accumulator cleared, appropriate constant in 
temporary storage, modifiable data address properly set. Suppose also 
that there is a set D = {d j} of instructions which cause the condition 
not to hold, and a set S = {sk} of instructions which set up the condi- 
tion. To ensure proper execution of the instructions in C it is necessary 
to test that every proper path from any d~. e D to any c~ e C contains 
an sk E S. This condition may be checked by enumerating these proper 
paths, using the method of Hohn. The corresponding synthesis problem, 
which requires the efficient insertion of elements of S into the program, 
is also readily solved. The reader familiar with computer programming 
will recognize many frequently encountered variations of this problem. 
IV. COMPOSITE PROGRAMS 
Often, a p rogram treats several different versions of a single algo- 
rithm. The  procedure to be used in any  particular instance of the exe- 
cution of the program is to be specified by  the user. This specification 
can conveniently be given by  preset binary variables, represented 
physically by  sense switches or equivalent devices. A program in wh ich  
the choice of a procedure is so specified will be called a composite pro- 
gram. It is desirable to find algorithms for synthesizing efficient compo-  
i The restriction to binary decisions is an inessential simplifying assumption. 
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FIG. 4. Examples of ineligible flowcharts 
site programs when a program for each of the possible procedures is 
available. It is also desirable to find algorithms for performing the inverse 
process, in which a program efficient for a single procedure or only a 
few procedures i generated from a composite program. 
Let us suppose that the programs PI and P2 of Fig. 5a and b are to 
be combined. These programs have the operational elements X I ,  X2 ,  X3 ,  
and X5  in common;  one instance of each element is to appear in the 
composite program. The  binary variable E will be used to specify which  
of the two cases of the composite program is to be executed; the case 
e - 1 corresponds to PI ; the case e p = 1, to P2. 
The  synthesis procedure is as follows: 
I. Construct matrices MI  and 21//2, each having a row and co lumn 
:for each operational element in either P~ or Pc. The  entry (M~)ij will 
contain a Boolean expression giving the conditions under  which  Xj. is a 
successor of Xi in Pl  • These matrices are shown in Fig. 6. 
(a) 
(b) 
FIG. 5. A pair of programs to be combined 
186 KARP 
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0 1 0 0 0 0 1 0 0 
: a '  0 ~ : 0 , 8 0  13 I 
0 0 1 M2= 0 0 0 0 
o °i 0 yl 0 0 0 0 
0 0 0 0 0 0 
FIG. 6. Matrices representing the structures of P1 and P2 
2. Construct a matrix M such that 
(M)i~ = e(M1)~ + d(M2)~. 
This matrix is shown in Fig. 7. 
3. Form a matrix M* from M as follows: 
(a) If (M),~. = e + g, (M*)i~ = 1 
(b) If {E:} does not appear in some row of M delete all occurrences 
The matrix M* is shown in Fig. 8. This matrix is a complete representa- 
tion of the composite program, which is shown in Fig. 9. A generaliza- 
tion of this procedure to composite programs involving more than one 
preset binary variable can be made, but it is not entirely trivial. 
The synthesis of composite programs from individual eases has been 
considered. Next, it is necessary to consider the inverse problem, in 
M = 
/c~ ~-F~ l o o o 1 , 
;!oo. ;1 
0 ~7 "l 0 
0 0 0 
FIG. 7. Matrix representing the structure of a composite program 
0 
1 
o 
Y 
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0 1 0 0 0 
e/~l I I/3 Oi E~ E E~ 
M " 0 0 0 E • 
t 
0 0 )" 0 - 
0 0 0 0 
F ie .  8. Rev ised  matr ix  for a compos i te  program 
which an efficient program for a single case is derived from a composite 
program. It will now be assumed that the program of Fig. 9 is given, 
and that an efficient program is desired for the ease e = 1. This can 
be done simply by deriving the proper paths and proper cycles of the 
composite program, removing those in which e' appears, and constructing 
a program which has only the remaining proper paths and proper cycles. 
In the program of Fig. 9 the only proper path which does not contain 
g is: 
XIX2EaX47Xs .
The proper cycles which do not contain d are: 
EO/'Z 2 
~X43" X3 
Removing the symbol e from these paths, and constructing the unique 
eligible program which has the resulting proper path and proper cycles, 
we obtain the program of Fig. 5a, as expected. 
I 
FIo. 9. A composite program 
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V. A MARKOV MODEL FOR PROGRAMS 
For  many purposes it is important to know the frequencies of execu- 
tion of the operational elements in a program, as well as the manner  in 
wh ich  these elements are interconnected. Often, approx imate estimates 
of these frequencies can be obtained f rom a mode l  wh ich  treats a program 
as a stochastic process whose  states are the operational elements. In 
the simplest possible stochastic model,  a p rogram is considered as a 
Markov  process with constant transition probabilities. A mode l  of this 
type is suitable only if it may  be assumed that the outcomes  of any  
given decision in the program are selected with constant probabilities, 
independently of the sequence of p rogram steps prior to the execution 
of the decision. A l though a Markov  mode l  will be used for illustrative 
purposes, more  complicated models  may be required in practice. 
Let p~j be the conditional probability that operational element X j  
will follow, given that element X~ is currently being executed. If X i  is a 
terminal element, let pil -- 1, where  X~ is the initial e lement of the pro- 
gram, and  P~s = 0 otherwise. Then  if the Markov  process described by  
the transition matr ix  P = (p~j) is ergodic, ~ the frequencies of the ele- 
ments  are given by  a solution N = (NI ,  N2 ,  ... , Nn)  of the matr ix 
equation 
NP = N 
normalized so that the frequencies of all terminal elements um to 1. 
Once the frequencies N~ have been found, either by the model de- 
scribed or by some other means, certain useful results can be obtained. 
First, if r~ denotes the execution time of element X~, and if no two op- 
erational elements are executed simultaneously, then the expected exe- 
cution time of the program is given by 
Secondly, certain minimization problems of interest can also be 
treated, once the quantities p~- and N~ are known. One such problem is 
to minimize the expected number of transfers of control performed in 
executing a program. If  X j  is the successor of X~ in storage, then a trans- 
fer of control at the termination of X~ is required whenever some ele- 
ment other than Xj  is to be executed next; the expected number of 
such transfers of control is N~(1 - p~j), which we denote by c~.  Let 
2 Finite state Markov processes are discussed by Feller (1957), Chapters 15 
and 16. 
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x~j be one if Xi  immediately follows X~ in storage, zero otherwise. Let 
an element Xn+l, consisting of data words and other words which are 
not executed as instructions, be defined. Then c~,~+1 = c~+I,~ = 0 for 
all i. We define xi,~+l = 1 if X~ is the last element in storage, 
and x~+l,~ = 1 if X~ is the first element in storage. Otherwise xi,~+l and 
x~+l,~ are equal to zero for all i. Thus X~+~ is the successor of the last op- 
erational element in storage, and the predecessor f the first. Then (xi~) 
is constrained to be a cyclic permutation matrix. Subject to this con- 
straint, we wish to minimize the expected number of transfers of control 
executed, given by 
nq-1 n-~-I 
E E 
i=l j=l  
This is precisely the traveling-salesman problem, for which methods of 
solution have been given by Eastman (1958) and Dantzig et al. (1954). 
The method of Eastman seems quite effective for small problems (most 
problems involving matrices of dimension ten can be done easily by 
hand), but it has not been tested for large problems. 
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