Researchers are fabricating quantum processors powerful enough to execute small instances of quantum algorithms.
I
ncreasingly, quantum computers and networks are expanding already astonishing classical computing and communication capabilities. 1, 2 As the sidebar "Key Concepts in Quantum Computing" describes, quantum computing has six underlying concepts. Each concept is simple, but collectively they imply that classical computation is incomplete and that quantum effects can be used to efficiently solve some previously intractable problems.
In the 1980s and 1990s, researchers developed several quantum algorithms and laid the foundation of quantum computational complexity, but they did not fully grasp the process of creating new quantum algorithms. From the early 2000s, researchers have begun to more deeply understand this process, which has caused an explosion of proposed quantum computing algorithms (http://math.nist.gov/quantum/zoo) in areas ranging from quantum chemistry to astrophysics to matrix operations relevant to machine learning. 3 Some algorithms offer only a polynomial speedup over competing classical algorithms; others offer super-polynomial speedups in asymptotic complexity. However, in many cases, studies have not yet investigated the algorithm's interaction with quantum computer architecture to determine constant factors, fidelity demands, and resource requirements. In short, the required size, speed, and fidelity of a commercially attractive quantum computer remain open questions. Experimental groups are now fabricating quantum processors powerful enough to execute small instances of quantum algorithms and demonstrate quantum error correction (QEC) that extends the lifetime of quantum
The Path to Scalable Distributed Quantum Computing
SUPERPOSITION
Superposition in quantum systems acts in a somewhat analogous way to classical wave mechanics. Light polarized at a 45-degree angle is an even superposition of horizontal and vertical polarization. Likewise, it is possible to create superpositions of two electron spin states or two atomic energy levels. The probability that, in the end, a certain outcome will be found is related to the relative amounts of zero and one in the superposition.
ENTANGLEMENT
When a quantum system has more than one particle or qubit, describing their states independently is not generally possible because the qubits can be entangled in such a way that their respective states become interdependent. This correlation, which is stronger than dependent classical probabilities, forms the basis of quantum communication. Entanglement cannot be used to communicate faster than the speed of light, even though entangled particles that are far apart will show correlations with no classical explanation when used appropriately.
AMPLITUDE AND PHASE
As the quantum system grows, n qubits have 2 n possible states, 0...0 to 1...1, just as with classical bits; the set of qubits is the register. Because the total state is described by the wave amplitude and phase of each possible state, a complete classical state description can require as much as O(2 n ) memory. The quantum algorithm designer's job is to shuffle amplitude from value to value, altering superposition while manipulating the phase to create interference: when phases are the same, interference is constructive, which increases a particular outcome's probability. When phases differ, interference is destructive, which decreases the outcome's probability.
REVERSIBILITY
In a circuit-based quantum computer, the algorithm designer composes an algorithm by defining a series of gates that change one or two qubits at a time, roughly analogous to classical instructions or Boolean logic gates. In contrast to classical Boolean logic, these gates must be reversible or, in mathematicians' terms, unitary. The controlled-NOT (CNOT) is one such common building block.
MEASUREMENT
A significant exception to the requirement for reversibility is measurement, which involves extracting a numeric value from the quantum system's register. The extraction causes the superposition to collapse into a single state. The choice of state is random, with probabilities depending on the states' relative amplitudes, taking interference into account. Measurement destroys entanglement.
DECOHERENCE
Quantum states are very fragile and must be well isolated from the environment. However, over time, errors inevitably creep in-a process known as decoherence. The natural classical solution would be to keep extra copies of fragile data, but the no-cloning theorem, a fundamental tenet of quantum mechanics, dictates that it is not possible to make an independent copy of an unknown quantum state.
the latest results from various systems with a focus on those emphasizing scalability through networks. Figure 1 shows the basic principle of a quantum computer interacting with the classical information processing world. This interaction is akin to querying a classical coprocessor from an outside classical process. Along with this interaction is a second classical system within the quantum computer, which handles the interaction with the hardware itself.
BEYOND CLASSICAL COMPUTING
As researchers began to explore the notion of quantum computing, David DiVincenzo, widely regarded for his work in early quantum computing, laid out five criteria that a technology must meet for architects to use it in building a basic quantum computer: A few points are worth noting. In the first criterion, "extensible" hides substantial engineering complexity. The ability to achieve any proposed algorithm, implied in the third criterion, fits within the basic framework of quantum computation. The fourth criterion was at the center of quantum computation's early criticism and led to the development of QEC and fault tolerance. Finally, the fifth criterion ensures that numeric data can be extracted, which is an essential function of a practical computer.
DiVincenzo later added two criteria to ensure scalability through the use of photonic interconnects or to create networks that can deliver entangled states to applications: the technology must be able to convert between stationary qubits and photons (flying qubits) as well as be able to capture and control photon routing.
To DiVincenzo's criteria, we propose adding practical engineering constraints: systems must be small enough, cheap enough, and reliable enough to be practical and fast enough to be useful. Implementation limitations make locally distributed computation imperative, which requires How a quantum computer interacts with the classical information processing world. Acting akin to a classical coprocessor, a quantum computer will accept suitable outside queries and problem specifications. Aside from this interaction, an entirely separate classical system is needed to control the quantum hardware itself. QEC: quantum error correction.
system area networks that are fast, high-fidelity, and scalable.
Tightly coupling small quantum computers to form larger multicomputers so as to scale purely numerical, monolithic algorithms helps pave the path to distributed quantum algorithms and sensing. In these applications, the use of distributed quantum states will improve scientific instruments' sensitivity and accuracy and will augment classical cryptographic capabilities.
QUANTUM COMPUTING ARCHITECTURES
Theoretical architectures for largescale quantum computation now rely almost exclusively on topological QEC models. The two classes of topological codes dominating recent architectural designs are surface codes, which work on 2D lattices, and Raussendorf codes, which work on 3D lattices. 4 Each proposed system uses a different physical technology that defines the qubit. Adapting error-correction models to the quantum hardware's physical restrictions has led to multiple architectural designs. Because complete systems will be large scale and qubits have a far greater physical size than transistors, the system's macroarchitecture will most likely be a multicomputer design.
Advantages of topological codes
Topological codes are so named because their structure can be defined through a repeating set of operators over a small number of closely connected qubits, while the encoded information's properties are defined through operations that act on the entire 2D (or 3D) array. These codes have been adopted broadly for three reasons:
› memory lifetimes and gate error rates remain a challenge for experimenters, and surface codes have thresholds approaching 1 percent, depending on the physical model;
› the intrinsic nearest-neighbor structure ensures that the physical hardware does not require long-range interactions; and › the software-driven programming model for manipulating logical qubits allows runtime resource allocation suitable for any application algorithm, including (within limits) the adjustment of error-correction strength.
One perceived drawback is the high resource cost, with many physical qubits per logical qubit, but analyses suggesting large numbers were conducted assuming physical error rates above the operational thresholds of other codes.
Topological coding models allow architectures to be designed with a high level of modularity. Small repeating elements plug together to form a computer of arbitrary scale; we refer to the architecture of the unit for executing error correction as the microarchitecture. The comparative simplicity of the hardware structure makes it far easier to experimentally build, and currently the biggest challenge is engineering qubit components with the required fidelity for topological error correction to become effective.
The topological coding model
Several detailed reviews of the topological coding model cover the functioning of both the error correction and logical computation. Although the model is complicated, the basic hardware configuration is quite simple. Figure 2 shows the model's four main elements.
Encoding data. As Figure 2a shows, half the qubits in 2D surface code are data qubits and half are syndrome qubits. Figure 2b shows the syndrome extraction for two circuits that run continuously in parallel over the entire surface to protect against physical system errors. Computation is achieved by temporarily switching off some of these circuits, creating defects (holes). If every circuit in every green or yellow diamond is switched on, the quantum state will be so tightly constrained that a logical qubit cannot be encoded. Switching off one (or a connected block) of these circuits introduces a degree of freedom within the system that is used as a logical qubit. As the defects' size and separation increase linearly, the information's logical error rate drops off exponentially. Consequently, d becomes the code distance. Changing the regions switched off from cycle to cycle essentially manipulates encoded defects, allowing the translation of a compiled fault-tolerant quantum circuit into the computer's physical control signals.
Plumbing pieces. Figure 2c shows a plumbing piece that links a geometrical representation of a quantum circuit to the total number of qubits needed in the surface (2D) or Raussendorf code (3D). To visualize the intertwining of the defects, we used a negative-space representation with the defect in red and the active lattice portions not shown. For the surface code, the three dimensions of the figure are the two physical dimensions of the lattice in Figure 2a and time, which flows from the front of the image to the rear. Figure 2d shows the geometric structure of plumbing pieces that define how regions of the computer must be arranged to enact the state distillation program. The physical 3D size of this structure determines how much time and how many qubits are necessary for an error-corrected program. A large program, such as Shor's factoring algorithm, might replicate this structure millions of times.
Older coding models
Designs for large-scale quantum computers that predate the development of the topological coding model rely on multiple layers (concatenation) of classically derived QEC codes, and some researchers continue to pursue this approach. These older codes are simpler to decode at runtime, and, if the underlying technology supports long-distance interaction between qubits, the primary technical challenge is the higher fidelity relative to the topological coding model required for physical operations.
QUANTUM COMPUTING TECHNOLOGIES
Since the landmark 2010 review in Nature, 1 experimental work toward large-scale quantum computers has made progress toward scalable systems. Figure 3 shows a qualitative summary of seven major technologies receiving significant academic and industrial attention. Of the dozens of technologies under development, we chose to highlight the first six-not only because of their experimental progress, but also because relatively concrete proposals for complete, scalable architectures have been analyzed. We included anyons because they are the only technology under development that might eliminate the need for QEC.
We believe that these technologies are complementary and have a well-defined place within an emerging technology sector. Developmental time frame, cost, execution speed, and physical size are metrics that can vary by orders of magnitude among systems, and generally the systems that have the potential for higher performance are less developed.
Ion traps
Quantum computing based on ion traps was an early experimental success story for quantum information, 5 because researchers were able to build on prior ion-trap development motivated by applications such as atomic clocks. Carefully controlled electrical fields and lasers ionize, trap, and manipulate the states of individual atoms, while holding them in place in an ultrahigh vacuum. Quantum computing using trapped ions was first proposed in 1995, and the demonstration of primitive gate operations soon followed. 
EMERGING COMPUTING PARADIGMS
However, a large-scale quantum computer with all of the qubits in a single trap is impractical for several reasons, such as slower gate times, cross talk when applying quantum gates, limited operational parallelism, and increases in decoherence rates. To combat these problems, researchers came up with the idea of segmented traps. 5 In this approach, the microarchitectural model uses a series of DC electrodes that can move the electrostatic potential along a trapping pathway, essentially dragging the ion with it. Individual qubits can be placed into storage regions and then moved to interaction zones for gates with multiple qubits. This segmented design requires delicate control to ensure that ions can be moved without losing them around complex trapping geometries.
Scalable design.
A simple approach to a large system based on segmented traps is a monolithic design in which individual traps are fabricated, aligned, and interconnected to form the complete computer. The advantage of this design is that physical operations for surface code are as simple as possible. The disadvantages are the need for a vacuum infrastructure surrounding the entire computer and the sheer size of a machine containing as many as 33 billion qubits. A second approach is to further divide the computer into small elementary logic units (ELUs), where each ELU can be a segmented trap with tens to thousands of qubits. The ELUs are interconnected using probabilistic optical connections achieved by optically exciting two distant ions and using the emitted photons. This communications channel allows the connection of independent ELUs to form a larger multicomputer.
Although this approach mitigates the infrastructure issues that would plague a monolithic ion-trap computer, it introduces complications. The optical connections that allow the creation of entanglement between ions are intrinsically probabilistic. Factoring in inefficiencies in emitted-photon capture and detectors and loss through optical switches, the system must attempt entanglement many times for each successful connection. Initial experiments required tens of minutes to establish entanglement between ions, although performance has since improved to five entanglements per second.
In summary. Systems based on ion traps are making rapid progress and might well be the first to outperform classical quantum computers. However, size, speed, and potential cost could ultimately restrict scalability.
Superconductors
Many of the same principles that apply to ion trapping also apply to the other five technologies, including superconductors. Superconducting quantum computers have seen explosive success in the past five years and are the principal technology of two of the first industrial players in the quantum sector, Google and IBM:
6 both are using superconducting qubits and surfacecode techniques to push forward in building large-scale systems. Superconducting qubits come in several varieties, with the most successful using a quantized amount of current in a superconductor loop. With intrinsic gate times of hundreds of nanoseconds and qubit footprints of hundreds of square microns (µm 2 ), superconducting qubits can be considered a generation beyond ion traps. Experiments have demonstrated the execution of one-and two-qubit gates, with initialization and measurement error rates below the fault-tolerant threshold within a single device. 
Linear optics
Linear optics was one of the first platforms to demonstrate the building blocks of quantum computation. 7 Argu ably , the initial theoretical foundation for linear optical quantum computing is attributable to the 2001 Nature article describing the possibility of measurement-induced nonlinearities and hence of universal computation. 8 After demonstrating the building blocks of linear optical quantum computation in bulk optics, development efforts moved to integrated optics, in which individual photons are routed through etched waveguides in a bulk material (ostensibly silicon). Early work was extremely successful, with highfidelity circuits performing small quantum programs. Recent explorations have focused on integrating all aspects of a universal quantum computing system on chip, including the photon sources, detectors, and waveguides.
High-fidelity, high-efficiency, ondemand single-photon sources still remain the Achilles' heel of linear optics technology. There are generally two approaches to creating photon sources: use an atomic-based photon emitter to produce on-demand photons, or use a combination of spontaneous parametric down conversion (SPDC) sources and optical switching to create a multiplexed source. Using multi plexed sources translates the source problem into constructing singlephoton switches with very low loss, which is the current research focus. Scalable design. Architecture for linear optics has also progressed with two general approaches for realizing a topologically protected machine.
The first approach involves slowly constructing a 3D Raussendorf lattice by probabilistically fusing together larger and larger components. The downside is the need to optically store the cluster as it grows and to route together smaller subclusters that might have been successfully prepared in distant physical locations in the computer. This type of architecture has high overhead and nontrivial routing issues requiring very-low-loss single-photon switches.
The second general approach is the ballistic model, in which photons are sent through a fixed network of fusion gates, producing an incomplete (Swiss cheese) graph state. This model relies on boosted fusion-a technique that uses entanglement to increase the gate's success probability-to achieve higher than a 63 percent probability of success for individual fusion gates. This probability level ensures that the created lattice can percolate (create an unbroken line of connections reaching edge to edge across all its spatial dimensions). The ballistic model relaxes routing and storage requirements, but incurs the calculation cost of converting the incomplete lattice to a perfect Raussendorf lattice in real time.
In summary. Linear optical quantum computers still have significant potential, but both theoretical and experimental results are incomplete. Comparatively low infrastructure cost is a significant selling point for this technology.
Diamond
Impurities in diamond have long been of interest as a potential technology for both large-scale quantum computing and communications. 9 The nitrogen vacancy (NV) center, which creates an electrical potential that can trap a single electron, is by far the most intensively researched type of impurity for potential use in quantum technologies. Diamond is of interest because it can be used to couple the NV center with a photon at optical frequencies, thus naturally interconnecting the quantum memories used as stationary qubits and the photons used as flying qubits on communications links.
Scalable design. Diamond-based quantum computing architectures have been proposed in both monolithic crystals and distributed diamond arrays. In the first approach, numerous NV centers are fabricated within a single crystal; in the second, diamond arrays are optically connected. As is true of essentially all modern architectures, both approaches are based on the use of surface code (2D) or the Raussendorf model (3D). An ensemble array of NV centers was successfully coupled to a superconducting flux qubit in 2011. In this system, the diamond layer was envisaged as a method to couple superconducting qubits (which themselves would couple via microwave photons) via optical photons. In 2015, researchers used diamond-based qubits in the first experimental demonstration of entanglement to close all possible loopholes.
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In summary. Although diamond-based quantum computers are not as well developed as other systems, several research groups are focusing on this technology. Efforts have identified the elements required for large-scale computation, but researchers have not yet shown high-enough-fidelity operations or a universal set of gates within a single device. Diamond has compelling advantages, however. Relative to ion traps and superconductors, its infrastructure costs are less stringent. Vacuums are unnecessary, and cooling can be limited to 4 Kelvin, rather than millikelvin temperatures. Lower potential infrastructure costs and fast operation times make diamond an ideal bridge between second-and third-generation quantum technologies.
Quantum dots
Quantum dots trap individual electrons at the boundary between different semiconductor materials, and can be controlled optically, electrically, or magnetically. 10 They are not as experimentally advanced as superconductors or ion traps, in large part because of their sensitivity to noise, but recent work is striving to overcome that obstacle. Quantum dots have the potential for denser integration and fast operation, but this conceptual advantage is tempered by the apparent need for more development time. They also have many uses other than quantum computing, including sensing, communications, and classical computing. Even so, research groups worldwide are working toward a computer based on quantum dots.
Scalable design.
Progress has been substantial since the original 1998 device architecture. Some of the quantum-dot groups are not in the academic sector and thus limit their public information, so exact progress is difficult to assess. As with each technology included here, researchers assume a large-scale structure based on surface codes. Experimental demonstrations of building-block protocols have also been notable. Addressable quantumdot qubits with fault-tolerant levels of control fidelity have been demonstrated, along with a full two-qubit logic gate. Unlike systems based on linear optics, ion traps, and superconducting qubits, significant issues remain related to the reliable fabrication of individual qubits. The material's atomic structure, including isotopes of the passive substrate, affects the quantum state held in a quantum dot, particularly its memory lifetime.
Large-scale architectures have been proposed for optically controlled dots, but current trends are toward electrically controlled dots, in which the on-chip placement of the classical control traces makes it difficult to place the dots close to each other in a scalable arrangement.
In summary. Multiple research groups worldwide-most notably in the US, Australia, and Japan-are perfecting the fabrication of qubits based on quantum dots, and are beginning to demonstrate the control and fidelity required for integration into larger computational arrays. However, further experimental development is needed to demonstrate the required building blocks of a scalable machine.
Donors
Donor-based quantum computing systems use semiconductor dopants that provide an extra, unpaired electron. 11 In room-temperature semiconductor operation, the extra electron moves through the material, but in quantum computing systems, the material is cooled to millikelvin temperatures and the electron remains bound to its dopant atom. The goal is to use these individual electrons as spin qubits, sometimes in conjunction with the nuclear spin of nearby atoms. These systems are exemplified by the use of phosphorus in silicon (Si:P), which has shown significant experimental progress in the past five years. The original 1998 architectural proposal did not consider the challenges of error correction or algorithmic implementation. 12 Since then, several generations of architectures for Si:P quantum computers have been proposed.
Scalable design. Experimentally, there were significant challenges to simply build a functional qubit using phosphorus donors, as an atomically precise array of phosphorus donors must be embedded within an otherwise isotopically pure crystal of silicon-28. The actual placement of the phosphorus donors within the crystal can be either top-down or bottom-up. The topdown method involves directly injecting the phosphorus through a focused ion beam. Direct injection is not atomically precise and can significantly damage the silicon substrate, requiring the material to be annealed to heal the structure, which can also cause donors to move. In the bottom-up approach, the engineer grows the silicon substrate, layer by layer, placing each phosphorus donor with atomic precision before growing the silicon layer on top. This more precise method is now preferred for scalable fabrication.
In summary. Since 2010, Si:P technology has progressed from the readout and addressability of small phosphorous donor clusters to demonstrating the anticipated long coherence time of a single donor in isotopically pure silicon, high-fidelity readout, single-qubit control, and violations of a Bell inequality using the electron and nuclear spin of a single phosphorus donor.
The original motivation of leveraging donor technology in the classical silicon industry remains strong. Although the other technologies are likely to achieve a large-scale machine earlier, donor-based quantum computers are an attractive option because they have the potential to be smaller and cheaper.
Anyons
In quantum mechanics, many properties of individual particles can take only specified values: either whole numbers (for particles known as bosons, such as photons) or half numbers (for particles known as fermions, such as electrons). Remarkably, under some circumstances certain materials can behave as if they are holding particles that do not actually exist, known as quasiparticles. One postulated class of quasiparticle, called anyons, allows some properties to have values corresponding to fractions other than multiples of one half. 13 The original description of the first type of topological code showed a direct correspondence between this digital QEC mechanism and the physical equations that describe anyons. We use the terminology "anyonic quantum computers" to distinguish this model from the topological coding models already described. Anyonic quantum computing has emerged as a highly complex model of quantum computation, which makes it difficult to review in a general computing magazine. There are already excellent summaries of both the technology's theoretical foundations and possible implementations. 13 We assigned anyonic quantum computing to the fourth generation for two reasons. First, it tries to suppress errors using the fundamental physics of the system itself. Thus, rather than embedding complicated error-correction codes on top of standard two-level quantum systems (qubits), an anyonic quantum computer exhibits quantum excitations that are naturally protected from decoherence. The result could be systems with extremely low physical error rates, mitigating (or even eliminating) the need for active error correction. The second reason for categorizing anyonic quantum computers as fourth-generation technology is that no one has yet reliably demonstrated the existence of anyonic particles within engineered systems.
SOFTWARE CONTROL
Topological coding models of errorcorrected computation are software based. Research in software control is emerging as a dedicated subfield in the development of quantum technology. 14 Enacting quantum algorithms is a function of switching on and off sections of the computer in accordance with the overlying algorithm, while error correction is a continuous process of extracting syndrome information and decoding it to determine where physical errors have occurred. A large-scale quantum computer will require extensive classical resources to operate (in contrast to any classical system that might use the quantum computer). These resources are divided into offline control and online control, the elements of which are shown in Figures 4 and 5 .
Offline control
Offlline control is the compilation and optimization of fault-tolerant quantum
SUPERCONDUCTING QUANTUM COMPUTERS WILL LIKELY BE THE FIRST TO OUTPERFORM CLASSICAL MACHINES ON RELEVANT QUANTUM PROBLEMS.
circuits before the computer is turned on. These software elements are needed to translate an abstract algorithm into gate sequences compatible with fault-tolerant error correction and to convert the gate lists into an appropriate control structure for the topological codes. At each stage of offline compilation, circuits and topological structures must be optimized for both physical qubits and computational time, and optimized structures must be verified against the desired computational specification.
Online control
Online control is the set of classical software packages that run in tandem with the quantum computer. They primarily handle dynamic error decoding and the mapping of the compiled circuit onto physical control and signals to the hardware. Online control software will require extremely fast operation over a large dataset. The algorithms must be able to keep pace with the quantum hardware's physical clock rate, which for third-generation machines will be in the GHz range. They will also need to operate on qubit arrays of possibly billions of qubits. Consequently, the scaling properties of these algorithms are a serious concern and need further development.
A quantum computer cannot operate without these packages, and it is impossible to appropriately benchmark quantum algorithms without a fully developed compiler and software stack. Although some effort is focused on compiling and benchmarking topological quantum circuits and much more on higher-level software languages and circuit compilers, considerable work remains to optimize functional topological circuits to the level known to be theoretically possible and to accurately determine qubit counts and computational time for useful quantum algorithms.
NETWORKS AND DISTRIBUTED APPLICATIONS
All seven of the technologies described above have technological limitations on the number of qubits that can be built in one chip or device-a number well below that required for applications such as Shor's factoring algorithm. The demand for high-capacity scalable 
FIGURE 5.
Online design stack. As with offline computation, there are multiple layers to online classical processing for a large-scale quantum computer. Unlike offline control, these elements must keep up with the physical clock speed of a quantum computer. Additional classical online processing is necessary so that architectures dependent on probabilistic gates, such as linear optics, can address heralded gate failures and lattice renormalization.
systems has forced most research groups working on large-scale systems to adopt a roadmap that includes multicomputers, groups of smaller computers connected through some form of system area network (SAN). Specific hardware platforms have been proposed, building on ion traps, quantum dots, or diamond, which offer good optical connections. For such systems to be practical, an ordinarily monolithic computation must be split into pieces for distributed computation.
Programming quantum multicomputers will require exploiting quantum teleportation and entanglement. Data can be teleported from node to node in the teledata programming style, or entanglement can be used to execute a two-qubit gate remotely in the telegate style. 15 The key constraint is to use internode entanglement efficiently because it is a scarce resource consumed during each such operation. Metropolitan area and wide area networks are also under development, which enable distributed quantum applications in three categories: distributed numeric computation, crypto graphic functions, and sensor or cybernetic services. Blind quantum computation allows client-server computation in which the server cannot determine the input data, algorithm used, or output data. Cryptographic functions include secret key generation, Byzantine agreement, and secret sharing. Sensor uses include highprecision interferometry and clock synchronization.
O ver the past decade, researchers exploring various QEC implementation technologies have met the DiVincenzo criteria, including reaching the threshold at which applying error correction removes more errors than it introduces. In parallel, theorists have analyzed multicomputer architectures and developed in-depth topological methods for error correction. The process of combining these concepts with experimental work is just beginning. This definition implies that scalability is never indefinite in the real world. Systems that cost more than $1 billion or that require unavailable quantities of helium or other resources are theoretically scalable but will not be practical.
The quest for the smallest economically viable quantum computer is therefore entering a new phase: it is moving from theoretical scalability to practical application. At some point, a new article will appear in Science or Nature describing the results of quantum computing, not the latest quantum computer designproviding evidence that quantum computers have ceased being science and started doing science.
Although significant problems remain to be solved, the fundamental questions about how to build a 
