Early Event Detection (EED) is becoming increasingly complicated in smart grids, due to the exploration of data with features of volume, velocity, variety, and veracity (i.e. 4Vs data). This paper develops a data-driven unsupervised learning method based on random matrix theory (RMT) to handle this challenging problem. Compared to model-based methods, data-driven ones conduct data analysis requiring no knowledge of the system model/topology based on assumptions or simplifications. On the other hand, compared to supervised learning methods, unsupervised ones extract analysis directly from the raw data without any label. The proposed method that is used to process all the raw data rather than only the labeled ones, calculates the mean spectral energy radius (MSR) as highdimensional statistical parameter which enable us to visualize 3D power-map for EED. This method is reasoning, faster in speed, and more general and objective. Moreover, it is veracious and robust compared with traditional EED challenges such as error accumulations, spurious correlations, incidental correlations, and even bad data existence in the core area. Case studies with both simulated data and realistic data validate the effectiveness and higher performance of the proposed method for EED execution in smart grids.
I. INTRODUCTION
D ATA have become a strategic resource in smart grids.
Data are readily accessible by the development of various technologies and devices such as Information Communication Technology (ICT), Phasor Measurement Units (PMUs), Intelligent Electronic Devices (IEDs), Supervisory Control and Data Acquisition (SCADA), and so on [1] . As a result, data with features of volume, velocity, variety, and veracity (i.e. 4Vs data) [2] , as well as the curse of dimensionality [3] , are inevitably generated and aggregated in smart grids.
Early event detection (EED) requires continuous monitoring and processing massive quantities of multivariate data in order to detect and identify emerging patterns [4] , which means telling signals from noises. For smart grids, we can treat small random loads changes, distributed generators (DGs) fluctuations, and sample errors as noises; whereas sudden changes of loads/generators, system faults, and network reconfiguration as signals. In such systems, EED execution aims to extracts signals from streaming data in the smart grids with 4Vs data and dimensionality curse. It is a big challenge to conduct EED within a tolerable elapsed time resources and hardware resources.
The integration of big data analytic and unsupervised learning mechanism is an efficient solution to handle this challenge. For the former, big data is a scientific trend dealing with complex data [5, 6] . It is a data-driven tool, instead of modelbased one, extracting analysis directly from the multivariate and multidimensional data in high-dimensional perspectives. In other words, big data establishes and illustrates inherent correlations among data to help understand the systems and gain insight to the mechanisms, rather than builds and analyzes models based on assumptions and simplifications [7] . Big data has already been applied in numerous physical phenomena successfully, such as quantum [8] , financial systems [9] , biological systems [10] , as well as wireless communication networks [7, 11, 12] . It is believed that big data will also have a wide applied scope in the field of power systems, and the results will be fruitful [13] [14] [15] . For the latter, the supervised learning methods are prevailing data managing methods in smart grids. The key part is the inferred function [16] produced by the training procedure with labelled data. However, it is hard to find a reasonable training way in the complex power systems to label the original data as signals or as noises; moreover, it is impossible to train all the events or scenarios to infer a veracious event identification framework. Unlike supervised learning methods detecting possible events based on training procedure to categorise or tag the data, unsupervised learning methods conduct analysis directly with the streaming data based on random matrix theory which has solid mathematical foundations.
A. Contribution
This paper proposes a data-driven unsupervised learning method to handle the EED challenging problems in smart grids caused by data boom. First, single-ring law is introduced as solid mathematic foundation to turn the smart grid into random matrix to map the physical system. Then, a high-dimensional statistical parameter-mean spectral energy radius (MSR)is proposed to measure and visualize the data correlation for further analysis. Thus, the data-driven unsupervised learning method is designed, and a comparison is made with supervised learning methods such as Principal Component Analysis (PCA). Additionally, 3D power-map is developed as auxiliary visualization with MSR. In general, the algorithm for 4Vs data processing, the architecture for applications realization, and arXiv:1502.00060v1 [stat.ME] 31 Jan 2015 the form of results visualization are presented and designed in detail as the core part for the EED execution method, and case studies with both simulated data and realistic data validate the effectiveness and higher performance of proposed method.
B. Related Work
It is well-established that data are core resource whose management is the keypoint for conducting EED in smart grids. There have been numerous discussions about utilizing PMUs to improve wide-area monitoring, protection and control (WAMPAC) [17] [18] [19] . Xu initiated power disturbance data analytic and showed a wide applied scope in the future [1] . The mathematical foundations, system framework, and application architecture are missing yet. Recently, Xie proposed an early event detection algorithm based on principal component analysis (PCA) [20] . It is a supervised learning method, however, the bad subspace (i.e. linear combinations of the eigenvectors of the labelled data) causing by improper training procedure will make the result worse. Although lots of researches were done about data-driven algorithms and supervised learning methods, little attention has been paid to the data-driven unsupervised learning methods with solid mathematical foundation and general statistical procedure.
II. RANDOM MATRIX THEORY AND DATA PROCESSING PROCEDURE

A. Single-Ring Law
Ring laws for (large) non-Hermitian are one of most remarkable developments in modern probability. Except for our previous work [7, [11] [12] [13] 21] , no research work has been done to leverage this new tool in the context of modeling massive datasets. This mathematical structure is so general that many unprecedented problems can be modeled using this novel tool. The product of L Non-Hermitian random matrices allows us to study the streaming datasets that are generated as a function of both space and time.
Consider the matrices productZ = L i=1 X u,i , where X u ∈ C |N×N is the singular value equivalent [22] of the rectangular N ×T non-Hermitian random matrixX, whose entries are independent identically distributed (i.i.d.) variables with mean µ(x) = 0 and variance σ 2 (x) = 1. The matrices productZ can be converted to Z by a transform which make the variance to σ 2 (z) = 1/N . Thus, the empirical eigenvalues distribution of Z converges almost surely to the same limit given by
as N, T → ∞ with the ratio N/T = c ∈ (0, 1]. On the complex plane of the eigenvalues, the inner circle radius r min λ(Z) is (1 − c) α/2 and outer circle radius is
is able to acquired and its empirical spectrum density (ESD) converges to the distribution of Marchenko-Pastur Law (MP Law) [23, 24] with density function: 2 , c = N/T . In addition, we propose the mean spectral energy radius as a statistical parameter κ MSR to characterize the distribution. Figure 8 shows the cases of L = 1 and L = 8, respectively.
B. From Power Systems to Single-Ring Law
Data management in power system is a typical big data challenge. Currently, there exists no general standardized definition for Big Data. In this paper, we give a mathematical definition below used in the past work [7, 11, 12, 23] • Data samples are modeled as vectors, say x 1 ,x 2 ,· · · ,x n ; • The number of data samples, say n, is large;
• A function f (x 1 ,x 2 ,· · · ,x n ) is defined using n random vectors; For a power system, at a certain time t i , the raw datax can be arranged to a vectorx t i . Vectors are acquired one by one as time goes by, then a sheet as data set is naturally formed to map the system. Any arbitrary section in this set can be selected as raw data source Ωx for further analyses. Thus, the Ωx consists of sample vectors on a series of times denoted asx t 1 ,x t 2 , · · · ,x t i , · · ·; at any time t i , the vectorx t i comprises sample data denoted asx
The length of n is decided by the varieties of data at a single sampling time, and the length of t is subject to the volume of historical data set and is generally big enough.
For the raw data source Ωx , we can focus on any data area as a split-window to form a raw matrixX. Then, we convert it to a standard rectangular non-Hermitian matrixX. It is performed by rows with following algorithms:
The matrix X u ∈ C |N×N is introduced as the singular value equivalent of the matrixX ∈ C |N×T by
The above procedure of variable transformation is depicted as follows. The matrix Z is calculated for single-ring law; and κ MSR , which equals to the mean value of all its eigenvalues' radii, is proposed as a new high-dimensional statistical parameter.
III. UNSUPERVISED LEARNING METHOD AND ITS ADVANTAGES A. Procedure of Proposed Unsupervised Learning Method
The proposed unsupervised learning method for EED conduction is based on the single-ring law and the above transform variables. The procedure is detailed as following steps:
Steps of Variables Transformation
Steps of Proposed Unsupervised Learning Method 1) Select according raw dataX at any time t i ; 2) Acquire Z by variables transforming (X →X → Xu →Z → Z); 3) Calculate eigenvalues λ(Z) and plot the single-ring on complex plane; 4) Conduct high-dimensional analysis; 4a) Observe and compare the results with standard ring; 4b) Calculate the statistical parameter κ MSR ; 5) Conduct visualization; 6) Conduct EED.
Steps 2)-5) are unsupervised ones aim to conduct highdimensional analysis with the raw data and to visualize the statistical parameter κ MSR for status and trend estimations. During step 1), arbitrary raw data areas (including data on any available node at any historical time) are able to be focused on as the input depended on different purposes. It is an online data-driven approach requiring no knowledge of the system model/topology. In addition, the data size for conducting high-dimensional analysis at one time is able to control by step 1); it relieves the curse of dimensionality in some way.
B. Procedure of Supervised Learning Method-PCA
Principal Component Analysis (PCA) is one of the most prevailing method for conducting EED in smart grids [20] . The steps for PCA are listed as follows:
Steps of PCA 1) Select data Y = [y 1 ,y 2 ,· · · ,y N ] ∈ C |n×N , y i = [y 1,i ,y 2,i ,· · · ,y n,i ] T ; 2) CY = Y H Y ∈ C |N×N , calculate λ(CY ) ; 3) Rearrange and select top m eigenvalues: λ 1 →p 1 , · · · , λm→p m ; 4) Form m dimensional subspace L(p 1 ,p 2 ,· · · ,p m ) and project the original N variables onto it: Select m m vector-based variables as the pilot PMUs from N PMUs to form the linear basis matrix Y B = [y b1 ,y b2 ,· · · ,y bm ] ∈ C |n×m . The selected m variables should be as orthogonal to each other as possible, which means cos θ = (y bi ·y bj )/(|y bi ||y bi |) ≈ 0 (i, j = 1, 2,· · ·, m ; i = j); 5) Represent non-pilot PMUs y ci (i = 1, 2,· · ·, N −m ) for training : Let v ci = [v 1,ci ,v 2,ci ,· · · ,v m ,ci ] T be the vector of the linear regression coefficients for the approximation:
Step 6) and 7) are the executive parts based on mathematical parts 1)-5). PCA algorithm chooses m PMUs from total N available PMUs as the pilot PMUs for training described functions-Vtr [19] . It tags the system in reduced dimensions to conduct EED.
C. Comparison of Supervised and Unsupervised Methods
The supervised learning methods are prevailing ones used to describe and illustrate the large scale systems. They are mainly depended on the training with already known/defined historical/sampling data to tag the systems in various forms such as statistical parameters, principal eigenvectors, or inferred functions. In a word, supervised learning methods are 'label' procedures based on assumptions and simplifications. There are some problems hard to be solve: • The error accumulations, spurious correlations, incidental correlations are still unavoidable during the training procedure and EED execution when systems grow large.
• The training procedure is mainly not an objective procedure. Taking paper [19] for an example, it chooses the training pilot PMUs which are the most unrelated ones based on orthogonal degree rather than the best suitable ones based on quantitative parameters for their normal performance and representation. Additionally, the improper setting of the pilot total number m , pre-specified variance threshold τ , or the real-time event indicator η will make the result worse.
• The bad data in the core area, or the worst situation-loss of all the data of the event area, will almost disable the EED execution.
• Moreover, it is impossible to train all the events or scenarios. There must be something unexpect in the large scale systems, even sometimes we can not give a proper description. It is can easily deduced that −y ci =−YBvci from y ci = YBvci. Whereas, it is hard to make a verdict that the simultaneous reverse of the pilot data YB and the streaming data y ci is an event or not.
In general, tradition model-based methods or data-driven supervised learning methods are highly depended on the physical models, subjective hypotheses, causal logics, and the training procedure. Whereas the unsupervised ones are usually based on random matrix as mathematical foundation. They analyze the interrelations and interactions seen as correlations directly from the raw data without any label. As a result, they are reasoning, faster in speed, and more general and objective. Moreover, they are veracious and robust as a result of the management of all the raw data rather than only the labelled ones. It comes to the conclusion that the unsupervised learning methods are able to handle the traditional EED challenges very well, such as error accumulations, spurious correlations, incidental correlations, and even existence of bad data (e.g. incomplete, inaccurate, and unavailable data) in the core area. These advantages will be discussed in detail on Case Studies Section. Figure 9 shows the standard IEEE 118-bus system with six partitions [25] . Detailed information about the test bed is referred to the case118.m in Matpower package and Matpower 4.1 Users Manual [26] .
IV. CASE STUDIES
A. EED Based on High-dimensional Statistical Parameter
There are generally two scenarios in systems: 1) only white noises, such as small random fluctuations of loads or sample errors; 2) Signals plus noises, such as sudden changes or faults at certain bus of the grid. Table I shows the series of assumed events. With the big data architecture for smart grid proposed in our past work [21] based on moving-split window (MSR) technology, κ MSR on according time series is calculated. The distribution of eigenvalues λ(Z) in the single-ring at ts = 300 s, ts = 301 s, and the κ MSR -t curve on the time series are illustrated by Figure 1a From κ MSR -t curve in Figure 1c , it is observed that the κ MSR starts to decrease (0.7997, 0.6453, · · · , 0.5225) just at t = 301 s when the event of power demand sudden change on bus 52 occurs as signal. This decreasing lasts for half of the time length (i.e. T /2 = 120 s). In this way, the EED is conducted to detect the signal of the event. Moreover, the statistic κ MSR is a high-dimensional statistical parameter for plotting κ MSR -t curve. It is sensitive to the event. Both the voltage V and the MSR κ MSR are able to be achieved directly from the raw dataV with a mathematical procedure. The former is a 1-dimensional statistical parameter oriented to a single point, whose value is fully decided by the sampling node at a certain time; and the latter is a high-dimensional statistical parameter related to a matrix, whose value is decided by all the matrix entries consisting of N varieties sampling nodes during T times.
B. Visualization and 3D Power Map
Based on the analysis above, κ MSR is used to conduct visualization. It will come to a conclusion that the combination of high-dimensional analysis and parameter visualization has a better performance in watching the status and trends of power systems. The κ MSR -t curve of each partition can be plotted in the same way detailed as Figure  2 .
With an interpolation method [27] , a 3D power-map is plotted. Figure 3 and 4 depict some key frame in the 3D power-map animation with the high-dimensional statistical parameter κ MSR and with the raw dataV, respectively. Comparing Figure 3 and 4 , it is concluded that κ MSR is much more sensitive: a) At time t = 301 s, area around A3 in the power-map changes. Therefore, we conjecture some event occur at A3. The performance during times t = 302 : 420 s validates this conjecture. Moreover, we can conjecture that the event is more influential in the areas of A2, A3, A4, A5 and has little effect on A1; and the conjecture coincides with the reality that there is a sudden change of PBus-52 at t = 301 s. b) With sustainable growth of power demand at some bus (PBus-n), the whole system becomes more and more vulnerable. The vulnerability can be estimated by the visualization of κ MSR . c) Moreover, if the most important data (i.e. raw dataV for A3) is lost somehow, hardly any valuable information can be got by V as Figure 6 , whereas the status and trends of the whole system can still be estimated by κ MSR as Figure 5 . d) At last, we conjecture that low-dimensional statistical parameters, such as raw data, mean µ and variance σ, cannot reflect the status and trends as well as the high-dimensional statistical parameters such as κ MSR .
C. Conduct EED Using Realistic Data
The realistic data are from a 42 nodes power system working during 3 days; and each node takes a sample of its voltage per minute. Thus, the number of sampling voltage data reaches to 42×3×24×60 = 181440. The data size for solution at one time is controlled by a matrix with size of 42×90. With the same procedure, results are acquired as Figure 7 . As time length of split-window is 90, there will be a 90/2 = 45 min delay. Then, the working start time and lunch time are able to be detected as t = 06 : 55 and t = 10 : 50 , respectively. Meanwhile, it is a way to conduct load estimation only with voltage data.
V. CONCLUSION
This paper proposed a data-driven unsupervised learning method for early event detection. Based on random matrix theory as mathematical foundation, the high-dimensional statistical parameter κ MSR is proposed as the key point for this method. In addition, the visualization of κ MSR is conducted to form a 3D Power-map for watching status and trends of the systems. Then, a comparison with PCA is made to show the difference between the supervised and unsupervised learning methods. The case studies with both simulated data and realistic data validate the effectiveness and performance of the proposed data-driven unsupervised learning method. Especially, its robustness against the bad data is a highlight-the 3D map of κ MSR is able to conduct EED even with data loss of the most related partition.
The presented work is only a first step towards exploring power systems with big data tools and unsupervised methods. Much more research is able to be done along this direction. For example, to figure out the relationships between the mean spectral energy radius MSR and the physical parameters is a long time goal. One wonders if this new direction will be far-reaching in years to come toward the age of Smart Grid with Big Data. 
