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PRODUCT DESCRIPTION
Purpose
The purpose of this project was to design and develop training, assessment, and credentials to
help inservice and preservice teachers connected to Brigham Young University (BYU) to become
competent in teaching computational thinking (CT) and coding in their classrooms. In accordance
with the needs and desires of the stakeholders, the assessments for the project took the form of
open badges, and the training consisted of corresponding tutorials to assist individuals earning
those badges. The badges, tutorials, and some related resources were compiled onto the Tech
with Kids website (https://iptedtec.wixsite.com/techwithkids) to make them accessible for all
target learners.

Learning Outcomes
General Instructional Outcome
Learners will be able to integrate educational technologies relevant to teaching CT and
physical code manipulation into their curricula in ways that are pedagogically sound and
developmentally appropriate for their students.

Specific Learning Outcomes
1.

Articulate rationale for teaching CT and coding to students.

2. Apply basic principles of CT and coding in a variety of problem-solving contexts.
3. Facilitate student learning of CT and coding in effective and developmentally
appropriate ways.
4. Reflect on the learning effectiveness and developmental appropriateness of actual CT
and coding lessons in which the learner acts in an instructional or observatory role.
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Audience/Learners
Note on Terminology
In this section and throughout the rest of the document, the word learners refers to the
audience of this project (i.e., early childhood teachers, early childhood and elementary
education majors, and parents). The word students will refer to the preschool to 6th-grade
children they teach.
In alignment with the clients’ desire for change (see Design Process section below), the primary
target learners for this design project included the following:
●
●

Full Time Preschool Teachers at the CFSL.

Early Childhood Education (ECE) Majors at BYU who are currently enrolled in relevant
courses.

In addition to the primary learners, the following additional audiences were considered in the
design. These audiences were not heavily included in the learner analysis but were represented
in the design evaluation processes, and attention was also paid to their ability to access the
materials created as part of this project.
●
●
●

Professional ECE Teachers in BYU’s partner schools.
Elementary Education Majors at BYU.

Parents of children attending the BYU preschool.

For more information, see Appendix C: Client and Audience Detail.

Product Summary
The intervention I created to facilitate the general and specific learning outcomes consisted of
four open badges, four badge tutorial documents (one for each badge), four robot tutorial
documents (one for each major robot used by the stakeholders), two suggested learning paths to
help elementary education and ECE majors navigate IP&T 371, and one website on which all parts
of the intervention were compiled and published for the access of all target learners. Reference
the table below for descriptions and links for each of these project components.
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Category

Component
Understanding Computational
Thinking (http://bit.ly/2wdA11g)

Earners of this badge demonstrate ability to
apply skills, attitudes, and approaches
associated with CT in their own
problem-solving process, as well as an
understanding of the rationale for teaching
CT to 21st-century students.

Teaching Computational
Thinking (http://bit.ly/2shRL7k)

This badge builds on the Understanding
Computational Thinking badge and certifies
earners’ ability to apply sound instructional
strategies to integrate CT into their
classrooms.

Teaching Early Coding, Level 1
(http://bit.ly/2wlQjFN)

This badge builds on the Understanding
Computational Thinking badge and certifies
earners’ understanding of five basic coding
principles: commands, loops, nested loops,
events, and conditionals. It also certifies
their ability to find resources and create
activity plans to teach these coding
principles in their classrooms and integrate
them with other academic subjects.

Teaching Early Coding, Level 2
(http://bit.ly/2xadOC4)

This badge builds on the Coding for
Educators Level I badge and certifies
earners’ understanding of six advanced
coding principles: while loops, for loops,
variables, functions, parameters, and
operators. It also certifies their ability to find
resources and create activity plans to teach
these coding principles in their classrooms
and integrate them with other academic
subjects.

Badge Guide: Understanding
Computational Thinking
(http://bit.ly/2sfk2vy)

These badge guides are organized by
badge requirement and are intended to lead
badge earners step-by-step through the
badge or to be a reference for them as
needed.

4 Open
Badges

4 Badge
Tutorial
Documents

Description

Badge Guide: Teaching
Computational Thinking
(http://bit.ly/2L57wWl)
Badge Guide: Teaching Early
Coding, Level 1
(http://bit.ly/2rheZJw)

Collectively, these tutorials constitute
● 98 pages of text and images (including
space for videos);
● 19 embedded videos (one of which I
created);
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Badge Guide: Teaching Early
Coding, Level 2
(http://bit.ly/2xns7Df)

●

Robot Guide: Dash
(http://bit.ly/2LG9VI7)

These robot guides are intended to help
first-time users to gain the knowledge they
need to get started. Each guide also
includes a quick start guide intended to help
both first-time and intermittent users (which
teachers often are) to quickly access
information they may need at a moment’s
notice. There is also a quick start guide for
Sphero. The full robot guide was essentially
already created by Sphero, so that part of
the content was curated rather than created.

Robot Guide: Bee-Bot
(http://bit.ly/2sm9euE)
Robot Guide: Ozobot Bit
(http://bit.ly/2H3c6Sq)
3 Robot
Tutorial
Documents &
4 Quick Start
Guides

2 Learning
Paths

Quick Start Guide: Teaching
with Sphero Sprk+
(http://bit.ly/2H21G5s)

and many links to external videos,
products, and other resources to
support learner completion of the
badge.

Collectively, these tutorials constitute
● 49 pages of text and images (including
space for videos);
● 21 embedded videos (eight of which I
created);
● and many links to external videos,
products, and other resources to
support teacher integration of the
technologies.
Elementary Education Learning
Path for IP&T 371
(http://bit.ly/2H1fqNR)
Early Childhood Education
Learning Path for IP&T 371
(http://bit.ly/2sjF4cj)
Tech with Kids Website
(https://iptedtec.wixsite.com/tec
hwithkids)

Website

Table 1. Access to Product Components

These paths were created to help learners
in IP&T 371 to navigate the badge options
they have for completing the course. They
are intended to represent the badges that
would be most useful for the specified
audience (early childhood or elementary
educators) to complete.
This website provides access to all the
materials created as part of this intervention
to both the primary and secondary
audiences of the project (i.e., BYU students
and teachers/parents outside BYU). It also
facilitates access to codable robots
available for checkout from the BYU McKay
School of Education by students and
members of the community.
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DESIGN PROCESS
Clients, Stakeholders, and Background
The direct clients for this project were the following individuals, all employees of Brigham Young
University (BYU):
●

Anne Ure, Director of the Child and Family Studies Laboratory (CFSL).

●

Rick West, BYU professor of Instructional Psychology & Technology (IP&T) and
teacher/supervisor of IP&T 371 (Integrating K-12 Educational Technology 1).

Other Stakeholders included the following:
●

Kathie Mackay, BYU ECE professor.

●

Amy White, Early Childhood Educator at the CFSL.

●

Dorie Haws, Early Childhood Educator at the CFSL.

●

Brad Willcocks, Early Childhood Educator at the CFSL.

●

Peter Rich, BYU professor of IP&T and CT/coding subject matter expert (SME).

All three organizations represented by these individuals (IP&T Department, ECE program, and
CFSL service) are heavily invested in what and how ECE students at BYU learn about integrating
technology in their classrooms:
●

The IP&T department provides three credits of technology integration classes to all
education majors (IP&T 371, 372, and 373).

●

The ECE program is responsible for developing fully rounded ECE candidates; Kathie
Mackay in particular is interested in how that includes technology integration skills.

●

The CFSL service functions as an active preschool and kindergarten for families in the
BYU community. They also host dozens of BYU ECE majors each semester for their
practicums.

This project had its genesis in informal conversations between the clients and stakeholders. They
felt the need for more collaboration among the IP&T department, ECE program, and CFSL service
in order to provide a more cohesive and relevant technological experience for ECE majors on
campus. I was hired by the CFSL to facilitate this partnership and design learning experiences
and resources that would align with the needs of all three organizations.
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In a meeting with the clients and stakeholders, we determined that my project would be to
support the CFSL teachers and ECE majors in their endeavor to teach coding and CT to their
young students.
For more information, see Appendix C: Clients & Audience Summary.

Planning
Early conversations with clients and stakeholders revealed the following priorities for this project
(in no particular order):
●

Clarify the pedagogy of teaching with robotic equipment (e.g., how to draw a line thick
enough for ozobots to travel).

●

Provide models of teaching with the equipment (e.g., demonstrating their use at a center,
providing videos).

●
●

Emphasize developmentally appropriate practice in every aspect of the product.

Include quick job aids that new and experienced teachers alike can use to quickly start (or
resume) using the technologies.

●

Utilize open badges to be consistent with existing preservice teacher technology training
at BYU.

●
●

Make the website easy to navigate t o reduce extraneous cognitive load for learners.

Include an ECE pathway that will direct ECE majors to acquire skills deemed most useful
for them.

Analysis
Based on the priorities set in our planning meetings, I proceeded to complete a needs analysis
for the project. This phase included the following elements:
●

Recruiting subject matter experts (SMEs). I knew that a thorough needs analysis would

require the help of people who knew more than I did about CT, coding, and ECE. Kathie
Mackay had already been in our meetings and agreed to be a SME for ECE. I recruited
Peter Rich from the IP&T department as a SME for CT and coding. I also asked Jennifer
Wimmer from the Elementary Education Department to help with the needs analysis since
we wanted the final product to be useful for Elementary Education majors as well.
●

Requesting reading material. I asked Peter Rich and Kathie Mackay to provide resources

to help me better grasp the subject areas for which I would be designing. Both provided a
wealth of the most pertinent and recent research in their respective areas.
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●

Writing a literature review. Starting from the resources provided by the SMEs, I reviewed
at least 30 relevant sources and wrote a 4,300-word literature review, which can be
accessed in Appendix A below. The literature review addressed the following ten
questions:
○

LRQ1. What cultural and environmental factors in the world, nation, state, and

community influence the need for teaching CT and coding to young students?
○

LRQ2. What are developmentally appropriate standards for integrating this
technology into environments with young children?

○
○
○

LRQ3. What are CT and coding?

LRQ4. Can young children learn CT and coding?

LRQ5. What are the benefits and drawbacks of teaching CT and coding to young
children?

○
○

LRQ6. What role does robotics play in helping children learn CT and coding?

LRQ7. What learning theories and methods are best practice for teaching kids CT
and coding?

○

LRQ8. What learning theories and methods are best practice for teaching teachers
how to teach CT and coding?

○

LRQ9. What knowledge, skills, and other resources do teachers need to

effectively integrate CT and coding technologies into their classrooms with young
students?
○

LRQ10. How can open badges be used as a vehicle for helping teachers learn
about CT and coding?

●

Constructing a content model. Using the information from the literature review, I

constructed a content model using the mind mapping software Popplet. The mind map
provided important detail about the specific content that would need to be taught to
learners in the tutorials and assessed in the badges. Appendix D provides access to the
full content model.
●

Conducting a needs assessment. During and after the literature review process, I
conducted a needs assessment designed to answer the following questions:
○

NAQ1. What do the learners understand about the need to integrate CT into their
classrooms?

○
○

NAQ2. What do the learners already know about CT?

NAQ3. What training and experiences identified in the literature review are

learners already receiving in their existing teacher education program? Where are
they deficient?
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○
○

NAQ4. How motivated are the learners to learn about CT?

NAQ5. What concerns, questions, or other roadblocks might learners have that
need to be addressed for optimal learner buy in?

The assessment consisted of two data collection methods: (a) a survey administered to
education students at BYU (n=74) and (b) two interviews with faculty SMEs to validate my
content analysis. A full report of the needs assessment and its findings can be accessed
in Appendix B.

Design & Development: Badges and Badge Guides
The core of this project is the four open badges, accompanying submission forms, and badge
guides that I created. Each of these 12 artifacts underwent meticulous expert review and
substantial revision. They were then reviewed by members of the target learning audience and
revised again. I produced or curated all of the materials in these artifacts, including the following:
●

The badge image designs.

●

The specific wording for each badge requirement.

●

An accompanying submission form for each badge, some of which resembled the form of
a workbook for completing specific badge requirements.

●

Textual explanations of each relevant concept in the badges.

●

Videos illustrating concepts and processes students were expected to understand (all of
these were curated videos, with the exception of one that I created).

The Design Evolution section below more fully documents the iterations of each artifact.

Figure 1. Badge Images
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Design & Development: Website
Another major component of the project was the website. I completed all phases of the website
development, including wireframing, building each web page with Wix (www.wix.com) (an online
WYSIWYG-style editor), uploading the content, and validating the design through user testing.
The Design Evolution section below more fully documents each of these phases.

Figure 2. Tech with Kids Home Page

Design & Development: Robot Guides & Quick-Start Guides
As part of this project, I developed three robot guides of about 15-16 pages each. An initial design
template was reviewed and validated by the ECE teachers at the CFSL. I then wrote the robot
guides, created (or found) video tutorials to include, synthesized and simplified the content of
each into a one-page quick start guide, and again validated the design with the preschool
teachers. More information is found in the Design Evolution section below.

Hunsaker 11

Figure 3. Sample Quick Start Guide Snippet

Design & Development: Learning Paths
The learning paths were the least time-consuming aspect of this project. I developed two
learning paths—one for elementary education and one for ECE—using Piktochart
(www.piktochart.com), an online infographics creator. Each was reviewed by subject matter
experts, but no revision was required. Each infographic is a visual representation of the “path” (or
choice and sequence of badges) that majors in the given field should pursue in order to optimize
their experience in the IP&T 371 course, which consists of an offering of a wide variety of digital
open badges.

Figure 4. Sample Learning Path Snippet
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DESIGN EVOLUTION & FORMATIVE EVALUATION
Badges, Submission Forms, & Badge Guides
Stage 1: Lists
My first design task for this phase of the project was to define the general outline of what I
thought might be in each of the badges. I wanted to be sure that the insights I gained from the
literature review and needs analysis would be reflected in the final design. Accordingly, I
generated two lists based on my research and analysis: (a) elements to be included in badges
and (b) elements to be included in tutorials.

Elements to be Included on the Badge Template
●

A requirement to take an adequate amount of time to play
with/explore the technology. This requirement may include a
suggested list of tasks they can try to accomplish with the
technology.

...
Figure 5. Badges Stage 1—Lists Two lists were created—one for
elements to include on the badge template and one for elements to be
included on the tutorials template. The two lists are included in full in
Appendix E of this document.

Stage 2: Template
From these lists, I used an existing badge template that has been previously used for IP&T 371
badges and filled in generic titles that could be used to guide further development. No actual
template for the tutorials (i.e., badge guides) was created because the above list was deemed
sufficient for the design process.
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Figure 6. Badges Stage 2—Templates. The image above is a snippet of
the badge draft template that emerged from my lists.

Stage 3: Badge Strategy
Once I had completed my templates, I needed to decide what each badge would cover. My client
and I discussed various formats and combinations for badge designs. For example, at one point,
we discussed creating badges based on the robots that are used by the IP&T Department and
CFSL (e.g., Coding with Dash, Coding with Sphero, Coding with Bee-Bot). Ultimately, however, we
decided that the project would best consist of technology-agnostic badges (that is, badges that
can be completed with a wide variety of technologies rather than a specific one). This decision
had at least three underlying assumptions:
●

Technology-agnostic badges will help the learners be better able to transfer their skills to
any technology. Since technology changes rapidly, this is very important.

●

Technology-agnostic badges will be easier to maintain. Since the requirements are
written to include a whole class of technology products rather than a specific one, they
need to be updated less often when a new product comes to the market.

●

There is a precedent for technology-agnostic badges in the current model of IP&T 371.

Our discussions ultimately led us to decide to develop four badges with badge guides for each:
●

Understanding Computational Thinking, which would focus on learners’ ability to
understand and apply the concepts of CT in their own contexts.

●

Teaching Computational Thinking, which would focus on developmentally appropriate
and pedagogically effective strategies for integrating CT in the classroom.
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●

Teaching Early Coding, Level 1, which would focus on helping learners apply basic coding
concepts, understand the rationale for teaching code, learn about developmental

appropriateness, and develop strategies for teaching code with both unplugged activities
and robotic devices.
●

Teaching Early Coding, Level 2, which would focus on helping learners apply and teach
advanced coding concepts through unplugged, computer-based, and robotic learning
activities.

Stage 4: Drafting
Once we had determined the names, scope, and intended learning outcomes of the four badges,
I created drafts of each using the previously created templates as a guide. With each badge, I
created a submission form to facilitate submission and review of the badge. For most badge
requirements, I simply had to provide space for students to insert their answer. In some cases,
however, the submission form became more like a workbook, which provided not merely space
to respond, but also prompts and organization to scaffold student response.
The decision to build scaffolding into the submission form was made, in part, because the
literature review I completed in the analysis phase suggested that gradual release of
responsibility is an effective teaching strategy to help students learn coding and CT concepts and
skills.
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Figure 7. Badges Stage 4—Badge & Submission Forms Drafting. The
snippet of a badge submission form above demonstrates the
workbook-like nature of some of the submission forms—a design
decision driven by discoveries in the literature review.

Stage 5: Formative Evaluation 1 (Expert Review)
As each badge and submission form draft was completed, I sent them to Peter Rich, my SME for
CT and coding. The drafts were completed in Google Docs for easy commenting. We also
exchanged several lengthy emails about core issues in the design. I did not initially agree with all
of Peter’s comments and assessments. However, our exchanges led to substantial, intense, often
even philosophical discussions about the nature of CT and coding and their role in modern
education. These conversations were always conducted in a respectful tone, and ultimately, the
consensus that emerged from them strengthened the design a great deal. Among the most
important revisions that arose from these exchanges were the following:
●

An objectively scored quiz testing learners’ understanding of CT was substantially
revised, both in content and in the mode of administration.

●
●

The definition of abstraction—
 a crucial CT concept—was revamped throughout all texts.
The differences among some common problem-solving methods (e.g., CT, the scientific
method, design thinking) were addressed.
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●

Examples and model problems were heavily revised to more accurately reflect the unique
nature of the CT process and the solutions that emerge from it.

Figure 8. Badges Stage 5—Formative Evaluation & Revision. The
comment thread above is representative of some of the conversations
that took place between myself and the SME. The full scope of
comments can be accessed by viewing the resolved comments within
each Google Doc linked in the Product Summary section above.

Stage 6: Badge Guide Drafts, Evaluation, & Revision
Once the requirements and submission process for each badge were stable, I also completed
and sent drafts of the badge guides to the SME for review. The formative evaluation and revision
process for each guide followed a similar pattern to that for the badge drafts and submission
forms.

Stage 7: Formative Evaluation 2 (Learner Review)
The final design stage for the badges and their accompanying documentation was to submit the
badge requirements, badge submission forms, and badge guides to learners for review. I
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gathered several individuals from the target learner demographic (including students, current
professionals, and past professionals). Each was offered a $10.00 gift card in exchange for 30
minutes of review work. Some reviewers completed the review in person using paper-and-pencil
versions of the review packet, and some completed it online using copies of the original Google
Docs used to create the artifacts. Each reviewer also completed a brief questionnaire about their
overall impressions of each badge reviewed. The review protocol is explained in greater depth in
Appendix G: Formative Evaluation Detail.
The Learner review and questionnaire yielded several insights (documented in Appendix G
below), which in turn led to some minor changes. Among the changes made from Formative
Evaluation 2 were the following:
●

The submission process was updated to be more inclusive of learners outside the BYU
student community.

●

Minor grammatical errors and word choice preferences were corrected.

●

Additions to the Tech with Kids website were made to help learners outside the IP&T 371
student community to better understand the purpose of badges.

Figure 9. Badges Stage 7: Formative Evaluation 2 (Learner Review).
The snapshot above comes from one of the paper-and-pencil reviews
completed by an individual in the target learner demographic.
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Website
Stage 1: Wireframes & Validation
The first iteration of the website design took the form of wireframes, mocked up in Google
Presentations for easy review and commentary. I sent the wireframes to Rick West, Kathie
Mackay, and Anne Ure for review. Their comments led to some minor adjustments.

Figure 10. Website Stage 1—Wireframes, Review & Revision. The screenshot
above shows one slide of the wireframes document I submitted to stakeholders and
clients for revision, as well as some of the back-and-forth commenting on the
document. Full sketches of all wireframes can be accessed in Appendix E of this
document.

Stage 2: Build 1
Once clients and stakeholders were happy with the Wireframes, I proceeded to build the website
in Wix, a website builder based on a WYSIWYG (What you See is What You Get) concept. The use
of Wix allowed me to include a website in this project since coding the website in HTML and CSS
would have been too time-consuming for the scope of the project.
One important decision that I made during this stage of the project was to use an iFrame to link
to the Badge Guides rather than building them directly onto a web page. I actually did have a
functional mockup of a badge guide as a web page completed, and both I and the client loved it.
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However, I ultimately decided to go with an iframe model for several reasons. My thought
process is modeled on the pro/con table below.

Question: Should I load each badge guide on a web page or include it as an iframe to
the Google Doc?
Pros of building the guide onto the web
page.
●
●

It enables a responsive design so
learners can use the website on
mobile devices.
It enables me to embed the videos
for easy playback on the web page
rather than the users having to
click a link.

Cons of building the guide onto the web
page
●
●

●

It is time-consuming.
It creates a copy of the badge
guide that will need to be updated
whenever it is changed. This
makes maintenance more difficult.
The convenience of watching the
videos on the page vs. clicking a
link does not merit the extra time
of production and inconvenience
of needing to update two copies.

Figure 11. Website Stage 2(a)—Choosing iframes over web pages. This table
models my decision process when I determined to embed iframes of the badge
guide and robot guide documents on the site rather than building them onto the
web page directly.

Figure 12. Website Stage 2(b)—Building the site in Wix. The image
above is representative of the process of building the website with
the Wix WYSIWYG editor.
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Stage 3: Formative Evaluation 3 (Usability Testing) and Changes
Once the first build of all web pages was complete, and all content was added onto the site, I
completed user testing of the site with three individuals from the target learner audience. The
complete protocol for the user testing is available in Appendix G: Formative Evaluation Detail.
Based on the results of the user test, a few minor changes were made to the site, including the
following:
●

Updating styles within embedded documents to be more consistent.

●

Changing the style of image galleries so users could see the title without hovering over
the image.

●

Changing the design of lightbox pages so users would more readily recognize the
functionality of buttons on the pages.

●

Adding some brief verbiage to the site to facilitate understanding.

Robot Guides
Stage 1: Template Design & Validation
The first stage in creating the robot guides for the Bee-Bot, Dash, and Ozobot robots was to
determine what information would be useful to include in each guide. To do this, I created an
outline/template on which I got feedback from the professional early childhood teachers in the
CFSL. I used Google Docs to create the template and get feedback from the teachers.

Figure 13. Robot Guides Stage 1—Template Design & Validation. The
image above represents the process of getting feedback on the robot
guide template. The complete document is linked in Appendix E.
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Based on initial feedback from these stakeholders, I was able to make a number of important
design decisions, including, most notably, the following:
●

The decision to include information about the developmental skills (e.g., motor skills,
hand-eye coordination, language skills) needed by young children in order to be
successful with the respective robots.

●

The decision to use video rather than text for some key portions of the guide.

Stage 2: Drafting & Video Production
I created drafts for the Ozobot, Dash, and Bee-Bot robots. The drafting process included the
creation of eight original how-to videos, which focused mostly on the application of specific
coding concepts with each robot. The videos were produced in Adobe Spark, which allowed me
to complete the tutorials very quickly and provided a quality that was sufficient for the project.

Figure 14. Robot Guides Stage 2—Drafting & Video Production. The
thumbnail above links to a video that is is representative of the eight videos
I produced for these guides using Adobe Spark Video. Click, copy, or type
this link into your browser to view the entire YouTube playlist of videos
created for the project: http://bit.ly/2ze7qux.
One important design decision that occurred during the drafting stage of the robot guides was
the decision not to include a tutorial for the Sphero Sprk+ robot. The decision was made mostly
because Sphero has already created very comparable tutorial materials. Production time was
significantly reduced by linking to these materials rather than creating a new artifact. This
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decision was also in line with the original intent of the tutorial designs, which was to curate
whenever possible and create when necessary.

Stage 3: Validation
After completing the three robot guide drafts, I returned them to the teachers at the CFSL for
review. Based on their comments, I made some minor adjustments, including the following:
●

Corrections to minor grammatical errors.

●

A change to the recommended age at which using a specific robot would be appropriate.

●

Inclusion of some specific recommendations that teachers at the CFSL have found useful
while teaching with the robots.

Learning Paths
The design and development process of the learning paths was fairly straightforward. I created
the visual representation of the learning path using an infographic template I had previously
designed for IP&T 371. The images were designed in Piktochart. My work consisted of (a)
choosing the badges that seemed most aligned with needs revealed in the needs assessment,
(b) representing those badges visually on the infographic, (c) getting feedback from two key
stakeholders (Rick West and Kathie Mackay), and (d) making minor revisions to the badges.
The review of the paths did uncover some holes in the IP&T 371 curriculum for ECE teachers. For
example, Kathie Mackay would have liked to see some badges helping students gain video skills
with a mobile app called Green Screen. The video badge currently used in IP&T 371 may be
completed with any video creator, including Green Screen, but since we were unaware of the
technology, it has not traditionally been used or taught, even though it may be a more useful tool
for ECE majors than iMovie, for example.
Kathie also mentioned some badges she would like to see on the path, but since they do not yet
exist, they were not included. Further projects may address the creation of these badges (e.g.,
QR codes), but this is outside the scope of the project.
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PRODUCT IMPLEMENTATION
The intervention I developed was implemented in IP&T 371 during the second and third weeks of
Spring Term 2018. Depending on their majors, students in the class were required to complete
one or two of the new badges. (All students completed Understanding Computational Thinking;
only ECE and Elementary majors completed Teaching Early Coding - Level 1; and the other two
badges were made available to students as part of a free choice project they complete at the end
of the term.)
For the most part, the implementation was executed by the current teachers of IP&T 371, but I
was also involved in the following ways:
1.

Pre-instruction meeting. Before the lesson on CT, I met for about an hour with both of the
current IP&T 371 instructors. The purpose of the meeting was to answer any questions
they had about CT, the badge requirements, or how to teach the subject.

2. Teaching. Per the request of one of the instructors, I attended the lesson on CT as a

guest lecturer. I instructed the class on CT and what they would need to do to complete
the badge. My lesson plan is included in Appendix F.

3. Observation. For the IP&T 371 class I did not teach, I attended and took observational

notes as well as some pictures of some artifacts produced in the class. Both my notes and
the pictures are included in Appendix F.
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SUMMATIVE EVALUATION
I planned and created all evaluation instruments prior to beginning the design and development
phases of this project. I also collected and analyzed the data for each evaluation. My findings are
summarized below. A more complete report can be found in Appendix H: Summative Evaluation
Detail.

Evaluation Questions
The summative evaluation sought to answer two central questions most important to the clients
and stakeholders:
1.

Did learners become competent in the intended learning outcomes?

2. How effective did learners perceive the the intervention support materials to be?

Procedures
To answer these questions, two evaluation instruments were used:
●

Teacher scores on learners’ completed badges. The Understanding Computational

Thinking and Teaching Early Coding - Level 1 badges were required for students in IP&T
371 during Spring Term 2018. The CT badge was required for all in both classes (n=25),
while the coding badge was required only for Elementary and ECE majors in both classes
(n=15). In order to earn the badge, a score of 90% (9/10) was required.
●

A post-instructional survey (n=40) was administered to students in IP&T 371 who

completed any of the badges. The survey (a) mirrored the pre-survey (n=72) administered
to target learners as part of the needs assessment and (b) included a few additional
questions about the learners’ perceptions of the materials’ effectiveness.
After data from both instruments were collected, the results were analyzed using a spreadsheet.
Some qualitative data (i.e., two free response questions in the survey) were converted into
quantitative data by scoring the questions on 4-point holistic rubrics. After this conversion
process, quantitative results were tabulated for comparison in various ways:
●

Average, minimum, and maximum scores for each badge were compared between
classes and against the total.

●

Average scores for analogous questions on the pre- and post-surveys were compared to
identify changes in understanding, attitudes, and self-efficacy that may have been
influenced by the intervention.
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●

Learner perspectives on the effectiveness of the intervention were compared among
groups of students who (a) did not use the tutorial materials, (b) used them only a little, or
(c) used them extensively.

Findings and Interpretations
The most interesting phenomena observed in the data and the interpretations drawn from them
are reported in Table 2

.
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Findings & Interpretations from the Summative Evaluation
Finding

Interpretation

Approximately 88% of learners
who attempted to earn the CT
badge and 100% of learners
who attempted to earn the
coding badge were successful
(i.e., earned 90% or higher).

In the context of the competency-based paradigm espoused
in the IP&T course (and often with open badges in general), a
high level of success like this is a very good thing. The
findings indicate that the coding badge may either (a) be
slightly easier than the CT badge or (b) have slightly more
helpful instructional materials.

There was virtually no
difference in the success of
students between classes.

This suggests that students are likely receiving comparable
experiences, and that both of the implementation methods
(discussed in section F) are likely to be effective and viable
means of carrying out the instruction to scaffold these
learning experiences.

When graded on a holistic
scale, learner responses to a
prompt to define CT improved
significantly between the preand post-survey.

This suggests that the badges and accompanying materials
were valuable and effective at helping students to refine their
understanding of CT.

Learners’ attitudes toward
teaching CT were slightly more
positive in the post- than the
pre-survey.

While adjusting learner attitudes was not one of the stated
outcomes of these training materials, stakeholders were
interested in how badge completion might influence the
affective domain. The comparison of both qualitative and
quantitative data in the pre- and post-survey suggest that
self-efficacy about and attitudes toward teaching CT in the
classroom improved—at least a little.

Learners generally perceived
the badges and tutorials as
being fairly effective at helping
them learn (3.95/5), helping
them see the relevance of
material (3.8/5), and increasing
their confidence in their ability
to teach the subject matter
(3.78/5).

This data corroborates findings from formative assessment
that suggest that learners generally appreciate the materials
provided for them in this intervention.

Learners perceived materials
to be more valuable when they
used materials “a little” versus
when they used them
“extensively.”

One possible explanation for this odd finding is that the
badge guides may be more useful as reference material than
as step-by-step guides, or at least that students may perceive
more value in them when so used.

Table 2. Summary of Findings and Interpretation
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REFLECTION AND CRITIQUE
Lessons Learned
Some lessons learned in this project are as follows:
●

I learned that it can be very helpful to review current research and/or design precedent
for instructional design projects—especially when you need to become a quasi subject
matter expert, as I did in this project. The literature review I performed may have been
more extensive than needed, but I feel that reading a lot about the subject was actually a
shortcut to learning what I needed to know for the project.

●

I learned that working with a subject matter expert can be an enriching, rewarding
experience. The depth of conversation I was able to engage in through my
correspondence with Peter Rich during the formative evaluation stage of this product
really helped me to refine the product in crucial ways. I feel the product is at least twice (if
not three times) as good because of these meaningful, respectful, albeit sometimes
intense interactions.

●

I learned that it is important to refine assessment and evaluation instruments before
administering them. One thing I realized only during my evaluation analysis was that I
actually did not collect as much data on the post-survey as I thought I was going to,
partially due to a survey logic error. The findings reported are still valuable and valid, but
there may have been better triangulation of data with a better instrument.

●

I need to be better at projecting time and cost for projects. I spent about double the
amount of time that I initially anticipated on this project. The skill of bidding will be
especially important for me if I work as a contractor. I anticipate that experience will help
me gain a more intuitive sense for what is required in a project.

Weaknesses and Limitations
Some of the weaknesses of the project and product include the following:
●

The project was underbid. I did not have a good intuitive sense and probably did not do
enough analysis of what would be included in this project before setting the initial
projections of time and cost. The result was that the project was technically over budget.
This error did not have serious implications in the larger project context because the bid
was not expected by nor provided to the stakeholders; it was only created for this project
prospectus. Thus, no expectations were disappointed. In a different context, however, this
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could be a serious miscalculation, resulting in a loss of client confidence, a significant loss
of money, or both.
●

The assessment guidelines for the badges lack some precision and objectivity. The
evaluation of the project may have been more precise if some guidelines were put in
place for how to grade each badge. A specific analytic rubric was not included at least
partially because of design precedent (i.e., earlier badges used in IP&T 371 have had no
such rubric). However, developing even a holistic rubric or checklist for the badges would
probably have improved assessment reliability.

●

Since the website was developed using the free Wix service, there is an ad banner on the
site, and it uses a somewhat cumbersome URL. These were understood consequences of
a lower production time/cost, accepted by stakeholders before the project began, but it
still would have been nice to remove.

●

Some of the logic on the post-survey was incorrect, leading to a less complete summative
evaluation that I would have liked.

Strengths
Among others, I believe some of the strongest aspects of this project are as follows:
●

The learning outcomes were well-defined in advance of the design. They were based in
research and validated by a thorough needs assessment.

●

The expert review of the products in this intervention was thorough and excellent.

●

The usability testing on the website yielded important insights, which illustrates the value
of a little work going a long way. Completing the usability tests and the changes
suggested by them required only a small portion of the overall production time, but it
produced some very important changes.

●

The project management spreadsheet I used was useful and effective (see Appendix I).

●

The visual design of the product is fresh, clean, understandable, and appealing.
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ARTIFACTS
Guide to the Artifacts
Appendix A: Literature Review. The literature review demonstrates a thorough understanding of
competencies needed for teachers learning CT and coding education basics. It also significantly
informed the needs assessment.
Appendix B: Needs Assessment. The needs assessment verifies that the assumptions from the
literature review are valid for the specific learner audience of this project. It also sheds insights
into some important decisions and considerations for the learning design.
Appendix C: Client and Audience Detail. This section provides details about the clients and their
desire for change and about several groups of primary and secondary target audiences that are
relevant to this project.
Appendix D: Content Model. The content model summarizes the needs assessment. It is a visual
representation of the specific content that needed to be assessed in the badges and addressed
in the badge and robot guides.
Appendix E: Design Evolution Detail. This section provides access to the artifacts mentioned in
the Design Evolution section, as well as a few others that may be of interest to the committee.

These artifacts include (a) design precedents and rationale; (b rationale for development tools; (c)
lists of elements to be included in badges and guides; (d) images of wireframes created for the
website; (e) my design diary; and (f) links to the badge template, robot guide template, and
website wireframes deck.
Appendix F: Implementation Detail. This section contains the lesson plan and resources for the

CT Integration lesson I taught in IP&T 371 as well as my observational notes and artifacts from the
lesson I observed.
Appendix G: Formative Evaluation Detail. This section gives the full detail about procedures,
findings, interpretations, and resulting design changes from each of the three formative
evaluations I completed: expert review, learner review, and website usability testing.
Appendix H: Summative Evaluation and Assessment Detail. This section gives fuller detail
about procedures, findings, and interpretations of the results from each of the two summative
assessments: Badge scores and the post-survey.
Appendix I: Project Management. This section provides details about the project schedule,
project management tools, and the estimated versus actual budgets of this project.
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Appendix A: Literature Review
The following literature review was conducted with the central purpose of gleaning information
that would inform my design. The following questions were identified as being pertinent to the
project, and answers to these questions as found in the literature are summarized below.
1.

What cultural and environmental factors in the world, nation, state, and community
influence the need for teaching computational thinking (CT) and coding to young
students?

2. What are developmentally appropriate standards for integrating this technology into
environments with young children?
3. What are CT and coding?
4. Can young children learn CT and coding?
5. What are the benefits and drawbacks of teaching CT and coding to young children?
6. What role does robotics play in helping children learn CT and coding?
7. What learning theories and methods are best practice for teaching kids CT and coding?
8. What learning theories and methods are best practice for teaching teachers how to teach
CT and coding?
9. What knowledge, skills, and other resources do teachers need to effectively integrate CT
and coding technologies into their classrooms with young students?
10. How can open badges be used as a vehicle for helping teachers learn about CT and
coding?

LRQ1: What cultural and environmental factors in the world, nation, state, and
community influence the need for teaching computational thinking and coding
to young students?
More than ever, we live in a world that is informed and inundated by computer technology. This
fact may conjure thoughts of smartphones and personal computers, but increasingly, many
everyday and traditionally non-digital objects are being designed to operate via a computer
program. Some of these objects include streetlights, car engines, watches, roads, car tires, shoes,
and even cereal boxes (Hartigan, 2013).
As computer programs become more widespread, computer programming becomes an
increasingly relevant skill, and many political bodies are recognizing this fact. Some countries
have included computational problem-solving as required curriculum (Sullivan & Bers, 2016; Rich,
Jones, Belikov, Yoshikawa, & Perkins, 2017). The United States has not yet officially adopted such
measures, but appears to be moving in that direction. For example, the Trump administration
recently announced a yearly investment of $200 million dollars into STEM education, noting that
“the nature of our workforce has increasingly shifted to jobs requiring a different skill set,
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specifically in coding and computer science” (CNN Wire, 2017). Amazon, Facebook, and other
major tech companies have committed a sum of over $300 million (over the period of five years)
to the new initiative (Romm, 2017). Similar initiatives are taking place in many countries of the
world (Rich et al., 2017). Thus, increasing attention, interest, and enthusiasm are paid to the role
that computer science education should have in our schools (Yadav, Hong, & Stephenson, 2016;
Yadav, Stephenson, & Hong, 2017; Bers, Flannery, Kazakoff, & Sullivan, 2014; Rich et al., 2017;
Sullivan & Bers, 2016).
But before computer programming—or coding, as it is sometimes called—many believe that

today’s youth (and adults) need computational thinking (CT) to better solve the problems of the
21st century. CT is a combined skill set that comprises the “computational concepts we use to

approach and solve problems, manage our daily lives, and communicate and interact with other
people” (Wing, 2006). This skill set is the bread and butter of computer programmers, but it is
also a fundamental literacy of our time from which all in the 21st Century can benefit, just as all
benefit from reading, writing, and arithmetic (Wing, 2006; Yadav et al., 2016; Sullivan & Bers,
2016).
CT can be embedded across curricula and disciplines, both within and outside the context of
computer programming (Yadav, Stephenson, et al., 2017), but one of the most common ways to
incorporate it is by teaching coding concepts, especially with codable robots or physical code
manipulation (Sullivan & Bers, 2016). Such initiatives are especially popular “amongst early

childhood researchers and educators” (Bers, 2008), and recent work demonstrates “how the field
of robotics holds special potential for early childhood classrooms by facilitating cognitive as well
as fine motor and social development” (Bers, Seddighin, & Sullivan, 2013).
Due to the tangible nature of robots, when children learn physical code manipulation, they are
exploring the nexus where natural and technological worlds meet (Sullivan & Bers, 2016;
Highfield, 2015). They are not “just learning to code, they are coding to learn” (Resnick, 2013).
The CT skills they develop in the process empower them to solve problems systematically
(Sullivan & Bers, 2016; Yadav et al., 2016), express themselves with computational media (Sullivan
& Bers, 2016), and engage in design processes (Yadav et al., 2016). Furthermore, CT has been
linked to improved academic performance and attitudes (Bers et al., 2014; Yadav et al., 2016;
Sullivan & Bers, 2016; Highfield, 2015).
Despite the benefits and growing need for CT and coding education for young children, few
teachers possess the qualifications and confidence to effectively integrate either skillset into their
classrooms (Rich et al., 2017). It is true that many teachers are already incorporating some
components of CT into their teaching, but they may not recognize it as such, and they need
guidance and a shared terminology to better coordinate efforts (Buss & Gamboa, 2017). One
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solution to this problem is to “introduce computational thinking for preservice teachers in their
teacher education programs” while also helping inservice teachers with this process (Yadav et al.,
2016).
Global, national, and local impetus toward CT and coding education for young children has
sparked conversations at BYU about what the university can do to better prepare its preservice
teachers to integrate CT and coding into their classrooms. Of particular relevance to this project
are the following:
●

The BYU Preschool or Child and Family Studies Laboratory (CFSL) is interested in how to
integrate CT and coding in their preschool classrooms, both for the children’s sake and to
model effective integration for the dozens of education students who complete early
childhood education (ECE) practicums there each year. Recent donor funds earmarked for
coding education have accelerated this interest.

●

The department of Instructional Psychology and Technology (IP&T), which is responsible
for providing three 1-credit technology integration classes for education students at the
university, is also interested in helping its students to develop CT and coding
competencies. Rick West, supervisor of one of the three technology integration courses
(IP&T 371), is particularly interested in coordinating with the ECE department and CFSL to
design a tech integration learning pathway for ECE students at BYU, which will include
coding and CT competencies. The current model for IP&T 371 allows students to choose
from a variety of open badges (each of which highlights a specific educational technology
tool or class of tools) in order to complete the course. The badges model meets the

needs of the course and its students and will therefore be continued and extended in this
project.

LRQ2: What are developmentally appropriate standards for integrating
technology into environments with young children?
The following are principles gleaned from documents that establish technology integration
standards for early childhood programs:
●

With guidance, technology integration can enhance learning; without guidance it can
interfere with learning and development. Therefore, adult oversight and guidance are
necessary for effective tech integration in the classroom, especially for very young

children (National Association for the Education of Young Children [NAEYC] & Fred
Rogers Center, 2012).
●

For best results, young children should use technology interactively and creatively. There
is a genuine distinction between “interactive” and “non-interactive” media use.
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“Interactive media refers to digital and analog materials . . . designed to facilitate active
and creative use by young children and to encourage social engagement with other
children and adults.” Non-interactive media use is just the opposite. Technology
integration in early childhood classrooms should focus on interactive, shared experiences,
not isolatory ones. Some organizations even recommend various screen limit times for
young children (e.g., no screen time for children under 2; less than two hours per day for
ages 2+). However, a widely accepted standard is that the quality and `interactivity of
screen time matter more than mere quantity (NAEYC & Fred Rogers Center, 2012).

LRQ3: What are computational thinking and coding?
Computational Thinking
In 2006, Jeannette Wing issued a rousing call to “spread the joy, awe, and power of computer
science, aiming to make computational thinking commonplace.” Wing (2006) believed that CT is
an analytical skill as fundamental as reading and writing and thus ought to be democratized
through our educational systems. Wing (2006) also attempted to define CT in broad and
fundamental terms as “the computational concepts we use to approach and solve problems,
manage our daily lives, and communicate and interact with other people.” It involves “a range of
mental tools” and positive attitudes that together form a philosophy of life and problem-solving
for the computing age. (Wing, 2006). Building largely on Wing’s seminal work, many others have
further attempted to refine the definition. While there is not necessarily widespread agreement
on the exact components of CT, the following elements are common across much of the
literature. CT includes the following:
●

Leveraging the power of computing or technological methods to solve problems
(International Society for Technology in Education [ISTE], 2016; Wing, 2006; Rich &
Hodges, 2017).

●

Representing or modeling problems through abstractions (Wing, 2006; Bers et al., 2014;
Sullivan & Bers, 2016; Rich & Hodges, 2017).

●

Systematically exploring and creating multiple possible solutions (Wing, 2006; Bers et al.,
2014, Rich & Hodges, 2017)

●

Debugging or troubleshooting (Wing, 2006; Bers et al., 2014).

●

Designing algorithms (i.e., step-by-step processes) to automate solutions (Rich & Hodges,
2017).

●

Approaching difficult, open-ended problems strategically (Bers et al., 2014).

●

Approaching problems and failure with productive attitudes (Bers et al., 2014) such as
○

confidence, courage, resilience, imagination (Wing, 2006)

○

persistence (Buss & Gamboa, 2017; Rich & Hodges, 2017);
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○

tolerance for ambiguity, and willingness to work with others (Rich & Hodges, 2017).

Becoming a computational thinker allows a student not merely to use technology, but to create
with technology (Yadav et al., 2016). It is not a way of making humans more like computers, but
rather of empowering humans to make more of computers (Wing, 2006).

Coding
In the world of digital technology, to code is “to write code for a computer program or

application” (Coding, 2005). In its most fundamental form, code is lines written in a programming

language (e.g., HTML, CSS, Javascript, Python) that give a computer “a precise set of instructions”
for functionality (Microsoftlearning, 2014). While most code is text-based, many technologies
designed to help young children learn to code employ block-based coding languages to provide
a simpler and more visually-supportive coding interface (Harken, 2015). Code is widely applicable
in today’s world, being used in a wide variety of obvious contexts (e.g., cell phones, computers)
and less obvious ones (e.g., microwaves, vehicles) (Microsoftlearning, 2014).

LRQ4: Can young children learn computational thinking and coding?
Results indicate that children as young as preschool-age (approximately 4) have been able to
successfully master basic robotic and programming skills (Sullivan & Bers, 2016; Bers et al., 2014).
Studies also show that learning CT and coding can be “an engaging and rewarding” experience
for the students (Bers et al., 2014).

LRQ5: What are the benefits of teaching computational thinking and coding to
young children?
While there are some concerns that improper use of any technology can be developmentally
problematic for very young children (NAEYC & Fred Rogers Center, 2012), the literature indicates
that careful use of robotic technologies for teaching coding and CT to young students can not
only be developmentally appropriate, but also have a “decidedly positive” (Rich et al., 2017) effect
in many other ways, including the following. Proper integration of these technologies can help
students
●

engage in collaboration and teamwork (Bers et al., 2014; Sullivan & Bers, 2016);

●

“integrate academic content” (e.g., mathematics, engineering, storytelling, computer
science, problem-solving) with their coding projects” (Bers et al., 2014; Yadav et al., 2016;
Sullivan & Bers, 2016);

●

transfer problem-solving skills to contexts outside of coding (Bers et al., 2014);

●

reduce gender-based stereotypes of STEM careers (Metz, 2007; Steele 1997, qtd. In
Sullivan & Bers, 2016);
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●

“develop fine-motor skills and hand-eye coordination” (Bers et al., 2014; Sullivan & Bers
2016).

LRQ6: What role does robotics play in helping children learn computational
thinking and coding?
While CT and coding could be taught to young students in a variety of ways, using programmable
robots (e.g., Bee-bots, Spheros, Ozobots) to teach these topics has been found to be particularly
effective, especially with young children (Buss & Gamboa, 2017). Having a “tangible interface”
supports children developmentally and becomes more “engaging for young learners” (Highfield,
2015). The physical form of the robots also promotes “mathematical thinking, measurement, and
development of number concepts” (Highfield, 2015) as children manipulate the robots and their
environment and use the same measuring devices as they use in other contexts (e.g., protractors,
tape measures) to gather data and make inferences about motion, geometrics, and
cause-and-effect relationships in the physical world. Using robots can empower children to
engage in the scientific process of curiosity, investigation, trial, and error both with and without
assistance (Highfield, 2015).

LRQ7: What learning theories and methods are common and/or best practice
for teaching computational thinking and coding to young students?
Teaching coding and CT to young children, especially with robots, has traditionally been viewed
as a primarily constructionist endeavor (Bers et al., 2014; Buss & Gamboa, 2017). Constructionism
posits that “children can learn deeply when they build their own meaningful projects in a
community of learners and reflect carefully on the process” (Bers et al., 2014). In particular, the
constructionist approach described by Seymour Papert “provides children the freedom to explore
their own interests through technologies (Bers, 2008) while investigating domain-specific content
learning and also exercising metacognitive, problem-solving, and reasoning skills” (Bers et al.,
2014).
Within and incidental to the the constructionist framework, the literature also evinces a variety of
instructional principles and methods that have been found to be effective in teaching young
children to code and think computationally with robots:
●

Play Together. Teachers should “foster a playful learning environment” (Bers et al., 2014).
They need to model “the process of learning and investigation.” They can do this by

becoming “co-players, participants, exploring the technology—experimenting with what
worked and what didn’t, demonstrating dispositions for learning, and modeling reflection
and revision” (Highfield, 2015).
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●

Unplug. Teachers should apply concepts in an unplugged environment before introducing
actual computers and code to young children (Bers et al., 2014).

●

Integrate. Teachers should help the children complete interdisciplinary culminating
projects (Bers et al., 2014).

●

Release Responsibility Gradually. S
 tart with direct instruction, move to a simple guided
activity, then issue an open-ended challenge or problem (Buss & Gamboa, 2017).

Teachers should continue to guide behavior even while working/playing as a team
(Highfield, 2015).
●

Encourage. Insofar as possible, teachers should provide “encouragement and

problem-solving hints and tips,” rather than outright answers (Buss & Gamboa, 2017).
●

Question. Rather than providing answers directly, teachers should ask “probing

questions” (Buss & Gamboa, 2017; See also Highfield, 2015) These questions might begin
with phrases like the following (Buss & Gamboa, 2017):

●

○

“What if you were to…”

○

“How would you…”

○

“Have you considered…”

Foster alternative problem-solving. T
 eachers should promote alternative ways of
modeling a problem (Buss & Gamboa, 2017), such as

●

○

drawing out solutions on paper;

○

discussing alternative solutions as teams;

○

and relating challenges to more familiar circumstances.

Enrich. Students cannot learn with technology that isn’t there. Teachers need to provision
“the environment with resources and tools” (Highfield, 2015).

●

Guide reflection. Both after and throughout the learning process, teachers should ask
questions that encourage students to reflect on their learning (Highfield, 2015).

●

Document progress. T
 eachers should understand how to use multimedia to document
student work so it can be shared with others in the class as well as parents (Highfield,
2015).

LRQ8: What learning theories and methods are common and/or best practice
for teaching teachers how to teach computational thinking and coding?
A variety of methods have been employed to help teachers learn how to think computationally,
how to code, and how to teach these skills to their students. Some of those methods include the
following:
●

Synchronous web-based courses on CT and coding (Buss & Gamboa, 2017). This method
carries the advantage of flexibility, which appears to be important because, at least in the
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cited study, it was common for “participants to find themselves working at different rates”
(Buss & Gamboa, 2017).
●

Modeling CT or coding lessons as they would be taught to target end-learners (Buss &
Gamboa, 2017).

LRQ9: What knowledge, skills, and other resources do teachers need to
effectively integrate computational thinking and coding technologies into their
classrooms with young students?
There are many competencies that contribute to a teacher’s ability to integrate technology
generally and CT and coding specifically into his or her classroom. Competence does not come
overnight. This being the case, it is useful to think of teacher competencies in terms of levels, not
merely items. Sharon Hirschy (2017) has developed the following framework as a tool for talking
about teacher competency in regard to tech integration. Hirschy’s is not the only such framework,
but it is sufficient for this project. This framework may prove useful in the project when describing
to learners how to improve their tech integration skills or how to evaluate their current skill level.
Hirschy’s (2017) Framework for Appropriate Technology Integration
Level 1. Recognition. The educator gains knowledge of developmentally appropriate practice in the use
of technology with young children and gains a basic understanding of research related to children and
technology.
Level 2. Application. The educator uses technology to inform practice, assess children, communicate
with colleagues and families, and meet basic curricular needs.
Level 3. Integration.
Teacher Focus: The educator selects and uses technology intentionally across the curriculum and in
family and community partnerships. The educator utilizes a personal learning network to learn and grow
in the integration of technology.
Child Focus: The educator provides children opportunities to use technology creatively, intentionally,
and collaboratively for exploring, creating, and problem-solving. Individual and cultural needs and
perspectives and child & family are considered in technology integration.
Level 4. Equilibration. The educator daily integrates known technologies and incorporates new ones,
learning, applying, and adapting to the needs of families, children, and classroom as well as mentoring
others. The educator exhibits a high degree of media literacy. Technology is used effectively to
communicate, engage, and partner with families.
Adapted from Figure 2.1 in Hirschy, S.T. (2017). Developmentally appropriate technology integration. In
C. Donohue (Ed.), F
 amily engagement in the digital age: Early childhood educators as media mentors
(pp. 27–40). New York, NY: Routledge.
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The following are knowledge, skills, and resources that have been identified as helpful or
necessary for teachers to develop competence in classroom technology integration. For each of
the items below, a teacher may be at a different level on Hirschy’s framework.

Knowledge
In order to integrate CT and coding effectively and in a developmentally appropriate way,
teachers need to understand the following concepts:
●

Early childhood students’ use of technology should be almost exclusively creative and
interactive. Many of the concerns with using technology and media with very young
students are mitigated when students’ use of technology is interactive rather than

passive. Interactive technology (or interactive media) is defined as “digital and analog
materials . . . designed to facilitate active and creative use by young children and to
encourage social engagement with other children and adults” (NAEYC & Fred Rogers
Center, 2012). In contrast, non-interactive technology or media “can lead to passive
viewing and over-exposure to screen time for young children” (NAEYC & Fred Rogers
Center, 2012).
●

Potential benefits of effective technology integration. E
 ffective and beneficial technology
may positively impact young students in the following ways ( NAEYC & Fred Rogers
Center, 2012):

●

○

Enhance and support cognition.

○

Accelerate learning.

○

Expand access to content.

○

Enhance social abilities and relationships.

○

Promote healthy physical and emotional development.

○

Promote creativity.

○

Strengthen home-school connections.

○

Support special needs & second language learners.

○

Narrow the achievement gap by providing equity & access.

What beneficial technology integration looks like. Teachers need to know how to

recognize what beneficial tech integration looks like. The following are characteristics
they may seek (NAEYC & Fred Rogers Center, 2012). The technology use
○

is coupled with shared, joint attention and language-rich interaction (especially
important for ages 0-2);

○

facilitates communication of ideas and feelings in both traditional and digital
literacies;
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○

is active, hands-on, engaging, and empowering;

○

occurs in conjunction with a rich variety of learning scaffolds (i.e., used in
moderation, not exclusively);

○
●

is playful or encourages play.

Potential negative Impact of ineffective/harmful technology use. Over-exposure to

non-interactive screen time can have several potentially harmful effects for young children
(NAEYC & Fred Rogers Center, 2012). Some of these potential effects include the
following:

●

○

Irregular sleep patterns.

○

Behavioral issues.

○

Focus and attention problems.

○

Decreased academic performance.

○

Negative impact on socialization and language development.

What ineffective/harmful technology integration looks like. Ineffective or harmful

technology integration may exhibit the following characteristics (NAEYC & Fred Rogers
Center, 2012). The technology use

●

○

reduces healthy communications and interactions with other children and adults;

○

is physically or emotionally damaging, disrespectful, or exploitative to children;

○

replaces creativity, play, real-life exploration, etc.;

○

stifles linguistic development.

Technology is a means to an end, not an end in itself (NAEYC & Fred Rogers Center,
2012)

●

What young children need in order to develop digital literacy. Young children develop

digital literacy when they have time to explore, experiment with, and handle technologies,
and when that exploration is coupled with thoughtful guidance and instruction about
technology and digital citizenship (NAEYC & Fred Rogers Center, 2012).
●

Characteristics of Young Learners, which should translate into an ability to identify
general curriculum that should be effective (NAEYC & Fred Rogers Center, 2012).

Skills
●

General digital literacy,  which encompasses “both technology literacy and media

literacy.” Digital literacy for educators includes the following (NAEYC & Fred Rogers
Center, 2012):
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○

An understanding that the quality of media and technology-based materials can
vary widely.

○

The ability to use media and technology to communicate, collaborate, access
information, and restrict access to personal data.

○

The knowledge and experience to think critically about technology usage and
media messages.

●

Professional Judgment. “The challenge for early childhood educators is to make informed

choices that maximize learning opportunities for children while managing screen time and
mediating the potential for misuse and overuse of screen media, even as these devices
offer new interfaces that increase their appeal and use to young children.” Professional
judgment arises from being informed, intentional, and reflective about one’s teaching
practice (NAEYC & Fred Rogers Center, 2012).
●

Technology-Specific Experience. In order for teachers to be most effective at integrating
the use of a specific technology in their classrooms, they first need to have experience
with that technology so as to better guide students.

●

Technology-Integration Evaluation based on professional judgment, knowledge of

research and best practices, and heuristics (NAEYC & Fred Rogers Center, 2012). Some
useful heuristics include the following:

●

○

PIC-RAT (Kimmons, 2016; see Figure A.1).

○

Donohue & Schomburg’s (2017) six questions (see Box below).

The ability to communicate with parents about what effective technology integration
looks like, both at home and in school (NAEYC & Fred Rogers Center, 2012).

●

First-hand experience with affective dimensions of CT (Buss & Gamboa, 2017).

●

Skill in teaching young children with technology. Teachers should understand the

theories and methods that are effective in helping children learn technology and learn
with technology (See LRQ7 above).
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Figure A.1. PIC-RAT Model. From Kimmons, R. (2016). Effective Technology
Integration. In R. Kimmons (Ed.), K-12 technology integration. Pressbooks.
Retrieved from https://k12techintegration.pressbooks.com. CC-BY License.
Donohue & Schomburg’s (2017) Six Questions
Does it…
●

Create a sense of worth?

●

Create a sense of trust?

●

Spark curiosity?

●

Have the capacity to foster you to look and listen carefully?

●

Encourage the capacity to play?

●

Allow for moments of solitude?

Other Resources/Attitudes Helpful To Developing Teachers’ Competencies
●

Ongoing professional development that is relevant to “teachers’ curricular needs in their
subject areas” (Yadav et al., 2016). This professional development must be “available,

affordable, and accessible” as well as “effective, engaging, and empowering” (NAEYC &
Fred Rogers Center, 2012; see also Rich et al, 2017).
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●

Information and resources on the nature of technology tools and the implications of their
use with children (NAEYC & Fred Rogers Center, 2012).

●

Guidance and examples of successful practice (NAEYC & Fred Rogers Center, 2012; Bers
et al., 2014).

●

Access to technology. Teachers cannot integrate technology into their classrooms unless
they have it in the first place (NAEYC & Fred Rogers Center, 2012).

●

A professional community of practice from which teachers can glean insights and models
of what successful integration of new technologies looks like (NAEYC & Fred Rogers
Center, 2012; Yadav et al., 2017).

●

Simple and quick ideas for technology implementation. Quick ideas have been found to

support self-efficacy, a key attitude related to effective technology integration (Donohue,
2015). Such quick-reference ideas might include types of questions to ask students (Buss
& Gamboa, 2017) or quick-start guides for using a particular technology.
●

Time. When teachers have the time to “play and explore technology,” their confidence in
being able to integrate it grows (Donohue, 2015). Buss and Gamboa (2017) reported that

their online course (which met for a total of 16 hours across eight weeks) was insufficient
time for teachers to master these skills. Rich et al. (2017) found that, while it didn’t take
much training time for teachers to be able to define CT and generate ideas of how to
integrate it in their classroom, a short time was “insufficient to develop any sort of
expertise or ability to teach the topic.” Furthermore, “teachers need multiple exposures”
to be able to grasp how “computational thinking can improve students’ problem-solving
skills” (Rich et al., 2017).

LRQ10: How have badges been used in conjunction with teacher professional
development and computational thinking?
Badges have been suggested as a way to assess CT for students (Selby, Dorling, & Wollard,
2014), and a Google search reveals that institutions are starting to offer badges for teachers
gaining CT knowledge as well (Open Badge Academy, n.d.). BYU’s own Badgeschool is among

the issuers of such teacher-centric badges (Badgeschool.org, n.d.). Badges have also been used
to empower teachers to customize their own professional development to best meet their
individual and classroom needs (Gamrat, Zimmerman, Dudek, & Peck, 2014). BYU utilizes teacher
tech education badges for a similar purpose, and the addition of more open badges about CT will
extend the continuity of its program.
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Appendix B: Needs Assessment
Decision Themes
In the initial stages of this project, I anticipated that I would need to make decisions about the
following general themes in order to meet the learning objectives and product specifications I
had identified.
1.

Rationale Content. T
 o what extent does this project need to help students understand the
rationale for teaching CT and coding?

2. CT Content. Which aspects of CT will the project address in order to fill the knowledge
and skill gaps of target learners?

3. Teaching Skill Gaps. Which pedagogical skills relevant to teaching CT and coding
technologies should be most emphasized in the project?

4. Affective Considerations. T
 o what extent does the project need to bolster learner

motivation as opposed to relying on intrinsic motivation to learn the content? What
concerns or attitudes will our training need to address to help learners be successful?

Many of the these questions are partially answered in general terms by the literature review. The
following needs assessment was designed to identify where gaps exist in these specific learners’
knowledge, skills, and motivation.

Needs Analysis Questions
In order to better understand my target learners and their context, and to better make the
decisions outlined above, I posed the following questions for further investigation.
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#

Question

Decision Themes
Addressed

NAQ1

What do the learners understand about the need to
integrate CT into their classrooms?

1 - Rationale Content

NAQ2

What do the learners already know about CT?

2 - CT Content

NAQ3

What training and experiences identified in the literature
review are learners already receiving in their existing
teacher education program? Where are they deficient?

2 - CT Content
3 - Teaching Skill Gaps

NAQ4

How motivated are the learners to learn about CT?

4 - Affective
Considerations

NAQ5

What concerns, questions, or other roadblocks might
learners have that need to be addressed for optimal
learner buy in?

4 - Affective
Considerations

Table B.1 Needs Analysis Questions and Decisions

Data Collection Methods
To answer the five questions above, I collected data using the following methods.
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Teaching Computational Thinking Pre-Survey

NAQs Addressed

●
●
●
●
●

NAQ1 (Understanding of need to integrate)
NAQ2 (Existing CT knowledge)
NAQ3 (Teaching skill gaps)
NAQ4 (Motivation)
NAQ5 (Affective considerations)

Sample

ECE and Elementary Education Majors in IP&T 371 (n=74)

Instrument

Teaching Computational Thinking - Completed Survey with Responses
(https://goo.gl/f3F6HR)

Logistics &
Timeline

Administered online via Google Forms before the CT unit in IP&T 371.

Limitations

●

●

Rationale

The survey was administered before the learners had been taught
what CT is, and therefore, some of their responses may have
been slightly skewed based on a misunderstanding of
terminology. This, however, is also part of the strength of the
survey: the objective was to identify a gap.
The majority of students who responded to the survey ended up
being elementary and secondary students, rather than the ECE
majors who are the true target audience of the project. However,
the clients agreed that this would still serve as an adequate
approximation for our target learner audience.

This survey was to identify what learners understand about CT and the
rationale for teaching it, how comfortable they are with it in their
classroom, and what their motivation level for learning more about it
might be.

Table B.2 Teaching Computational Thinking Pre-Survey Evaluation Method Details
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Faculty Interviews

NAQs Addressed

●

NAQ3 (Teaching skilss gap)

Sample

ECE and Elementary Education Faculty at BYU, including Kathie Makay
and Jenny Wimmer

Instrument

Based on the literature review, I developed a content model (see
Appendix D) using Popplet, an online mind mapping tool. After
introducing my project and its purpose, I asked the sample to identify
whether, in their opinion, students in the ECE/ElEd programs acquire
these understandings and competencies. I used Popplet to take notes on
their responses. I concluded by asking them what should be on the
model that isn’t, then added those items, noting their origin.

Logistics &
Timeline

These interviews took place prior to beginning development, during the
needs assessment phase of the project.

Limitations

Individual faculty members may not be completely aware of everything
that occurs in others classes. Nonetheless, they probably have a pretty
good idea of overall student competencies and attitudes.

Rationale

These interviews were to identify gaps students have in the set of
competencies needed to fulfill the learning goals of this project. They
were also to validate the learning goals I had established.

Table B.3 Faculty Interviews Info

Findings
NAQ1: What do the learners understand about the need to integrate CT into their
classrooms?
Results indicated that just over half of learners see the importance of CT and believe that they
will be involved in teaching it one day. 52.7% agreed or strongly agreed that they would likely be
involved in teaching some aspect of CT to their future students. 37.8% were neutral, and only
9.5% disagreed with the statement. Furthermore, 60.8% agreed or strongly agreed that teaching
CT is important in the 21st Century while only about 6.8% disagreed. Roughly a third of students
seemed to have no opinion on the matter.
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Figure B.1. Charts Showing Agreement with Statements in the Pre-Survey

NAQ2: What do the learners already know about computational thinking?
Survey respondents were asked to define CT in their own words. Their responses were analyzed
and tagged with one or more theme phrases that simplified the essence of their thought.
Eighteen themes were identified across the responses. Table 1 shows the frequency of each
theme, organized from most common to least common. Items marked in bold on the chart
represent themes that are well-supported components of CT found in the literature review.
Underlined items are themes that are specifically identified in the literature as misconceptions of
what CT is, or that are not mentioned as part of CT at all.
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Simplified Theme Tags

Answers

% of Answers

Leverage computers to problem-solve

17

23.0%

problem-solving

11

14.9%

Don't Know

10

13.5%

Use technology

8

10.8%

Think like a computer

7

9.5%

Talk to computer

5

6.8%

Pertains to Classroom Technology
Integration

4

5.4%

Calculating numbers

4

5.4%

Create with Technology

3

4.1%

Algorithm Design

3

4.1%

Logical Thinking

3

4.1%

Thinking about Technology

3

4.1%

Express a Problem

2

2.7%

Analyze Data

1

1.4%

Wise Media Use

1

1.4%

Positive Attitude

1

1.4%

Decomposition

1

1.4%

Pattern Recognition

1

1.4%

Table B.4 Frequency of Simplified Theme Tags for Question, “In your
own words, what is Computational Thinking?”
Only 23% of respondents were able to correctly identify that CT is a way of leveraging computers
and technology to solve problems. An additional 15% identified that it had something to do with
problem-solving, and a respondent or two were able to identify some of the finer points of CT,
such as problem expression, decomposition, or pattern recognition. That means that
approximately 77% of respondents have incomplete or even problematic perceptions of what CT
is. Nearly 14% said they have no idea what CT is and made no attempt to define it. Another 16.2%
expressed that they were unsure of its definition or were guessing at its meaning. Nearly 10%
indicated that they believe CT is thinking like a computer, which is a common misconception
refuted in the literature.
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It is also interesting to note that only about 19 of 74 respondents (25.6%) had experienced any
kind of CT training in their own primary-secondary schooling (see Figure B.2); and only 14 of 74
(18.9%) knew where to find resources for teaching CT in their own classrooms (see Figure B.3).

Figure B.2. Individuals who Learned CT in Elementary & Secondary School

Figure B.3. Individuals who Know Where to find CT Teaching Resources
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NAQ3. What training and experiences identified in the literature review are learners
already receiving in their existing teacher education program? Where are they
deficient?
This research question was primarily answered by two interviews with ECE or elementary
education faculty members at BYU. The professors were shown a mind map containing a visual
representation of the competencies found in the literature review. They then commented on
whether they believed students were gaining this skill and, if possible, when in their program they
are gaining it. The comments were then tabulated, findings were summarized, and the mind map
was edited to create a visual representation of where learners appear to be proficient and where
they are lacking. For the full results table, see the “Q3 Analysis” Sheet on the Prospectus
Supplemental Workbook (https://goo.gl/BrNDm9). Findings relevant to this project are
summarized below:
Faculty Interview Findings
●

This project must provide all content competencies for CT and coding. They are not
currently getting it anywhere else.

●

Learners (at BYU) have adequate access to the latest technologies, including coding
technologies, but they go largely unused. Possible reasons for this may include

●

○

Lack of time to learn the technologies.

○

Lack of knowledge of where to find resources for integrating them.

Some items/badges that may appear on our ECE tech integration learning path are
mobile apps and interactive whiteboards. These technologies seem to be respected as
useful skills for teaching this age group.

●

It is likely that learners need lots of examples of what effective integration of our target
technologies look like. They are not getting much of it in their other classes, and the
literature emphasizes its importance. Examples should help learners understand
○

What effective integration of the target technology looks like.

○

What they can do as teachers to increase the effectiveness of the tech
intervention.

●

○

What ineffective or harmful integration of a target technology (might) look like.

○

What they can do as teachers to avoid harmful technology use.

Learners may need guidance to connect the dots between content they learn in ECE
classes and its application to technology. Examples of this include the following:
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○

Help learners apply good teaching strategies (e.g., co-play, modeling,
questioning) to their integration of a specific technology.

○

Help learners apply parental relation skills to helping parents understand
technology issues.

●

Our badges should focus learners not just on how to use a technology, but on how to
use it to support learning across content areas. They need to see, not just cognitively
comprehend, how technology is a means, not an end.

The mind map completed as part of this evaluation is included in Appendix D as the content
model.

NAQ4: How motivated are the learners to learn about computational thinking?
This question was addressed by a single question on the learner pre-survey. Learners were
asked to rate, on a scale of 1-5, their motivation to learn how to integrate CT and coding in their
classrooms. Results are shown in the chart below. The results appear to follow a generally normal
curve, with results being slightly more positive than negative.

Figure B.4. Learner Motivation to Learn CT & Coding Skills
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NAQ5. What concerns, questions, or other roadblocks might learners have that need
to be addressed for optimal learner buy in?
The final question on the earner pre-survey was designed to help answer this question. The
question asked respondents to consider their reactions, questions, concerns, etc. if their principal
asked them to teach a coding class and/or integrate CT into their classroom. Responses were
analyzed and tagged with four different categories of codes: concerns, questions, feelings, and
needs. Table 2 reports the frequency of the top themes within each category.
Code/Theme

Count

Percent

Concerns
Not qualified

11

14.86%

No background

7

9.46%

No interest

4

5.41%

Not Fundamental Literacies

3

4.05%

10

13.51%

How to Integrate into Subject
Area?

9

12.16%

Why Teach CT?

2

2.70%

How much?

1

1.35%

15

20.27%

Enthusiastic

9

12.16%

Overwhelmed

9

12.16%

Willing

7

9.46%

Confident

4

5.41%

Training

22

29.73%

Resources

14

18.92%

Other People

4

5.41%

Models

3

4.05%

Questions
Where to start?

Feelings
Worried

Needs

Table B.5 Frequency of Top Concern, Question, Feeling, and Need Themes
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Implications For Decisions
The findings from this needs assessment shed light on some of the decisions I needed to make
for this project.

Rationale Content
Only a slight majority of learners felt they will need to teach CT or coding in some way in their
future careers, and a slightly larger majority felt that CT is an important 21st Century Skill. Roughly
a third of learners are unsure on either account and a small percentage feel the skill is neither
relevant nor important. I assumed that the undecided third was at least partially ignorant of what
exactly CT is and that many of them would see its importance as they more clearly understood its
nature. Those who were very negative about CT’s importance would likely need convincing
evidence to engage in learning about it. For the sake of both the undecided and the negative, I
felt that we did need rather extensive information about the rationale for teaching CT and coding.
Wherever possible, learners would also need to see lots of examples of specific, effective
integration within their specific content area in order to grasp both the why and the how of CT
integration.

CT Content
The needs assessment confirmed that only about 25% of students had any kind of formal CT or
coding training in school and that they were receiving no CT or coding training in their other
education courses. This project would need to provide all the CT and coding content required to
meet learning objectives.

Teaching Skill Gaps
To fill teaching skill gaps, this project would focus on providing the following, either within
badges or badge tutorials (whichever seemed most fitting):
●

Opportunities for learners to experience examples of effective practice in a wide variety
of formats (e.g., live, video, textual scenarios) as well as prompts to reflectively evaluate
those experiences.

●

A wealth of learning and teaching resources related to CT and coding.

●

Quick ideas or getting started guides for specific coding technologies.

●

Examples of how CT and coding concepts can be integrated into every major subject
area, especially those that seem highly unrelated (e.g., Humanities, Fine Arts).

●

Invitations for learners to reflect on how specific best teaching practices for ECE apply to
use of the particular technology they are learning.
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Affective Considerations
Learner motivation follows a roughly normal curve, but leans slightly toward the positive. This
project would provide a significant amount of learner choice, so assumed that learners would be
intrinsically motivated to learn the material to a certain degree. I also anticipated that as students
began to learn, they would experience some of the concerns, questions, feelings, and needs
expressed in Table 2. My plan to address these was as follows:
Concerns
The biggest concerns that emerged in the survey were that learners felt unqualified and
untrained. This course itself should answer some of that, but I think there will also need to be a
strong “You can/You Got this” message layer built into every aspect of the project. Secondary
concerns were that students had no interest in CT and that they did not view it as a fundamental
literacy. I planned to address these by including some (possibly mandatory) information about
why CT is important and by connecting it with what they already know and do. I would also try to
build in opportunities for learners to have fun doing these assignments because I think that fun
breeds interest.
Questions
By far the two biggest questions that emerged in the survey were where to start and how to
integrate CT into a specific subject area. These questions were already intended to be answered
in the design. The product would provide a wealth of resources, including quick start guides,
lesson plans, how-to videos and even online courses they could use with their students. Earlier
analysis already showed the importance of providing a lot of examples, particularly within a given
subject area.
Feelings
The two most prominent negative emotion themes that emerged in the survey were “worried”
and “overwhelmed.” In addition to the “You Can/You Got This” message layer mentioned earlier,
the project would seek to communicate two key messages:
●

You don’t have to know everything to get started. It’s okay to learn with your students.

●

There are lots of resources to help you.

The project would also seek to maintain simplicity for the learner in as many aspects as possible
(e.g., the website design) in order to reduce the extraneous cognitive load and help the learner
feel that individual tasks are simple to complete.
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Needs
Learners indicated that what they needed most is training, resources, other people, and
examples/models. The badge tutorials would provide training. The website would be a
centralized repository of resources, and the tutorials would include a plethora of examples and
use cases. The need for other people/moral support would be addressed in some of the content,
and the badges would probably include a practice component requiring interaction with and
feedback from cooperating teachers or others. Learners would also be encouraged to join and
participate in relevant communities of practice, and example communities of practice would be
linked to on the website.
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Appendix C: Client and Audience Detail
Clients
Anne Ure is the Director of the Child and Family Studies Laboratory (CFSL), otherwise known as
the BYU Preschool. Anne was interested in providing resources for her teachers to become

better able to teach CT and coding to their preschool and kindergarten students. This interest
arose partially because these skills are becoming increasingly valuable in our society and
partially because the preschool had recently received donor funds earmarked for purchasing
physical code manipulation equipment (e.g., robots, ipads) intended to help young students learn
how to code. Anne was fairly content with any type of delivery method for this intervention, but
she and her three main preschool teachers expressed a desire that the intervention do the
following:
●

Clarify the pedagogy of teaching with physical code manipulation equipment. A
 nne’s

team is fully on board with using this equipment, but they need support in understanding
both (a) the big-picture pedagogical approaches that will work for teaching this
technology to this age group and (b) the minute details that make the lessons flow
smoothly (e.g., how to draw a line thick enough for ozobots to travel, how to help the
children stay in one location so the steering of the Spheros doesn’t lose its calibration.)
●

Provide model teaching with the equipment. Initially this may take the form of an IP&T

student demonstrating this at a center in the preschool. Eventually, it may take the form of
videos that future students can watch.
●

Include quick-reference job aids that new and experienced teachers alike can use to
quickly start using the technologies.

As secondary goals, Anne was also interested that our intervention
●
●

Be available to parents as well as to preschool employees.

Include a learning pathway for ECE students that directs them toward learning some of
the skills they find most useful in the preschool (e.g., document cameras, interactive
whiteboards, iPad guided access, digital portfolios)

Rick West is a professor in the Instructional Psychology and Technology (IP&T) Department at
BYU. Much of Rick’s research focuses on open badge development and integration, and he

utilizes an open badging system in IP&T 371 (Integrating K-12 Educational Technology 1), which he
teaches and supervises. Rick is invested in building a collaborative relationship with the CFSL
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and sees this project as a good entry point to begin and strengthen that relationship. Rick’s
guidelines for this project included the following:
●
●

The intervention should utilize open badges.

The website should be easy to to navigate for our target teacher audience, and thereby
reduce the extraneous cognitive load.

●

The project should include an ECE pathway that directs ECE majors to acquire skills
deemed most useful for them.

Audience/Learners
In alignment with the clients’ desire for change, the primary target learners for this design project
were identified as the following:
●

Full-time preschool teachers at the CFSL. The BYU Preschool employs three full-time

preschool teachers: Brad Wilcocks, Dorie Haws, and Amy White. They were to benefit
from the project as learners, but were also involved in the design process, indicating
which technologies they were most interested in learning about and what types of details
they needed to be included in the robot guides.
●

Early childhood education (ECE) majors at BYU who are taking their ECE Practicum or
IP&T 371

In addition to the primary learners, the following additional audiences were considered in the
design. These audiences were not heavily included in the needs analysis, but some individuals
from some of these groups (e.g., professional educators, elementary education majors at BYU)
were included in the formative evaluations. Attention was also paid to the ability of these
secondary audiences to access the materials of the intervention.
●
●
●

Professional ECE Teachers in BYU’s partner schools.
Elementary Education Majors at BYU.

Parents of children attending the BYU Preschool.
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Appendix D: Content Model
The content model is best represented by the mind map created for the faculty interviews during
the needs assessment. The mind map can be viewed online at https://goo.gl/wnv8Xj (full,

interactive Flash version) or http://bit.ly/2p4Mhvg (PDF summary). Concepts and skills that were
being sufficiently covered in other classes (or that are beyond the scope of this project) were

marked in black. Concepts that this project sought to fully address were marked in red. Concepts
marginally addressed were marked in pink. A simplified version of the task analysis can be
expressed as supporting standards to the four major learning objectives:
Simplified Task Analysis
1.

Articulate rationale for teaching CT and coding to students.

2. Apply basic principles of CT and coding in a wide variety of problem-solving contexts.
a. Define CT and its component parts, including (a) decomposition, (b) pattern
recognition, (c) abstraction, and (d) algorithm design.
b. Apply CT to problem-solving situations, including (a) non-coding contexts; (b)
unplugged coding activities; (c) creating computer programs; and (d) debugging
computer programs.
c. Define and apply (i.e., use in a program) basic principles of computer
programming (viz., coding), including (a) functions and parameters; (b) simple
and complex loops; (c) conditionals and events; (d) operators; (e) variables; and
(f) arrays
3. Facilitate student learning of CT and coding in effective and developmentally
appropriate ways.
a. Demonstrate ability to access a wide variety of instructional resources for
teaching CT and coding to students.
b. Create developmentally appropriate lessons that effectively integrate CT and
physical code manipulation technologies into current or anticipated teaching
contexts.
c. Create a learning environment that provides students access to physical code
manipulation equipment and fosters the interactive exploration of these tools.
d. Apply best ECE teaching practices to instruction of CT and coding principles
(e.g., questioning, co-play, modeling, guiding behavior, guiding reflection,
documenting and sharing progress)
4. Reflect on the learning effectiveness and developmental appropriateness of actual CT
and coding lessons in which the learner acts in an instructional or observatory role.
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Appendix E: Design Evolution Detail
Design Precedents & Rationale
The learning framework involving open badges and associated tutorials was anticipated to be an
effective way of delivering the target content for the following reasons:
●

Prior integration. BYU and several other institutions of higher education (e.g., University of
Memphis, Purdue University, Penn State) were currently incorporating an open badges

framework to credential pre-service teachers in technology skills (Badgeschool, n.d.). At
BYU in particular, this system was adopted for the purpose of providing education
students a wide variety of choices in the technology skills they choose to develop, a
model which fits the needs of this project since there will be tutorials for more
technologies than the learners can be expected to master while at BYU.
●

Learner experience continuity. The badging system was currently being implemented in

IP&T 371 at BYU, so target learners were already familiar with the system. Furthermore, at
least one of BYU’s partner districts (Provo School District) was planning to integrate an
open badging framework to facilitate professional development for their inservice
teachers. The open badging framework also provides teachers access to this information
and credentialing even after they graduate BYU. The job aids that would be part of the
designed product were specifically requested by the client (Anne Ure) because they have
existing guides for some of their other technologies, and these have proven useful for
them in the past. This project built upon and extended that foundation. Incorporating a
learning path for the ECE students continued the precedent that has been set for other
majors taking IP&T 371. The purpose of the pathway was to help students from the
respective majors to effectively navigate the plethora of badges offered in IP&T 371. While
there were already paths in IP&T 371, they were mostly “baked in” to assignment
instructions, rather than explicitly and visibly provided to the students. The path created
for ECE and Elementary Education students can be explicitly and visibly provided—a
move Rick was planning to make for other majors taking the course as well.
●

Sustainability and alignment. Since BYU was currently integrating the open badges
framework into existing courses, building new content that aligns to that framework

facilitates maintenance of these materials by IP&T 371 personnel in the future. These
badges also align to the standards set by the International Society for Technology in
Education (ISTE) for students and educators.

Hunsaker 60

Rationale for Development Tools
The development tools I utilized in this project were somewhat constrained by the clients, the
environment, and the rapid time frame of the project. The following are some tools I used, along
with explanations for why each was appropriate for the project.
●

Badgr was the open badge platform of choice. This is a free badge issuing platform and it
was already utilized to house the existing IP&T 371 badges. The continuity of keeping all

the badges in one place was important for the learner experience. Badgr does not afford
a lot of formatting but does use a simple markdown language that allows for headings,
links, lists, and text emphasis.
●

Wix was the tool of choice for developing the website. Given the time constraints and

breadth of this project, I did not have time to develop it in HTML; Wix was sufficient for the
needs of the project. Wix offers free hosting service for sites developed with the tool. The
URL for this site is admittedly somewhat long and unwieldy, but, as we anticipated that
the site would be primarily linked to rather than directly entered into a URL box, we

assumed that the URL would not be a major problem. If it does become problematic, IP&T
371 personnel may pursue other possibilities, perhaps a BYU domain web address that
redirects automatically to the site URL. The Wix site is housed within a Wix account that is
owned and accessible by the IP&T 371 teaching community as a whole, in order to
facilitate future maintenance as necessary.
●

Google Docs was used to create tutorial documents (i.e., badge guides, robot guides,
quick start guides) which were then made available on the website for viewing and

download. Google Docs allowed me to integrate text and images in a flexible way and to
make materials easily accessible to those who prefer to print the materials. The
comments feature of Docs also facilitated the highly iterative feedback processes I used
in this project. A limitation of Google Docs was that it did not allow for the inclusion of
video (which will be an important part of the website experience), but this problem was
somewhat circumvented by including image files that linked directly to the videos as well
as shortened URL links and in some cases QR codes to facilitate the full learner
experience. Google Docs was also utilized to create drafts of the badges and submission
forms, which could then easily be evaluated by the subject matter experts and learner
reviewers.
●

Movie production tools. Most videos provided in the project were curated from existing
resources. The nine videos I did create were made using screencasting software (e.g.,
QuickTime, native iPad screencasting capability), iMovie, Adobe Spark Video, and
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YouTube streaming service to produce low-fidelity (but nonetheless effective) tutorials.
This type of low-fidelity tutorial video was useful because it allowed for a much lower cost
and faster production time, but still allowed learners to have a useful visual for their
learning. All digital assets used were either in the creative commons or public domain or
were used with care and consideration of fair use guidelines.

Badge/Tutorial Design Process Stage 1: Lists
Here are the complete lists created during stage 1 of the design process for the badges and
badge guides.
Elements to be Included on the Badge Template
●

A requirement to take an adequate amount of time to play with/explore the technology.
This requirement may include a suggested list of tasks they can try to accomplish with
the technology.

●

A requirement to document an open-ended (ill-structured) project or task they
completed with the technology.

●

A requirement to describe and reflect on an experienced model of performance (e.g.,
an observed, taught, or video lesson) that uses the target technology. They should
evaluate the performance for both positive and negative use examples as appropriate
and reflect on what they would do similarly or differently.

●

A requirement to write a lesson plan to integrate the technology for the target
audience. It should include specific methods they will employ to help the students learn
in effective and developmentally appropriate ways.

●

Other elements that are already part of the existing badge templates to which learners
are accustomed.
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Elements to be Included on the Badge Guide Template
●

Text or video examples that show use of the technology to support learning in multiple
disciplines.

●

Embedded (or linked) how-to videos or help articles as appropriate.

●

A methods section that briefly lists several teaching strategies that may be employed
with the technology.

●

A teacher tips section outlining some of the practical problems that occur during real
use in a real classroom.

●

An additional resources section, where students can find sample lesson plans, teaching
ideas, etc.

●

A link to a quick start guide that teachers can access when they want to pick up the
technology again after time. It will include details on technical setup and a quick
teaching detail or two.

Design Diary
Early in the design process, I decided to keep a diary to log my design decisions. It was not kept
up every day, but on occasions when I felt I was making a particularly important design choice, I
wrote it down along with the rationale for the decision. See these memos in the table below.
They have been intentionally left somewhat raw and unedited to maintain the integrity of the
artifact.
Enoch’s Design Diary
Date

Title

Memo

3/19/2018

Initial Entry

After completing my prospectus, I determined that it would be
valuable to keep a design diary. This will be a place to document
actions that I take on my project, decisions that I make, and some
of the rationale behind those decisions. It will also help in keeping
track of meetings that occur, emails that are sent, etc.

3/19/2018

Wireframe
Feedback
request

Requested feedback on Tech with Kids wireframes from Anne and
Kathie. Kathie requested that I include links to articles/research
about kids and technology. I added a research tag to the sidebar
in the wireframe.

3/19/2018

Schedule
Change

I adjusted my tentative schedule in the prospectus based on the
new intelligence I gained in the prospectus defense that the
actual due date to submit to my committee is actually 5/28. I
requested feedback on the new schedule from Rick.
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3/19/2018

Badge
Templates

After reviewing the chart in my prospectus that outlines what
needs to be in a badge template, I copied the Badge Draft
template we currently use for 371 into my project folder and
adapted it to the needs of the project. I ended up creating two
badge templates: a concept badge template and a skills badge
template. The concept badge template will guide the
development of the Computational Thinking for Educators and the
Coding for Educators Badges. The Skills Template will guide the
Unplugged Coding, Robotic Coding, and Block-Based Coding
Badges.

3/27/2018

CT for
Educators
redesign

Last Friday I completed a first draft of the CT for educators badge.
I offered it up for review to Stacie, Anne, Kathie, and Rick. I've only
heard back from Rick so far, but he made some good points.
Based on his feedback I am changing the following aspects: 1)
Changing the badge image to be more clear and more
computational. 2) Adding the submission form - the badge and the
submission form rely a lot on each other for this badge since the
SF contains a form they need to fill out. It's hard to even evaluate
it well without that piece. 3) I removed the initial requirement 2.5,
which encouraged students to perform a community of practice.
Rick felt this may trip many preservice students up and I reasoned
that, while the needs analysis suggests this is a very important
aspect of CT Teaching competence, they are already gaining this
skill elsewhere and should be able to apply it to a CT context. 4)
Based on a conversation I had with my wife about this yesterday, I
am adding the following note in multiple places within the badge
and SF: Note: You may feel that one or more of the CT skills listed
is not relevant to the problem. It is ok to indicate this opinion, but
you need to support your opinion with sound reasoning.

3/28/2018

Use of Quizizz
Quiz material

After carefully reading the Quizizz terms and conditions, I
determined that it is acceptable to use their content, based on the
following paragraph: "By making Content available, you represent
and warrant that: the downloading, copying and use of the
Content will not infringe the proprietary rights, including but not
limited to the copyright, patent, trademark or trade secret rights,
of any third party;" Accordingly, I will use some questions from the
various CT quizzes on the site to inform my quiz for the open
badge.
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4/3/2018

Changes to
Badges

Over the last few days I have determined that my project will
consist of 4 badges. The names of the badges have changed a
bit. They are now: Understanding Computational Thinking;
Teaching Computational Thinking; Teaching Early Coding L1 and
Teaching Early Coding L2. I also realigned a few of the badge
requirements to make them of a more equal length and to ensure
that students are meeting the competencies they need to in the
badges they will be most likely to complete. I also emailed Peter
Rich to ask that he be my expert reviewer and he agreed.
Yesterday, I met with Rick to discuss the evaluation plan. We
determined that 1) for reviews and user testing that involves
students, it is ideal to get ECE/ElEd majors, but using secondary
ed majors would also be acceptable. 2) We can offer extra credit
for some of these activities; 3) we can potentially get some
research funds for other items, but we probably need to work
toward publishing this somewhere. I agreed. Rick also emailed
some individuals at Provo School district who may act as
additional evaluators for us. We are waiting to hear from them.

5/7/2018

Removing
Requirement 1
of Teaching CT
badge

This requirement originally read: "Create a list of three (3) or more
research-based pedagogical principles or best practices for your
teaching domain. For each practice, write a sentence or two about
how CT could be applied to solve a problem that might occur with
that practice in your classroom." I decided to remove this
requirement and instead add a question to requirement 2: "Based
on your understanding of pedagogical principles, best practices,
and teaching strategies associated with effective integration of
CT, what was ineffective (or ineffective) about this teacher’s
lesson? (Analyze specific strategies or principles demonstrated or
not demonstrated by the teacher)." I feel this was an appropriate
change for a few reasons: 1) in trying to complete the requirement
per original instructions, it proved difficult, confusing, and unclear.
2) The original requirement asked students to apply outside
knowledge to a CT teaching context. This was good, but allowed
for little chance of instructing them on knowledge. In a way, it was
assessing content that was outside the scope of the badge. The
change made it simpler to provide some specific criteria on which
the students could evaluate a performance. 3) Evaluating based
on given criteria is actually at a higher level (in Bloom-speak) than
simply applying.

5/7/2018

Transforming
Reflection to
Rubric in
Teaching CT
badge

The badge originally requested a reflection on these elements.
However, using a rubric seemed to provide a more clear way to
evaluate both the video and their own lesson.
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5/28/2018 Changing how
badge guides
are loaded in
the website

Originally, for each badge guide document, I was going to hard
code the web page in the website editor. This was to make it
more web-friendly. However, I am changing to an embedded
document on the web page for various reasons: 1) Maintenance. It
will be much easier to maintain ONE Google document when
changes need to be made, rather than a Google Doc AND a web
page. 2) Time v. Benefit. It will take a very long time to create each
web page, and virtually the only benefit is that, rather than
opening in a new tab, videos would be embedded directly on the
new page. I think that the cost of this feature outweighs the
benefit, especially when factor #1 is taken into account. For the
same reason, I am removing links to PDFs of the documents, and
instead linking to a View version of the Google Doc.

5/29/2018 Decision to not Sphero had basically already done this job for me, so I decided to
create a Sphero curate rather than create in this case.
Sprk+ Robot
Guide

Links to Additional Design Artifacts
Templates
●

Visit http://bit.ly/2Lgwou9 to see the badge draft template I created during stage 2 of the
badge/tutorial design process.

●

Visit http://bit.ly/2sBd7vV to see the robot guide template I created during stage 1 of the
robot guide design process. It is still complete with comments open.

Wireframes
●
●

Visit http://bit.ly/2HfIeT4 to see the Google Slides document, with all comments available.
Visit http://bit.ly/2ss92uR to see the compact PDF version of all the wireframe slides.
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Appendix F: Implementation Detail
To help improve the implementation fidelity of this intervention, I met with both teachers of IP&T
371 prior to the pilot classes. I answered questions about the badge and its content, helped
resolve concerns, and offered to lend additional support as needed. One teacher asked me to
attend his class as a guest lecturer on the day they were beginning the unit. The other agreed to
let me observe her class. The result is that I got first-hand experience with two widely different
but nonetheless effective approaches of teaching the CT material.

My Lesson Plan & Resources
Lesson Plan with Resources for Teaching CT as a Guest Lecturer
Understanding CT Lesson Plan
Duration: 30 minutes
Objectives (I can):
● Define CT and its component skills (i.e, decomposition, pattern recognition, abstraction,
algorithm design).
● Apply CT to solve a problem.
Materials Needed:
1.
Slide deck (http://bit.ly/2J5e4HT)
2.
Page with scenario & questions (http://bit.ly/2kGVeYS) (1 for each learner).
Preparation:
● Load slide deck
● Copy scenario & questions page
Lesson Development:
● Introduce self, subject, and scope (2 minutes)
○ Roles: Past teacher, instructional designer, email on last slide
○ CT: CT is increasingly relevant and popular. Show graph of computational jobs
vs. graduates.
○ We’re not going to talk about why CT integration is important - you’ll need to
finish the reading and look at the badge guide (shameless plug), but we are
going to talk about (introduce objectives) what it is and help you have an
experience using it in a simple context that will better prepare you for a little
more complex situation that you’ll encounter in the badge. I do encourage you
to think about why this might be relevant to your kids and how these principles
overlap with other subject areas that you’ll be teaching.
● What is CT? (10 minutes)
○ Reading Pop Quiz - PollEverywhere - Dual Purpose
■ Question 1 Discussion: Clarify definition (with quotes in slide deck).
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Question 2 Discussion: What are the other 3 elements? Show
Definitions. Show Google video and pause to point out how they were
used.
■ If time: Questions 4-6.
Practice (15 minutes)
○ Instructions: I will hand you a scenario with some questions to guide you
through the CT process. In groups, discuss how you would use each of the 4 CT
skills we talked about to develop a solution to this problem. You’ll have 10
minutes. (You’ll also be sharing what you learned, so appoint a spokesman
○ Scenario: From badge guide.
Practice Debriefing (5 minutes)
○ Assign each table a CT skill and have them describe how they answered the
question.
○ After each table, clarify things they might have missed and/or misconceptions
Conclusion
○ One way of completing the activity is in the badge guide.
○ Show email / invite to contact
■

●

●

●

Observed Lesson Plan Artifacts
In the lesson I observed, the teacher modeled her instruction somewhat after the lesson
demonstration video (https://youtu.be/b4a7Ty1TpKU) in the Teaching Computational Thinking
Badge Guide. She also supplemented with some additional lesson plans from the CS
Fundamentals Unplugged lessons on Code.org (https://code.org/curriculum/unplugged). Her

teaching strategy was to guide the learners through progressively more difficult tasks until they
were able to independently generate problems that could be solved by CT and evaluate each
problem based on how it might be solved using CT processes. Below are several images taken
during my observation.
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Figure F.1. Learners have written down problem statements to solve with
computational thinking and are now placing them on the whiteboard.

Figure F.2. Learners exchange papers in a rotation game, where they must
each quickly think through how they would decompose, recognize patterns in,
abstract, and design an algorithm for problems posed by their peers.
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Figure F.3 One artifact produced by the activity described in the two images
above.
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Appendix G: Formative Evaluation Detail.
The formative evaluation of this project sought to answer seven questions, and there were three
data collection methods employed in the process. The table below summarizes these questions
and the methods used to answer them.
METHODS
Evaluation Question

#
FEQ1

Expert
Review

Learner
User
Review Testing

Does submission evidence required by the badge
provide adequate information to determine learner
competence in the intended learning outcomes?

✓

FEQ2

Is the instructional material of high enough quality to
empower teacher competence?

FEQ3

Do learners understand the tasks they are required to
complete?

✓

FEQ4

Do learners believe they have adequate instruction and
resources to complete the tasks?

✓

FEQ5

Do learners perceive the badge and learning content
as valuable?

✓

FEQ6

Can learners navigate the website successfully to
access badges, resources, and tutorials?

✓

FEQ7

What parts of the website are confusing or less intuitive
for learners?

✓

✓

Table G.1 Formative Evaluation Questions and Methods

Audience
The main audience for the formative evaluation is myself as the instructional designer. In
designing the evaluation questions, I also tried to keep in mind the priorities that were identified
by other stakeholders in our early planning meetings, such as (a) the usefulness of the materials
to the target learner audience and (b) the ability of target learners to navigate the website without
undue cognitive load.
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Procedures
Badge & Tutorial Expert Review
The badge and tutorial expert review was initiated after the first draft of each badge, and
conversations with the expert continued as needed until all major issues were resolved. The
table below provides detail about the rationale and implementation of this evaluation method.
FEQs Addressed

●

●

FEQ1 - Does submission evidence required by the badge
provide adequate information to determine learner competence
in the intended learning outcomes?
FEQ2 - Is the instructional material of high enough quality to
empower teacher competence?

Sample

One expert in CT/coding education for teachers (Peter Rich)

Instrument

The review process was initiated with an email to the expert with the
following:
● A request to review the badge and provide feedback, especially
on the central questions (i.e., FEQ1 and FEQ2):
● A link to the badge draft, which listed intended learning
outcomes at the top as well as a link to the relevant badge
guide.
The Google Docs comment feature, together with some email
correspondence about the qualitative aspects of the materials, formed
the instrument used to complete the evaluation.

Rationale

The expert review provided validation of the badge design as well as
opportunities to iteratively improve the badge.

Table G.2 Badge/Tutorial Expert Review Evaluation Method Details

Badge & Tutorial Learner Reviews
The badge and tutorial learner reviews were completed as the expert review phase came to a
close and after most major changes from that evaluation were completed. It was originally
anticipated that two rounds of learner reviews would be completed, but as the suggested
changes were minimal, we found it unnecessary to complete a second round. The rationale and
procedures for this evaluation method are described in Table G.3.
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FEQs Addressed

●
●
●

FEQ3 - Do learners understand the tasks they are required to
complete?
FEQ4 - Do learners believe they have adequate instruction and
resources to complete the tasks?
FEQ5 - Do learners perceive the badge and learning content as
valuable?

Sample

Two individuals from the target learner demographic per badge

Instruments

Each reviewer was provided with a review packet that consisted of the
following materials:
● Instructions for Learner Review (http://bit.ly/2sxwC8x) or
Instructions for Distance Learner Reviewers
(http://bit.ly/2szISVY)
● Artifact A: Badge Requirements & Submission Form (for the
particular badge)
● Artifact B: Badge Guide (for the particular badge)
● A link to the learner review survey (http://bit.ly/2rcqa6X)

Rationale

This process and survey allowed me to gather descriptive and
quantitative data about whether potential users find the badges and
tutorials understandable and valuable, as well as where they are getting
confused. Both of these attributes were particularly desirable because
clients are interested in reducing extraneous cognitive load and
because the learner analysis showed a need for learners to better
understand the importance of CT and coding.

Table G.3 Badge/Tutorial Learner Reviews Evaluation Method Details

Website Usability Testing
This evaluation pieces used a concurrent think-aloud protocol to identify issues with website
navigation as well as potential solutions. It was initially anticipated that this usability testing
process would occur twice, once in the middle of the project and once at the end. However, as
time ran out to complete both iterations of testing, and as the initial round of user testing
produced only a few minimal changes, the second round of testing was not completed.
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FEQs Addressed

●
●

FEQ6 - Can learners navigate the website successfully to
access badges, resources, and tutorials?
FEQ7 - What parts of the website are confusing or less intuitive
for learners?

Sample

3 individuals from the target learner demographic.

Instrument

Concurrent Think Aloud Protocol (http://bit.ly/2J3SeEQ)

Rationale

Usability testing is a widely-accepted method of evaluating website
design. As the clients are interested in reducing extraneous cognitive
load, the website will test important aspects of the design.

Table G.4 Website Usability Testing Evaluation Method Details

Outcomes, Implications, & Decisions
Badge/Tutorial Expert Review
The findings of the expert review were qualitative in nature. Many major and minor edits to the
badge drafts, submission forms, and guides resulted from the process. The most significant
outcomes and decisions have already been reported in the Stage 5: Formative Evaluation 1
section above. The table below is more comprehensive, but not all-inclusive.

Insights and Changes from Expert Reviews

Understanding
Computational
Thinking

Insights

Decisions/Changes

There were several problems
with items on the quiz that
either (a) did not follow best
assessment practices or (b) led
to answers that were not
agreed upon by the SME.

The quiz was entirely revamped. Each
item was revised per standards found in
Miller, Linn, & Gronlund (2009). Items
that were problematic for the SME were
removed or revised to fall in line with his
more nuanced understanding of CT.

The fact that the quiz could be
retaken infinitely called into
question its validity.

The administration settings for the quiz
were adjusted as follows:
● The quiz can only be taken once.
● Students who pass with 90%+ need
only submit a screenshot of their
score.
● Students who do not pass will
receive a copy of their responses
and an indication of which
responses were correct, but not the
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correct answers. They are to review
the test and tutorial material before
submitting new responses to
incorrect questions, along with an
explanation of why they were
confused and/or why the correct
answer is what it is.

Teaching
Computational
Thinking

Minor issues with grammar and
wording.

Resolved.

Suggestion to link to the ISTE
standards referenced in the
front matter of the badge.

Done. This is standard for all badges
loaded into Badgr; it just wasn’t clear on
the badge draft.

There was concern with the
initial problem statement in
requirement 2 on the
submission form (the Guided
Application section). The SME
was worried that we “try to
make [CT] all things to all
people,” and that the wording
of the statement did not evoke
a CT problem-solving method.

This concern led to an extended email
correspondence about what CT is and
how it differs from other
problem-solving methods. Eventually,
the problem statement was revised and
a significant amount of material was
added to the badge guide to clarify
differences between problem-solving
methods. On a later iteration of the
badge draft, the SME indicated his
satisfaction with the revised problem
statement.

There was concern that the
guided application section on
the submission form was too
vague for learners to
understand.

Scaffolding was added to each item in
this section in the form of hints in
parentheses after each question.

The SME liked the sample
lesson plan video in
requirement 1, but suggested
we include additional examples
from subject areas other than
math.

None. While I agreed with the SMEs
assessment, such videos were not
readily available, and creating them
would have been too time-consuming
for the scope of the project.

The SME was unsure that
evaluating CT on the PIC-RAT
matrix was aligned: “I think
you’re mixing things.”

None. The SME’s concern was not
strong, and the case for removing the
criterion was not supported by
reasoning. The desires of the client and
the design precedent of using PIC-RAT
to evaluate all technological
interventions overruled the concern in
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this case.

Teaching Early
Coding - Level 1

Teaching Early

The SME was concerned that
the performance criteria for the
lesson plan were unclear.

More explicit criteria were identified in
the badge requirements, and a rubric
was included on the submission form to
make the criteria doubly clear.

Minor grammatical errors (e.g.,
“write a written”).

Corrected.

The listed learning outcomes
for the badge seemed unwieldy

The wording of the outcomes was
simplified and clarified.

The SME felt that the definition
of abstraction used in the
badge guide was not very
helpful.

I agreed. When it came down to doing
the “abstraction” parts of the activities,
even I was confused. I wrote a more
useful definition of the concept,
validated by Peter, and replaced it
wherever the term appeared across all
badges, submission forms, and badge
guides.

The rubric on the submission
form was somewhat confusing,
as it was using both a 1-5 scale
and a PIC-RAT classification in
one of the columns.

I clarified what was being requested in
each cell of the rubric table.

Suggestion to add a link to an
online repository of ideas for
integrating CT into different
teaching domains.

I added a link to a chapter on CT I had
written which contained just such ideas.

Commended the design
decision to include a repository
of videos that the users could
use for evaluation of a teaching
situation.

None needed.

Suggested an additional
reflection question for
requirement 1.2, around the
misconceptions students might
have and how they should be
addressed.

None. I rejected the suggestion
because I felt that I wanted this
particular reflection to be more about
their own learning and not get into
teaching yet. I also felt they had
sufficient reflection questions in the
pedagogical reflection section.

Recommendation to put For

None. I rejected the suggestion
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Coding - Level 2

Loops in level 1 and Nested
Loops in level 2.

because Code.org (the resource to
which I outsourced for the technical
coding training) puts the coding
concepts in the order I specified.

Table G.5 Insights & Changes from Expert Review

The full breadth, depth, and rigor of the changes can be truly appreciated only by experiencing
the comments and correspondence between the instructional designer and the SME. These
resources may be accessed as follows:
●

The Google Docs comments can be accessed by going to the respective documents
linked in the Product Description section above and clicking the comment icon in the
upper right-hand corner.

●

A selected sample of the correspondence between myself, Peter Rich (the SME) and Rick
West (the client) can be accessed on the external document called Selected SME
Correspondence: Badges & Tutorials (http://bit.ly/2HcsYq1). While not comprehensive, this
sample gives a good flavor for the rigor and depth of the correspondence that occurred.

Badge & Tutorial Learner Reviews
The instructions for the learner reviewers may be summarized as follows:
1.

Read through the badge instructions and submission form, highlighting and commenting
on anything that was confusing or unclear.

2. Skim the table of contents of the badge guide, highlighting anything that seemed most
relevant, interesting, or valuable.
3. Begin reading one or more of the interesting sections of the badge guide (as time allows)
and highlight/comment on things that are confusing or interesting.
4. Complete the learner review survey at https://goo.gl/7YSba8.
Each badge was reviewed by two different individuals, and each review lasted approximately 30
minutes. The table below summarizes the important insights and changes for each badge.
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Insights and Changes from Learner Reviews
Insights

Decisions/Changes

Minor grammatical errors (e.g.,
“neet” instead of “need).

Corrected.

There was some confusion at the
reference to “components of CT”

None, because the reviewer was
able to answer their own question
by viewing the badge guide.

Minor suggestions for more clear or
positively-stated wording (e.g., “get
sidetracked by” instead of “waste
valuable time entangled in”; “sift”
instead of “cull”)

Accepted.

While reviewers who were BYU
students appeared to understand
the submission instructions, there
was some confusion on this point
by those who were not BYU
students.

Since the problem is relevant for all
badges, the submission instructions
were revised for all four badges.
The revision includes separate
instructions for students and
non-students.

Confusion about what the PIC-RAT
matrix is referring to.

A link to the PIC-RAT instructional
video was added to the section in
question.

Confusion about what the criteria
for the lesson plan was.

No change. I felt this misconception
was adequately addressed, and
was probably due to the limited
time for the review.

Confusion about the word “earners”
in the submission instructions

I felt that the confusion stemmed
from a misunderstanding of what
badges are. On the Tech with Kids
website, I included an FAQ section
on this topic.
N/A

Teaching Early
Coding - Level 1

There was an overall favorable
impression of the badge (based on
the review survey, but there were
not a lot of critiques on the badge
itself.

Teaching Early
Coding - Level 2

After reading through the badge
requirements, one reviewer was
apprehensive about where to

None. Confusion appeared to be
alleviated as the reviewer read
through the badge guide.

Understanding
Computational
Thinking

Teaching
Computational
Thinking
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begin, wondering “Is there a
specific software for this?”

Furthermore, requirement 1 had
already specified to start with
Code.org.

One professional had questions
about why earning a badge was
important. She wondered if it gave
her points for licensure or extra
certification.

The Badges FAQ section on the
website is intended to address this
concern. It is also likely that
teachers coming to this site would
already have a context and a
reason for earning a badge, so the
rationale for badging does not need
to be explained in these materials.

Table G.6 Insights & Changes from Learner Reviews
An additional group of insights that emerged from this evaluation is what individuals in the target
audience found to be most interesting, helpful, or relevant to them. The table below summarizes
these insights:
Most Interesting, Valuable, and Relevant Parts to Learners (in no particular order)
Understanding
Computational
Thinking

Badge Guide Elements
● The fact that CT is not thinking like a computer.
● The insight that computers are good at executing but bad at
interpreting commands.
● The tinkering section.
● Some Wing (2006) quotes on CT.
● The Attitudes and Trends of CT section.
● The Ideas for Classroom Computational Problems section.
● The Model/Sample CT Problem section.
● The Debugging section.
● The “What is Computational Thinking?” section.

Teaching
Computational
Thinking

Badge Requirements
● The requirement to create a lesson plan.
● The requirements to observe and evaluate a lesson before creating a
lesson plan.
Badge Guide Elements
● The clarification of the difference between “integrating” and
“teaching” in the badge requirements.
● The Developmental Appropriateness section.
● The Principles, Practices, & Strategies for Effective CT Integration
section.
● Explanation of the PIC-RAT matrix.
● The list of effective CT teaching strategies.
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Teaching Early
Coding - Level 1

Badge Requirements
● The clarity of badge requirements.
Submission Form
● The clarity of the submission form (noted several times).
Badge Guide Elements
● The “What Most Schools Don’t Teach” video from Code.org.
● Developmentally appropriate guidelines (NAEYC & Fred Rogers,
2012) and checklist (Hirschy, 2017)
● The intended learning outcome about teaching coding in
developmentally appropriate ways.
● The Rationale for Teaching Coding section.
● The Information and Resources for your Activity Plan section.
● The repository of activities to evaluate.
● The Why are Content Connections Important? section

Teaching Early
Coding - Level 2

Badge Guide Elements
● (Noting research about the importance of play for young students)
the idea of children learning coding through play.
● (Noting the fact that schools are often limited by “tight funding”) the
fact that the guide linked to free resources.
● Pedagogical Reflection section.
● Learning Reflection section.
● Coding Concepts Comparison table.

Table G.7 Interesting, Valuable, and Relevant Parts from Learner Reviews
As part of this evaluation, learners also took a survey in which they rated the effectiveness of the
instructional materials. However, since these ratings were not directly used to adjust materials,
the findings have been included in summative evaluation sections of this document rather than
here.

Website Usability Testing
The website usability testing evaluation was conducted in order to (a) determine whether target
learners are able to use the site effectively and (b) to identify areas of the site that may be less
intuitive for learners. Based on the insights gleaned from the user testing, I came to the
conclusion that users CAN use the site to do what they need to do, but I also identified some
potential areas of improvement, catalogued in Table G.8.
User Profiles
Three user tests were conducted with education majors at BYU. Although these users were not
technically within the primary target learner demographic (i.e., early childhood or elementary
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educators), they were future teachers, and for the purposes of this evaluation, the client and I
determined that these users are similar enough to yield useful insights. Here are some
descriptions of the testers (no real names are used):
●

“Elise” is a family and consumer science education major at the end of her junior year.
She feels “pretty comfortable” using the Internet and indicated that she uses it several
times a day for learning purposes, even when class is not in session. The most common
learning sites she accesses are Learning Suite, Canvas, YouTube, Pinterest, news sites,
the BYU library site, and cooking sites like Tasty. Full notes from her user test can be
accessed at http://bit.ly/2xApP3J.

●

“Rebecca” is a social science teaching major in her senior year. She is “pretty
comfortable” using the Internet and indicated that she uses it for learning purposes “all
day long.” She most commonly accesses sites like Learning Suite, the library website, and
Refworks. Full notes from her user test can be accessed at http://bit.ly/2LbhANB.

●

“Katie” is an English Teaching major in her junior year. She, too, is “pretty comfortable”
using the Internet, indicating that she uses it for learning purposes about 5 days out of 7.
She most commonly visits sites like Poetry Foundation, Wikipedia, and Google. Full notes
from her user test can be accessed at http://bit.ly/2Leeubr.

Insights & Decisions
Based on my observations and post-interviews with each of the users profiled above, I compiled
the following list and assigned each insight an importance value from 1-5, with 1 meaning “this
might be a nice feature” and 5 meaning “this is crucial for a minimum viable product.” The table
also includes a summary of the decision and/or changes made due to the user insight.

Insights from User Testing
#

Insight

1

Even though the links in the table of
contents in the badge & robot guides are
there, not all of them are styled the same,
so there is sometimes confusion about
whether or not they are links. Some are
not underlined, which is particularly
confusing because users are accustomed
to seeing links underlined.

Importance

Decision/Change
This is an easy change. I updated
the styles of all links to be
consistent and underlined.

4
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2

3

4

5

6

7

8

On the robot pages, the name of the robot
doesn’t appear until the item is hovered
over. This was confusing for those
unfamiliar with the robots. It also presents
a problem if the site is intended to be
responsive on mobile devices.

4

On learning paths and badge pages, users
did not tend to identify the X in the top
right corner as a way to exit the page, and
were somewhat confused that there was
no navigation bar at the top to take them
where they wanted to go. They tended to
use the back button in the browser to
escape the page.

4

On the badge guide lightboxes, the red
button in the top left corner with the
Google Drive symbol is not recognized as
something that will take them to Google
Drive, or even as a button. Some users
wished that there was a way to open the
document up in Google Drive, even while
mousing over that feature. The Google
Drive symbol was recognized, but the
element’s functionality was not
recognized.

3

Some users were unable to access the
badge when prompted because there was
no link to it in the badge guide page.

Again, a fairly easy change. I
adjusted the style on the equipment
reservation page to show the name
of the robot under each image.

I believe both of these issues are
occurring in part because users
don’t see these pages as
lightboxes. This is probably because
(a) the pages take up the entire
screen and (b) the entire page is
white, rather than having a
semi-transparent dark background.
To fix this issue, I made the page
more recognizable as a lightbox by
putting a semi-transparent
background behind the embedded
element. I also moved the Google
Docs element to the right side
underneath the X, which will
hopefully make it more recognizable
as a button. I also added tooltips to
each button so users can see their
function.

3

I also added a third button under
the other buttons in the lightbox
pages that will take users to the
badge. This should make all 3 even
more identifiable as buttons and
help alleviate this issue as well.

The links in the table of contents in the
badge guides tend to be a little finicky or
need to be pressed a few times in order to
work.

2

No change. Unfortunately, since
these documents are embedded via
a Wix app, there’s really nothing I
can do to change this.

Users may be unfamiliar with some
concepts used on the navigation bar, such
as learning path and quick start

2

Some users may expect a search bar since
they are accustomed to seeing them on
other sites.

2

I added a brief paragraph at the top
of each page defining what it is.
No change. No search feature is
natively supported by Wix, and in
my experience search bar apps in
Wix have been finicky in the past.
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Best not to add one at the present
time.
9

Some users had problems accessing some
drop-down menus until they clicked on
something on the site. The navigation
could be a bit finicky in isolated instances.

2

No change. This is probably an
internet or browser issue over which
I have no control.

Table G.8 Insights & Changes from User Testing
I also compiled the following list (in no particular order) of what seemed to work well about the
site:
●

Clean feel, aesthetically pleasing.

●

Easy to identify the purpose of the site.

●

Easy, intuitive, standard navigation with the bar at the top.

●

Pictures of real kids using robots on the homepage make the site feel more relevant.

●

Badges on the learning pathway linked to the badge on Badgr.

●

The table of contents in the badge guide provides links to the indicated section.

●

Clear labels, for the most part.

●

Drop-down menus in hover state on navigation bar.

●

Content in the guides and paths is clear, navigable, and understandable.

●

Lots of links to other places users may need to go. Users tended to access the needed
pages through a variety of means.

Hunsaker 83

Appendix H: Summative Evaluation & Assessment Detail
The main summative evaluation mechanism for this project was the same as the learner
assessment, since both evaluation and assessment sought to answer the same question: Did
learners become competent in the intended learning outcomes? The artifacts that tell us the most
about this question are the completed and reviewed badges that learners submitted during the
spring 2018 pilot. The post-survey taken by learners in the pilot provides a second point of
information from which to draw conclusions about student learning, as well as about their
impressions of instructional materials provided and the badging method in general. The table
below summarizes the questions and methods used in the summative evaluation.
METHODS
#

SEQ1

Evaluation Question

Did learners become competent in the intended
learning outcomes?

SEQ2

How effective did learners perceive the the intervention
support materials to be?

Table H.1 Summative Evaluation Questions and Methods

Reviewed
Badges

✓

Post-Survey

✓
✓
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Procedures
Completed and Reviewed Badges
SEQ Addressed

SEQ1 - Did learners become competent in the intended learning
outcomes?

Sample

All new CT/coding badges that were completed during the spring 2018
pilot test and before May 20, 2018.

Instrument

The respective badge rubrics.

Logistics & Timeline

Badges were reviewed by a competent reviewer at BYU after they ha d
been completed by students. The badges were assigned to be
completed by the third week of the term.

Rationale

Since badges were tied to specific intended learning outcomes and
validated to meet those outcomes by the SME, the scores learners
receive on their badges serve as a reasonably accurate measure of
learner competence.

Limitations

This evaluation included only the Understanding Computational
Thinking badge and the Teaching Early Coding - Level 1 badge since
these are the only two badges required in IP&T 371. The client and I
agreed that evaluations for these two badges would serve as proxy for
the project since (a) these are the two badges that will be most used
and (b) the content and formatting is similar to that of other badges.
Another limitation of this method is that the badge reviewers may grade
differently. However, since the rubrics for the badges were the same
and each skill was fairly discrete on the badge form, it is likely that the
scores are reasonable.

Table H.2 Completed and Reviewed Badges Evaluation Method Details
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Learner Post-Survey
SEQs Addressed

●
●

SEQ1 - Did learners become competent in the intended learning
outcomes?
SEQ2 - How effective do students perceive the intervention
materials to be?

Sample

All learners who complete one or more of the badges and the survey
during Spring Term 2018 and before May 20 (n=40).

Instrument

Teaching Computational Thinking post-survey (http://bit.ly/2sGgpy4).
For comparison, one section of the quiz is exactly the same as the
pre-survey that was administered to a pre-treatment learner population
during the needs assessment. Some additional questions ask students
to evaluate the effectiveness of the instructional materials they used
and their perceptions of the badging system.

Logistics & Timeline

This survey was included as a module in the Canvas IP&T 371 course
and students were given a few points for a completion.

Rationale

This survey will help us to estimate differences in the learning
outcomes between learners who have completed a specific badge and
those who have not completed it.

Limitations

The ability of this survey to answer SEQ1 is limited since only questions
about CT (not coding) competencies were asked and compared to
responses from the pre-survey.

Table H.3 Learner Post-survey Evaluation Method Details

Outcomes
Completed and Reviewed Badges
Two classes participated in the pilot test. The tables below provide the mode, median, and mean
scores for each class, as well as the minimum score and percentage of students who achieved
“mastery” (set at 90% for badges in IP&T 371) of the skill specified in the badge name.
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IP&T 371, Section 001

IP&T 371, Section 002

Total

Completed by __
Students

8

17

25

Mode

10

10

10

Median

10

10

10

9.25

9.44

9.38

5

7

5

87.5%

88.24%

88.0%

Mean
Minimum
% Badge Earners

Table H.4 Stats for Understanding Computational Thinking Badge, Spring Term 2018

IP&T 371, Section 001

IP&T 371, Section 002

Total

0

10

10

Mode

NA

9

9

Median

NA

9

9

Mean

NA

9.4

9.4

Minimum

NA

9

9

% Badge Earners

NA

100%

100%

Completed by __
Students

Table H.5 Stats for Teaching Early Coding - Level 1 Badge, Spring Term 2018
The data shows that around 88% of students who attempted to earn the CT badge and 100% who
attempted to earn the coding badge were able to complete it satisfactorily—that is, they were
able to get a score of 9/10 (90%) or higher. From the mastery-based paradigm of open badges,
this is a good thing. The data also shows no significant difference between the two classes,
which may indicate that both of the implementation methods (documented in Appendix F) were
approximately equally effective at supporting the students according to their needs. More
students were able to earn the coding badge, which may indicate either that it is slightly easier
than the CT badge or that the instructional material is a little better.
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Post-Survey
SEQ1: Did learners become competent in the intended learning outcomes?
To answer this question, responses about CT from the pre-survey (n=74) were compared with
responses about CT from the post-survey (n=30, since not all survey respondents were
answering questions about a CT badge).
To facilitate comparison, responses to all common questions were first converted into numerical
format. The table below explains what this process looked like for each question that was
common between the two surveys.
Question
In your own words, what is
computational thinking? (Be as
detailed as possible.)

Procedure
The question was treated as an essay question and
assigned a value from 1-4, based on the following holistic
rubric, created specifically for this evaluation:
4

The answer includes a nuanced understanding of
several specific components of CT AND does not
contain any misconceptions about CT.

3

The answer suggests decent understanding of
CT BUT lacks nuanced understanding of its
components.

2

The answer is vague or suggests an incomplete
understanding of CT. It may suggest lingering
misconceptions about the nature of CT as well.

1

The answer is completely incorrect, off-topic, or
some variation of “I don’t know.”

On a scale of 1-5, how motivated
are you to learn more about
computational thinking and how to
integrate it into your (future)
classroom?

No change necessary.

Likert scale ratings (Strongly
Disagree-Strongly Agree) (seven
statements)

Each answer was converted to a number:
Strongly Agree

5
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Imagine your principal asks you to
teach a computational thinking
class or communicates to your
department that you are now
expected to integrate
computational thinking into your
classes. What are your initial
reactions, concerns, or questions?

Agree

4

Neutral

3

Disagree

2

Strongly Disagree

1

The question was treated as an essay question and
assigned a value from 1-4, based on the following holistic
rubric:
4

The answer expresses ONLY POSITIVE emotions
and self-efficacy.

3

The answer epresseses mixed emotions and
self-efficacy, but is MORE POSITIVE than
negative.

2

The answer expresses mixed emotions and
self-efficacy, but is MORE NEGATIVE than
positive.

1

The answer expresses ONLY NEGATIVE
emotions and/or self-efficacy about this
hypothetical situation.

Table H.6. Procedures for Converting Pre- and Post- Survey Responses to Numerical Data
After data was converted to numerical form, the averages of each question were tabulated, and
the difference was calculated. The right column is color-coded per this legend:

###

# > +.1

###

-.1 > # < +.1

###

#< -.1
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#
1
2

3

Question

PreSurvey
Mean

PostSurvey
Mean

Change

In your own words, what is computational thinking? (Be as detailed
as possible.)

2.03

3.10

+ 1.1

On a scale of 1-5, how motivated are you to learn more about
computational thinking and how to integrate it into your (future)
classroom?

3.27

3.27

- 0.0

Imagine your principal asks you to teach a computational thinking or
coding class or communicates to your department that you are now
expected to integrate computational thinking into your classes.
What are your initial reactions, concerns, or questions?

1.68

2.31

+ 0.6

Please Rate Your Agreement with the following statements:
4
5
6
7
8

9

10

[I will likely be involved in teaching some aspect of computational
thinking to my future students.]

3.50

3.83

+ 0.3

[I learned some computational thinking in elementary school or
earlier.]

2.78

2.73

- 0.0

[I learned some computational thinking in middle school or high
school]

3.20

3.20

+ 0.0

[I am familiar with resources to help K-12 teachers integrate
computational thinking into their curriculum.]

2.59

2.70

+ 0.1

[I feel confident in my ability to integrate aspects of computational
thinking into my curriculum in ways that are developmentally
appropriate and effective for my students.]

2.65

3.13

+ 0.5

[I can teach computational thinking to my students through the use
of coding principles (e.g., functions, loops, conditionals, variables,
etc.)]

2.23

2.27

+ 0.0

[It is important for all 21st century K-12 students to study
computational thinking.]

3.69

3.97

+ 0.3

Table H.7 Differences Between Pre- and Post-Surveys. Source Data: http://bit.ly/2splH1y and
http://bit.ly/2J7px5L

This table indicates that learners’ overall understanding of CT did increase significantly—by more
than an entire point when all questions were graded as essay questions on the holistic scale
provided earlier (see question 1). Learners were also significantly more positive and/or had higher
self-efficacy about the prospect of integrating CT into their curricula (see questions 3 and 8).
Learners also showed increases (though slightly less pronounced) in their perceptions about the
importance of students learning CT and the possibility of their being involved in teaching it one
day (+.3 in both cases).
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It is not surprising that students showed no difference in their background knowledge of CT from
K-12 school (see questions 5-6), and since students completed the post survey after completing a
CT badge, not a coding badge, it is also not surprising that they showed little variation for
question 9.
It may seem surprising that there is little significant increase in learners’ familiarity with CT
resources (question 7), but this can be explained by the fact that the required badge for this pilot
implementation was Understanding Computational Thinking, not Teaching Computational
Thinking. Only two of the 30 respondents that answered this portion of the survey indicated that
they had completed the Teaching Computational Thinking Badge. It is anticipated that this
number would be higher if the Teaching Computational Thinking badge were included in the
sample.
Overall, the survey indicates that the badges were successful in helping learners become
competent in the intended learning outcomes.
SEQ2: How effective do students perceive the intervention support materials to be?
The survey addressed this question by asking learners (a) to indicate how extensively they used
the material, and (b) how effective they found it for learning new material, seeing the relevance of
information, and increasing their confidence to integrate the material into their classrooms. Each
of these questions was ranked on a 5-point Likert scale ranging from very ineffective to very
effective. Responses were then converted to numbers (5 for very effective, 1 for very ineffective,
etc.) Table H.8 summarizes the average of responses for multiple use cases:
How effective were the resources you experienced at ___
[Helping you see the
[Helping you learn new
Use of Tutorial Material
relevance of the
material.]
information.]

[Increasing your
confidence in your
ability to apply the
information in your
(future) classroom.]

None

3.50

3.67

3.83

A little

4.22

3.91

3.83

Extensive

3.64

3.64

3.64

Grand Total

3.95

3.80

3.78

Table H.8 Student Perceptions of the Effectiveness of Instructional Materials. Source Data:
http://bit.ly/2splH1y

Overall, the student perceptions of the value of the badge guides hovered around a 4 out of 5.
What is interesting about this table, though, is that perceptions of usefulness were actually higher
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for students who used the guides a little than for those who used them a lot. This phenomenon

may have many interpretations, but one possible implication is that the badge guides are actually
more effectively used as a reference than as a step-by-step manual.
Another measure of student perceptions of material effectiveness is the survey that learner
reviewers took during formative evaluation. Since these data were not directly used to change
the materials, the results are reported here rather than with the other formative evaluation data.
For information about how this evaluation was administered, refer to Table G.3. In the short
survey, learner reviewers rated the following aspects on a scale of 1-5:
●
●
●

Clarity of badge requirements

Instructional Effectiveness of the badge guide

Relevance of the material to them as a teacher.

The table below reports the averages of these ratings.
Clarity

Instructional
Effectiveness

Relevance

4

4.5

4.5

4.5

4.5

4.5

Teaching Early Coding - Level 1

5

5

5

Teaching Early Coding - Level 2

4

4.5

3.5

Understanding Computational Thinking
Teaching Computational Thinking

Table H.9 Average Ratings from Learner Review Evaluation. These ratings are on a scale of
1-5.
Since the number of teachers who reviewed each badge was only 2, the numbers above are not
statistically significant. They do, however, seem to indicate that the materials are likely to be clear
and effective, although some in the target learning audience may still question the relevance of
these topics for them.
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Appendix I: Project Management
Project Management Tools
When I first began this project, I created a tentative schedule of completion:
Milestone

Target Date (2018)

Defend prospectus

March 12 (Week of)

Complete prototype 1 (all badges and
corresponding tutorials)

April 16

Complete badge expert review phase

April 23

Complete learner review # 1

April 23

Continue to conduct continuous prototyping and
testing cycles on the badges

April 23-May 4

Complete prototype 2 (complete interface with all
sample badges and tutorials)

May 14

Complete user testing on prototype 2

May 21

Gather all data from post-survey & reviewed
badges for analysis

May 21

Submit final project to committee and schedule
defense

June 1 (6/1 Deadline)

Defend

June 18 (Week of)

Apply for graduation

June 23 (6/29
Deadline)

Complete editing and submit to archives

July 13 (7/20
Deadline)

Graduate

August 16

Table I.1 Original Tentative Project Schedule

As the project progressed, and more working parts came into play, I realized that I needed to
adjust my schedule somewhat and that I needed a more sophisticated tool to track task
completion. For these reasons, I created a project management spreadsheet, which can be
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accessed in full by visiting this link: http://bit.ly/2J9qxGr. You can also a see a few sample images
below.

Figure I.1. Project Milestones tab in my Project Management workbook.

Figure I.2. Website Tasks tab in my Project Management workbook.
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Estimated and Actual Budget
Before starting the design process, I estimated a budget for this project. As I am nearing
completion, I have also calculated the budget to date. Figures are found in the table below.

Expense Purpose

Funding
Source

Estimated
Quantity

Estimated
Cost

To Date
Quantity

To Date
Cost

Hours paid for Enoch
Hunsaker ($19/hr)

BYU
Preschool/CFSL

180

$3420

460

$8740

Incentives for learner
reviewers and website
usability testers ($10 gift
cards to BYU)

Research Funds
- Rick West

5

$50

8

$80

Total

$3480

$8820

Table I.2. Estimated vs. Actual Project Budget
I did not anticipate working as many hours on this project as I did. This indicates that one way I
can improve my practice is to get better at projecting time and cost for projects. I anticipate that
this is a sense that will become more intuitive over time.
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