ABSTRACT In this paper, we propose an error importance measure (EIM) method to quantify the relative contribution of error sources to the system output error. In order that the contribution of both variation and mean shift of error sources are taken into account, we use second-order moment to characterize the degree of system output deviation from ideal or target value. First, the second-order moment is decomposed into a series of terms through the Taylor series expansion, and the individual effects, the interaction effects, and the total effects for one or a group of error sources are defined accordingly. Second, we define the EIM indices as the value of total effect divided by second-order moment of output error. Third, three test models and an application case are introduced to demonstrate the effectiveness and engineering significance of the proposed EIM indices. The results show that the EIM indices can reflect both the impacts of variation and mean the shift in error sources.
I. INTRODUCTION
As the existence of various kinds of error sources, deviation of the functional key characteristic (FKC) from the ideal value is inevitable in technical systems. In this work, we shall call the deviation of FKC as output error. In practice, the error sources may include material's property error, manufacturing error, working load fluctuation and input errors, etc. The error sources should be controlled under specified level so as to obtain satisfied output accuracy. However, in system development process, the resources, e.g., time and money, are always limited. The limited resources should be concentrated on the small set of most important error sources so as to improve output accuracy maximally. To this end, a method to measure the relative contribution of the error sources is very necessary, termed as error importance measure (EIM) in this work.
Due to the uncertainty of error sources, system output error is also a random variable in practice. Traditionally, system output error is considered to be composed of two components [1] : 1) Random error that caused by stochastic error sources.
2) Systematic error that caused by deterministic error sources. As a matter of fact, deterministic error sources are not the sole factor that influence the systematic error. In practice, distribution of the stochastic error sources may be skewed [2] , and the mean of stochastic error sources may shift from the ideal values [3] . Both the skewness and mean shift of error sources may make the mean of output error drift from the ideal value. Moreover, in nonlinear systems, variation of error sources may also lead to the shift of the mean value of output error. The relationship between output error and the error sources is shown in Fig.1 .
In general, systematic error can be eliminated by means of calibration or compensation. Thus, the majority of the studies on error analysis and error allocation focus on random error [4] , [5] . However, in some technical systems, the systematic error cannot be eliminated by calibration or compensation, e.g. the backlash of gear reducer or steering mechanism. In order to ensure the output accuracy, systematic error need also to be accounted for in error allocation or error synthesis. Since the random error depends largely on the variation, and systematic error depends largely on mean shift in error sources, both the contribution of variation and mean shift in error sources should be taken into account in EIM.
In this paper, we use second-order moment to characterize the degree of output deviation from the ideal or target value, which is mathematically the sum of variance and squared mean. Then the EIM indices are proposed based on the decomposition of second-order moment. The following of the paper is organized as follows. In section 2, EIM indices for one and a group of error sources are defined based on decomposition of second-order moment of output error, and the mathematical and physical properties are discussed. In section 3, we introduce three test models to verify the effectiveness of the proposed EIM indices. Section 4 applies the EIM method to cabin door mechanism of aircraft landing gear. Section 5 provides a summary and some concluding remarks.
The list of acronyms and notations are offered in Table 1  and Table 2 respectively. 
II. LITERATURE REVIEW
With respect to the issue of identifying the most important error sources, the most related practice is sensitivity analysis (SA) of random variables, which is defined as ''the study of how the uncertainty in the output of a model (numerical or otherwise) can be apportioned to different sources of uncertainty in the model input'' [6] . There are mainly two kinds of SA methods available: local sensitivity analysis (LSA) methods and global sensitivity analysis (GSA) methods. GSA is also called uncertainty importance measure in some literatures.
LSA reflects the effects of input variations on the model output around one point, mostly the nominal or base point [7] . It has been used by many practitioners to study the relative importance of sources of system output error. With respect to the output error of 3-RPR planar parallel manipulators, Caro proposed partial derivative based sensitivity indices for the variations in geometric parameters and actuated variables [8] . Under the assumption of small and independent variations, partial derivatives are used as sensitivity indices by Rajagopalan and Cutkosky [9] . The quadratic sum of reliability sensitivity indices with respect to mean and variance is defined as a ''global'' sensitivity index by Lian et al. [10] , but in fact it still dependent on the predefined base point and is also a local one. Li studied the sensitivity of permutation entropy to noise amplitude [11] , frequency [12] , [13] , and data length [14] . Despite the merits that LSA is very easy and cheap to implement, one should notice that it is based on the assumptions of model linearity and additivity, and these assumptions not always hold in engineering practice [15] .
Different with LSA, GSA aims at exploring the influence of random input factors on product output variations across their entire distribution region [16] . According to the survey of Borgonovo, GSA methods can be classified into several groups: 1) screening methods, 2) nonparametric methods, 3) variance based methods, and 4) moment independent methods [17] . Screening methods are used to identify the least responsible factors with relatively low computational effort [18] . Morris's method is the most typical one, it computes the Elementary Effects at different position in the input space and then take the average of them as importance index [19] . It's used by Cheng to identify the key geometric errors which have a greater influence on the machining tool accuracy [20] . Nonparametric methods are also called sampling based methods, they use statistical characterization of input and output sample points to reflect the impact of input factors. The statistical characterizations may include Pearson coefficient, Spearman rank correlation coefficient, and the (standardized) regression coefficients, etc. Variance based methods, especially the ANOVA decomposition based method that initially formalized by Sobol' [21] , is the one of the most studied GSA methods currently. Cheng et al. [22] use Variance based method to identify the most important factors that influence system output errors. With respect to the problem that variance based methods use only variance to describe uncertainty, and cannot handle the problems that the output distribution is multi-modal or highly skewed, moment independent methods are developed [23] , [24] . Zhai et al. [25] and Rahman [26] offered a generalization form of moment independent methods based on f -divergence.
Besides, there are many other methods developed to address specific problems. Monte-Carlo filtering, also called as regional sensitivity analysis, aims to identify the influencing factors that cause the model to be ''behavioral'' or ''non-behavioral'' [27] . Sectional GSAs are used to investigate the model output at different subdomains of input or output distributions [28] . Cui proposed a parametric sensitivity index to interrogate the influence of varying factor's distribution parameters on importance indices [29] . Kucherenko et al. [30] extended the partial derivative based LSA methods to global one. For a systematic review and further details of SA, the reader is referred to [31] - [34] .
With respect to the issue this paper addressed, there is a common problem exists in current GSA methods: the present GSA methods focus mainly on ''uncertainty'', rather than the deviation of random variables from the ideal or target values. Since the mean shift of system output error is not considered in GSA, unreasonable importance ranking may be derived if they are applied to EIM.
III. IMPORTANCE MEASURE METHOD FOR SOURCES OF ERROR A. DECOMPOSITION OF SECOND-ORDER MOMENT OF SYSTEM OUTPUT ERROR
Assume a technical system with one output and N error sources. Denote the output error as Y , and the corresponding error sources as X = (X 1 , X 2 , . . . , X N ). The output error and the error sources are all random variables, with f Y (y) as the probability density function (PDF) of Y and with f X (X) as the joint PDF of X, where y and x = (x 1 , x 2 , . . . , x N ) are possible realizations of Y and X respectively. The error sources are assumed to be statistically independent herein. The functional relationship between Y and X is
If there are no error sources exist in a technical system, i.e., all error sources equal to zero, then obviously the output error will also be zero, thus the following equation holds
For brevity, in the following text we shall use g(0) to denoteg(0 1 , 0 2 , . . . , 0 N ). Assume that the function g(X) is m times differentiable at point X = 0, then a m-th order Taylor series expansion can be performed
Given that g(0) = 0, we write (3) as the following simplification form
where the polynomial coefficients, say, a i1,i2,...,is can be computed as follows
Compute the second-order moment of (4), then we get
One can get that the right side of (6) is a polynomial of degree M , where M = 2m. The equation can be written as the sum of a series of monomials. The lowest degree of the monomials in (6) is 2. For convenience, we use A i1,i2,··· ,is (s = 2, 3, . . . ., M ) to denote the polynomial coefficients. Then (6) can be written as the following form where the polynomial coefficients, i.e., A i1,i2,··· ,is , s = 2, 3, . . . , M , are used only to represent the model structure and have no physical interpretations.
With respect to one error source, say, X j , the terms in (7), shown at the top of this page, can be divided into two categories:
1) Individual effects: The terms that involve only X j , e.g., (
. . , N ). They represent the sole contribution of X j to A (2) (Y ). The terms of the lowest degree, i.e., degree 2, A j,j X 2 j represents the linear contribution of X j to A (2) 
(Y ). 2) Interaction effects:
The terms that involve X j and also other error sources, e.g., (
. They represent the contribution of X j and other error sources to A (2) (Y ). The lowest degree of the monomials in interaction effects is 2, and the highest degree of the monomials is M = 2m. The contribution of X j to A (2) (Y ) should include both individual effect and interaction effect. As a result, we defined the ''total effect'' of X j as the sum of the corresponding individual effect and interaction effect. The individual effect (denoted as A (2) 1 (X j )), the interaction effect (denoted as A (2) 2 (X j )), and the total effect (denoted as A (2) T (X j )) of X j are illustrated as in (8) , shown at the top of this page, where the polynomial coefficients, i.e., B
. . , M , are used to represent the equation structure. Actually, they need not to be evaluated in the EIM indices that defined in the next subsection. In (8), the lower the degree of nonlinearity between X and Y , the smaller the polynomial coefficients in terms of higher degree, both in individual and interaction effects.
With respect to a group of error sources, i.e., X = (X j1 , X j2 , . . . , X jn ), n = 2, 3, . . . , N − 1, the terms in (7) can also be divided into two categories: 1) Individual Effects: The terms that involve only the error sources that belong to X, e.g., (
. . , j n )). What should be noticed is that both the individual effects of a single error source in X and the interaction effects among the error sources in X are considered in. 2) Interaction Effects: The terms that involve both error sources in X and error sources out of X. The interaction effects between one or a series of error sources in X and the error sources out of X are all considered in. Similarly, we define the total effect of X (denoted as A (2) 2 X ) as the sum of the corresponding individual effect (denoted as A (2) 1 X ) and the interaction effect (denoted as A (2) 2 X ), as in (9), shown at the top of the next page, where the polynomial coefficients, i.e., C i1,i2,··· ,is , s = 2, 3, . . . , M , are used only to represent the equation structure. They need not to be evaluated as well in the EIM indices that defined in the next subsection.
B. DEFINITION OF EIM INDICES
Spired by the importance measure method of Sobol' [21] , the value of one term divided by second-order moment of Y , i.e., A (2) (Y ), is used to denote the ratio of the term's contribution. In this paper, we define this ratio as error importance (EI) index. With respect to X j , the total importance index, say EI j , is defined as follows
2 (X)
With respect to a group of factors, i.e., X = (X j1 , X j2 , . . . , X jn ), the total importance index, i.e., EI j1,j2,··· ,jn , is defined in the similar manner
C. MONTE CARLO BASED EVALUATION METHOD
In the previous subsection, the EIM indices are defined based on the assumption that the model is m times differentiable. However, this assumption not always holds in engineering practice. In fact, even this assumption holds, the computational burden that induced by the evaluation of the partial derivatives will make the importance indices actually impractical, especially for complicated systems. With respect to this problem, an efficient evaluation method is proposed in this subsection.
Looking at the expression of the total effect of X j , we noticed that the terms in A (2) T (X j ) can be seen as X j multiplied by other error sources. If we set X j as zero, then all the terms that involve X j will equal to zero, i.e., the value of the total effect of X j will be zero. Inspired by this phenomenon, we propose an efficient evaluation method for EIM indices. Firstly, let X j be zero and then compute the conditional second-order moment of Y , i.e., A (2) (2) (Y ) and we get the total effect of X j
Then the total importance of X j can be evaluated as follows
Similarly, EI index for a group of error sources can be evaluated as follows
The total importance indices involve the evaluation of the conditional and unconditional second-order moment of Y . The most direct evaluation method is Mote Carlo based method. The basic procedure is as follows:
Step 1: Take N S samples of X randomly based on the joint PDF of X. The greater N S is, the more accurate the evaluating result is.
Step 2: Based on samples of X, run the numerical error model of the technical system to obtain N S values of output error, i.e., y = (y 1 , y 2 , . . . , y Ns ).
Step 3: The second-order moment can be evaluated by the following equation
Step 4:
, can also be evaluated in the same manner that described in step 2 and step 3.
Step 5: Importance indices for X j or X can be evaluated based on (13) or (14) .
D. PROPERTIES DISCUSSION
Saltelli [6] claimed that an appropriate IM method should be ''global, quantitative and model free.'' By global one means that the technique allows to take into consideration the entire distribution of model input factors. By model free one means that no assumptions on the model structure is made. The properties of the proposed EIM method are discussed below:
• Global: With respect to EI j , based on (8) one can get that the terms in individual and interaction effect have been averaged across the whole distribution range of error sources. Thus, although EI j is evaluated under the condition of X j = 0, actually all the possible values of the error sources involved in EI j have been considered in. In addition, the linear effect, the higher order effect, and the interaction effect are all considered in. Consequently, the proposed importance index has the property of ''global''. Similarly, the same conclusion can also be derived for EI j1,j2,··· ,jn .
• Quantitative: The contribution of error sources to output error is quantized by the EIM indices, obviously the EIM indices have the property of ''quantitative''.
• Model free: Although decomposition of the secondorder moment of system output error and definition of EIM indices are based on the assumption that the error VOLUME 7, 2019 model g(X) is m times differentiable, actually the partial derivatives need not to be computed in the evaluation of importance indices. In fact, only the second-order moment and the conditional second-order moment, given that one or a group of error sources is/are set zero, of system output error need to be computed. Thus, the system output error model needs not to be differentiable. In addition, there are no assumptions made about the nonlinearity and monotonicity of system. Thus, the proposed EIM method applies to both linear and nonlinear system, including second-order nonlinear system and higher order systems. Because the EIM indices are defined based on second-order moment, the proposed EIM method does not apply to distributions that have no second-order moment defined, e.g., Cauchy distribution. In conclusion, the proposed EIM method is free of model structure, and applies to distributions that have second-order moment. Since both A (2) (Y |X j = 0) and A (2) (Y |X = 0) are nonnegative, from (13) and (14) one can get that the EIM indices are no greater than 1. The total effect of different error sources may contain the same interaction terms, thus the sum of the EIM indices of all error sources may be greater than 1.
In engineering practice, the mean values of some error sources may be positive, while the mean of some others may be negative. Thus, the conditional second-order moment of output error, i.e., A (2) (Y |X j = 0) or A (2) (Y |X = 0), may be greater than A (2) (Y ), or equal to A (2) (Y ). As a result, the EIM indices may be negative, or be zero.
Negative importance indices imply that the existence of the error sources actually reduced the degree of the deviation of system output from the ideal value. To illustrate this property, we introduce a simple error accumulation model: Y = X 1 + X 2 , where X 1 and X 2 are independent, and X 1 ∼ N (−b, σ 2 ) and X 2 ∼ N (b, σ 2 ), as shown in Fig.2 . One can get that A 2 (Y ) = 2σ 2 , and A 2 (Y |X 1 = 0) = b 2 + σ 2 . Thus, we can compute EI 1 as follows
Impact of different error sources on output error distribution.
If b 2 is greater than σ 2 , thenEI 1 will be negative. We interpret this phenomenon as follows. If the system involves only one error source, i.e., X 2 , then the output error distribution contains both variation and mean shift. If X 1 is added to the system, although the variance of Y is increased, the mean of Y has been reduced from b to 0. If the reduction in squared mean value is greater than the increase of variance in Y , then the degree of system output deviation is reduced, and thusEI 1 is negative. Besides, if the reduction of the squared mean equals to the increase of variance in Y , then EI 1 will be zero.
Based on the discussions above, we conclude that negative importance values mean that the mean shift of the corresponding error sources should be improved properly such that the systematic error of system output can be reduced. When the mean value of output error has been zero, if we want to further reduce the second-order moment of output error, the only way is to reduce the variance of error sources. Above all, in error synthesis, both mean shift and variation in error sources should be designed elaborately so as to obtain the satisfied output accuracy.
IV. CASE STUDY
In this section, we introduce three simple test models to demonstrate the effectiveness of the proposed EIM indices, including a linear, a nonlinear model without interaction effect and a nonlinear model with interaction effect. For comparison, two of the most popular GSA methods, i.e., variance based method of Sobol' and moment independent method of Borgonovo, are also employed.
A. DEFINITION AND DISCUSSION OF TEST CASES
In order to discuss the effectiveness of the proposed EIM indices, three test models are introduced
where X = (X 1 , X 2 , X 3 , X 4 , X 5 , X 6 ) denotes the vector of error sources. Among the three models, g 1 (X) is a linear model, g 2 (X) is a nonlinear model, and g 3 (X) is a nonlinear model with interaction effect, i.e., cX 5 X 6 , where c is a polynomial coefficient. Gaussian distribution is one of the most popular distributions in practice. It possesses a unique property: ''variation'' is fully determined by variance σ 2 , and ''mean shift'' is fully determined by mean value µ. This property makes it possible to interrogate the effects of variation and mean shift of error sources separately. In this respect, we assume that the error sources are statistically independent and follow Gaussian distribution: (1, 4) , and X 6 ∼ N (1, 9).
With respect to g 1 (X) and g 2 (X), based on the model structure and the distribution parameters of X, the following conclusions can be derived:
1) The polynomial coefficients and mean values of X 1 and X 2 are identical, but X 2 has a greater variance. Thus, the contribution of X 2 to output error should be greater than X 1 and it should be more important than X 1 .
2) The variance and polynomial coefficients of X 2 and X 3 are identical, but X 3 has a greater mean value, thus X 3 contributes more to output error and is more important;
3) X 4 has identical distribution parameters with X 3 , but a greater polynomial coefficient, thus X 4 should be more important than X 3 .
In conclusion, an appreciate IM method should offer the following importance ranking
where I Xi denotes the importance index of the i-th error source.
In g 3 (X), the interaction effect, i.e., cX 5 X 6 , may has positive or negative effect on output error, thus it's hard to directly decide whether X 5 and X 6 are more important than other error sources. However, X 5 and X 6 share the same interaction effect and have identical mean values and polynomial coefficients, since the variance of X 6 is greater than X 5 , X 6 should be more important than X 5 , i.e., I X 6 > I X 5 .
B. RESULTS AND DISCUSSION: BASED ON THE GSA METHODS
Among the various kinds of GSA methods, variance based method of Sobol' [21] and moment independent method of Borgonovo [24] are two of the most popular ones. In this subsection, we use Sobol' method and Borgonovo method to study the contribution of error sources to system output error and then rank the error sources accordingly. In addition, in order to interrogate the effects of variation and mean shift in error sources, importance indices are also evaluated under different values of variance of X 1 , i.e., σ 2 1 , and different mean values of X 2 , i.e., µ 2 . Simulation results are shown in Fig.3 , Fig.4, and Fig.5 respectively.
As illustrated in Fig.3 , when σ 2 1 and µ 2 have not been changed, different importance values but identical ranking results are obtained by the two methods, that is: ST 4 > ST 3 = ST 2 > ST 1 , and δ 4 > δ 3 = δ 2 > δ 1 . Notice that the importance value of X 2 equals to X 3 by both methods, which is unreasonable in exercise of EIM. In addition, along with the increase of σ 2 1 , the importance value and ranking order of X 1 are both increased accordingly. However, while µ 2 increases, the importance values of all error sources keep nearly constant. In fact, it is easy to understand: The two methods focus only on ''uncertainty'', and in Gaussian distribution the uncertainty is characterized by variance. For linear models. shift of mean value in input factors will not change the variance of model output, and thus the importance values keep constant.
In Fig.4 , along with the increase of σ 2 1 and µ 2 , the importance of X 1 and X 2 are both increased accordingly. However, the increment is actually caused by model ''nonlinearity''. To explain this phenomenon, we introduce a simple model with only one variable, i.e., Y = g 4 (X ). The functional relationship between Y and X is illustrated in Fig.6 . X may take only two values with the same probability, i.e., P(X = x a ) = P(X = x b ) = 0.5. Thus, the mean value of X is: x m = (x a + x b )/2. Now we move x m to x m , one can get that due to the increase of the curve slop, the distance between g 4 (x a ) and g 4 (x b ) is also increased accordingly. In other word, the distribution range and the variance of Y are increased. As a matter of fact, as the variance of X keeps constant in this progress, the increment of variance of Y is actually induced by model nonlinearity. In Fig.5 , by both methods, when c equals zero, the importance value of X 6 is identical to X 3 , and X 5 is the second least important error sources. Along with the shift of c, importance values of X 5 and X 6 are changing with the same tendency. In Fig.5(a) , as c decreases from 0 to −5, importance values of X 5 and X 6 decrease a little firstly and then increase significantly. The decrease of importance values is in fact due to the negative covariance between X 5 and cX 5 X 6 , and between X 6 andcX 5 X 6 . The negative covariance cancelled out the positive variance that imported by cX 5 X 6 , and thus the variance of model output is actually reduced. As a result, the contribution of X 5 and X 6 to model output variance, and the importance indices are actually reduced. As c increases from 0 to 5, importance values and ranking orders ofX 5 and X 6 are both increased while that of the other error sources are all decreased.
In Fig.5(b) , however, the change of the importance values is quite complicated. As c is decreases from 0 to −2, there is significant reduction in importance values of both X 5 and X 6 . As c decreases from −2 to −5, importance values of X 5 and X 6 are both increased significantly. As c being increased from 0 to 5, the importance values of both X 5 and X 6 are firstly decreased with very low slope and then increased significantly. Above all, one can get that the interaction effect, i.e., cX 5 X 6 , has significant impact on the importance value and ranking order of error sources, by both Sobol' method and Borgonovo method.
We summarized the simulation results as follows: 1) By both Sobol' method and Borgonovo method, importance values of error sources increase (or decrease) along with the increases (or decreases) of variance; 2) If the mean values of error sources shift, modification of the importance indices depend on model structure; 3) Both Sobol' method and Borgonovo method can reflect the impact of interaction effect in error models. In fact, the simulation results are not unexpected, because both of the GSA methods focus on ''uncertainty'', rather than the ''deviation of random variables from the ideal or target values''. As a result, we conclude that the GSA methods of Sobol' and Borgonovo are not suitable for the issue this work addressed.
Notice that the simulation result derived herein may not hold for other models or other types of distribution. But it doesn't influence the conclusions. At least, the test models can be seen as counter example to show that the two methods cannot perfectly measure the contribution of error sources to system output error.
C. RESULTS AND DISCUSSION: BASED ON THE PROPOSED EIM METHOD
By employing the proposed EIM method, importance indices of X are evaluated under different values of σ 1 , µ 2 , and c. For error model g 1 (X), g 2 (X), and g 3 (X), simulation results are shown in Fig.7, Fig.8, and Fig.9 respectively.
From Fig.7 and Fig.8 one can get that: 1) Along with the increase of σ 1 , both the importance value and ranking order of X 1 are increased accordingly; 2) Along with the increase of µ 2 , both the importance value and ranking order of X 2 are increased accordingly. The impacts of both variation and mean shift of error sources on system output error are reflected by the proposed EIM method. In this respect, the EIM method is more appropriate than Sobol' method and Borgonovo method.
From Fig.9 one can get that the change of c has a significant impact on the importance values of error sources. If c = 0, i.e., there is no intersection effect, importance values of X 6 equals to X 3 , and X 5 is the second least important factors. The importance ranking is identical with that of Sobol' method and Borgonovo method. As c increases from 0 to 5, importance values and ranking orders of X 5 and X 6 are both increased, while that of other error sources are decreased. As c decreases from 0 to −1.5, importance values of X 5 and X 6 are both decreased. The decrement of the importance values is due to the fact that the decreases of c actually reduced the mean value of model output. The reduction in squared mean of model output exceeds the increment of variance that imparted by cX 5 X 6 . As a result, the second-order moment of model output is actually decreased. Accordingly, the contribution of X 5 and X 6 to second-order moment of model output, and the importance values are both decreased.
As c decreases from 0 to −2, the squared mean of model output achieves the minimum value 0. However, as the model output variance is increased also and the increment is greater than the reduction of squared mean, the importance values ofX 5 and X 6 are actually increased. As c decreases from −2 to −5, the model output variance continues to increase. In addition, when c < −2, the mean value of model output is negative. Along with the decrease of c, the mean value of model output is decreased also. That is to say, the decrease of c makes the mean of model output to deviate farther from 0, thus the squared mean is increased. Owing to the increase of variance and squared mean, the second-order moment of model output, and the importance values of X 5 and X 6 are all increased. Above all, the impact of the interaction effect between error sources on system output error is reflected by the proposed EIM method.
V. APPLICATION TO CABIN DOOR MECHANISM OF AIRCRAFT LANDING GEAR A. PROBLEM STATEMENT
Cabin door mechanism is an important subsystem of aircraft landing gear, as shown in Fig.10 . It is used to cover the landing gear cabin when aircrafts have taken off. Based on kinematic analysis, one can get that the components in actuator and drive mechanism are all under pulling or press forces, and thus they can be simplified as two-force rods. The cabin door is subject to bending moment, and can be simplified as a beam. The cabin door mechanism can be seen as a planar linkage mechanism, as shown in Fig.11 . There is a lock ring fixed at H position of the gear door, and accordingly a lock fixed at fuselage of the aircraft. In normal conditions, when the door has been closed, the latch hook of the lock will hitch the lock ring, and then the door can be locked at close position. However, as the existence of joint clearances, when the door has been closed, there may be a deviation exists between the ideal position and real position of lock ring. If the deviation exceeds the specified threshold, the latch hook will not hitch the lock ring and hence the gear door cannot be locked normally. In this study, the position error of lock ring is considered as output error, and the joint clearances are considered as the error sources. 
B. SYNTHESIS OF JOINT CLEARANCES
With respect to two-force rods, the joint clearances can be synthesized into the rod length. Based on multi-body dynamic analysis we know that the rod R AB , R BD , R BE , and R EF are all subject to pulling force during the motion process, thus their equivalent length can be evaluated
where L i,j denotes the equivalent length of the rod R ij , L 0 ij denotes its design length, and e i denotes the clearance of the i-th joint. Rod R CE is subject to press force, thus its equivalent length is
where L CE denotes the equivalent length, L 0 CE is the design length, and e C and e E are the clearances of joint C and joint E respectively. Because the cabin door is subject to bending moment, the clearance of joint G should be integrated into the variation of the joint center
where x G and y G are the practical coordinate of the joint G, e G denotes the clearance of joint G, and the angle α is defined as the angle between x axis and the direction of force F, force F is the force applied on fuselage by cabin door, as illustrated in Fig.12 .
The joint center variation of joint G.
C. ERROR MODEL CONSTRUCTION
The analytical relationship between error sources and output error can be constructed as follows
where L ij is the rod (beam) length or the distance between i-th joint and j-th joint, x i and y i are the coordinate value of the i-th joint center, J i are intermediate variables that have no physical interpretations, ε H denotes the position error of lock ring, γ denotes the practical value of the angel illustrated in Fig.11 , and γ d is the nominal value of the angle.
D. RESULTS AND DISCUSSION
The nominal position coordinates of joint A, C, D, G, and the nominal values of rods length are shown in Table 3 . The joint clearances are assumed to follow Gaussian distribution and statistically independent. The distribution parameters of the joint clearances are shown in Table 4 . In the tables, x 0 i and y 0 i denote coordinate position of the joint center. The coordinate system is illustrated in Fig.11 . L 0 ij denotes the nominal length of the rod betweeni-th joint and j-th joint, e i denotes the i-th joint clearance.
We evaluate the importance values of the joint clearances by Sobol' method, Borgonovo method, and the proposed EIM method respectively. In addition, the partial derivatives (PD) of the output error with respect to joint clearances are also evaluated. Results are shown in Table 5 . From Table 4 and Table 5 one can get that e C has the greatest value of PD, mean shift, and variance. Thus, it contributes the most to the position error of lock ring and should VOLUME 7, 2019 In order to interrogate the effects of the distribution parameters of joint clearances on the position error of lock ring, importance indices are evaluated under different distribution parameters of e A . Under different standard deviation of e A , i.e., σ A , the variation of importance indices of joint clearances is shown in Fig.13 . Under different mean values of e A , i.e., µ A , the variation of importance indices of all joint clearances is shown in Fig.14 .
From Fig.13 and Fig.14 one can get that: 1) By both Borgonovo method and Sobol' method, importance indices of e A are increased accordingly along with the increase of σ A , and the importance value of other joints all have different degrees of reduction; 2) By both Borgonovo method and Sobol' method, importance indices of all the joint clearances kept nearly constant as µ A increases; 3) By the proposed EIM method, along with the increase of µ A and σ A , both the importance value and ranking order of e A are increased accordingly, which is more reasonable Borgonovo method and Sobol' method.
Furthermore, with the same modification level of µ A and σ A , a greater variation of EI A is induced by µ A , meaning that µ A has a greater influence on EI A . Based on this conclusion, more attention should be paid on µ A to decrease the contribution of e A to the position error of the lock ring.
VI. CONCLUSIONS
A method to measure the relative contribution of error sources to system output error is proposed in this paper. The secondorder moment is used to characterize the degree of the system output deviation from the ideal value, such that the contribution of both mean shift and variation of error sources are taken into account. The second-order moment of output error is decomposed into a series of terms, including individual effects and interaction effects. The sum of the individual effects and interaction effects is defined as the total effect. The value of total effect divided by second-order moment of output error is defined as the total importance index. The EIM indices have the properties of global, quantitative and model free.
Three test models, including a linear model, a nonlinear model and a nonlinear model with interaction effect are introduced to verify the effectiveness of the proposed EIM method. Two of the most popular GSA methods, i.e., Sobol' method and Borgonovo method, are also applied. At last, the proposed EIM method is applied to cabin door mechanism of aircraft landing gear. Results show that the proposed EIM method can reflects both the contribution of variation and mean shift of error sources, and thus is more appropriate than current GSA methods in error importance measure exercise.
However, there are still some limitations exist in the proposed EIM indices, e.g., only the static output error is considered. How to indicate the contribution of error sources to output error during the whole motion process of mechanisms deserves attention in the future study. In addition, the relationship between EIM indices and the current GSA method needs further study.
