This paper is concerned with the application of time domain boundary integral methods(TDBIMs) to a non-stationary boundary value problem for the thermoelasto-dynamic equations, based on the Lubich approach via the Laplace transform. Fundamental solutions of the transformed thermo-elasto-dynamic equations are constructed explicitly by the Hörmander method. Simple-and double-layer potential boundary integral operators are introduced in the transformed domain and their coercivity is established.
Introduction
Boundary integral methods (BIMs) (or rather boundary integral equation methods (BIEMs)) originating from problems of mathematical physics and mechanics have become one of the essential tools for solving boundary value problems for linear elliptic partial differential equations. The numerical discretizations of the variational methods dealing with the weak formulations of boundary integral equations are known as boundary element methods (BEMs). In fact, today, any numerical realization of BIMs is generally referred to as BEMs. They have been proven to be as efficient computationally as finite element methods (FEMs) for constructing numerical solutions of partial differential equations.
Non-stationary boundary value problems of partial differential equations of parabolic or hyperbolic type can be treated with time domain boundary integral methods (TDBIMs) in the same manner as potential methods for elliptic problems. TDBIMs have received increasing attention in recent years. Roughly speaking, there are three approaches for TD-BIMs: one is based on the formulation of problems in a setting of appropriate anisotropic Sobolev spaces, another one based on either the Laplace or Fourier-Laplace transform techniques, and the last one is to treat the time evolution by posing the governing equations as a dynamical system taking values in a Banach Space.
The former approach dates back to the work of Arnold and Noon [1] , Costabel [8] and Hsiao and Sarannen [15, 16] for the heat equation and Hebeker and Hsiao [12, 13] for the Stokes and the Oseen equations in compressible as well as in-compressible fluid flow. For the second approach, we refer to the fundamental work in French school by Bamberger and Ha Duong [4, 5] for the wave equation, the work by Lubich and Schneider [22, 25] for partial differential equations of parabolic and hyperbolic types. The latter approach is more recent and follows the lines laid out in [11] for the acoustic wave equation and has been applied to the scattering of acoustic waves by elastic and piezoelectric solids in [6] .
Lubich's approach has recently been advanced by Sayas and his co-workers (see for instance [21] , the monograph [28] , and references therein) and has become particularly popular in recent years for treating time-dependent boundary integral equations of convolution type. An essential feature of this approach is that it works directly on the data in the time domain rather in the transformed domain. Moreover, the approach does not depend upon the explicit construction of the time-dependent fundamental solutions of time dependent partial differential equations under considered.
This paper is concerned with the application of TDBIMs to a non-stationary boundary value problem for the thermo-elasto-dynamic equations, based on the Lubich approach via the Laplace transform. This work, together with [19] , where the problem was treated through a coupled PDE/BIE formulation, may be considered as a generalization of some results in [18] where the purely elasto-acoustic dynamical problem was addressed. It is also related to the work in [3] for treating the non-stationary Stoke equations, and to [27] where piezoelectric effects were considered.
The basic governing dynamic equations in thermoelasticity together with their transformed formulations in the Laplace domain-known as the system of thermoelastic pseudooscillation operators-are given in Section 2. This section ends with a solution expansion consisting of solutions to the Yukawa potential equations. The basic thermoelastic oscillation problems are introduced in Section 3 and Green's representations for the solutions of the partial differential equations are given in terms of the corresponding fundamental solution which are constructed explicitly in the Appendix A by means of Hörmander's method. In terms of the fundamental solution, four basic thermoelastic potentials are introduced. These will be used to transform the boundary value problems into boundary integral equations by the indirect method based on a layer potential ansatz. We end the section with a theorem summarizing some classical results due to Kupradze [20, Theorem 3.1 , p. 572 ] concerning existence and uniqueness of solutions to thermoelastic pseudo-oscillation problems.
The last two sections (Section 4 and Section 5) contain the main results of the paper. Section 4 contains the main estimates for the boundary integral operators in terms of the complex parameter s of the Laplace transform. In particular we establish the coercivity of both simple-and double-layer boundary integral operators in the relevant Sobolev spaces. These estimates are crucial for the main results of weak solutions of initialboundary value problems in the time domain formulated in Section 5, where existence and uniqueness results for two basic model problems are treated. Namely, the initial-Dirichlet and initial-Neumann boundary value problems for the elastic displacement and temperature fields governed by the linear thermoelastic-dynamic equations introduced in Section 2. These results may serve as the mathematical foundation for semi discrete and fully discrete numerical schemes based on the boundary element method combined with convolution quadrature (see e.g. [22, 23] ) for time-domain boundary integral equations arising in thermoelasticity.
Governing equations
Let Ω − be a bounded domain in R 3 with Lipschitz boundary Γ and let Ω + := R d \ Ω − its exterior. In linear thermoelasticity, the governing equations for the elastic displacement field U and temperature variation field Θ are the thermo-elasto-dynamic equations consisting of an equation of motion
and an equation of energy
in Ω − ×(0, T ) (or Ω + ×((0, T )), where T is a given positive constant. Here ρ is the constant density of the elastic body, κ = k/δ the thermal diffusivity, k the thermal conductivity of the medium, and δ the specific heat. The coupling constants γ and η are defined by γ := (λ + 2/3 µ)α, and
where α is the volumetric coefficient of thermal expansion, and Θ 0 is the reference temperature at the thermoelastic medium when it is not subject to external stresses or strains. After a change in the temperature from Θ 0 toΘ, the increased temperature Θ =Θ − Θ 0 will create a linear displacement field in the medium under that will induce internal stress. In the formulation, as usual, ∆ * is the Lamé operator defined by
where µ and λ are the Lamé constants for the isotropic medium, and σ(U) and ε(U) are the linearized elastic stress and strain tensors which, for an isotropic elastic medium are given respectively by:
above, the identity operator is denoted by I and the superscript ′ is used to denote transposition. In a thermoelastic medium, the corresponding stress and strain tensors are
These relations, establishing the linear dependence between the strain, temperature and stress, are called Duhamel-Neumann's law. The thermoelastic coupling is measured by the dimensionless constant [26] ǫ := γηκ λ + 2µ , which assumes small positive values for most of thermoelastic media. If the thermal effect is neglected, Duhamel-Neumann's law will obviously give Hooke's law of the classical theory for an arbitrary isotropic medium (see, e.g. [20] ). In the thermoelastic medium, the given physical constants ρ, λ, µ, γ, η, κ, are assumed to satisfy the inequalities:
In order to formulate and analyze the Time Domain Boundary Integral Equations (TD-BIE), we will first transform the equations in the Laplace domain. Throughout the paper let the complex plane be denoted by C and its positive half-plane denoted by
We begin with the Laplace transform for an ordinary complex-valued function. Let F : [0, ∞) → C be a complex-valued function with limited growth at infinity. We denote the Laplace transform of F by
provided it exists. A common criterion for limited growth at infinity is that F be of exponential order , i.e., that there exists T > 0 and positive M ≡ M(T ) and α ≡ α(T ) such that
In the following, to make notation lighter, we will suppress the explicit dependence of the variables with respect to position and the Laplace parameter and will let u := u(x, s) = L{U(x, t)} and θ := θ(x, s) = L{Θ(x, t)}. Then, equations (2.1) and (2.2) become
(2.3b)
The system of equations (2.3) can be written in terms of the matrix of operators in the form
The operator B(∂ x , s)-referred to as the thermoelastic pseudo-oscillation operator in [20] -is not self-adjoint; its adjoint operator B * (∂ x , s) may be obtained from B(∂ x , s) by replacing γ with −sη and vice versa. Following Kupradze [20, p.62 ], we will say that a vector-valued function (u, θ) ⊤ in a domain D is regular, if (u, θ) ⊤ ∈ C 2 (D) 4 ∩ C 1 (D) 4 (also denoted by C 2 (D) ∩ C 1 (D) ). As for the time-harmonic thermoelastic-oscillation (Kupradze [20, p.139 ], see also Cakoni [7] ), the thermoelastic pseudo-oscillation admits a similar solution expansion:
Lemma 2.1. The regular solution (u, θ) of (2.4) admits in the domain of regularity a representation of the form:
Proof. From the first equation of (2.4), let
by making use of the identity ∆u = ∇ ∇ · u − ∇ × (∇ × u). Then ∇ × u (1) = 0 and ∇ · u (2) = 0. From the second equation of (2.4), we have the decomposition:
where (u (1) , u (2) ) and θ satisfy the equations:
The constants λ 2 1 , λ 2 2 are determined by the equations:
with λ 2 3 = ρs 2 /µ, λ 2 p = ρs 2 /(λ + 2µ) and ǫ = γ η κ/(λ + 2µ). It may be shown that in the domain of regularity, the regular solution of 2.4 is infinitely differentiable.
Next, the decomposition of (u, θ) = (u 1 + u 2 + u 3 , θ 1 + θ 2 + θ 3 ) can be obtained according to
We remark as in the dynamic elasticity, c s := √ µ and c p := √ λ + 2µ are the phase velocities for the transversal and longitudinal wave, respectively. The parameter ǫ ∈ (0, 1) plays an important role, and for most of bodies, it is much smaller than unity-see, e.g. [26] . When ǫ = 0, the deformation and temperature fields become separated, and from eq.(2.6), we may obtain, explicitly, the wave numbers
Thermoelastic pseudo-oscillation problems
We begin with the first and second Green formulas for the boundary-value problems of thermoelastic pseudo-oscillations in
Then first Green's formula assumes the form:
while the second Green formula is given by
In the first Green's formulae, A Ω − is a bilinear (or sesquilinear in the complex case) form defined by
and R N and R * N are boundary operators defined by
where T is the elastic normal traction operator defined by
From the first Green formula (3.1), it follows that by restricting the test pair (v, v) ⊤ to various subspaces, we may formulate four basic boundary value problems for the partial differential equation (2.4) in Ω − (or Ω + ) according to the following prescribed boundary conditions, namely, I. The Dirichlet-type boundary condition:
II. The Neumann-type boundary condition:
III. The Dirichlet and Neumann mixed-type boundary condition:
IV. The Neumann and Dirichlet mixed-type boundary condition:
Above, f, f and g, g are given Dirichlet and Neumann boundary data satisfying certain regularity conditions to be specified. In the definition for the boundary condition for θ in IV, we have tacitly employed the negative Dirichlet condition instead (see Kupradze [20, p.538] for an obvious reason to be clear).
The second Green formula (3.2) gives a representation for the solution of eq.(2.4), if (v, v) is replaced by the fundamental solution of the adjoint partial differential operator B * (∂ y , s). In Appendix A, we have derived the fundamental solution E(x, y; s) for the operator B(∂ x , s) based on Hörmander's approach [14] (see also Kupradze [20] ). In terms of E(x, y; s), we have the representation of (u, θ) ⊤ in the form:
which will lead to the direct method for reducing the Dirichlet and the Neumann problems (i.e., Problem (I) and Problem (II)) to boundary integral equations on Γ. In this cases, the solutions of the integral equations are explicitly expressed in terms of solutions of the boundary value problems (i.e. their restrictions to the boundary and their outer normal derivatives). However, for the mixed type of the Dirichlet and the Neumann problems (Problem (III) and Problem (IV)), the direct representations leading to the boundary integral equations are not so straightforward. On the other hand, the indirect method based on the layer Ansatz can be easily applied to all of the the four boundary value problems without any difficulty. For this purpose, we introduce the four basic thermoelastic-layer potentials. We begin with the familiar simple-(or single-) and doublelayer potentials from (3.4):
We also need two additional thermoelastic-layer potentials
In the above definitions, λ, ϕ, φ and ς are unknown density functions satisfying certain regularity properties to be specified. Here the adjoint operators R * DNy and R * N Dy are, respectively, defined by R * DNy = R DNy :=
We note that the simple-layer potential can be rewritten in the from:
This clearly suggests that the kernels of the mixed potential defined in (3.5) and in (3.6) should be a combination of the kernels of the simple-and double potentials. We have deliberately denoted the density functions for the mixed potentials according to a corresponding combination of λ, ς and φ, ϕ. For the reduction of the four basic boundary value problems for equation (2.4) to boundary integral equations, simpleand double-layer potential are employed for the problems with boundary conditions I and II, while the mixed-typed potentials will be utilized for the problems with boundary conditions III and IV.
To apply the TDBIMs to initial boundary value problems for the dynamic equations in thermoelasicity, we need the weak solutions of the four boundary value problems in terms of density functions of the corresponding potentials for (2.4). In this paper, we will confine ourselves only to Dirichlet and Neumann problems via simple-and doublelayer potentials S(s) and D(s). For the mixed Dirichlet and Neumann -type problems via the mixed type potentials Q DN (s) and Q N D (s), we will pursue our investigations in a separate communication.
In the following we collect some basic properties of the four aforementioned thermoelastic potentials as well as solutions of the interior and exterior four boundary value problems represented in terms of these potentials. To simplify the presentation, we need to introduce some further notation: If the function ϕ, defined in Ω − (or Ω + := R 3 \ Ω − ), is continuously extendible at a point y ∈ Γ, then ϕ − (y) and ϕ + (y) will denote the limits
We also adopt the following conventions: for any function v defined on both sides of Γ its jump across the boundary Γ will be denoted by [20] in the following theorem. We will use familiar notation from potential theory (see e.g. the monograph [17] ), to refer to the boundary integral operators. 
For Problem (II),
For Problem (III),
For Problem (IV),
In the above formulations, all the given boundary data f, g, f and g as well as the unknown density functions φ, λ, ϕ and ς are assumed to be in the classical Hőlder function spaces C α (Γ) or C α (Γ) (0 < α < 1), while the boundary Γ is required to be of class C 1+α . 
The main drawback of Kupradze's approach is that it concerns only with the traditional second kind boundary integral equation formulations in Hölder function spaces. This will exclude many important practical applications.
In the next section, we will re-examine Problem (I) and Problem (II) (the Dirichlet and the Neumann problems) in Sobolev spaces. We will show how to apply the method of boundary integral equations of the first kind to both problems. In particular we need sharp estimates on the s-parameter dependence of solutions in the Laplace transformed domain. This information is crucial in order to apply TDBIMs to the problems in Section 5. It is not difficulty to see that mixed Dirichlet and Neumann Problem (III) and problem(IV) can be treated in the same manner and we will report our investigation for the mixed problems in a separate communication.
Dirichlet and Neumann Boundary Value Problems
We begin with the definitions of of the following energy norms in the domain D = Ω − or Ω + :
(see, e.g. [18, 19] ). In the sequel, it will be convenient to use the following notation for the real part of the Laplace parameter σ := Re(s) and σ := min{1, σ}.
We also need the following result that establishes the equivalence between the above energy norms and the usual Sobolev norm in D.
which can be obtained from the inequalities:
σ ≤ min{1, |s|}, and σ max{1, |s|} ≤ |s|, ∀s ∈ C + .
We remark that the norm |||θ||| 1,Ω − is equivalent to θ H 1 (Ω − ) and so is the energy norm |||u||| 1,Ω − equivalent to the H 1 (Ω − )-norm of u by the second Korn inequality [10] . In what follows, constants c j ′ s are generic constants independent of s which may or not not be the same at different places.
For a Lipschitz boundary Γ ∈ C 0,1 , lets recall the definition of simple-(or single-) and double-layer potentials:
Here and in the sequel, for simplicity, we suppress the symbol ⊤ and write (λ, ς), (φ, ϕ) instead of (λ, ς) ⊤ , (φ, ϕ) ⊤ , etc. Now, following the standard procedure in potential theory associated to the potentials (see, e.g. Hsiao and Wendland [17, Chapter 5, 8] ) we consider the following transmission problem for the simple-layer potential S(s).
Proof. Regularity is guaranteed by the properties of the integral formulations of the layer potentials. The differential equation (4.2a) is satisfied pointwise by differentiating directly the fundamental solution, and therefore it is satisfied in a distributional sense. Condition (4.2b) is a direct consequence of the fact that (u λ , θ ς ) ∈ H 1 (R 3 \ Γ) × H 1 (R 3 \ Γ). Finally, condition (4.2c) follows from (4.2a) and (3.1). The equivalence of (4.2) and (4.3) is straightforward.
We now introduce the thermoelastic simple-layer (or single layer) operator:
Definition 4.1. The thermoelastic simple-layer (or single-layer) operator V(s) is a continuous linear mapping
Consider the re-scaling
and note the following bound that will be useful in the following arguments
A simple computation shows that the variational equation (4.3) is equivalent to
where c := min{1, γ/η}. This shows that the sesquilinear form in (4.4) is coercive (see, e.g., in [19] ). Consequently, we have the result:
The transmission problem (4.3) as well as (4.2) has a unique solution in
Similarly, for the double-layer potential D(s), we may consider the transmission problem:
with [[(w, ̺)]] = 0 and satisfies the variational equation:
This yields the estimate
and (u, θ) = (φ, ϕ) + (w, ̺) is the unique solution. In particular, we see from (4.7) that if (φ, ϕ) = D(s)(φ, ϕ), then (w, ̺) ≡ 0.
We notice that
Again making use of the inequality (4.5) for the solution (u φ , θ ϕ ), we may establish the existence and uniqueness of results for the transmission problem (4.6): From the weak formulations of the transmission problems (4.2) and (4.6), one may obtain coercivity of the corresponding boundary integral operators. Let us begin with the hypersingular boundary integral operator W. We note that from (4.8),
Hence, from the trace theorem it follows that
Now for the weakly singular boundary integral operator V(s), it follows from (4.5) that
Re
. From the jump condition, we see that
(4.10)
Since we do not have a lifting -type lemma, we need here a generalized first Green theorem (see, e.g. [17] ). By the definition,
First, we extend (ϕ, ϕ) ∈ H 1/2 (Γ) to (ṽ,ṽ) ∈ H 1 (Ω ∓ ) so that the traces {ṽ,ṽ} ∓ = (ϕ, ϕ) ∈ H 1/2 (Γ). Then from the first Green formula (3.1), we see that
We now estimate the coefficient |s| σ + γ √ |s| + η|s| separately as follows:
where c := 3 max{1, γ, η}. This yields
which in combination with (4.10) implies that
As consequence, the boundary operators are coercive and we have: for all (λ, ς) ∈ H −1/2 (Γ),
where c V and c W are positive constants depending only on the geometry and the parameters γ and η. These coercivity estimates ensure the invertibility of V(s) and W(s) by a Lax-Milgram argument and provide a bound for the inverse of V(s) and W(s) such that
The next lemma concerns the bounds for the operators S(s), V(s), D(s) and W(s).
Lemma 4.6. For all s ∈ C + the following estimates hold
where c represents a generic positive constant depending on Γ and the parameters γ and η.
Proof. (a) From (4.5) we know that
It then follows from (4.1) and the definition of S(s), that
This yields the desired bound for S(s):
The above inequality also implies the the estimate (b), since
Proofs of (c) and (d) follow in the same manner. From (4.9), we see that
the last inequality follows from (4.11) with (u λ , θ ς ) replaced by (u φ , θ ϕ ). Combining the result above with the equivalence relations (4.1) yields
which leads to the desired bound in (c). In order to prove (d), notice that from the sequence of inequalities in (4.15) it follows that:
This leads to the bound for W(s) in (d). 
Proof. Let (λ, ς) ∈ H −1/2 (Γ) × H −1/2 (Γ) and consider the simple-layer potential defined by (u λ , θ ς ) := S(s)(λ, ς) in Ω − (or Ω + ). Then from (4.11), and the estimate for S(s) in Lemma 4.6 (a) we obtain
which shows (4.16a). Now let (φ, ϕ) ∈ H 1/2 (Γ) × H 1/2 (Γ) and consider the double-layer potential defined by (u φ , θ ϕ ) := D(s)(φ, ϕ). Then from Lemma 4.6 (c)
which leads to the bound (4.16b).
Results in the time domain
We now return to the time domain. As basic model problems, we consider the initial -Dirichlet and the initial-Neumann boundary value problems for the elastic displacement field U(x, t) and temperature filed Θ(x, t) governed by the linear thermo-elasto-dynamic equations (2.1) and (2.2) in Q T := {(x, t) : x ∈ Ω + , t ∈ (0, T ]} satisfying the homogeneous initial conditions where F(x, t) and F (x, t) as well as G(x, t) and G(x, t) are given smooth functions. Since these are exterior problems, it is natural to construct solutions of the problems by using boundary integral methods. This means we first need a fundamental solution for the timedependent problem (2.1) and (2.2). However, the corresponding fundamental solution may not be available in general for time dependent equations, or may be considerably more difficult to construct and to handle computationally than those of time-independent equations. This leads us to consider the problems by using Lubich's approach [24] in the Laplace domain which does not require the availability of fundamental solutions for the time-dependent equations. As in Section 2, let us denote u := u(x, s) = L{U(x, t)}, and θ := θ(x, s) = L{Θ(x, t)}.
Then the model problems in the Laplace domain read: Find the solution pair (u, θ) satisfying the system of partial differential equations
together with either (a) Dirichlet boundary conditions: Let us begin with the Dirichlet boundary value problem; we are interested here in the weak solutions (u, θ) ∈ H 1 (Ω + ) × H 1 (Ω + ) of (5.1) and (5.2) . In the last section, it is shown that for given (f(x, s), f (x, s)) ∈ (H −1/2 (Γ) × H −1/2 (Γ)), the problem has a unique solution in the form In the time domain, the counterparts to these identities can be expressed in terms of the convolution of functions (or operators) F (x, t) ).
Next for the Neumann problem, we again seek a solution in terms of a double-layer potential in the form:
It has been shown in the last section that (φ, ϕ) ∈ H 1/2 (Γ) × H 1/2 (Γ) is the unique solution of the boundary integral equation of the first kind W(s)(φ, ϕ) = (g(x, s), g(x, s)) on Γ.
In the same manner as for the Dirichlet problem, we can express the solutions (φ, ϕ) and (u, θ) in terms of the given data with the help of convolution of functions in the time domain
To this end, it is worth mentioning that an essential feature of the above approach is that estimates of properties of solutions in the time domain can be obtained without applying directly the Laplace inverse transform to solutions in the transformed domain. In fact, with the properties of operators and solutions that we have obtained in the transformed domains, we are now in a position to estimate their corresponding properties in the time domain [24] . A crucial result pertaining an admissible class of symbols will be employed for this purpose. Before presenting the result, however, we will have to introduce some notation.
For Banach spaces X and Y , let B(X, Y ) denote the set of bounded linear operators from X to Y . Then we will say that analytic function A : C + → B(X, Y ) belongs to the class A(µ, B(X, Y )), if there exists µ ∈ R such that
where C A : (0, ∞) → (0, ∞) is a non-increasing function such that
for some m ≥ 0. Our careful efforts on Section 4 on bounding the Laplace-domain boundary integral operators in terms of the Laplace parameter s and its real part σ have been conducive to showing that they belong to an appropriate class of symbols. The point being that for symbols satisfying these properties we can apply the following result that relates the Laplace domain existence, uniqueness and stability results to their counterparts for the time-domain problem. The following statement is an improved version of [28, Proposition 3.2.2], the proof of which can be found in [29] .
Proposition 5.1 ([29] ). Let A = L{a} ∈ A ∈ (m + µ, B(X, Y )) with µ ∈ [0, 1) and m be a non-negative integer. If g ∈ C m+1 (R, X) is causal and its derivative g (m+2) is integrable, then a * g ∈ C(R, Y ) is causal and
and (P 2 g)(t) = g + 2ġ +g.
We now apply Proposition 5.1 to the solutions of the Dirichlet problem and collect the time-domain results in the following theorem:
Proof. For (a), the relevant spaces are X = H 1/2 (Γ), and Y = H −1/2 (Γ). The key point of the proof of (a) is the estimate for V −1 (s) given in (4.13) in Lemma 4.5. From that bound and following the notation on Proposition 5.1 we have that µ = 0, m = 4, ǫ = 1, and
which proves (5.4) .
For the case (b) we consider the spaces X = H 1/2 (Γ), and Y = H 1 (Ω + ). The proof of the estimates of the solution (U(x, t), Θ(x, t)) ∈ H 1 (Ω + ) × H 1 (Ω + ) is more involved. We need to get a tighter bound for the operator S(s)V −1 (s), than the one that would follow from the product of the bounds for S(s) and V −1 (s) proven earlier. To do so, we start from the estimate given by (4.5) σσ
, due to (4.12) .
From this, and making use of the equivalence between the norms we obtain
The estimate (5.5) follows from Proposition 5.1 by extracting the information µ = 0, m = 3, ǫ = 1 and
, and C A (t −1 ) = t max{1, t 9/2 }, from the inequality (5.6).
Theorem 5.3 (The Neumann problem). Let G = (G(x, t), G(x, t)).
(a) For the densities (φ,
is causal and we have the estimate:
Proof. The result (5.7) for (a) follows immediately from the bound for W −1 (s) given by (4.14) in Lemma 4.5.
To prove (b), we need to derive a bound for the operator D(s)W −1 (s). Once again, the product of the bounds for W −1 (s) and D(s), would yield an unnecessarily loose estimate. Instead, we observe that from (4.9), we have
This implies that
Hence, using (4.1) we have |||(u φ , θ ϕ )||| 1,R 3 \Γ ≤ c |s| 2 σσ 4 (g(x, s), g(x, s)) H −1/2 (Γ) , and as a consequence
The estimate (5.8) for (b) follows from an application of Proposition 5.1 using the information from the estimate (5.9) above.
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Here the coefficients a 1 , a 2 , a 3 , and a 4 are given explicitly:
One may show that
provided the constants λ 2 1 , λ 2 2 , λ 2 3 satisfy the dispersion relations as in eq.(2.6), namely,
Next, we need to compute the cofactor (i.e., minor with signs) A ij (∂ x , s) of the elements B ij (∂ x , s) in B(∂ x , s). A simple but tedious computation yields for i, j = 1, 2, 3 :
. We note that the cofactor matrix A ij (∂ x , s) 4×4 contains the factor (∆ − λ 2 3 ). We may rewrite it in the form 
This shows that in order for E(x, y; s) = A ij (∂ x , s) ′ 4×4 ϕ, to be the matrix of the fundamental solution, we must require ϕ to be the solution of
In view of (A.4), it suffices then to consider the equation
and consequently we obtain
where we have where D k (x, s) ′ s are matrices of differential operators given by
This expansion for the fundamental solution in (A.9) was motivated by the compact form presented in a celebrated paper by Cakoni [7] on the time-harmonic thermoelastic screen scattering problem in R 3 . In the following, we will only include the derivation of the matrix of differential operators D 1 (x, s), since derivations of the other two are similar. In all the arguments below, the starting point is the substitution of (A.6) into (A.7) and the relations (A.3) will be used extensively. We begin with the terms on the final row and column of D 1 (x, s), let i, j ∈ {1, 2, 3}, and treat the following four cases separately:
Letting j = 4 and i = 1, 2, 3 in (A.7) yields • D 1 (x, s) 44 := 1 ρs 2 (λ 2 1 − λ 2 2 ) ρ s 2 (λ 2 2 − λ 2 p ) .
If both i = j = 4 in (A.7), then
The block corresponding to i, j ∈ {1, 2, 3} is more involved. Once again, starting from (A.7): 
A.2 2-D fundamental solution
For interested readers, we have also included here the derivation of the fundamental solution for the operator (A.1) in R 2 as in the form of (A.9):
where K 0 (λ k |x−y|) is modified Bessel function of the first kind, and D k (x, s) ′ s are matrices of differential operators given by Here the coefficients a 1 , a 2 and a 3 , are given explicitly : Replacing E(x, y; s) in (A.21) by the adjoint of cofactor matrix A ij (∂ x , s) ′ 3×3 ϕ, where ϕ is a scalar function and the prime means the transposition, we see that This shows that in order for E(x, y; s) = A ij (∂ x , s) ′ 3×3 ϕ, to be the matrix of the fundamental solution, we require ϕ to be the solution of µ(λ + 2µ)(∆ − λ 2 1 )(∆ − λ 2 2 )(∆ − λ 2 3 )ϕ = −δ(x − y).
