Chirped-pulse upconversion (CPU) enables the detection of mid-infrared spectra using a silicon CCD camera by sum-frequency mixing a mid-IR field with a highly chirped near-IR (800 nm) field. Although the substantial chirp limits the spectral broadening and phase distortions caused by the inherent cross-phase modulation, the exquisite phase fidelity needed to measure a fully absorptive two-dimensional IR spectrum demands the correction of the phase distortions. We demonstrate how to correct all of the phase distortions involved in recording an absorptive 2DIR spectrum including delay stage calibrations as well as the requisite nonlinear signals. Besides the extra experimental step of the upconversion process itself, the phase correction procedure requires only the knowledge of the spectral or temporal phase of the chirped pulse. The method is demonstrated in a metal carbonyl complex, Mn 2 ͑CO͒ 10 , in n-hexane and methanol solvents showing that the method operates well in cases of both homogeneous and inhomogeneous broadening.
INTRODUCTION
Multidimensional optical spectroscopy is now an established method for characterizing molecular systems in the condensed phase [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] . In particular two-dimensional infrared (2DIR) spectroscopy provides a bond-by-bond view of ultrafast chemical dynamics not only of equilibrium chemical systems, but also of those that are undergoing non-equilibrium processes such as a chemical reaction [8, [12] [13] [14] [15] [16] . In an attempt to circumvent a limitation of IR spectroscopy-namely that of detecting the emitted IR signal field-we have used a sum-frequency generation (SFG) method to shift the IR to the visible which is detected using a silicon CCD camera mated to a conventional spectrometer [17] [18] [19] . Specifically, we mix a highly chirped near-IR pulse centered at 800 nm with an emitted IR signal near 5 m. The resulting ϳ700 nm light is easily detected on a 100ϫ 1340-pixel CCD array providing an order-of-magnitude multiplex advantage over a 128 pixel IR detector array. The use of a chirped pulse is primarily a matter of convenience: the uncompressed output of a regenerative amplifier is perfectly synchronized to the IR pulse, while the high degree of chirp leads to a narrow bandwidth that is temporally coincident with the fewpicosecond IR field adding minimal spectral broadening in the upconverted output. For many applications, especially those where the phase of the signal is not particularly important or where the IR spectral features are sufficiently broad, there is no need to correct for the spectral phase distortion-due to cross-phase modulation (CPM) during the SFG process-imparted by the chirped pulse [20] . In order to optimize the spectral resolution or to measure the absorptive 2DIR signals, however, the distortion caused by the chirped-pulse upconversion (CPU) is deleterious and must be corrected. Here we describe the procedures that are required to obtain absorptive backgroundfree Fourier transform 2DIR spectra using the CPU. It is important to highlight that the correction procedure requires only a single one-time measurement of the chirped pulse's spectral phase; the remainder of the procedure is numerical and can be easily embedded within any 2DIR processing routine.
Nonlinear frequency conversion is an established method of shifting spectra into more easily detectable bands, as well as a common strategy for the temporal gating of emission such as incoherent fluorescence or photoemission. Some of the first picosecond transient IR absorption experiments were accomplished using the upconversion of a mid-IR probe pulse generated by a dyelaser-pumped optical parametric amplifier (OPA) [21] [22] [23] . Since the dye laser technology was based on picosecond pump pulses, the laser pump provided a convenient source of synchronized narrow-band light with which to mix the IR field. In other works taking the second approach of time-gating, a narrow-band tunable continuous wave (cw) IR laser was used to probe photochemical reactions. A part of the visible pump was used to upconvert the cw laser providing a time-gated trace of the transient probe absorption [24, 25] .
Most ultrafast IR spectroscopies are currently done using various 1D HgCdTe (MCT) arrays of 32, 64, or 128 pixels, sometimes in pairs to provide a reference. These detectors are costly and are only useful in the IR while suffering from complicated electronics and low intrinsic sensitivity as parameterized by the so-called specific detectivity D ‫ء‬ . We have shown that the upconversion is capable of measuring even transient 2DIR signals with good sensitivity and our aim here is to describe the complete set of steps needed to reproduce the method [15, 16, 26] . It should be noted that Tokmakoff et al. [27, 28] have implemented an alternative approach to using the upconversion for IR signal detection without a chirped pulse that relies on upconverting the dispersed mid-IR light in a spectrometer. Finally, the conversion of mid-IR light to the visible has a long history in many areas of optics, with examples ranging from astronomy [29] to modern forensics applications [30] .
Besides the background-free method presented here, there are alternate strategies to measure the 2D spectra in a modified pump-probe geometry where either an interferometer or a pulse shaper generates the first two pulses of the three-pulse sequence [10, 31, 32] . As has recently been demonstrated in the visible [33] , the pump-probe method enables the use of a continuum probe [34] . In the mid-IR it is more difficult to produce an ultra-broadband continuum, but recent progress has been made [35] [36] [37] [38] . In order for the full bandwidth of the IR probe to be useful in a multichannel spectrometer, one requires a detector with a very large multiplex detection capability. For example, with a 4 cm −1 spectral resolution, a current stateof-the-art 128 pixel MCT detector array is only able to cover 512 cm −1 of the IR spectrum effectively negating the benefit of the broadband continuum (which can span more than 2000 cm −1 ). Using the full spectral coverage of a typical CCD camera, at 4 cm −1 resolution it is possible to cover the entire IR spectral range. The limitation of the CPU is the phase-matched sum-frequency process, but this can be addressed using a thin upconversion crystal combined with an increased near-IR intensity. Using the known material dispersion, we calculate the mixing bandwidth for a mid-IR field centered at 2105 cm −1 upconverted with a field centered at 800 nm to be 3000 cm −1 when a 0.1 mm thick LiNbO 3 crystal is used at a single angle [39] . The sum-frequency bandwidth can be further extended by dithering the crystal or by using achromatic imaging approaches [40, 41] . Further, the amplitude filtering of the upconverted light due to the finite phasematching bandwidth can be calculated enabling the spectra to be corrected. Since any phase shifts due to imperfect phase matching will be common to the signal and the LO (i.e., the probe), only the spectral amplitude requires correction. The CPU offers an attractive ultrabroadband technique to record single-shot mid-IR continuum probes that may become a popular option for ultrafast transient IR and 2DIR spectroscopies.
A question arises concerning the relative benefit of using a chirped mixing pulse versus a narrow-band transform-limited pulse to upconvert the mid-IR signal. Assuming that the CPM of the SFG signal is due solely to the second-order upconversion process, there is no limitation of the present phase correction scheme to a particular magnitude or functional form of the chirped pulse's spectral phase provided it is accurately measured. Since a transform-limited pulse is simply one with a zero quadratic or higher-order spectral phase, there is no reason that such a pulse could not be used. The only practical requirement for the mixing pulse is that it temporally overlaps the mid-IR signal. Since the SFG process is a timedomain product, the upconverted field will be the spectral convolution of the mid-IR and mixing pulses. Achieving maximal spectral resolution requires deconvolving the mixing pulse's spectral amplitude. Indeed, the numerical manipulations of the recorded spectra would be identical to those described here except that the emphasis of the correction would be on the temporal amplitude of the transform-limited mixing pulse since its phase is trivial (i.e., first order or lower). Given that the upconversion using either a chirped or a transform-limited pulse requires the same correction, our approach eliminates the need to implement a spectral filter to produce a narrow-band mixing pulse from our 130 cm −1 bandwidth amplifier output. Finally, it should be possible to increase the upconversion efficiency by tailoring the chirped-pulse duration to match the temporal extent of the mid-IR signal to be measured particularly for the case of transient absorption. When using a shorter pulse, however, both the amplitude and the phase of the SFG signal will require correction and care must be taken to avoid third-order CPM. Such an optimization has yet to be shown experimentally, but work is currently underway in our laboratory.
In this paper, we first review the basic principles of 2D spectroscopy and introduce an intuitive picture of the effect of the spectral phase imparted by the chirped pulse using a simulated optical response function. Second, we describe our time delay calibration, data acquisition, and chirped-pulse phase correction. Third, we detail our 2D spectrum phasing procedure.
FOURIER TRANSFORM 2D SPECTROSCOPY
In its most popularly implemented form, the 2D spectroscopy in centrosymmetric media is a background-free, fourwave mixing technique where three incident fields, E 1 , E 2 , and E 3 , having wave vectors, k 1 , k 2 , and k 3 , induce a third-order polarization which radiates a signal field E s with wave vector k s [1, 42] . The time delays between the pulses are t 1 and t 2 as shown in Fig. 1 . The signal field that emits during t 3 is measured using Fourier transform spectral interferometry (FTSI) by combining the emitted signal with a fully characterized reference field that acts as a LO for heterodyne detection [43] [44] [45] [46] [47] . The frequencydomain spectral interferogram is Fourier transformed to the time domain and the complex signal peaking at the signal-local-oscillator delay ⌬t is filtered. Inverse Fourier transformation returns to the frequency domain, where the linear spectral phase due to the delay ⌬t is subtracted yielding the spectral amplitude and phase to within a constant phase offset. With the signal field thus determined for each value of t 1 -the delay between the first two pulses-Fourier transformation with respect to t 1 yields the excitation frequency axis 1 .
Two phase-matching conditions are relevant for the resonant 2D spectroscopy: k ± = ±k 1 ϯ k 2 + k 3 , denoted "nonrephasing" ͑k + ͒ and "rephasing" ͑k − ͒. The terminology has its origin in the relative signs of the wave vectors k 1 and k 3 : during the two evolution periods t 1 and t 3 , the system evolves as a coherence (i.e., off-diagonal density matrix element); for the rephasing signal, the two coherences are phase reversed, whereas for the nonrephasing signal they are not phase reversed. Thus, the rephasing signal is capable of producing an echo by rephasing an inhomogeneously broadened set of oscillators. It was recognized in the context of nuclear magnetic resonance that to measure a 2D line shape with purely absorptive information (i.e., free of dispersive distortions), both the rephasing and nonrephasing signals must be recorded and their real parts added [46, [48] [49] [50] . The technicalities associated with obtaining the absorptive 2D spectra have been detailed in the literature [32, [51] [52] [53] .
We consider a model 2D response function to illustrate the above FTSI procedure while demonstrating the effect of the CPU. Early work in 2DIR by Tokmakoff on a rhodium dicarbonyl (RDC) complex, dicarbonylacetylacetonato rhodium(I), provided a complete picture of the molecule's CO vibrational eigenstates, along with the excited states that reveal the vibrational anharmonicity [42, [54] [55] [56] [57] . With knowledge of the transition energies and their associated transition dipole moments, it is possible to simulate nearly perfectly the measured 2DIR spectrum in a weakly interacting non-polar solvent such as hexane. Using the previously reported analytical 2D response function [54] , we illustrate the added complications that arise due to the CPU detection. The key finding is that both the absolute-value rephasing signal and the recovered signal phase are affected by the CPU process. The distortions typically arise as a series of small peaks to higher frequencies of the peaks in the spectrum. We will discuss the distortions imparted by the chirped pulse in detail in the subsequent sections. Because the line shapes of the peaks in the spectra are affected by the distortions, correcting for the CPM is mandatory for measuring meaningful absorptive 2D line shapes. It is these line shapes that contain much of the dynamical information that 2D spectroscopy seeks to extract [42, 50, [58] [59] [60] [61] . Figure 2 shows a schematic representation of both the FTSI and CPU processes. The chirped field, E CP , has a positive linear chirp due to a purely second-order phase. The experimental value was measured by frequencyresolved SFG with the compressed 100 fs 800 nm pulse and is the only auxiliary experimental measurement that must be performed to correct the distortion caused by the CPU for absorption and echo spectra. Since the chirped pulse has a time-bandwidth product of roughly 1200, it would be classified as being highly complex and a challenge to measure with self-referencing methods such as frequency-resolved optical gating or spectral phase interferometry for direct electric field reconstruction. Moreover, it is very easy to map out the instantaneous frequency by the SFG with the mid-IR pulse directly within the 2D spectrometer and such measurements yield the same chirp value as is obtained by the SFG with an 800 nm pulse. Fitting the center of the resulting SFG spectrum gives the instantaneous frequency of the chirped pulse as a function of time since the short gate pulse is known to be centered at 800 nm. Fitting the variation in frequency gives a chirp rate of 0.5 cm −1 / ps, which is equivalent to a 8.33 ps 2 second-order temporal phase. The local oscillator (LO), E LO , is simulated to be advanced 10 ps relative to E 3 and the signal is emitted following the arrival of E 3 . Since the dephasing times for the transitions considered here are long, no accounting for finite pulse durations is made except that the LO is simulated to have a bandwidth that matches our experimental conditions ͑ϳ150 cm −1 ͒. The dotted box in the center of the chirped-pulse field shows the temporal extent of the IR field-signal and LO-to be upconverted. Ignoring the effects of the phase matching for the SFG process, the resulting upconverted field, E CPU , is given by [20] E CPU ͑t͒ = ͓E s ͑t͒ + E LO ͑t͔͒E CP ͑t͒. ͑1͒
By representing the chirped field and the IR field as a sonogram (Fig. 3) , it is clear that the chirp imposes a quadratic spectral phase on the upconverted field resulting in a linear chirp of the echo signal. Figure 3(b) shows that the upconverted echo signal has a linear chirp; in the experiment, the frequency of the echo signal increases as a function of time with a rate corresponding to 0.5 cm −1 / ps. Although we only consider the second-order optical nonlinearity in the upconversion process [Eq. (1)], it is possible that for very high chirped-pulse intensities the phase of the mid-IR or the SFG signal itself could be modulated via the third-order CPM. Under the conditions used in our implementation, we have not observed this effect. In principle, the CPM can be caused by the intensitydependent index of refraction of the LiNbO 3 crystal. In order to assess the consequence and significance of the third-order CPM effect it is important to distinguish between a constant and transient index modulation. A constant modulation would introduce a constant phase shift of the incoming mid-IR field or of the generated SFG signal. In either case, such a constant phase is not measured in the experiment. A nontrivial (i.e., measurable) phase modulation would be caused by a transient index modulation and is typically characterized by the timederivative of the intensity of the intense pulse [62] . However, in our implementation, where we have a very long chirped pulse, the derivative of the intensity is actually very small. A 300 ps FWHM Gaussian intensity pulse centered at t = 0 ps only changes in intensity by 1.2% between 0 and 20 ps. Thus, our conditions are more appropriately viewed as quasi-constant and any CPM beyond what we expect from the SFG process does not modify the spectral amplitude or phase of the signal.
The analysis of a simulated spectral interferogram of the upconverted field E CPU and an exact IR interferogram (i.e., E s + E LO ) demonstrates the effect of the chirp on the signal. Transforming the data to the time domain, applying a filter to remove E LO , inverse Fourier transforming the filtered complex data, and the removal of the linear phase due to the time delay ⌬t yield an absolutemagnitude spectrum shown in Fig. 4(a) with the real and imaginary parts of the signal shown in Figs. 4(b) and 4(c) .
Comparing the exact and upconverted results we see the main distortions imparted by the chirped pulse as small modulations to the higher frequency side of the peaks in the spectra. The modulations appear at higher frequencies because the chirped pulse is positively chirped. As depicted in Fig. 3 when the signal is mixed with the chirped pulse different parts of the signal will be upconverted with slightly different frequencies leading to spectral modulations. A positive chirp will lead to distortions at slightly higher frequencies; while a negative chirp will lead to distortions at slightly lower frequencies of the peaks. For an extremely chirped pulse, the frequency of the mixing pulse will be practically constant over the signal range minimizing the distortions. Although this simulation only considers the rephasing signal, similar distortions will appear in the nonrephasing signal.
To obtain a background-free absorptive 2DIR spectrum requires several inputs: the rephasing and nonrephasing signals, calibration of both t 1 time delays, and the pumpprobe spectrum needed for phasing an absorptive spectrum [42, 53] . The CPU detection introduces distortions in all of these experimental measurements, but each distortion can be corrected. The general procedure to remove the CPM has recently been reported by Lee et al. [20] with an experimental application to absorption spectroscopy. The key concept of the procedure is based on the fact that the phase distortion is caused by mixing with a field of known chirp [Eq. (1)], so that transforming the measured spectrum into the time domain permits the subtraction of the known phase distortion. We show here that the method applies very well to transient absorption (pumpprobe), two-pulse spectral interferometry, and FTSI detection of a photon echo signal.
DATA ACQUISITION, DELAY CALIBRATION, AND PHASE CORRECTION
The following experimental setup has been described previously [19, 26, [63] [64] [65] ; briefly, two independently tuned OPAs are pumped with 100 fs 800 nm pulses generated by a Ti:sapphire regenerative amplifier (Spectra-Physics Spitfire Pro). The signal and idler output of each OPA are difference frequency mixed in separate GaSe crystals to generate mid-IR pulses centered at ϳ2000 cm −1 ͑FWHM = 100 cm −1 ͒. The two mid-IR pulses are split to obtain five pulses, E 1 , E 2 , E 3 , E 4 , and E LO , having wave vectors k 1 , k 2 , k 3 , k 4 , and k LO . Pulses E 1 , E 2 , E 3 , and E 4 are arranged in a box geometry so that the signal, E S , is emitted in the background-free direction k ± = ±k 1 ϯ k 2 + k 3 . E 4 is a tracer beam that is blocked during the collection of the 2D spectrum and serves as the probe for the pump-probe measurement that provides the phase reference for computing the absorptive spectrum. The signal is then overlapped with the LO and both pulses are sum-frequency mixed with the chirped pulse in a slightly wedged 5% MgO doped LiNbO 3 crystal. The LiNbO 3 crystal (1 cm on a side) thickness varies from 0.3 to 0.8 mm providing a degree of analog gain and minimizing backreflections which can interfere with the incoming beams leading to temporal and spectral modulations. The IR and chirped fields are upconverted non-collinearly using a folded spherical mirror of 30 cm focal length. The interference between the LO and the signal is collected using a 1340 ϫ 100 pixel thermoelectrically cooled CCD camera (Roper Scientific PIXIS).
The chirped pulse is taken from the output of the regenerative amplifier before the entrance to the compressor; using a half-wave plate and a cube polarizer a fraction of the uncompressed beam is selected with typical energies ranging from 100-300 J. The wave plate/ polarizer combination enables another opportunity for analog gain when detecting weaker signals. A severalmeter time delay is needed to temporally overlap the IR signal with the chirped pulse. To ensure that the signal is coincident with the same spectral component of the chirped pulse, in the long time delay, the chirped pulse reflects off of a hollow corner cube mounted on the translation stage that controls the E 3 pulse. As the third pulse in the 2DIR sequence is scanned, the chirped pulse remains locked in time eliminating the frequency shift (i.e., linear temporal phase) and amplitude modulation that would accompany the time delay.
A 2D spectrum is obtained by scanning the t 1 axis continuously for a given value of t 2 . Two pairs of ZnSe wedges (7.3°apex angle, 25.4 mm length, and anti-reflective coated 3.5-7.5 m) are used to scan the t 1 axis [66] . For each pair of wedges, one is held stationary and the other is mounted to a translation stage actuated by a direct current (dc) motor. The DC motor (Newport LTA-HS) is driven using a home-built digital signal processor controller; a data acquisition (DAQ) board (NI M-series) records the motor's optical encoder output (resolution of 7.4 nm). The DAQ board and CCD camera are synchronized to the laser amplifier so for each laser pulse the motor positions and spectra are saved. In order to map the encoder positions to time delays, the wedges are calibrated using interferograms between the upconverted scatter of E 1 and E 2 recorded as each ZnSe wedge is scanned. A moving window Fourier transform method is used to correct for shifts in the frequency of the pixel, which is assigned using a known absorption feature. Since the chirped pulse's spectrum is roughly 130 cm −1 (FWHM) broad, there is an uncertainty in the upconverted signal wavelength. The tracer is used to set the absolute frequency of the detection axis by using spectral interference, via scatter, with either E 1 or E 2 with a molecular sample present, and then setting the delay to zero by nulling the fringes. With multiple bands present in the IR absorption spectrum, a polynomial can be used to map the pixel to IR wavenumber. Scanning the wedges gives a maximum t 1 delay of 12 ps which corresponds to 2.78 cm −1 resolution. For typical scans (10 000 interferograms) the spacing between the time points is ϳ1 fs; however, a minimum spacing of 0.4 fs-limited by the slowest practical motor movementcan be obtained by scanning the motors at a slower rate. For each t 2 time delay a pump-probe spectrum is collected using the same experimental setup by blocking E 2 and E 3 , synchronously chopping E 1 at 500 Hz and detecting the change in absorption of the upconverted tracer pulse.
Since the vibrational echo signal, the tracer absorption and the interference between E 1 and E 2 are detected using the CPU; each signal will have predictable distortions resulting from the spectral phase of the chirped pulse.
The next three sections demonstrate the removal of the distortions from the 2DIR signal, the calibration of the wedges, and the pump-probe spectrum.
A. Correction of the 2DIR Vibrational Echo Signal
To correct the 2DIR vibrational echo signal we apply the correction to each interferogram collected for a given value of t 1 . The steps for the correction procedure are depicted in Fig. 5 . Each step was performed using the RDC model to simulate a signal that is upconverted with an 800 nm pulse with the same chirp characteristics as our experimental pulse. The figure shows the resulting real, imaginary, and absolute values of the amplitudes for the corrected upconverted data (black) and the exact simulated data (i.e., the simulated data without upconversion) (blue). A more detailed description of each step in the correction process follows. Since the detected interferograms are collected as a function of wavelength, the first step in the correction process is to interpolate the interferograms to be evenly spaced in the frequency domain, det . The frequencies are then shifted to the mid-IR region, ⍀ = det − o , where o is the center frequency of the chirped pulse; this accounts for the removal of the linear temporal phase (i.e., frequency shift) contribution of the chirped pulse, exp͑−i o t͒. The center frequency of the chirped pulse is determined by comparing the frequencies of the peaks along the 3 axis to the frequencies of the peaks obtained from a linear FT-IR spectrum. The center frequency is the difference between the detected frequencies along the 3 axis and the frequencies determined from the FT-IR. The second step is to Fourier transform with respect to ⍀ to the time domain (denoted by T) where a filter is applied to remove the LO, leaving the signal field plus the added linear phase due to the signal-LO delay, ⌬t. After removing the LO, the quadratic phase of the chirped pulse, ⌰ CP , is removed from the signal by multiplying the complex signal in the time domain by exp͑iT 2 /2 ͑2͒ ͒, where ͑2͒ is the measured quadratic phase of the chirped pulse [20] . It is important to note that the phase function, exp͑iT 2 /2 ͑2͒ ͒, is shifted so that its origin corresponds to the temporal origin of the signal (this is depicted in step 3 of Fig. 5 ) which is determined from an interferogram between the LO and scatter from E 3 . Shifting the function ensures that the added linear phase from the signal-LO delay is not being taken into account during the chirp correction. The final step is to apply an inverse Fourier transform along T resulting in the corrected signal field.
We have applied this correction method to a rephasing spectrum of a 3 mM solution of dimanganese decacarbonyl, Mn 2 ͑CO͒ 10 , in n-hexane [63] . In Fig. 6 (a) the absolute value of the amplitude of a slice taken from the 2D rephasing spectrum along 3 for 1 = 2015 cm −1 is shown for the corrected data (red) and the uncorrected data (black) and Figs. 6(b) and 6(c) show the real and imaginary amplitudes of the slice for the corrected and uncorrected data. Comparing the slices isolates the distortions of the signal due to the CPU. The uncorrected data have modulations on the blue side of the peaks, which is a pre- dicted distortion from the chirped pulse whereas the modulations are not present in the corrected data.
B. Calibration of the Scanned t 1 Time Delay
Before calibrating the wedges we first remove the distortions from the interferograms using a procedure very similar to the correction of the 2DIR vibrational echo, with the only difference occurring in step 3 of Fig. 5 , the shifting of the phase function. The phase function, exp͑iT 2 /2 ͑2͒ ͒, is shifted so that the origin of the function corresponds to the origin of the signal, so that the linear phase contribution from the time delay between E 1 and E 2 , ⌬t c , is not being compensated in the correction. For the calibrations, the value of ⌬t c will necessarily change for each interferogram, so at each time step ⌬t c is determined by fitting the peak in the time domain to a Gaussian function.
In Fig. 7(a) , the absolute value of the Fourier transform of the uncalibrated pixel corresponding to 2015 cm −1 is shown for the uncorrected (black) and corrected (red) data. This comparison isolates the distortions caused by the CPU alone. Comparing the two, we see a narrowing of the peak due to correcting the distortions. Figure 7(b) shows the absolute value of the Fourier transform of the calibrated pixel for the corrected (red) and uncorrected (black) data. Comparing the two peaks we see a slight difference; however, the spectral width seems comparable for the peaks indicating that the calibration itself corrects for some of the spectral phase contributions of the chirped pulse. In both figures, the data points for the corrected and uncorrected peaks are not at the exact same frequency; this is inherent to the calibration as the mapping of the encoder positions to time delays is slightly different for the corrected and uncorrected peaks resulting in a slightly different frequency spacing.
C. Correction of the Pump-Probe Spectrum
The IR-pump/IR-probe spectrum is obtained by subtracting the pumped tracer absorption from the unpumped absorption; but before subtraction, the individual absorption spectra are independently corrected according to the procedure described by Lee et al. [20] . The correction procedure is similar to Fig. 5 with the difference lying in step 3. In step 3, a filter is no longer applied and ⌰ CP is sub- tracted by multiplying the signal by exp͑sign͑T͒ ‫ء‬ iT 2 /2 ͑2͒ ͒, that is, by the anti-symmetrized phase, which reflects the causality of the absorption signal. We illustrate this method using a 3 mM solution of Mn 2 ͑CO͒ 10 in n-hexane. The corrected (red) and uncorrected (black) pump-probe spectra are shown in Fig. 8 . Comparing the two spectra we see the distortions present as small peak-like features to the blue of the ground-state absorptions for the uncorrected spectrum. These features are absent in the corrected spectrum.
PHASING THE ABSORPTIVE SPECTRUM
After correcting for the phase distortions induced by the chirped pulse, the 2D absorptive spectrum can be obtained by adding the real parts of the rephasing and nonrephasing spectra [Eq. (2)] [46, 50] :
͑2͒
Before the signals are added they must first be "phased." Typical phasing procedures call for the multiplication of the signal by a phase exp͑i⌽͒ where ⌽͑ 1 , 3 ͒ = 1 ⌬t 1 + 3 ⌬t 3 + [47, 53] . The two linear phase terms 1 ⌬t 1 and 3 ⌬t 3 account for the distortions of the spectral phase of the signals arising from the inability to determine precisely the origins of t 1 and t 3 in Eq. (2). The constant phase, , accounts for the constant relative phase difference between the rephasing and nonrephasing signals.
A. Phasing the Corrected Rephasing and Nonrephasing Signals
Using a set of interferograms between the scatter of E 1 and E 2 and an interferogram between E 3 and E LO , the origins of the t 1 and the t 3 axes are determined to within sufficient precision that the linear phase contributions in e i⌽ , 1 ⌬t 1 , and 3 ⌬t 3 can be neglected. Experimentally we determine the origin of the t 1 axis ͑t 1 =0͒ from the same data used to calibrate the wedges. Each interferogram is transformed to the time domain, where the peak due to the interference is fit to a Gaussian enabling the time difference to be determined to within 1 fs. The time differences are then fit to a line ͑R 2 = 0.995͒ and extrapolated to t 1 =0. An interferogram between the E LO and scatter from E 3 is used to determine the difference in timing between E 3 and the E LO to within 1 fs eliminating the need for the linear phase term along 3 . Using these measurements we are able to neglect the linear phase contributions due to the timing errors; however, the constant phase, which accounts for the relative phase difference between the rephasing and nonrephasing spectra, still needs to be determined. To determine R and NR we use a genetic algorithm searching method with a fitness function consisting of two parts, f 3 along 3 and f 1 along 1 . Making use of the projection slice theorem [48, 58] we define f 3 to be minimized when the projection of the absorptive spectrum onto the 3 axis equals the pump-probe spectrum. The f 1 contribution is minimized when the normalized projections of the absolute value of the rephasing and nonrephasing spectra onto 1 match the normalized projection of the absolute value of the absorptive spectrum onto 1 [53] . The values of R and NR are obtained when the total fitness function, f = f 1 + f 3 , is minimized. Figure 9 (a) displays an absorptive spectrum of a 3 mM solution of Mn 2 ͑CO͒ 10 in n-hexane at t 2 = 5 ps. The color scheme is such that the blue peaks are negative corresponding to ground-state bleach and stimulated emission and the red peaks are positive corresponding to induced excited-state absorption. As expected, the 2DIR spectrum of Mn 2 ͑CO͒ 10 consists of a set of nine negative peaks due to the coupling between the three bands observed in the linear FT-IR spectrum. Below each negative peak is a positive peak at a lower detection frequency corresponding to the red-shifted excited-state absorption. It is typically the case for molecular vibrations that the potential gives rise to positive anharmonicity, where the transition between the first and second excited states is lower in energy than the transition from the ground state to the first excited state [42, 57] . Zooming in on the peaks at 3 = 1980 cm −1 clearly shows the presence of the induced absorption peaks. The induced absorption peaks along the diagonal seem to be elongated; this minor effect could be due to faster dephasing or to the contribution of fifth order processes to the signal. The spectrum was obtained using the phasing procedure described above. Figure 9 (b) displays the normalized projection of the absolute value of the correctly phased absorptive spectra onto the 1 (black) and the normalized projection of the absolute value of the rephasing (red) and nonrephasing (blue) onto the 1 axis. Figure 9 (c) shows the projection of the absorptive spectrum onto the 3 axis (red) along with the corrected pump-probe spectrum (black).
We have also applied the phasing procedure to rephasing and nonrephasing spectra that have not been corrected for the CPU. Figure 10 shows the absorptive spectra of Mn 2 ͑CO͒ 10 in n-hexane at t 2 = 5 ps obtained from the corrected (a) and the uncorrected (b) data. For the uncorrected data we see distortions of the line shapes along with small peaks (indicated with arrows) along the 3 axis lying at a higher frequency relative to the peaks from Mn 2 ͑CO͒ 10 . A slice along 3 at 1 = 2015 cm −1 (c) is plotted for the corrected (red) and uncorrected (black) data with the distortions indicated with arrows. Since each absorptive spectrum requires only roughly 20 s of experimental acquisition time (10 s for each rephasing and nonrephasing scan), spectra for many waiting times can be recorded in relatively rapid succession. Here we test the robustness of our phasing parameters for the spectra measured with different waiting times. The origin of t 1 determined from the set of interferograms between E 1 and E 2 is approximately equivalent for each t 1 as t 2 is stepped. The reason for this reproducibility lies in our ability to return the motors to within the Ϯ20 encoder positions of the starting position corresponding to Ϯ0.1 fs. The origin of t 3 does not change as t 2 is stepped because the E LO is locked in time with E 3 . The E 3 / LO beam splitter is placed after the delay stage, so as t 2 is scanned the relative timing between E LO and E 3 remains constant. The values of R and NR , however, need to be determined for each t 2 step. The phasing procedure described above is applied to each rephasing and nonrephasing spectrum for each value of t 2 to obtain the corresponding absorptive spectrum (approximately 3 h of processing time for a typical data set consisting of ϳ100 t 2 time steps).
We have found that the time delay of the pump-probe spectrum used in the phasing procedure does not neces- sarily need to correspond to the t 2 waiting time for the rephasing and nonrephasing spectra being phased. We have tested this by obtaining the absorptive spectra at t 2 = 2 ps phased with the pump-probe spectra having a delay time of t 2 = 2 and 5 ps. Taking the difference between a slice along 3 of the absorptive spectra phased with the different pump-probes gives a difference that varies by less than 1%. This insensitivity to the specific time delay necessarily depends on the vibrational lifetime and will not be universal.
B. Absorptive Spectrum in a Polar Solvent
Since n-hexane is a weakly interacting non-polar solvent, the spectral features of the Mn 2 ͑CO͒ 10 spectrum are particularly narrow and provide a stringent test of the spectral resolution obtained using an absorptive 2D spectrum combined with CPU detection. Much of the chemical interest in 2DIR spectroscopy, however, concerns the presence of transient inhomogeneity which manifests itself as spectral diffusion. Due to a distribution of slightly different microscopic environments, transition frequencies are inhomogeneously distributed leading to a correlation between excited and detected frequencies evident in a 2D spectrum as a diagonal elongation of the line shape for a given peak. In the solution the individual sub-ensembles generally do not retain a memory of their initial excitation frequencies indefinitely, so that increasing the waiting-time delay t 2 leads to the loss of the frequency correlation. The time scale of this frequency memory loss is characterized by the frequency-frequency time correlation function [58, 59, 67] . Dissolving metal carbonyl complexes in polar solvents such as alcohols leads to slightly inhomogeneously broadened bands that exhibit spectral diffusion due to the polar solvent and the formation of hydrogen bonds [42] . Figure 11 shows the absorptive 2DIR spectra of Mn 2 ͑CO͒ 10 in methanol at two waiting-time delays, t 2 = 200 fs and 10 ps. The slight diagonal elongation seen at 200 fs is relaxed by 10 ps, a time scale for memory loss which is consistent with solvation dynamics. A full analysis of the spectral diffusion dynamics will appear in a subsequent manuscript. Although errors in phasing the absorptive spectrum seem more obvious and pronounced when the spectral features are narrow, the bulk of chemical interest concerns the analysis of 2D line shapes in the presence of spectral diffusion. These data illustrate that chirped-corrected CPU-detected 2DIR spectroscopy functions equally well for a system with some degree of inhomogeneity.
CONCLUSION
We have demonstrated and described in detail how to apply the general procedure for the removal of the crossphase modulation acquired during the sum-frequency generation [20] to the CPU 2DIR spectroscopy. We have shown that the phase distortions induced by the chirped pulse alter the line shapes of the peaks in a 2DIR spectrum. Previously we have applied the CPU 2DIR spectroscopy to systems to obtain properties that can be extracted from the absolute value of the rephasing or nonrephasing spectra for which the removal of the phase distortions from the CPU was not necessary [15, 16, 64, 65] . However, to access the complete ultrafast dynamical information contained in the waiting-time evolution of the line shapes, it is necessary to remove the distortions induced by the chirped pulse. In this paper we have demonstrated how to remove these phase distortions giving a detailed step-bystep procedure. We have also described our method for obtaining absorptive spectra from the corrected data, while demonstrating that the method can be used to obtain spectra in both the homogenous and inhomogeneous broadened cases. Though we have focused on the correction of spectra obtained using the background-free beam geometry, the approach can be applied to other implementations of the 2DIR spectroscopy detected using the CPU such as the pump-probe geometry or the hybrid frequency-time hole burning technique. We anticipate the CPU to be an attractive method for detecting ultrabroadband mid-IR continuum probes in transient IR absorption and 2DIR spectroscopy.
