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Нелинейный преобразователь со стабилизацией дисперсии 
для подавления негауссовских помех
Рассмотрена аппроксимация нелинейной характеристики обнаружителя слабых сигналов, заданной 
обобщенным полиномом по степеням функции, связанной с интегральным законом распределения дей­
ствующей помехи. Показано, что полученная аппроксимация обеспечивает дисперсию выходного процес­
са, не зависящую от вида и параметров негауссовского распределения входной помехи.
Нелинейный преобразователь, стабилизация дисперсии, негауссовская помеха, плотность 
вероятности, эффективность подавления
Исследование и анализ помехозащищенности 
каналов обнаружения сигналов при негауссов­
ских входных воздействиях является важной за­
дачей статистической радиотехники [1]. Известно
[2 ], что повысить эффективность обнаружения 
слабых сигналов на фоне негауссовских помех 
можно, применяя специальную обработку вход­
ных сигналов, согласованную с плотностью веро­
ятности (ПВ) помехи. Н а практике зачастую по 
разным причинам, связанным, например, с огра­
ничениями аппаратурного характера, сопряжени­
ем приемника с цифровой вычислительной ма­
шиной, перед согласованным фильтром помещ а­
ют нелинейный преобразователь (НП), амплитуд­
ная характеристика (АХ) которого не оптимальна 
по отношению к распределению действующей на 
входе помехи. Эффективность обнаружения при 
этом снижается, но при определенных видах АХ 
появляются некоторые положительные особенно­
сти, например постоянство вероятности ложной 
тревоги при лю бых воздействующих помехах.
П ри слабом сигнале вероятность ложной тре­
воги постоянна, если дисперсия процесса на вы ­
ходе НП не зависит от вида и параметров распре­
деления входного случайного процесса. НП, 
обеспечивающий постоянство дисперсии при лю ­
бых входных распределениях, назовем стабили-
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зирующим НП (СНП). П ростейшим примером 
СНП может быть двухсторонний ограничитель, 
для которого дисперсия выходного процесса не 
зависит от вида и  параметров входного негаус­
совского распределения.
Цель настоящей статьи -  обосновать методи­
ку аппроксимации нелинейной характеристики 
преобразователя с использованием некоторой 
функции от интегрального закона распределения 
действующей помехи и  показать, что предложен­
ный вид аппроксимации является стабилизирую ­
щим при действии помех с различными входны­
м и распределениями.
Рассмотрим аппроксимацию АХ НП ш ироко­
полосного когерентного канала обнаружения сла­
бых сигналов, в котором для защ иты от негаус­
совских помех с ПВ wi ( х ) применяется НП с 
оптимальной АХ
fo  ( х  ) = - -d  ln w  ( х ) . 
ах
Если вместо оптимального НП применяется не­
линейный элемент с заданной АХ f  ( х ), то качество 
аппроксимации можно оценить коэффициентом по­
давления ц, показывающим, во сколько раз изменя­
ется отношение "сигнал/помеха" после НП [2]:
Ц = ст2 J / ' ( x ) щ  (x)d x J / 2  (x) wj (x) dx, ( 1 )
где ст x -  дисперсия помехи на входе НП.
Заданная аппроксимация приемлема, если ц 
равно максимально возможному значению
х
Ц0  = стХ J /оХ (x ) щ (x ) dx, (2 )
соответствующему оптимальному НП, или слабо 
отличается от него.
Предположим, что в качестве заданной ап­
проксимации применяется функция /  ( x ), обра­
зованная с помощью интегрального закона рас­
пределения F  ( x ) действующей помехи в соот­
ветствии с обобщ енным полиномом вида
/ (x ) =
а0 + X акик  (x ) , x > 0 ; n = 1, 2 ,..., х ;  (3) 
к =1 (3)
/  (~ x  ) = -  / ( x ) ,
где ак -  неизвестные коэффициенты полинома. 
В (3) введено обозначение
x 1i ( x ) = J wj ( z ) dz = F (x ) ---- . (4)
М ожно показать, что применение НП с АХ по
(3) при n < 2 обеспечивает значение коэффици­
ента подавления ( 1 ), близкое к оптимальному 
значению (2), а для некоторых одномерных ПВ ц 
в точности совпадает с оптимальным. П ри этом
дисперсия ст/  процесса на выходе НП с А Х  (3)
не зависит от типа входного распределения, а 
определяется только коэффициентами ак поли­
номиальной аппроксимации.
Действительно, с помощью (3) получим:
ст/  = ( / 2  ( x^  = 2  X  ak almk +1, 
к , l= 0
(5)
где О  - знак статистического усреднения;
тк = J  ик ( x) щ  (x) dx; к  = 0 , 1, 2 ,..., n . 
0
(6 )
Принимая во внимание вытекающее из (4) ра­
венство du = щ  (x ) dx, выражение (6 ) можно 
представить в виде
1 /2  , 
тк = J u k du  = 2 - (к +1)/ ( к  + 1). (7) 
0
С помощью (5), (7) получим:
ст2/  = X ак а12 - (к +l}(к  + 1 + 1)- 1 . (8 )
к , l= 0
2
Из (8 ) заключаем, что ст/  не зависит от дис­
персии и  функции распределения входного слу­
чайного процесса, а определяется только поряд­
ком n и  коэффициентами ак полиномиальной 
аппроксимации (3). Поэтому рассматриваемая 
аппроксимация определяет СНП.
Качество аппроксимации по (3) зависит от 
выбора коэффициентов полинома. Определим
коэффициенты aQ, при которых подавление по­
мехи в полиномиальном преобразователе (3) мак­
симально. При характеристике (3) получим:
M'(a 0 , a 1 , ..., an ) =
- |2
4 2  n X
СТ x а 0  W1 ( 0 ) +  X  как J  и к - 1  (x ) wf2 (x) dx 
_ к =1 0ст/
где ст/  определяется по (8 ). Последнюю форму­
лу с учетом (8 ) представим в виде
a 1 , ..., an ) =
f  n I  n 
= 2 ст x I X  a d  \ X  акат +l , (9)
к = 0 к ,l= 0
где
d 0  = щ  ( 0 ) ;
X
dk  = к  J  и к - 1  (x) W12  (x ) d x , к  = 1, 2 ,..., 
0
( 1 0 )
,a n =
Оптимальные коэффициенты aQ, a* 
удовлетворяющие условию  ц (а 0 , а * , . .
= m ax ц (а 0 , а1 , .. . ,  an ) ,  определяются по формуле
ак = d e t| |vw (к  ^ , (11)
где
v ( к ) = J mr+ l>l *  к ;
г11 | d r , l = к; r , l , к  = 0 , 1, , n .
Коэффициент подавления (9) при оптималь­
ных коэффициентах ( 1 1 ) полинома следует опре­
делять по формуле
X
(  , • ••, ап ) = °  £ dk ak , ( 12) 
Dn к = 0
где Dn = det||uri|| -  определитель (п + 1) -го по­
рядка, составленный из элементов вида 
uri = mr + i; r , l = 0 , 1, . . . ,  n .
Отметим, что оптимальные коэффициенты 
ак полиномиальной аппроксимации в соответ­
ствии с ( 1 1 ) могут быть получены из определите­
ля Dn заменой в нем к-го столбца значениями
(  db  . . . , dn ) из ( 1 0 ).
Рассмотрим более подробно характеристику 
подавления ( 1 2 ) с учетом использования полино­
ма (3) при п = 1. В этом случае нелинейная АХ 
запишется в виде
f  (х) = а0 + a1u ( х ), х > 0 ; 
f 1 ( - х  ) = -  Л1 ( х) .
(13)
Оптимальные коэффициенты а 'к , а к , обеспе­
чивающие максимум коэффициента подавления 
(9), определяются на основании (11) как
a<k = {d 0m2 - d ^ ) ; а к = ( т 0  - d 0 m1 ). (14) 
Подставив (14) в (12), получим:
ц ( ак, ак ) = М-1 =
-(m 2 d (3 -  2d0d1m1 + m0 d 12  ) ,  (15)
2 ст2
m0  m2  -  m1
где d 0  и  d1 на основании ( 1 0 ) имею т вид
—
d 0  = w  ( 0 ); d1 = J  W12  (х ) dх.
0
(16)
Формулу (15) можно представить в другом 
виде, если использовать известные выражения 
для коэффициентов асимптотической относи­
тельной эффективности (КАОЭ) знакового (p i ) и
знаково-рангового (р 2 ) алгоритмов обнаружения
постоянного сигнала по сравнению с линейным ал­
горитмом обнаружения. На основании [3] получим
(17)
P1 = 4 ct2 w12  ( 0 ) ;
—
P2  = 12ст2х J  W2  (х ) dх
. _-— _
do = p i / (4° 2 ); d 12  = P2 / ( 48ст2х) .
Подставив найденные выражения в (15) и 
учитывая (7), получим:
М1 = 4  (p 1 + P 2  - 4 3 P1P2  ). (18)
Таким образом, коэффициент подавления, 
осуществляемого НП с характеристикой (3) при 
п = 1 с оптимизированными коэффициентами (14), 
определяется с помощью значений КАОЭ знако­
вого и знаково-рангового алгоритмов обнаруже­
ния при действии помехи с ПВ W1 ( х ).
Можно показать, что для негауссовских помех 
с ПВ, подчиняющейся закону Лапласа, и  с логи­
стической ПВ расчеты по (18) дают максимально 
возможные значения коэффициентов подавления, 
соответствующие значениям из (2). Д ействитель­
но, для первого из указанных законов на основа­
нии [3] получим: P1 = 2, P2  = 3 /2. Подставив эти 
значения в (18), имеем: м  = М0  = 2. Аналогично, 
для помехи с логистической ПВ коэффициенты
(17) составляют P1 = rc2/ l 2 ,  P2  = я 2/9 ,  и  из (18)
следует: м  = М0  = я 2/ 9 .
Рассмотрим далее возможности использования 
нелинейной характеристики в форме (13) в канале 
амплитудного подавления (АП) при действии поме­
хи с полосовым спектром. В этом случае эффектив­
ность подавления негауссовской помехи следует 
оценивать [2 ] значением коэффициента
2  J j [ g (A ) /A  + g ' ( A )] W (A )d A \  
Mp = ^ - —   L , ^
2
J g 2  (A )W  (A) dA
Приняв во внимание (16) и  (17), найдем:
где g (A) -  колебательная характеристика (КХ)
заданного НП по первой гармонике; W (A ) -  рас­
пределение огибаю щ ей негауссовской радиопо­
мехи при ее квазигармоническом представлении.
КХ определяется выражением вида [2]
1 2 я
g  (A) = — J f 1 (A cos у )  cos у  d  y . (2 0 ) 
я  0
Ф ункция (20) определяется однозначно для 
соответствующей нелинейной АХ и с помощью 
элементарных преобразований может быть запи­
сана в эквивалентной форме, сводящейся к урав­
нению типа Абеля [4]:
*  ( A ) = ±  J
x/ 1 (x )
—A  0 V a 2 --2
dx. (2 1 )
 4  A -  x
Использование (21) при задании функции 
/1  (x ) может быть значительно проще, чем расчет 
КХ по (20).
Подставив функцию (13) в (21), запишем вы ­
ражение для искомой КХ:
g  (A) = - а0 + —  J ( x  ) VA 2  -  x 2 dx  
A 0
Если в последнем выражении перейти от ПВ 
щ  (x ) к  преобразованию Фурье характеристиче­
ской функции Q (v ):
1 Xщ (x ) = —  I Q (v ) cos (vx ) dv 
2 л J
-X
и затем выполнить интегрирование по перемен­
ной x  с помощью [5], получим:
g  (A) = — 
—




D (A) = J v 1Q (v) J 1 (A v  )dv, (23) 
0
причем J 1 ( z ) -  функция Бесселя первого рода
первого порядка.
Приняв во внимание (22), учитывая выраже­
ние для производной функции Бесселя [5]:
d J 1 ( z ) т ( )  1 т ( )— L—  = J 0  (z , ) -  — J 1 ( z ) ,
dz z
для усредняемой функции в числителе (1 9 ) окон­
чательно получим:
g (A V  a  + g ' (A) =
Й0  + Ц  
A 2
J Q (v) J 0  (Av) dv
0
(24)
Полученное выражение позволяет определить 
числитель в (19). Дальнейш ий расчет заключает­
ся в статистическом усреднении полученных зна­
чений с помощью распределения W (A ) . С этой 
целью воспользуемся интегральным соотнош ени­
ем для функции W  (A) в форме [1]
W  (А)
■ J  Q (v ) J 0 (A v) vdv. (25)
Выполнив усреднение в (24) с помощью 
функции W (А) , заданной в виде (25), используя 
интегральную формулу [5]
X
У J  J 0  (A v ) J 0  (A y ) A  dA  = 5 (y  -  v),
0
где 5 ( y  -  v ) -  смещенная 5-функция, оконча­
тельно получим:
( g (А )  А  + g ' (А ^  А =
= 4 
—
a0M  - 1 + а 1  J  Q 2  (v ) dv
0
(26)
где Q a  -  символ статистического усреднения с 
помощью функции W (А ) ;
X 1
M - 1  = J -  W (A) dA  = —щ  ( 0 ) .
0 A
Приняв во внимание (22), найдем усреднен­
ное значение для знаменателя (19):
<*2 ( А ))А
где
M 2  = (D 2  (А ))А ; M 1 = ( D (А ^ А . 
Подставив (26), (27) в (19), получим:
ст2  ( d 0  + a d  )
Цр
где
2  2  1 2а 0  + 4  а 1 M 2  + а 0  а^М 1
d0 = J  A-1W (A) dA;
0
1 X





Отметим, что параметры (30) связаны с ранее 
введенными коэффициентами (16) простыми со­
отношениями: d 0  = —d 0 , dQ = —d 1 .
Таким образом, параметр Цр в (29) зависит в 
общем случае от коэффициентов ( 0 , а  ) аппрок­
симации нелинейной А Х  в форме (13). Опти­
мальные коэффициенты ( 0 , 0?1 ) , обеспечиваю­
щие максимум функции Цр (а0 , a ) ,  определяю т­
ся следующим образом:
а 0  = л | dlM l -  2 | ;
(31)
С  = %{doMi -  2d i ) ,
где значения dg и  di определяются по (16), а 
значения M i, M 2 — по (28). Подставив найден­
ные значения (31) в (29), окончательно найдем:
Цр а1 ) =
2 л 2 ст2
m 2  -  m 2
Таким образом, коэффициент подавления Цр,
определяемый по (19) для негауссовской помехи с 
полосовым спектром при использовании НП с 
АХ в форме (13), следует рассчитывать с помо­
щью выражения (32) с учетом значений (28) и 
параметров d0  , d1, определяемых по (16).
В качестве примера расчетов по (17), (18),
(32) рассмотрим найденные характеристики для 
синусоидальной помехи (СП). К помехам этого 
вида относятся мешающие непрерывные сигналы 
с произвольной угловой модуляцией. М атемати­
ческую модель СП примем в виде
x  ( t ) = y  d t ) + n ( t), (33)
где y  ( t ) = Agcos [®ot + Ф (? ) + 0 ]  -  гармоническое 
колебание (ГК) с фиксированными амплитудой Ад, 
частотой rag и  со случайной начальной фазой 0 , 
равномерно распределенной на интервале [о, 2 л];
n ( t ) -  "белый" гауссовский шум, характеризую­
щ ий собственные ш умы приемника, причем 
Ф ( t ) -  нормальный случайный процесс, харак­
теризующ ий угловую модуляцию.
Д ля расчета по (17), (18), (32) необходимо 
знать вероятностные характеристики колебания
(33). Выражение для ПВ запишем в виде [1]
_2 л Г 2  ]
exp [ —а ( х  — cos ф) J d ф , (34)
0
где а  = Ад / ( 2ст2 ) -  отношение мощ ности ГК к
мощ ности гауссовского шума. Выполнив преоб­
разование Фурье (34), найдем характеристиче­
скую функцию для колебания (33):
Q (v) = exp [ —v2 / (4 а )]  J 0 (v ) , (35)
а с помощью интегрального соотношения (25) 
найдем функцию
W (А) = 2 а А ex p [ —а (А2  + 1 J 10 (2 аА ), (36)
где 1 o (z ) -  модифицированная функция Бесселя
нулевого порядка.
Подставив (34) в (17), учитывая, что диспер­
сия для суммы (33) определяется как
= ( 1  + а ) / ( 2 а ) ,
получим:
(32) Р1 ( а )  =-2(1 + а ) е —а $  j  ;






> (а ) = X  (—1 )‘ 
к = 0
1 1
к ( 1/ 2 g  ( 2 а )к
( 1 ) 2  к !
2 2 '
(40)
Здесь ( -)к -  символ Похгаммера; 2  F2  (•) -  обоб­
щ енный гипергеометрический ряд [5].
Результаты расчетов по (18), (38), (39) с уче­
том (16) приведены на рисунке как функции от а . 
Зависимости Р1 ( а ) , Р2  ( а )  рассчитаны по (38), 
(39); зависимость ц  ( а )  рассчитана по (18) с 
учетом (38), (39), (40).
Расчеты по (32) затруднены вычислительной 
сложностью определения интегралов в (28), (30). 
Тем не менее сравнительно просто оценить зна­
чение коэффициента (32) в предельном случае 
при а ^ -д а .
Действительно, на основании данных (35), 
(36) получим предельные значения:
lim Q (v ) = Jg  (v); lim W (A) = S( A  — 1). (41)
а^д а  а^да
ft Ц
2.5 -
2 .0 - Ц1





1 Г r ~
Р1
0 2 4 6 8  a
Подставив (36) в первую формулу (30), после 
интегрирования имеем:
d ( = M - 1  = V ^ e - a / 2 10 ( а / 2). (42)
Выполнив предельный переход в (42) при 
а ^ —, учитывая асимптотическое представле­
ние для функции Бесселя [5] I 0 ( z ) = ez / y /2 n z , 
получим d0 = 1. Асимптотическое представление
величины d k во второй формуле (30) запишем с 
помощью первого предела (41) как
d k = -2 J  Jq  (v) d v .
0
Интеграл в последней формуле вычисляется с 
помощью [5]:
d k =  ^ 2  Fi ( | , | ; 1 ;  z )  = Я  k  Ш ,  (43)
где 2 Fi (•) -  гипергеометрическая функция Гаусса;
K  ( / ! )  -  полный эллиптический интеграл 1 -го 
рода [5]. Аргумент z  в (43) при а ^ — стремится 
к единице ( z  ^  1) .
Дальнейший расчет заключается в определении 
параметров M i, М 2  по (28) с учетом значений, 
полученных из (23), (41). Приняв во внимание эти 
данные, с помощью [5] для функции M i получим 
следующее выражение для предельного значения:
M i = ( D (A ))a  = J v  1J q (v ) J i (v) dv = —.
0  я
(44)
Аналогично получим выражение для пре­
дельного значения М 2  :
M ' = ( d 2  ( A )) A = f  2 (45)
Отметим, что всегда выполняется условие 
2
М 2 > M i , поэтому в пределе имеет смысл фор­
мально проводить в (32) деление на
( м 2 - М 12 ) ^  0 .
а ^ —
Подставив значения, найденные из (42), (43), 
в (32), учитывая данные (37), (44), (45), имеем:
Мр ( o ,  a  ) = (1+ а  [  K  (V I  ) - i ] 7 ( m 2  -  Mi2  ). 
я  a
Выполнив предельный переход в последней 
формуле, окончательно получим:
lim Mp a i ) =
a ^ —
= - 2 [  к  Ш - i f / (m 2  -  M i2 ). (46)
Из (46) следует, что числитель при (z ^  1) 
всегда положителен. Знаменатель с учетом (44),
(45) при а ^ — стремится к  нулю. Отсюда сле­
дует, что значение, полученное по (46), при 
а ^  — может быть достаточно большим (см. за­
висимость Мр ( а )  (32) на рисунке).
В результате проведенного анализа можно за­
ключить, что двухчленный полином (13) с опти­
мизированными коэффициентами обеспечивает 
более высокую эффективность подавления СП по 
сравнению с использованием знаковой или ранго­
вой статистики. Применение данного полинома в 
радиочастотном варианте существенно увеличи­
вает эффективность подавления СП при сохране­
нии в алгоритме стабилизирующ их свойств.
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Nonlinear Transformer with Variance Stabilization for Non-Gaussian Noise Suppression
Abstract. The problem of approximation of nonlinear characteristic of weak signal detection in the form of polynomi­
al function connected with integral distribution law is considered. The variance of this approximation does not depend on 
the kind and the parameters of the input non-Gaussian distribution. The article provides benchmarking of applying of pol­
ynomial function in case of sinusoidal noise when the noise is the sum of harmonic vibrancy and Gaussian noise. The nois­
es with different spectral characteristics are analyzed. With radiofrequency noise spectrum the efficiency of the applied 
transformer may grow to considerably high values at the current stabilizing characteristics.
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