ABSTRACT
INTRODUCTION
Sign Language Translators act an interface of communication between the audibly challenged and the rest of the world. Providing an interface between the communities in Indian Sign Language (ISL) is very challenging issue because of the following reasons ISL words are categorized into 4 types as-(1) Feelings (2) Descriptions (3) Actions and (4) NonManual Actions. ISL grammar omits the usage of articles such as (a, an, the) and also does not include tense forms. The sentence structure of an ISL sentence (SOV) -Subject Object Verbvery much different from the sentence structure of English Language (SVO) -Subject Verb Object and hence ISL and English Language aren't verbatim convertible. The term sign and gesture are used interchangeably throughout the paper. The Signs are represented by the HamNoSys* System of Notation for Sign Language. Most of the signs in ISL involve dynamic movement of both the hands and non-manual gestures. SLR systems are simple yet trained intelligent systems used for converting sign language into text by recognizing the head and hand gestures. SLR systems have been classified into two types based on the approach-(1) Data Glove Based Method and (2) Vision Based Method. Data Glove Based Approach simplifies the recognition of the gestures but involves complicated hardware. The Vision Based Approach is a very user friendly and does not involve complicated hardware usage and hence its most widely used method in SLR Systems Figure: 1 -Taxonomy of ISL Signs [1] The paper is organized as follows; Section II provides the Survey of the various SLR Systems. Section III gives a detail description of the proposed SLR System. The Experimental Results are described in the Section IV. Finally, Section V provides a few concluding remarks and lists out the acknowledgments.
LITERATURE SURVEY
Most of the SLR systems today use the Vision Based -Skin Colour Approach since the gestures to be identified depend gesturing of the hands and face. The skin based filtering help to extract the necessary components from the other coloured pixels and also helped to extract objects from their background. [2] [3] [4] [5] [6] [7] [8] [9] [10] . Most of the skin based methods use the pixel by pixel method and these methods help to determine whether the given pixel intensity is a skin pixel or not. Prior to these methods, statistical models like Gaussian Mixture Model [8] , Single Gaussian Model [9] and Histogram Based Approaches [10] were used. Many researchers also made use of Coloured Gloves to simplify the process of segmentation [12] . Paulraj et al [2] built an SLR System on a Skin colour based approach. After segmentation the frames were converted into binary images. During feature extraction, the areas of the three segmented areas were calculated and noted down as discrete events. Since each gesture involves different segmented areas, the DCT coefficients of the three segmented regions were taken as the features. These features were given as input to the Neural Network (NN) Classifier. The NN does the gesture classification and plays the corresponding audio signal. The system has a minimum and maximum classification rate of 88% and 95% respectively. An SLR System was proposed by Kishore Kumar et al [4] to automatically recognize gestures of words and convert them to text or audio format. A combination of wavelet transforms and image fusion techniques was used during the process of segmentation. Edge Based tracking methods was used to track the gesture movements. Elliptical Fourier descriptors were taken as features and it is given as input to the fuzzy system, which was used to classify and recognize the gestures. The system has a success rate of 91%.
Deepika Tewari and Sanjay Kumar Srivastava proposed a method for the recognition of Indian Sign Language [5] in which gesture frames were taken with a digital camera. Features were extracted using 2D Discrete Cosine Transform (2D-DCT) for each detected region, and feature vectors were formed from the DCT coefficients. Self-organizing map (SOM) using an unsupervised learning technique in Artificial Neural Network (ANN) was used to classify DCTbased feature vectors into groups and to decide if the gesture performed is either present or absent in the ISL database. The recognition rate achieved was 80%.
Joe Naoum-Sawaya et al proposed a system for American Sign Language Recognition [6] . The hands were detected by performing motion detection over a static background. After background subtraction, the image is segmented using skin colour based thresholding methods. Morphological operations were done to improve the robustness of the segmentation results. The CAMSHIFT (Continuously Adaptive Mean-SHIFT) algorithm is used to draw a box about the region of the hand to simplify template matching. The gesture is recognized by the template with the highest matching metric. Each of the dynamic gestures is coded as a series of directions and static gestures. The accuracy for this system is 96% in daylight with distinct backgrounds.
Jaspreet Kaur et al uses modified SIFT algorithm for American Sign Language [7] .A modified method of comparability measurement is introduced to improve the efficiency of the SIFT algorithm. This system is highly robust to scale difference, rotation by any angle and reflection and is 98.7% accurate for recognizing gestures. Typically every SLR system involves various techniques in the following categories i. Segmentation or Detection ii. Tracking the Gestures iii. Feature Extraction and Gesture Recognition iv. Gesture Classification
We have provided a detailed survey of the methods that can used for the above categories in [28] [29] [30] .The presence or absence of any of the above mentioned categories depends on the input dataset. The successive section provides a detailed account of our proposed system designed to recognize ISL signs.
PROPOSED SLR SYSTEM
The section elucidates the detailed description of our proposed system to recognize Indian Sign Language words. The dataset chosen involves mostly two handed movement gestures without any non-manual markers. The only regions of interest are the two hands and the face region. The system requires a constant background and also uniform lighting conditions. Like every other SLR system, our system also involves the stages of Detection or Segmentation, Morphological operations to remove noise, Tracking the motion of the regions, Feature Extraction, Gesture Recognition, Gesture Classification and System Learning. The input video is taken from a digital camera and converted into frames. The technique of segmentation here uses the skin colour based method and hence extracts the skin colour regions. The system requires the signer to wear a dark long sleeved shirt except shades of skin colour. The skin colour based segmentation is a fairly simple method with the only decision to be made on which colour space to use. The result of this method depends dominantly on the chosen colour space. The RGB colour space is an additive colour space and also used one of the most commonly used colour space. The RGB space has high correlation between channels, lot of nonuniformity and also there is a dominant mixing of the chromaticity and the luminance information. [14] Hence the use of the RGB space alone is not suitable for colour based recognition [15] . To overcome this problem the normalized RGB has been introduced to obtain the chromaticity information for more robust results. [16] Eq. (1) Eq. (2) Eq. (3) In the above equations, represent the normalized values of R, G and B respectively. These normalized values will satisfy the Eq. (4).
Eq. (4) The following are the equations used for the conversion of pixel intensities from RGB to HSV. 
Otherwise
Eq. (9) The following matrix is used to convert intensities from RGB colour space to YCbCr Colour Space.
= + Eq. (10) In this chosen method [20] for skin colour segmentation the pixel intensity if tested for skin colour in HSV, RGB and YCbCr Colour space. Only if the pixel is found to be a skin colour pixel in all the colour spaces it is taken as a skin colour pixel or else it is identified as background pixel. The thresholding conditions for the skin colour classification in the various colour spaces are as follows:
In the RGB space, the following rule put forward by Peer et al [21] , determines the skin colour under uniform daylight.
AND AND Eq. (11) For skin colour under flashlight, a lateral rule for detection is given by AND Eq. (12) To take note of both the conditions, the above two rules are combined using the logical operator, OR.
In YCbCr space, the following thresholding conditions are applied.
Eq. (13) In [21] the thresholds for the YCbCr was improved by including the parameters for Y and Cb.
Eq. (14) In the HSV space, the conditions for skin colour are:
Eq. (15) The above two condition are combined using a Logical operator OR. If the pixel intensity falls under all the above threshold conditions, then the pixel intensity will be classified as a skin colour intensity.
The results obtained from the segmentation are further acted upon by morphological operations are used to eliminate the presence of noise in the segmentation results. The operations like erode, dilate, open and close are done to obtain needed results.
The contours of the segmented regions are obtained and the smaller contours are eliminated by the sorting the areas of the contours and taking the contours whose areas are significantly the largest three. Taking into the consideration that the largest contour will the head, we fix the position of the head. Based on the position of the head, the other two contours can be identified as left and right hand. After the process of segmentation, bounding boxes are drawn around the three segmented regions, obtained by the above mentioned process.
The flow diagram for the segmentation process is as follows: For each of the regions, the following sequence is done. The parameters of the bounding box are used to give input to the Kalman Filter [22] for initiating the tracking process.
The principle of the Kalman Filter [23] involves the prediction of the location of the head and hand regions in the consecutive frames based on the current state and previous state estimates. Kalman Filter takes as input -the measurements of the present state and does a prediction of the consecutive states.
Kalman Filter is optimal estimator of the successive states which has two main methods predict and correct methods. The predict method does an estimate of the next state and the correct method optimizes the system taking into consideration the actual measurements of the regions. The prediction step uses the state model to predict the next state of the system [13] Eq. (16) Eq. (17) and are the state and covariance prediction at time t. D represents the state transition matrix which define the relationship between the state variable at time t and t-1. The matrix Q is the covariance of the white noise W.
The correction step uses the actual observations of the object's current position to update the state of the object. The three regions are capable of movement in the 2D space and hence each region at the (x, y) position with velocities follow the equations:
Eq. (21) Eq. (22) Eq. (23) Eq. (24) represent the change in the positions in the X and Y directions respectively. The terms and represent the 'x' and 'y' velocities at time (t-1). The regions are represented by the state vector which holds information about the x position, y position, horizontal and vertical velocities.
represent the velocities in the x and y direction at time't'.
The state vector is represented as follows , ) Eq. (25) Since we use a only a four dimensional vector for representing the state, the transition matrix can be simply given by
The three regions can be easily tracked by computing the Centre of Mass. [29] The Centre of Mass of the three regions are the initial parameters given to the three objects of Kalman Filter. The initial detections of the regions are used to initialize the Kalman Filters for the three regions. The next step involves predicting the new locations of the three regions based on the previous state parameters. The predict and correct methods of the Kalman Filter are used in sequence help reduce the noise in the system. The predict method by itself is used to estimate the location of a region when it is occluded by another region. The correct method which corrects and optimizes the prediction mechanism is based on the actual measurements. The steps of the Filter are recursive till required. This method provides the trajectory of motion of the hands and head. The Kalman Filter Based Multiple Object Tracking is robust to occlusions and movements involving rotation and scaling. The tracking step is very essential when the occlusion of the two or three regions occurs, since the tracker continues to track the regions even if region is not in the field of view.
The next step in the process of sign language recognition is the Gesture Recognition. For this process, we are using Scale Invariant Feature Transform (SIFT), to find the gestures and its invariant to translation, rotation, scaling and its partially invariant to illumination. The image feature recognition is performed through four phases [6] of which the various phases are (1) Scale space local extrema detection (2) Key Point Localization (3) Orientation Assignment (4) Key Point Descriptor. In the first phase the key points from various orientations are obtained. The Scale Space Function is available for this phase. [24] Eq. (27) where is the Input Image, is the variable Gaussian Scale. Scale Space Extrema is found by difference between two images, one with k times the other. Figure 5 : Difference of Gaussian (DoG) [25] To obtain the local minima and maxima we compare each key point with eight neighbours on the same scale and nine neighbours on scales above and below it. The next phase involves fitting of the key points in the three degree quadratic functions. This function is obtained from the second order Taylor Expansion. The local extrema with lower contrasts will not take into consideration because they are sensitive to noise. The key points below the threshold level are also not taken in account by the system. The next phase involves the orientation assignment where the main orientation is assigned to each feature based on local image gradient. For each pixel around the key point the gradient magnitude and the orientation are computed. The following equations are used to find the magnitude and orientation [25] Eq. (28) The above equation is used to calculate the magnitude of the detected key points.
ϴ(x, y) = Eq. (29) In the above equation, ϴ(x, y) gives the orientation of the key point. Eq (28) is to calculate the orientation of the detected key points. The orientation and magnitude of the key points are stored and used in the further process of Gesture Classification.
The next phase of gesture recognition is the key point descriptor phase. In this the local image gradients are measured at a selected scale around each key point. The following diagram [30] specifies the steps in the gesture recognition process. The final phase of the Sign Language Recognition System is the classifier system. The Classification System uses the concept for classifying the gestures. A number of Classification Systems have been used extensively used.
EXPERIMENTAL RESULTS
The designed system has been tested on 25 Skin colour segmentation fails to produce proper segmentation results when the signer wears dresses of shades similar to skin colour. The results obtained in the presence of other skin colour objects in the scenario and also when the signer is clothed in shades of skin colour are shown in Fig -11(a) & (b) . Hence it can be inferred that system produces erroneous results in the presence of other skin coloured objects. The results of segmentation, tracking and gesture recognition also varies in the presence of variable lighting conditions. When the signing of the word is done under variable lighting conditions, the algorithm fails to find the necessary results as show in the Fig -12 The system works perfectly well under uniform lighting condition. The system constraints also require the signer to wear long sleeved dark clothing for the algorithm to produce the required results. The results are as shown in figure in Fig-13 Real time sign language recognition under varying conditions of lighting causes errors in the segmentation of the regions and hence it is inferred that the further processes of tracking, gesture recognition and classification depend on the results of segmentation. The results of segmentation are refined using morphological operations.
The segmentation results for the three colour spaces are shown below separately. Figure-16 represents the HSV component separately. Figure-17 shows the output for RGB component. Figure-17 represents the YCbCr. 
CONCLUSIONS
Our SLR requires the signer to perform the signing under constant illumination and also requires the signer to wear a long sleeved attire which can be constraint to a signer to do the same under natural constraints. The system developed uses a simple parametric pixel based segmentation method which can be further improved using system training methods. The performance of tracking has a lot of scope of improvement. The Gesture Recognition mechanism can be replaced by Advanced SIFT for improved accuracy. The input dataset can be further extended and the classifying system can be further trained by providing more positive and negative samples.
