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Abstract
The ratio P (Sn = x)/P (Zn = x) is investigated for three cases: (a) when Sn is a sum
of 1-dependent non-negative integer-valued random variables (rvs), satisfying some moment
conditions, and Zn is Poisson rv; (b) when Sn is a statistic of 2-runs and Zn is negative binomial
rv; and (c) when Sn is statistic of N(1, 1)-events and Zn is a binomial r.v. We also consider the
approximation of P (Sn > x) by Poisson distribution with parameter depending on x.
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1 Introduction
In this paper, we prove some large deviation results for the sum Sn = X1+X2+· · ·+Xn of identically
distributed 1-dependent random variables (rvs) concentrated on non-negative integers. Recall that
a sequence of random variables {Xk}k≥1 is called m-dependent if, for 1 < s < t < ∞, t − s > m,
the sigma-algebras generated by X1, . . . ,Xs and Xt,Xt+1 . . . are independent. It is clear that, by
grouping consecutive summands, we can reduce the sum of m-dependent variables to the sum of
1-dependent ones. There are numerous large deviation (LD) results for normal approximation, see,
for example, an overview of the classical results in [17] or Chapter VIII in [19]. The LD results for
sums of m-dependent rvs, when approximating rv is normal, have been considered in [11; 12] and
Theorems 4.29–4.31 in [20]. The LD for Poisson distribution are not so comprehensively studied.
For the case of independent integer-valued variables, see [1; 4; 8; 10; 16; 23] and the references
therein. The LD problems for Poisson approximation to the tail of sums of dependent Bernoulli
variables via Stein’s method is investigated in [9].
Apart from the LD results for tails of distributions, local versions of LD (the so-called Richter’s
type LD) exist for the ratio of two densities, or the ratio of probability and density, see, for example,
Chapter 7 in [15]. For two lattice distributions, it is more natural to compare their probabilities.
In this paper, we compare P (Sn = x) to the probability of approximating a discrete distribution,
assuming ESn to be large and EXi to be small. Unlike in [9], we consider rvs which are not
necessarily Bernoulli rvs.
2 Results
We use similar assumptions to the ones from [6], where the closeness of Sn to various discrete
distributions has been estimated. Further on, all absolute positive constants are denoted by the
same symbol C. Sometimes to avoid possible ambiguities, the constants C are supplied with indices.
Notation θ is used for any real or complex number satisfying |θ| 6 1.
Let X1,X2, . . . ,Xn be identically distributed non-negative integer-valued 1-dependent rvs. The
first tow factorial moments of X1 are respectively denoted by ν1 := EX1 and ν2 := EX1(X1 − 1).
Let y := (x− nν1)/(nν1),
Λ(y) := −n(1− ν1)
∞∑
j=2
(
ν1
1− ν1
)j yj
j(j − 1) , γ := e
(1.5)C0 max(ν21 , ν2,EX1X2) (1)
and let Zn denote the Poisson rv with parameter nν1. We first make the following assumptions.
For some absolute constant C0 > 1 and positive integer x,
X1 6 C0, e
5C0ν1 6 0.002, |y| 6 1
10
, (2)
ν2 6
ν1e
−(1.5)C0
20
, EX1X2 6
ν1e
−(1.5)C0
20
. (3)
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The smallness of ν1 is determined by the method of proof. Note that ν1, though very small, can
nevertheless be of constant order.
Theorem 2.1 Let the assumptions in (2)–(3) hold. Then
P(Sn = x)
P(Zn = x)
= eΛ(y)(1 + C1γy
2)n
(
1 + θC2γ(ν
−1
1 + ny
2)
)
. (4)
Note the estimate in (4) is similar in form to the estimates of [1] and [16], since it contains some
equivalent of Cramer’s series in the exponent.
Corollary 2.1 Let, in Theorem 2.1, x − nν1 = o(√nν1), γ = o(ν1), ν1 = o(1) and nν1 → ∞, as
n→∞. Then
P(Sn = x)
P(Zn = x)
= 1 + o(1). (5)
Example 2.1 Consider a sequence of independent Bernoulli trials. The event (k1, k2) occurs if k1
consecutive failures are followed by k2 consecutive successes. More formally, let ηi be independent
Bernoulli Be(p) (0 < p < 1) variables and Uj = (1 − ηj−m+1) · · · (1 − ηj−k2)ηj−k2+1 · · · ηj−1ηj ,
j = m,m+1, . . . , n, where m = k1+k2 and k1 > 0 and k2 > 0 are fixed integers. Then N(n; k1, k2) =
Um + Um+1 + · · ·+ Un denotes the number of (k1, k2) events in n Bernoulli trials.
It is well known that N(n; k1, k2) has limiting Poisson distribution, see [14; 21]. Note also that
U1, U2, . . . are m-dependent. Consequently, if m > 1, then Theorem 2.1 can not be applied directly.
However, if we consider a subsequence n = (K + 1)m − 1, then the summands can be grouped in
the following natural way:
N(n; k1, k2) = (Um + Um+1 + · · ·+ U2m−1) + (U2m + U2m+1 + · · · + U3m−1) + . . .
= X1 +X2 + · · ·+XK .
Here, each Xj contains m summands and X1,X2, . . . ,XK are 1-dependent. Let α(p) = (1−p)k1pk2.
Then, for j = 1, . . . ,K
Xj =
1, with probability mα(p),0, with probability 1−mα(p),
ν2(j) = ν2(K + 1) = 0, ν1(j) = mα(p) and EX1X2 = α(p)
2m(m+ 1)/2, see [7].
Let α(p) → 0, n → ∞. Then, for large K, conditions (2)–(3) are satisfied and, consequently,
Theorem 2.1 can be applied. In particular, if p → 0, np → ∞, then the equivalence relation (5)
holds for N(1, 1) in the interval |x− np(1− p)| < C√np.
An extension of Theorem 2.1 for the tails of distributions by our method of proof is somewhat
complicated, as we are unaware about a satisfactory analogue of Mill’s ratio for Poisson distribution.
Therefore, we restrict ourselves just to one result, which is of interest, mainly due to an atypical
choice of parameters of approximation. In all standard LD results, for all values of argument x,
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the same approximating distribution is used. Such an approach is natural for Kolmogorov, total
variation or similar metrics. For the LD, a choice of approximation is not so obvious. From a
practical point of view, it make sense to use P(Z∗ > x), with Z∗ = Z∗(x). For independent rvs,
the LD results with Poisson approximations depending on x are obtained in [2] and [10]. We use
similar approach for m-dependent rvs. Let Z∗n be the Poisson variable with parameter nλ
∗ and let
λ∗ := ν1
(
1− ν1
1− ν1 y
)
, Λ∗(y) := n
∞∑
j=2
1
j
(
ν1
1− ν1
)j
yj.
We first consider the right-tail probability of Sn.
Theorem 2.2 Let x > nν1 and let the assumptions in (2)–(3) be satisfied. Then
P(Sn > x)
P(Z∗n > x)
= eΛ
∗(y)(1 + C3γy
2)n
(
1 + C4θγ
√
nν1(ν
−1
1 + ny
2)
)
.
Corollary 2.2 Let, in Theorem 2.2, x− nν1 = O(√nν1), γ = O(ν21) and nν31 = o(1), as n →∞.
Then
P(Sn > x)
P(Z∗n > x)
= 1 + o(1). (6)
When we deal with closeness of distributions in total variation, the Poisson approximation is not
always the best choice, see, for example, [6]. Considering two statistics with an explicitly defined
dependency of variables, we will demonstrate that the same is true for LD. First we investigate
2-runs statistic, which is one of the most popular examples of sums of 1-dependent variables, see,
for example, [9; 18; 22] and the references therein.
Let Sξ = ξ1 + ξ2 + · · · + ξn, where ξi = ηiηi+1 and ηi ∼ Be(p), 1 ≤ i ≤ n + 1, are iid Bernoulli
variables with parameter p = P(η1 = 1) = 1 − P(η1 = 0). In [9], the tail of Sξ was compared
to the tail of Poisson distribution. Meanwhile, it is known that, for total variation, Sξ is much
closer to the negative binomial rv, see [22]. We investigate the benefits that can be gained, if
Poisson approximation in LD is replaced by the negative binomial one. Let the negative binomial
distribution and its characteristic function be defined by
NB(r, q¯){j} = Γ(r + j)
j!Γ(r)
q¯rpj , N̂B(r, q)(it) =
(
q
1− peit
)r
, (7)
respectively. Here q + p = 1, j = 1, 2, . . . . The choice of parameters that ensures matching of the
means and variances of Sξ and its approximation is:
p =
np3(2− 3p)− 2p3(1− p)
np2 + np3(2− 3p)− 2p3(1− p) , r =
n2p4
np3(2− 3p)− 2p3(1− p) . (8)
Theorem 2.3 Let p→ 0, np→∞, |x− np2| = o(min(np2, n2/3p2/3)), as n→∞. Then
P(Sξ = x)
NB(r, q¯){x} = 1 + o(1).
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Observe that the zone of equivalence for probabilities in Theorem 2.3 is larger than the one in
Theorem 2.1. For example, if p = n−1/4 then we have |x− np2| = o(n1/2) in Theorem 2.3, whereas
|x− np2| = o(n1/4) in Theorem 2.1.
To the best of our knowledge, Theorem 2.3 is the first LD result for the negative binomial
distribution, at least for 1-dependent variables. The larger equivalence zone in Theorem 2.3 is the
result of a better matching of corresponding moments. We have used the negative binomial ap-
proximation, which takes care of two matching moments, while the Poisson approximation matches
only the mean. For independent summands, the same effect in LD has been achieved, when the
Poisson approximation was replaced by a shifted Poisson law, see [4].
In our last example, we have demonstrated that binomial distribution also can outperform
Poisson approximation, if the approximate matching of two moments is ensured. We consider
statistic of N(1, 1)-events as defined in Example 2.1. For the sake of simplicity we take n + 1 iid
Bernoulli variable η1, . . . , ηn+1, P(η1 = 1) = p = 1− P(η1 = 0) and set S˜ =
∑n
j=1 ηj(1 − ηj+1). In
our case, α = α(p) = p(1− p).
We define the binomial distribution of this paper as
Bi(N, p˜){k} =
(
N
k
)
p˜k(1− p˜)N−k, N = ⌊N˜⌋, N˜ = n
2
3n− 2 , p˜ =
nα
N
.
Here, we use ⌊N˜⌋ to denote the largest integer less than or equal to N˜ . The characteristic function
of Bi(N, p˜) is equal to
B̂i(N, p˜)(it) =
(
1− p˜+ p˜eit)N . (9)
Note that N must be an integer and therefore the choice of parameters ensures the exact matching
of the means and only approximate matching of the variances.
Theorem 2.4 Let p→ 0, np→∞ and |x− nα| = o(min(np, n2/3)), as n→∞. Then
P(S˜ = x)
Bi(N, p˜){x} = 1 + o(1).
If p = n−1/3, the equivalence zone is |x − nα| = o(n2/3) which is much larger than the zone
|x− nα| = o(n1/3) for Poisson approximation given in (4).
3 Auxiliary results
Henceforth, let F̂n(u) := Ee
uSn . Observe that F̂n(it) is the characteristic function of Sn. In
all the formulas, h denotes a solution to the saddle point equation for the binomial distribution:
(ln(1− ν1 + ν1eh)n)′ = x. It is easy to check that
x =
nν1e
h
1 + ν1(eh − 1) , e
h − 1 = y
1− ν1 − ν1y ,
1 + ν1(e
it+h − 1)
1 + ν1(eh − 1) = 1 +
x
n
(eit − 1), (10)
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where, as before, y = (x−nν1)/(nν1). If the assumptions in (2)-(3) hold, then h 6 eh−1 6 0.1003.
Let u := h+ it. Then
|eu − 1| 6 |eit(eh − 1) + (eit − 1)| 6 eh − 1 + |eit − 1| 6 1.003y + 2| sin t
2
|, (11)
|eu − 1|2 6 2(eh − 1)2 + 2|eit − 1|2 6 2.02y2 + 8 sin2(t/2). (12)
We apply Heinrich’s version of the characteristic function method and conjugate distribution,
see [12; 13]. First, we introduce the necessary notations. Let {Yk}k≥1 be a sequence of arbitrary
real or complex-valued random variables. We assume that Ê(Y1) = EY1 and, for k > 2, define
Ê(Y1, Y2, · · · Yk) by
Ê(Y1, Y2, · · · , Yk) = EY1Y2 · · · Yk −
k−1∑
j=1
Ê(Y1, · · · , Yj)EYj+1 · · · Yk. (13)
The next lemma is proved in [12].
Lemma 3.1 Let Z1, Z2, . . . , Zk be 1-dependent complex-valued random variables with E|Ym|2 <∞,
1 6 m 6 k. Then
|Ê(Y1, Y2, · · · , Yk)| 6 2k−1
k∏
m=1
(E|Ym|2)1/2.
In the next lemma, we have collected some facts about Yj := e
uXj − 1. All the derivatives in
Lemma 3.2 are with respect to t.
Lemma 3.2 Let the assumptions in (2)-(3) hold. Then, for any k = 1, 2, . . . , n,
|Yk| 6 e0.1003C0Xk(2| sin(t/2)| + 1.003y), (14)
|Yk| 6 e0.1003C02.1003Xk , (15)
|Y ′k| 6 CXk, E|Y ′k| 6 Cν1, E|Y ′k|2 6 Cν1, (16)
E|Yk|2 6 e1.21C0ν1(8 sin2(t/2) + 2.02y2), E|Yk|2 6 e−4.7C00.009, (17)
EYk = ν1(e
u − 1) + θ0.1ν1 sin2(t/2) + θ1.01ν2e0.2C0y2, (18)
EY ′k = ie
uν1 + θCν2(| sin(t/2)| + y), (19)
|Ê(Y1, Y2)| 6 0.12ν1 sin2(t/2) + 2.5e0.3C0EX1X2y2, (20)
|(Ê(Y1, Y2))′| 6 Cγ(| sin(t/2)| + y), (21)
|Ê(Y1, Y2, Y3)| 6 0.7ν1 sin2(t/2) + 6e1.4C0EX1X2y2 + 0.0001ν21y2, (22)
|(Ê(Y1, Y2, Y3))′| 6 Cγ(sin2(t/2) + y2), (23)
|Ê(Yj, · · · , Yk)| 6 Cγ(sin2(t/2) + y2)(0.02)k−j , j − k > 1, (24)
|Ê(Yj, · · · , Yk)| 6 0.16ν1 sin2(t/2)(0.02)k−j−3 + 65.3ν21y2(0.061)k−j−3, (25)
|(Ê(Yj , · · · , Yk))′| 6 Cν21(| sin(t/2)|3 + y3)(k − j + 1)(0.03)k−j , j − k > 3. (26)
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Proof. The estimate in (17) follows from (14). To prove the estimates in (14), observe that
|Yk| 6 |ehXk(eitXk − 1)| + (ehXk − 1) 6 ehXkXk(|eit − 1|+ (eh − 1))
and
|Yk| 6 ehXk |eitXk − 1|+ |ehXk − 1| 6 ehC0Xk|eit − 1|+ hXkehXk ,
and it remains to apply (11). The estimates (16) are proved in [7], Lemma 4.3. The estimates (18)
and (19) follow from the expansion in factorial moments, namely,
EYi = ν1(e
u − 1) + θehC0ν2 |e
u − 1|2
2
, (27)
which is proved in [7], see p.1155. Observe also, that by (2)-(3)
ν2e
hC0 6 0.1ν1e
−1.3997C0 6 0.1ν1e
−1.3997.
The estimate in (25) follows from the assumptions, (14), (17) and Lemma 3.1. Indeed,
|Ê(Yj, Y2, · · · , Yk)| 6 2k−j(E|Y1|2)(k−j+1)/2 6 2k−j(E|Y1|2)2(e−4.7C00.009)(k−j−3)/2
6 2k−j(e2.42C0ν21(128 sin
4(t/2) + 2 · 2.022y4)(e−4.7C00.009)(k−j−3)/2
6 2k−je−2.58C00.002ν1128 sin
2(t/2)(0.0091)k−j−3
+2k−j8.17ν21y
2(e−2.280.009)k−j−3
6 0.16ν1 sin
2(t/2)(0.02)k−j−3 + 65.4ν21y
2(0.061)k−j−3.
Similarly,
|EY1Y2| 6 e0.21C0EX1X2(8 sin2(t/2) + 2.02y2) 6 e0.21C0−1.5C00.4ν1 sin2(t/2)
+2.5e0.21C0EX1X2y
2 6 0.11011ν1 sin
2(t/2) + 2.5e0.21C0EX1X2y
2
and
E|Y1Y2Y3| 6 C0e0.1003C02.1003E|Y1Y2|
6 2.1003(e(1.1003−1.29)C00.4ν1 sin
2(t/2) + 2.5e1.4C0EX1X2y
2)
6 0.695ν1 sin
2(t/2) + 5.26e1.4C0y2EX1X2.
The estimates (20) and (22) now follow from the obvious relations |Ê(Y1, Y2)| 6 E|Y1Y2|+E|Y1|E|Y2|
and |Ê(Y1, Y2, Y3)| 6 E|Y1Y2Y3|+E|Y1Y2|E|Y3|+E|Y1|E|Y2Y3|+E|Y1|E|Y2|E|Y3|. The estimates in
(24) are proved similarly, with replacing ν21 by γ in all steps. Also, the estimates (21) and (23) can
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be verified directly. For the proof of (26), observe that
|(Ê(Yj , Y2, · · · , Yk))′| 6
k∑
m=j
|Ê(Yj , . . . , Y ′m, . . . , Yk)| 6
k∑
m=j
2k−j
√
E|Y ′m|2
k∏
l 6=m
√
E|Yl|2
6 C(k − j + 1)2k−j√ν1(E|Y1|2)3/2(E|Y1|2)(k−j−3)/2
6 C(k − j + 1)2k−j(| sin(t/2)|3 + y3)(e−4.70.009)(k−j−3)/2.

Lemma 3.3 Let the conditions stated in (2)-(3) be satisfied. Then
F̂n(u) = ϕ1(u)ϕ2(u) . . . ϕn(u),
where ϕ1(u) = Ee
uX1 and, for k = 2, . . . , n,
ϕk(u) = 1 + EYk +
k−1∑
j=1
Ê(Yj , Yj+1, . . . , Yk)
ϕj(u)ϕj+1(u) . . . ϕk−1(u)
.
The above lemma is a part of Lemma 3.1 from [12].
Let ψk(u) = ϕk(u)/(1+ν1(e
h−1)). Then, combining Lemmas 3.2 and 3.3, we get the expansion
for ψk(u).
Lemma 3.4 Let the conditions in (2)-(3) be satisfied. Then, for k = 1, 2, . . . , n,
1
|ϕk(u)|
6
10
9
, |ϕ′k| 6 C (28)
|ψk(u)| 6 (1 + 20γy2) exp{−0.5ν1 sin2(t/2)}, (29)
ψk(u) = 1 +
x
n
(eit − 1) + θCγ(sin2(t/2) + y2), (30)
ψ′k(u) = ie
itx
n
+ θCγ(| sin(t/2)| + y). (31)
Proof. The estimte in (28) is proved in [7], Lemma 4.3. From Lemma 3.3, equation (10) and
Lemma 3.2, it follows that
ψk(u) = 1 +
x
n
(eit − 1) + θ(0.1ν1 sin2(t/2) + 1.01ν2e0.2C0y2)
+θ
k−1∑
j=1
(
10
9
)k−j
|Ê(Yj , . . . , Yk)|
= 1 +
x
n
(eit − 1) + θ(1.262ν1 sin2(t/2) + 20γy2). (32)
Standard calculations show that∣∣∣1 + x
n
(eit − 1)
∣∣∣2 = 1− 4x
n
(
1− x
n
)
sin2(t/2). (33)
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From (2)-(3), it follows that
9ν1
10
6
x
n
6
11ν1
10
,
x
n
(
1− x
n
)
> 0.899ν1 sin
2(t/2),
so that ∣∣∣1 + x
n
(eit − 1)
∣∣∣ 6 1− 2 · 9
10
ν1
(
1− 11
10
· 0.002
)
.
Substituting this estimate into (32), we obtain
|ψk(u)| 6 1− 2 · 0.89ν1 sin2(t/2) + 1.2ν1 sin2(t/2) + 20γy2 6 (1− 0.5ν1 sin2(t/2))(1 + 20γy2)
and (29) follows. The expansion in (30) can be proved similarly as in Lemma 3.2, using (21), (23)
and (24). For the proof of (31), observe that
ϕ′k(u) = EY
′
k +
(Ê(Yk−1, Yk))
′
ϕk−1(u)
+
(Ê(Yk−2, Yk−1, Yk))
′
ϕk−2(u)ϕk−1(u)
+
k−3∑
j=1
(Ê(Yj, . . . , Yk))
′
ϕj(u) · · ·ϕk−1(u)
−
k−1∑
j=1
Ê(Yj , . . . , Yk)
ϕj(u) · · ·ϕk−1(u)
k−1∑
m=j
ϕ′m(u)
ϕm(u)
.
Applying to the last identity estimates from Lemma 3.2 and (28), we obtain
ϕ′k(u) = ie
uν1 + θCγ(| sin(t/2)|+ y). (34)
Dividing the last expression by 1 + ν1(e
h − 1) and applying (10), the identity in (31) follows. 
To prove Theorem 2.2, we need some additional notations. Let Z denote the set of integers.
For an integer-valued measure M , define the Kolmogorov and total variation metrics by
|M |K := sup
m∈Z
∣∣∣ m∑
k=−∞
M{k}
∣∣∣, ‖M‖ := ∞∑
k=−∞
|M{k}|,
respectively. Note that |M |K 6 ‖M‖. The following inversion formula allows to estimate total
variation of M via its Fourier-Stieltjes transform M̂(it) =
∑∞
k=−∞ e
itkM{k}:
Lemma 3.5 Let the measure M be concentrated on Z and
∑
k∈Z |k||Mk| < ∞. Then, for any
a ∈ R and b > 0, the following inequality holds:
‖M‖ 6 (1 + bπ)1/2
(
1
2π
∫ pi
−pi
(∣∣∣M̂(it)∣∣∣2 + 1
b2
∣∣∣(e−itaM̂(it))′∣∣∣2)dt)1/2.
Lemma 3.5 is a well known inversion inequality for lattice distributions. Its proof can be found, for
example, in [5], Lemma 5.1.
The following simple equality allows to switch from rv to its conjugate rv.
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Lemma 3.6 Let G be an integer-valued distribution and let Ĝ(it) be its characteristic function.
Then, for any bounded z > 0 and an integer m,
ezmG{m} = 1
2π
∫ pi
−pi
Ĝ(it+ z)e−itm dt. (35)
Proof. We introduce conjugate distribution Gz{m} = ezmG{m}/Ĝ(z). Observe that the
characteristic function of Gz is equal to Ĝ(it+ z)/Ĝ(z). It remains to apply formula of inversion
Gz{m} = 1
2π
∫ pi
−pi
Ĝ(it+ z)
Ĝ(z)
e−itm dt.

Lemma 3.7 Let z be a solution of the saddle point equation (nν1(e
z − 1))′ = x. Then
(nν1)
xe−nν1
x!
= exp{nν1(ez − 1)− zx} x
xe−x
x!
.
Proof. Observe that nν1e
z = x and
exp{nν1(eit+z − 1)} = exp{nν1(ez − 1)} exp{nν1(eit+z − ez)}.
Therefore, by (35).
(nν1)
xe−nν1
x!
= exp{nν1(ez − 1)− zx} 1
2π
∫ pi
−pi
ex(e
it−1)e−itx dt. 
The proofs of the next two lemmas are similar to that of Lemma 3.7.
Lemma 3.8 Let w be a solution of the saddle point equation (ln N̂B(r, q)(w))′ = x, u = w + it.
Then
NB(r, q){x} = e−wxN̂B(r, q)(w)NB(r, r/(r + x)){x}
and
N̂B(r, q)(u)
N̂B(r, q)(w)
=
(
1− x/(r + x)
1− xeit/(x+ r)
)r
= N̂B(r, r/(x + r))(it).
Lemma 3.9 Let h˜ be a solution of the saddle point equation (ln B̂i(N, p˜)(h˜))′ = x, u = h˜ + it.
Then
Bi(N, p˜){x} = e−h˜xB̂i(N, p˜)(h˜)Bi(N,x/N){x}
and
B̂i(N, p˜)(u)
B̂i(N, p˜)(h˜)
=
(
1 +
x
N
(eit − 1)
)N
= B̂i(N,x/N)(it).
We also need some estimates for gamma functions.
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Lemma 3.10 For all positive real numbers x > 1 we have
xxe−x
√
2π(x+ 0.16) < Γ(x+ 1) < xxe−x
√
2π(x+ 0.18).
Lemma 3.10 is a slightly rougher version of Theorem 1.6 in [3].
4 Proofs
We use the same notations as in the previous sections.
Proof of Theorem 2.1. Note that h is not a solution of the saddle point equation for Sn,
which is very complicated. Instead, h is a solution for the binomial distribution with the same
mean. The heuristics for such a ’truncated’ version of equation are the following: the assumptions
in (2)-(3) imply that the main probabilistic mass of Sn is concentrated at 0 and 1. From Lemma
3.7 and the equation (35), it follows that
P(Sn = x) = e
−hx 1
2π
∫ pi
−pi
n∏
j=1
ϕj(u)e
−itx dt
=
(nν1)
xe−nν1
x!
exp{−xh+ n ln(1 + ν1(eh − 1)) + zx− nν1(ez − 1)}
×
(
1 +
(
xxe−x
x!
)−1 1
2π
∫ pi
−pi
( n∏
k=1
ψk(u)− ex(eit−1)
)
e−itx dt
)
. (36)
Observe that z = ln(1 + y) and
ez =
x
nν1
= 1 + y, h = ln(1 + y)− ln
(
1− ν1y
1− ν1
)
, 1 + ν1(e
h − 1) =
(
1− ν1y
1− ν1
)−1
.
Therefore, −xh+ n ln(1 + ν1(eh − 1)) + zx− nν1(ez − 1) = Λ(y). Next, from the first inequality in
(33), the estimates in (29) and (30) and the trivial inequality ae−Ca 6 C, it follows that
∣∣∣ n∏
k=1
ψk(u)− exp{x(eit − 1)}
∣∣∣
6 (1 + 20γy2)n−1e−C(n−1)ν1 sin
2(t/2)
n∑
k=1
|ψk(u)− e(x/n)(eit−1)|
6 C(1 + 20γy2)ne−Cnν1 sin
2(t/2)Cn
((
x
n
)2
sin2(t/2) + γ(sin2(t/2) + y2)
)
6 C(1 + 20γy2)ne−Cnν1 sin
2(t/2)Cnγ(sin2(t/2) + y2)
6 (1 + 20γy2)ne−Cnν1 sin
2(t/2)Cnγ((nν1)
−1 + y2)
= (1 + 20γy2)ne−Cnν1 sin
2(t/2)Cγ((ν1)
−1 + ny2). (37)
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One can use Stirling’s formula or Lemma 3.10 to get the estimate(
xxe−x
x!
)−1
6 C
√
x 6 C
√
nν1.
Substituting all the above estimates into (36) and observing that∫ pi
−pi
exp{−Cn sin2(t/2)}dt 6 C(nν1)−1/2 (38)
the proof is completed. 
Proof of Theorem 2.2. The solution to the saddle point equation for the Poisson law with
parameter nλ∗ should satisfy equation (nλ∗(eh − 1))′ = x, that is, nλ∗eh = x, where x is defined in
(10). The standard approach to LD requires to solve this equation with respect to h. Instead, we
use h defined by (10) and solve equation with respect to λ∗, obtaining
λ∗ = ν1
(
1− ν1y
1− ν1
)
. (39)
As before, y = (x− nν1)/(nν1), defined in (1). Let us denote the distribution of Z∗n by Π∗. Recall
that Fn is the distribution of Sn. Let
Π∗h{k} :=
ehkΠ∗{k}
enλ
∗(eh−1)
, Fh{k} := e
hkFn{k}
(1 + ν1(eh − 1))n , k = 0, 1, . . . .
We have
P(Sn > x) =
∑
k>x
Fn{k} = exp{n ln(1 + ν1(eh − 1))− hx}
∑
k>x
e−h(k−x)Fh{k},
P(Z∗n > x) =
∑
k>x
Π∗n{k} = exp{nλ∗(eh − 1)− hx}
∑
k>x
e−h(k−x)Π∗h{k}.
Therefore,
P(Sn > x)
P(Z∗n > x)
= eΛ
∗(y)
(
1 +
(∑
k>x
e−h(k−x)Π∗h{k}
)−1∑
k>x
e−h(k−x)(Fh{k} −Π∗h{k})
)
. (40)
It is easy to check that Π∗h has Poisson distribution with parameter x, since nλ
∗eh = x. Therefore,
∑
k>x
e−h(k−x)Π∗h{k} > Π∗h{x} =
xxe−x
x!
>
C√
x
>
C√
nν1
. (41)
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Abel’s partial summation formula (see, for example, (1.44) in [5]) allows to prove∣∣∣∑
k>x
e−h(k−x)(Fh{k} −Π∗h{k})
∣∣∣ 6 |Fh −Π∗h|K 6 ‖Fh −Π∗h‖. (42)
To estimate ‖Fh−Π∗h‖, we apply Lemma 3.5. Let F̂h(it) and Π̂∗h(it) denote characteristic functions
of Fh and Π
∗
h, respectively. Then
∆̂(t) := F̂h(it)− Π̂∗h(it) =
n∏
k=1
ψk(u)− ex(eit−1).
The definition of ψk(u) is given before Lemma 3.4. We will estimate ∆̂
′(t). To shorten our expres-
sions, let
ak := ψk(u) exp{−itx/n}, bk := exp{(x/n)(eit − 1)} exp{−itx/n}.
Then
∆̂e−itx =
n∏
k=1
ak −
n∏
k=1
bk.
Using the inequalities
| sin(t/2)|e−Cnν1 sin2(t/2) 6 C(nν1)−1/2e−Cnν1 sin2(t/2),
e−C(n−1)ν1 sin
2(t/2) 6 Ce−Cnν1 sin
2(t/2),
and the equations (31) and (37), we get, after some routine calculations,
∣∣∣(∆̂(t)e−itx)′∣∣∣ 6 n∑
k=1
∣∣∣(a′k − b′k) n∏
l 6=k
al
∣∣∣+ n∑
k=1
∣∣∣b′k( n∏
l 6=k
ak −
n∏
l 6=k
bk
)∣∣∣
6 C(1 + 20γy2)e−Cnν1 sin
2(t/2)
( n∑
k=1
|a′k − b′k|+ n ·
x
n
| sin(t/2)|γ(ν−11 + ny2)
)
6 C(1 + 20γy2)e−Cnν1 sin
2(t/2)
(
nγ
(
1√
nν1
+ y
)
+
√
nν1(ν
−1
1 + ny
2)
)
. (43)
Observe, that |∆̂(t)| is already estimated in (37). Therefore applying Lemma 3.5 with a = x
and b = max(1,
√
nν1) and noting that
√
ny/
√
ν1 6 ν
−1
1 + ny
2, we obtain
‖Fh −Π∗h‖ 6 C(1 + 20γy2)nγ(ν−11 + ny2).
Substituting the last estimate and the estimate (41) into (40), we complete the proof. 
Proof of Theorem 2.3. The main step in the proof, allowing simplification of estimates, is
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the following. When we deal with the choice of parameter for conjugate distribution of Sξ, we do
not try to solve the corresponding saddle point equation. Instead, we use solution w to the saddle
point equation of the negative binomial approximation, that is, (ln N̂B(r, q)(w))′ = x. From the
assumption of the theorem, it follows that
p = o(1), x = np2(1 + o(1)), p = 2p(1 + o(1)), r =
np
2
(1 + o(1)). (44)
Saddle point solution w satisfies pew = x/(r + x). Therefore,
ew − 1 = x− np
2
np2
(1 + o(1)) = o(1), |eu − 1| 6 2| sin(t/2)| + (ew − 1) 6 2 + o(1). (45)
For 2-runs, we have an explicit version of Heinrich’s lemma, see [18] Lemmas 1 and 2 (and beware
of a missprint). Let Ψξ(u) := E exp{uSξ}. Then,
Ψξ(u) =
n∏
k=1
fk(u), f1(u) = 1 + p
2(eu − 1), (46)
fk(u) = 1 + p
2(eu − 1) +
k−1∑
j=1
(eu − 1)k−j+1pk−j+2(1− p)k−j
fj(u) · · · fk−1(u) . (47)
Next steps in the proof are very similar to the steps from the proof of Lemma 7 in [18] and, therefore,
will not be discussed in detail. By induction, we prove that |fk(u) − 1| 6 Cp2|eu − 1|2, then we
prove |fk(u)− 1− p2(eu − 1)| 6 Cp3|eu − 1|3, and finally obtain
lnΨξ(u) = np
2(eu − 1) + np
3(2− 3p)− 2p3(1− p)
2
(eu − 1)2 + θCnp4|eu − 1|3.
Similarly,
N̂B(r, q)(u) = exp
{
r
(
q
p
)
(eu − 1) + r
(
q
p
)2
(eu − 1)2 + θCr
(
q
p
)3
|eu − 1|3
}
.
Taking into account (44), (45) and the definitions of r, p, q defined in (8), we get
Ψξ(u)/N̂B(r, q)(u) = exp{Cnp4|eu − 1|3} = exp{Cnp4| sin(t/2)|3 + o(1)}. (48)
Observe also that
|N̂B(r, x/(r + x))(it)| =
∣∣∣ exp{r ∞∑
j=1
(
x
r + x
)j (eitj − 1)
j
}∣∣∣
6 exp
{
− 2rx
r + x
sin2(t/2)
}
6 exp{−np2 sin2(t/2)}, (49)
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if n is sufficiently large. Applying Lemmas 3.6 and 3.8, we obtain
P(Sξ = x) =
e−wx
2π
∫ pi
−pi
Ψξ(u)e
−itx dx
= NB(r, q){x}
(
e−wxN̂B(r, q)(w)NB
(
r,
r
r + x
)
{x}
)−1 e−wx
2π
∫ pi
−pi
Ψξ(u)e
−itx dx
= NB(r, q){x}
(
NB
(
r,
r
r + x
)
{x}
)−1 1
2π
∫ pi
−pi
N̂B(r, q)(u)
N̂B(r, q)(w)
Ψξ(u)
N̂B(r, q)(u)
e−itx dx
= NB(r, q){x}
(
1 +
(
NB
(
r,
r
r + x
)
{x}
)−1
× 1
2π
∫ pi
−pi
N̂B
(
r,
r
r + x
)
(it)
(
Ψξ(u)
N̂B(r, q)(u)
− 1
)
e−itx dx
)
(50)
It follows from (48) and (49) that, for sufficiently large n,∫ pi
−pi
∣∣∣N̂B(r, r
r + x
)
(it)
(
Ψξ(u)
N̂B(r, q)(u)
− 1
)∣∣∣dt
6 C
∫ pi
−pi
e−2np
2 sin2(t/2)+Cnp4| sin(t/2)|3(np4| sin(t/2)|3 + o(1))dt
6 C
∫ pi
−pi
e−1.5np
2 sin2(t/2)(np4| sin(t/2)|3 + o(1))dt
6 C
∫ pi
−pi
e−np
2 sin2(t/2)(np4(np2)−3/2 + o(1))dt =
o(1)√
np2
.
Using Lemma 3.10 and the equation (44), we get(
NB
(
r,
r
r + x
)
{x}
)−1
6 C
√
x
1 + x/r
6 C
√
np2.
Substituting the last two estimates into (50), the proof of Theorem 2.3 follows. 
Proof of Theorem 2.4. It is easy to check that for S˜ the following version of Lemma 3.3 can
be used:
Ψ˜(u) := E exp{uS˜} =
n∏
k=1
gk(u), g1(u) = 1 + α(e
u − 1),
gk(u) = 1 + α(e
u − 1) +
k−1∑
j=1
(−1)k−jαk−j+1(eu − 1)k−j+1
gj(u) · · · gk(u)
, k > 2. (51)
Here, u = h˜+ it and h˜ is now a solution of the saddle point equation for the binomial distribution:
Np˜eh˜
1 + p˜(eh˜ − 1)
= x.
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For sufficiently large n, we get
eh˜ − 1 = x− nα
nα
(1 + o(1)), x = nα(1 + o(1)), N =
n
3
(1 + o(1)), p˜ = 3α(1 + o(1)).
Recursive formula (51) allows us to prove
Ψ˜(u) = exp
{
nα(eu − 1)− α
2(3n − 2)
2
(eu − 1)2 + Cθnα3| sin(t/2)|3 + o(1)
}
.
Similar expression holds for the binomial distribution
B̂i(N, p˜)(u) = exp
{
Np˜(eu − 1)− Np˜
2
2
(eu − 1)2 + θCNp˜3|eu − 1|3
}
.
The choice of parameters ensures that Np˜ = nα and
|Np˜2 − (3n− 2)α2| = α2 (3n − 2)ǫ/n
n/(3n − 2) + ǫ/n 6 Cα
2.
Applying Lemma 3.10, we have for sufficiently large n,
Bi(N,N/x){x} > C√x > C√nα.
The proof of Theorem 2.4 can be completed by writing the analogue of (50) and using similar
arguments as in the proof Theorem 2.3. 
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