In this article the optimization of a realistic oil and gas separation plant has been studied. Two different fluids are investigated and compared in terms of the optimization potential. Using Design of Computer Experiment (DACE) via Latin Hypercube Sampling (LHS) and rigorous process simulations, surrogate models using Kriging have been established for selected model responses. The surrogate models are used in combination with a variety of different evolutionary algorithms for optimizing the operating profit, mainly by maximizing the recoverable oil production. A total of 10 variables representing pressure and temperature various key places in the separation plant are optimized to maximize the operational profit. The optimization is bounded in the variables and a constraint function is included to ensure that the optimal solution allows export of oil with an RVP < 12 psia. The main finding is that, while a high pressure is preferred in the first separation stage, apparently a single optimal setting for the pressure in downstream separators does not appear to exist. In the second stage separator apparently two different, yet equally optimal, settings are revealed. In the third and final separation stage a correlation between the separator pressure and the applied inlet temperature exists, where different combinations of pressure and temperature yields equally optimal results.
Introduction
Separation of hydrocarbon reservoir fluids into oil, gas, and water prior to further transport and downstream processing and refining is performed in surface facilities where the multiphase fluids is passed through a number of separators, in which the pressure is gradually decreased to a level where the final oil product is stabilized to a certain degree. This is normally specified as a maximum allowed TVP (True Vapor Pressure) or RVP (Reid Vapor Pressure) value. The surface separation ensures that transportation in pipeline can commence with the crude in the liquid single phase state, without flashing. Further, when reaching the downstream refining facilities the vapor losses are minimized. Some flashing will occur, and this may provide fuel gas for the refining facilities. However, excessive flashing will occur if the crude has not been proper stabilized upstream and eventually this may lead to increased flaring, to the harm of the environment.
Depending on a number of parameters such as reservoir fluid inlet pressure, ease of separation due to fluid properties such as density, viscosity etc. and surface facilities space constraints -often experienced on off-shore facilitiesthe number of separation stages is normally set between 2 to 4 [1] . The first stage pressure is normally set as high as possible without limiting the flow from the reservoir due to back pressure. This minimizes the power requirements for compressing the flash gas for export. The final separation stage pressure is normally set low enough to meet TVP/RVP specifications, or set at stock conditions. The intermediate stage pressure(s) are then set in-between, often with consideration to the gas compression system specification and performance.
The challenge is to specify the operating conditions for the separation train which maximizes the profit, which is normally dominated by the export quantity of crude oil [1] . Having a relatively high pressure up to the final separation stage will result in a high quantity of C1/C2 being dissolved. These light components flash off in the final separation stage, also attracting some of the valuable middle C3-C5 components. On the other hand if pressure is too low, the C1-C2 is already flashed off before the final separation stage, but when doing so, some of the C3-C5 may have been lost as well [2] . From this notion it seems as though setting the pressure just right, will preserve as much of the middle components in the crude, while the content of C1 and C2 is low enough, when the crude leaves the final separation stage, to meet the crude export specifications in terms of RVP/TVP. Besides maximizing the crude production, operating conditions may be optimized in order to reduce the CAPEX, in case of a new design, or to stay within design capacity of existing equipment, in case of a plant already in operation.
The complexity in terms of process plant configuration and number of controllable variables is increased with a compression system on top of the separation train. The compression system is responsible for collecting and pressurizing the gas liberated in each of the separation stages, usually a compressor for each stage. The gas pressure is increased enough to allow commingling with the gas liberated in the previous/upstream separation stage. The gas from the first separation stage commingled with gas from all the downstream stages, may or may not need further compression. This depends on the operating pressure of the first stage separator, the requirements for gas export pressure etc. For each compressor the gas is often cooled and any liquid condensed is collected. These condensate streams from compressor suction scrubbers are normally routed back into the separation train.
The selection of separator pressure for optimum stabilized crude production has been the subject of numerous studies. Campbell and Whinery [3] developed a correlation for the optimal second stage pressure in a three stage separation train with the relative molecular weight of the hydrocarbon mixture and a correlating parameter given as a function of C1-C3 content and molecular weight. In a more recent study by Al-Jawad and Hassan [4, 5] developed correlations for separation trains with 2-5 stages, and the correlations provide optimal separator pressure for all separators, except the final stage. The required input are separator temperatures, methane and impurity content, and upstream separator pressures. Ling et al. [6] investigated the optimum separator pressures assuming constant temperature and well fluid composition for two, three, and four stage separation by successive optimization from first to last separation stage. Bahadori et al. [7] also made an optimization of separator pressure for a four stage separation train using a commercial process simulator for the flash calculations. Unfortunately, details on the optimization procedure was not provided. Al-Farhan and Ayala [8] trained an artificial neural network (ANN) for a 3 stage separation train in order to predict optimal second stage separator pressure. First stage pressure as well as fluid composition was varied, providing a exhaustive number of data sets.
Some recent studies employ optimization methods by coupling a commercial process simulator to an optimization routine. Ghaedi et al. [2] coupled a genetic algorithm with a commercial process simulator in order to optimize the crude oil production in a four stage separation train for both a crude oil and a gas condensate well stream, respectively. By optimizing the pressure in the first three separators it was found that the oil production could be increased approx. 2% and 8%, for crude and gas condensate, respectively. Motie et al. [9] made a comprehensive study investigating the optimum separator pressure in a multistage separation train, studying the effect of the number of stages, both in terms of operating conditions, but also in terms of an NPV analysis in order to investigate to which extent the added cost of additional equipment for additional separation stages can be justified. The optimization of separator pressures was carried out by means of a genetic algorithm.
Common for refs. [2, 3, 4, 5, 6, 7, 8, 9] is the lack of a compression system providing condensate recycle streams i.e. these studies assume a simple straight through process with the number of controllable variables normally not exceeding 2 to 5.
Kim et al. [1] used a commercial process simulator coupled to an evolutionary algorithm (CMA-ES) in order to optimize separator pressure in both three and four stage separation both with and without condensate recycle streams from the compression system included. When the condensate recycles from the compression system are included, a total of 10 variables are adjusted. The optimization is constrained by a maximum allowed RVP and the objective function is a profit function being maximized.
Andreasen et al. [10] studied a complete oil and gas separation plant with three separation stages, compression system as well as hydrocarbon dew point control (cold process) including condensate recycles. Process optimization in terms of minimizing gas compression system power consumption (indirectly minimizing CAPEX) was conducted using constrained optimization using the SLSQP algorithm. Optimization was done on a surrogate model derived by multiple linear regression developed using a commercial process simulator, design of computer experiments (DACE) and response surface methodology.
In this paper optimal operating conditions are investigated for a realistic complex oil and gas separation plant with: multiple separation stages, a compression system for compressing the flash gas from all separators including condensate recycles, and a cold process for export gas hydrocarbon dew point control. By representing the separation plant with a process simulation model, means to achieve optimal operating conditions i.e. maximizing the profit is investigated. A comparison is also made between different reservoir fluids. An elaborate study taking the full plant complexity into account when studying not just optimal separation stage pressures, but plant-wide operating conditions in general, will contribute to the state-of-art.
Methodology

System description
The process flowsheet forming the basis for the studies presented in the present paper is depicted in Figure 1 . In the following the process configuration is elaborated.
The well fluid is routed via an inlet heat exchanger, 20-HA-01, to the first stage separator, 20-VA-01, in which oil and gas is separated. The oil is routed via level control valve and inter-stage heater, 20-HA-02, to the second stage separator, 20-VA-02, operated at a lower pressure. In the separator oil and gas is separated. The oil is routed via level control valve and the second inter-stage heater, 20-HA-03, to the third (final) separation stage. The separated oil is routed via crude cooler, 21-HA-01, to the oil export pump, 21-PA-01.
The flash gas from the third stage separator is routed via the LP compressor suction cooler, 23-HA-03, to the LP compressor suction scrubber, 23-VG-03. Condensed liquid is pumped by the condensate recycle pump, 23-PA-01, and discharged upstream the third stage separator and second inter-stage heater. The gas from the scrubber is compressed in the LP compressor, 23-KA-01, and the compressed gas is commingled with the flash gas from the second stage separator, 20-VA-02. The commingled gas is cooled in the MP compressor suction cooler, 23-HA-02, and routed to the MP compressor suction scrubber, 23-VG-02, where condensed liquid is knocked out and commingled with the liquid from the second stage separator as well as condensate from the condensate recycle pump, 23-PA-01. The gas from the MP compressor suction scrubber is compressed in the MP compressor, 23-KA-02, and commingled with the gas from the first stage separator, 20-VA-01. The commingled gas is further commingled with condensate from the LT knock-out drum, 25-VG-01, in the dew point control unit, before being cooled in the HP compressor suction cooler, 23-HA-01, and with subsequent condensate knock-out in the HP compressor suction scrubber, 23-VG-01. The compressed gas is cooled in the dehydration inlet cooler, 24-HA-01, and condensed liquid is collected in the dehydration inlet scrubber, 24-VG-01. The gas is dehydrated in the glycol contactor, 24-VB-01. Dry gas is used as fuel gas. The dehydrated gas is further processed in the dew point control unit, consisting of heat exchangers 25-HA-01 and 25-HA-02. The former is used for heat recovery with cross exchange with the dew point controlled dry gas, and 25-HA-02 is for simplicity assumed to be cooled by mechanical refrigeration. Typical alternatives employed especially in off-shore oil and gas facilities includes both Joule-Thomson (J-T) cooling using a simple valve, and sometimes a turbo-expander/re-compressor on a common shaft for deeper NGL (Natural Gas Liquid) recovery, and severe hydrocarbon dew point suppression. In the present study a refrigeration process is assumed. The cooled gas is routed to the LT knock-out drum, 25-VG-01, where condensed liquid is collected and routed to the HP compressor suction cooler. The cold dew point controlled gas is used for cooling of the water dry gas in the heat exchanger 25-HA-01 before being further pressurized in the export compressor 27-KA-01. Before leaving the facilities the gas is cooled in the export gas cooler, 27-HA-01.
Fluid description
Two different reservoir fluids are investigated in the present study. The composition of the two fluids are based on the fluids from refs. [1] and [7] and the composition and fluid characterization in terms of hypotheticals/pseudocomponents are shown in Table 1 and The phase envelopes of the two fluids are depicted in Figure 2 . As seen from the figure the fluids appear rather similar as judging from their phase envelopes. The cricondentherm is 469 • C and 493 • C, and the cricondenbar is 289.6 barg and 285.1 barg, for fluid 1 and 2, respectively. The GOR is 200 Sm 3 /Sm 3 for fluid 1 and 240 Sm 3 /Sm 3 for fluid 2.
Simulation setup
All process simulations are carried out using the Aspen HYSYS ver. 10 (AspenTech, Bedford, Massachusetts, United States) process simulator. The process flow diagram shown in Figure 1 is modelled in the process simulation flowsheet. The fluid is described using the Peng-Robinson equation of state [11] , and liquid density is estimated using the COSTALD method [12] .
A common simulation case is setup with a standard setting of parameters as displayed in Table 3 . Further, assumed bounds for the variables are also included and shown in the table.
Along with parameter settings, key process simulation output is also included i.e. calculated operating profit, oil export rate, power, and oil export RVP. In the following when referring RVP, it is implicitly assumed that it is at a temperature of 37.8 • C. The parameter settings have been set with the following considerations in mind: The 1 st stage separator pressure is set as high as possible in order to reduce compression cost (assuming that the flowing wellhead pressure is higher), the 3 rd stage separator pressure is set to 1.5 barg (arbitrary), the 2 st stage separator is set in order to have equal pressure ratio between 1 st to 2 nd stage and 2 nd to 3 rd . The pressure after the HP compressor is set to 90 barg, in order to provide a reasonable high pressure ratio. The remaining parameters are arbitrarily set. The bounds applied to the variables in the present study are based on offshore facilities and practical considerations for e.g. cooling medium system (assuming North Sea conditions). For such facilities the lower cooling medium temperature is limited by the ambient seawater temperature.
An internal calculation is setup in the process simulation whereby the total power is summarized taking both direct process consumers into account as well as indirect consumers (not modeled in the flow sheet) such as cooling medium pumps, sea water lift pumps for cooling medium cooling and heating medium pumps (if required). In order to calculate the required cooling medium flow and related pumping power, a CM duty balance is made by summing up all the individual cooling duties. Further, a CM density of 1,000 kg/m 3 , a temperature rise ∆T = 20 • C, and a specific heat capacity of 3.8 kJ/kg is assumed. A similar approach is made for the HM balance, but with a slightly higher heat capacity of 3.9 kJ/kg. The exchangers 20-HA-01 and 20-HA-03 can function as either coolers or heaters, depending on the specified variables.
For seawater the assumed heat capacity is 4.0 kJ/kg and ∆T = 10 • C is assumed and the duty is equated to the CM duty. Utility pumping power is based on a pump efficiency of 75% and a pump head of 550 m for CM and HM pumps and 1,000 m for SW lift pumps. The power required for refrigerant compression is assumed to be 25% of the refrigeration cooling duty. This corresponds roughly to an evaporator temperature of -5 • C and a condenser temperature of 30-35 • C with propane in a single stage refrigeration process [13] .
Based on the calculated total power consumption of main process and utility consumers, the corresponding amount of fuel gas needed for fueling a gas turbine power generator is calculated based on the fuel gas (downstream glycol contactor 24-VB-01) LHV and an assumed total electrical efficiency of = 32%. The fuel gas flow of the corresponding stream is automatically adjusted in order to reflect loss of revenue due to reduced gas export flow.
For the main unit operations relevant modeling details are summarized in Table 4 .
Design of Computer Experiment and Surrogate modeling
A surrogate model of the complex process simulation model is constructed by making a sampling plan, where the process simulation input parameters are varied, running the process simulation model for each combination of variables and recording the output. Using the sampling with the recorded output a surrogate model is constructed.
A Latin-Hypercube sampling plan [14] is generated by the pyKriging package [15] for Python. It is suggested that for up to 10 variables an initial sample size of 15 should suffice [16] . In the present study a sample size of 20 is applied i.e. the 10 variables are subdivided in 20 intervals i.e. a sampling of 200 unique combinations of variables is created.
An automated process of running all the computer experiments defined by the sampling plan is made combining the process simulator with Python (programming language) via COM (Microsoft Component Object Model) [17] . A Table 4 : Applied modeling details for unit operations. For 20-HA-02 the duty is assumed to be zero i.e. no inter-stage heating applied between first and second separation stage. A fixed temperature is applied for the discharge of the dehydration inlet cooler, 24-HA-01, of 30 • C.
black-box wrapper is made in Python exposing the process simulation as a simple callable object/function, taking the 10 variables as input, and providing the desired output when the simulation has converged. See implementation schematic in Figure 3 . A similar black-box approach has been used by others [1, 18, 19] using either VBA or Matlab. For each sample in the sampling plan a corresponding simulation is made and the results recorded. Convergence is checked both for the tear streams (recycle operations), the adjuster operation (adjusting fuels gas extracted, based on power consumption), and by an overall mass balance check. In case convergence is not obtained, or if the simulation fails in other ways, the tear streams are reset (mass flow set to a predefined low value) in an attempt to obtain a converged simulation. If this also fails the current simulation case is closed, and a fresh start is made from the base case simulation. If convergence is still not obtained the sample is skipped. The sampling plan and associated output generated by the process simulation (200 samples for each fluid) is used to train a Kriging model [20, 21] for each fluid applied in the simulation using the pyKriging package [15] . See also [19, 22, 23] for more information about Kriging in chemical engineering applications. A Kriging model is trained for the responses of interest i.e. the objective function (profit) and the constraint function (RVP), but also for total power and crude oil recoverable/export flow. The Kriging models for the objective function and the constraint function is then used with the optimization algorithms in order to obtain optimal operating conditions. All implementations, calculations, optimization, data handling/analysis and representation is performed in Python 2.7 with the software stack of NumPy [24, 25] , SciPy [26] , and Matplotlib [27] .
Optimization methods
The optimization objective can be formulated in many different ways. The target can be to maximize oil/condensate production [2, 6, 7, 8] , minimize power consumption [10] , maximize profit (sales subtracted OPEX) [1, 28] etc. Further, the variables are subject to bounds either external such as minimum flowing wellhead pressure (FWHP), flowing wellhead temperature (FWHT), practical/design limits on equipment such as cooling/heating medium design. Finally, the process may be subject to a manifold of constraints [10, 29] such as export specifications for crude oil, usually RVP/TVP [1, 10] , but also BS&W, salt content etc., gas export requirements such as max. dew point, combustion quality (HHV, Wobbe Index, Specific gravity) [10] , minimum requirements to export pressure(s), restrictions on compressor performance (max, head, discharge temperature etc.). Taking all this into account, realistic scenarios must be treated as a general bounded, constrained optimization problem. Thus, we shall treat a general optimization problem:
Subject to the constraints
L r < x r < U r for r = 1, . . . , n
The objective function f (x) is minimized, subject to p equality constraints g(x), q inequality constraints h(x), and n bounds (upper and lower) on the variables. Further, the objective function may not even be a single objective but a multi-objective.
Further, the optimization of a complex process simulation model is often nonlinear, and either derivative free methods are required for black-box optimisation or alternatively numerical derivatives can be estimated. However, depending on the complexity of the model and the number of variables, this may lead to excessive time consuming evaluations of the objective function.
In the present study we define our main objective function as the daily operational profit based on sales of stabilized oil and gas export.
In the above equation the profit from oil sales, π oil (x), is based on the calculated oil recoverable/flow for the parameter settings, x, using an oil price of 60 $/barrel. The profit from gas sales π gas (x), is calculated using a value of 2.8 $/MMBtu. The revenue loss associated with utilities i.e. electricity, cooling system etc. is indirectly accounted for by subtracting the required fuel gas consumption for power generation from the total produced gas, before calculating π gas (x). It is thus assumed that OPEX is simply a matter of consumables for power generation. This is a reasonable assumption for off-shore facilities which seldomly purchase external utilities. In the present study labor, maintenance, indirect expenses etc. are not accounted for, as these will be less sensitive to changes in variables, than the direct costs power generation. A penalty is included above, in order to reflect environmental taxation. In the current simulations a penalty of 0.13 $/Sm 3 of fuel gas is applied [30] . This corresponds to the CO 2 taxation applicable for offshore facilities on the Norwegian continental shelf and roughly corresponds to 55 $/tCO 2 emitted. The price of oil and gas is volatile, and in the short term they may display opposite trends in price development, though on a longer time scale they seem to correlate. Further, the profit for the chosen fluids are highly dominated by the oil sales price, hence it is considered that the conclusions obtained using the above objective function will be generally applicable and relatively insensitive to oil and gas price fluctuations.
Further, the main constraint for the crude oil quality can be written as
with g RV P (x) = 12 − RV P (x)
where RV P (x) is the simulated crude oil RVP value at the variable settings x. An upper acceptable limit of 12 psia (37.8 • C) is chosen, which is a representative crude oil quality specification. No constraint function is applied for the gas export hydrocarbon dew point in the present study.
A number of evolutionary algorithms are applied: NSGA-II (Non-dominated Sorting Genetic Algorithm) [31] , GDE3 (The third evolution step of differential evolution ) [32] , SPEA2 (improved Strength Pareto Evolutionary Algorithm) [33] , -MOEA (epsilon-domination based multi-objective evolutionary algorithm) [34] , CMA-ES (Covariance Matrix Adaptation Evolution Strategy) [35] , and NSGA-III [36] . These methods are derivative-free, and as implemented in the platypus package [37] , bounds and constraints are handled seamlessly. Further, multi-objective optimization is also provided. The reason for including more evolutionary algorithms is not to conduct a thorough comparative study of the different methods as such, but a more high-level evaluation of which algorithms perform better than others for the selected optimization problem. In addition to these evolutionary algorithms, the SLSQP (Sequential Least SQuares Programming) algorithm [38] implemented in scipy [26] is also included for comparison.
Results and Discussion
To begin with the developed surrogate models are used in a bi-objective optimization in order to calculate the Pareto frontiers for the two fluid simulations with crude oil flow and total electrical power requirement as objectives. The results are summarized in Figure 4 . Pareto frontiers are calculated both for an unconstrained bi-objective optimization, as well as for the constrained problem applying the RVP ≤ 12 psia specification. Calculations are performed with the NSGA-II algorithm.
As seen from Figure 4 a number of immediate observations are worth noting. First of all, it is generally observed that the power requirements increase with increased oil recoverable. Hence, it costs power to force more of the light ends into the oil export due to both increased cooling in order to increase condensation and due to increased recycle of condensate in the compression system requiring more compression power [10, 39] . Secondly, it is observed that without the RVP constraint a higher oil recoverable is achievable for the same power cost. This can be realized by e.g. higher separator pressure in the final separation stage, colder crude in the final separator, both changes which increase the oil RVP and thereby also the light end content. The third observation is the fact that fluid no. 1 has a much higher span in terms of oil rate and power compared to fluid no. 2. For fluid no. 1, the span in oil flow is 286 m 3 /d and the span in power is 12,950 kW. For fluid no. 2 the span is 164 m 3 /d and 2,153 kW, for oil and power respectively. The larger span for fluid no. 1 is considered to originate from a slightly higher fraction of NGLs (C2-C5) cf. Table 1 and Table  2 . Condensation occurs in compressor coolers or eventually in the hydrocarbon dew point control unit, and these fractions build up in the compression system. This can lead to a drastic increase in required compression power [10, 39] . Thus, although apparently quite similar fluids cf. Figure 2 their Pareto frontiers have significantly different span.
The investigated objectives in the Pareto analysis correlate with sales profit (oil production) and operating expenses (power consumption). However, the total plant power can also be considered as a surrogate for the total plant CAPEX. Generally a higher power results in larger (and more costly) compressors due to e.g. increased head and/or flow. Higher flow results in larger suction scrubbers, larger coolers due to a higher duty demand etc. Eventually, the increase in CAPEX as a function of increased oil recoverable makes the project unprofitable over the entire lifetime. When comparing the results for fluid no. 1 and 2, it is obvious that the maximum oil production found for fluid no. 1 must have a significantly higher CAPEX than for fluid no. 2, solely considering the power requirements. For optimal conditions fluid no. 1 requires 22,500 kW of power for compression and utilities, compared to approx. 13,700 kW for fluid no. 1, while only providing only marginally higher oil production. The much higher power requirements translates to larger and heavier equipment and thus also CAPEX. Hence, the optimal settings for fluid no. 1 may not be realizable as determined by e.g. an NPV analysis of the investment. In order to make fluid no. 1 an attractive investment option the CAPEX may need substantial reduction. While indeed interesting this aspect is not investigated further in the present study. In the following, the aggregate single objective profit function Eq. 5 is optimized using the six different evolutionary algorithms. Optimization is performed based on the surrogate models for both fluid no. 1 and 2. All algorithms are terminated after 10,000 objective function evaluations, and a population size of 100 is applied.
A high-level evaluation of the performance of the different optimization algorithms is provided by depicting the development in objective function value as a function of the number of function evaluations cf. Figure 5 . Further, the development of the pressure in the 3 rd stage separator is tracked as a function of objective function evaluation number cf. Figure 6 . Results are shown for fluid no. 2 only. It is observed that GDE3 and SPEA2 converges to a fairly stable objective function value in 6000 function evaluations for GDE3 and between 4000-6000 function evaluations for SPEA2. NSGA-II, -MOEA, and CMA-ES converges in less than 2000 function evaluations, and apparently NSGA-III converges in less than 1000 function evaluations. For the separator pressure a similar trend is observed. The GDE3 and SPEA2 algorithms apparently coverage to an optimal separator pressure slower (6000-8000 function evaluations) than the other algorithms. Both the -MOEA, NSGA-III and CMA-ES algorithms seem to converge between 2000-4000 function evaluations, with CMA-ES being fastest and NSGA-II the slowest of the three. Apparently, NSGA-III converges faster than all the others as also seen for the objective function evaluations.
For each optimization algorithm the variables at the maximum profit/optimum in objective function, is used as input in the full process simulation model as a pseudo check of the performance of the surrogate models. The results are summarized in Table 5 and Table 6 for the profit objective function, RVP constraint, oil production and power requirements. As seen from Table 5 and Table 6 to both optimizations for fluid no.1 and fluid no. 2. The same applies to the corresponding oil production rate. This is not surprising, since the oil revenue dominates the profit function. It is also interesting to see that the SLSQP algorithm is successful (after taking the square root of the objective function). There may be different reasons for the apparent success of the SLSQP algorithm for this type of problem. First it may suggest that the objective function is not too non-convex. Further, the use of a surrogate model instead of optimizing the black-box process simulation model directly, is likely very helpful in avoiding noise [18, 19] in estimation of numerical derivatives by finite difference. This noise may arise from finite convergence criteria for recycles/tear streams, basically this means that an obtained solution from one run to another with identical input, may generate slightly different output. All the obtained solutions have been reproduced by the parent process simulation model using identical variable settings as obtained from the optimization of the surrogate models. It is observed that the match between the Kriging models and HYSYS is excellent for profit and oil rate. A slightly higher deviation is observed for the RVP value, although still below 1% for most of the comparisons. Apparently the surrogate is more successful for fluid no.2 compared to fluid no. 1. One reason may be that fact that some samples had to be skipped from the LHS for fluid no. 1, due to poor convergence of the simulation. An attempt to add infill points to the Kriging model at maximum Mean Squared Error (MSE) was not successful. It turned out these areas of suggested infill where exactly where the model suffered from convergence problems due to extreme build-up of condensate recycle. For fluid no. 2 the surrogate model is accepted as-is and no infill points were added. The prediction of total power requirements is certainly the least well predicted response, and while the deviation is limited to approx. 2% for fluid no. 2, up to almost 12% deviation is observed for fluid no. 1 when comparing the output of the surrogate model with the parent process simulation model. Again, the dropped samples from the LHS for fluid no. 1 may be one source of this error. Luckily, due to the fact that the penalty of used fuel gas, both in loss of sales gas revenue as well as due to CO 2 taxation, is still a relatively weak, the obtained optimum does not seem to suffer. Hence, this is not investigated further. The optimized variable settings for the different evolutionary algorithms are summarized in Figure 7 and 8 . The results for the SLSQP algorithm have been included for comparison. For SLSQP it is generally found that the optimal settings match settings of the evolutionary algorithms. The SLSQP results will not be discussed further.
First addressing the similarities across the different algorithms for fluid no. 1, it is found that the profit optimum is obtained at 60 barg after the HP compressor (lower bound), 32 barg in the 1 st stage separator (upper bound), 25 • C in the first stage (HP compressor suction) scrubber (lower bound), -5 • C in the dew point control unit (lower bound on refrigerant). From here on consensus between the different optimization algorithms is less pronounced.
The temperature in the 3 rd stage (LP compressor suction) scrubber is either at the upper bound (SPEA2 and -MOEA) or lower bound for the other algorithms. The temperature in the 2 nd stage (MP compressor suction) scrubber is also either at the lower bound (NSGA-II/III) or upper bound. This may imply that the temperature in the scrubber can be set arbitrarily and has little influence on the objective function. The temperature in the 1 st stage separator varies from approx. 64 • C ( -MOEA and NSGA-III) to 68 • C (NSGA-II) and 70 • C (upper bound) for the rest. The inlet temperature for the 3 rd stage separator is between 66 and 70 • C with NSGA-II and CMA-ES preferring the higher end.
In terms of the 2 nd stage separator pressure apparently two different levels, but equally good in terms of profit (cf. Table 5 ), are found. The GDE and SPEA2 algorithm finds an optimum at a separator pressure of 4.3 and 4.4 barg, respectively. The other algorithms converge to a value between 6.3-6.4 barg. A similar yet more attenuated pattern is seen for the 3 rd stage separator, where SPEA2 converges to a value of 1.17 barg, and CMA-ES finds the highest pressure of 1.43 barg, the others are in between. It seems the 3 rd stage separator inlet temperature correlates with the separator pressure. A higher pressure requires a higher temperature, in order not to violate the RVP constraint, For fluid no. 2 there is a much more uniform 2 nd stage separator pressure around 7.7-7.8 barg, compared to the results for fluid no. 1. On the other hand the variation in the 3 rd stage separator pressure is much more distinct across the different optimization algorithms. CMA-ES and NSGA-III finds an optimum at 1.63 and 1.42 barg, respectively. All the other are in the range 0.88-0.96 barg. A clear compensation by a high inlet temperature is seen. The similarities include 32 barg in the 1 st stage separator (upper bound -as for fluid no. 1), 60 barg after the HP compressor (lower bound), approx. 25 • C in the 2 nd stage (MP compressor suction) scrubber (lower bound), 50 • C inlet temperature for the 1 st stage separator, and -5 • C in the dew point control unit (lower bound on refrigerant).
The 1 st stage (HP compressor suction) scrubber temperature is at or near the upper bound, except for NSGA-III which finds a value of 30 • C. The 3 rd stage (LP compressor suction) scrubber temperature seems to be at an optimum around 28 • C, except for GDE3 which find an optimum at the lower bound. The 3 rd stage separator temperature is near the lower bounds for all except CMA-ES (A) (B) and NSGA-III as discussed in the previous paragraph in relation to pressure.
From the above results it is observed that there is not a single optimal pressure in the 2 nd and 3 rd stage separators. This is somewhat in contradiction to the common belief that there is one set of optimal settings for separator pressure. In the present study, in some cases two or more different levels appear to be equally good, as observed for the 3 rd stage separator for fluid no. 2 and in particular the 2 nd stage separator pressure for fluid no. 1. The multiple levels appear to be realized due to flexible settings for the inlet temperature to the separators. This may not always be a control option in real applications due to equipment constraints etc. Previous studies, in relation to determining the optimal separator pressures, often assume that the temperature is constant or without heating/cooling equipment i.e. not controllable [1, 2, 7, 8] . Nevertheless, Gheadi et al. [2] found that, for a three stage separation train under summer conditions, the optimal operating pressure was higher, than for winter conditions where the crude had a lower temperature.
The apparent plurality in optimal pressure in the separators is investigated further, by visualizing the profit as a function of 2 nd and 3 rd stage separator pressure for fluid no. 2, for two levels of the temperature in the 3 rd stage separator. The results are shown in Figure 9 . The contour plots have been masked by the RVP constraint i.e. only regions where the constraint is not violated is visible. First, it is noticed that the higher the temperature, the higher feasible pressure in the 3 rd stage separator. Also it is noted that the 3 rd stage separator pressure is capped by the RVP constraint. On the other hand the RVP does not limit the 2 nd stage separator pressure noticeably. The most interesting part is the relatively flat/horizontal contours between 4-9 barg. In other words it seems that the profit objective in some regions is a relatively weak function of the pressure.
To summarize, apparently more levels of pressure in the final separation stage may provide more or less equal profit, due to compensation by the separator temperature and the cap provided by the RVP constraint. Further, the 2 nd stage separator pressure has little influence on the profit function or the optimum is a flat bottomed well, where small perturbations may determine if one or the other pressure is determined as the optimal.
In order to verify that the above conclusions regarding the apparent nonunique optimal settings of the separator pressures are not just an artifact of the surrogate modeling, optimization is performed directly using the black-box process simulation model. This time only the NSGA-II/III, -MOEA, and CMA-ES algorithms are used. Results with direct black-box optimization of the profit function are summarized for fluid no. 2 in Table 7 . As seen from the table again the different algorithms provide identical results to the fourth digit, and the optimal profit function value is similar to the one obtained using the surrogate models cf. Table 6 . The optimal variable settings are summarized in Figure 10 . As seen from Figure 10 it is generally found that the 1 st stage separator pressure is optimal near its upper bound, the pressure after the booster compressor is optimal near its lower bound, as well as the temperature in the dew point control unit/refrigeration is optimal at its lower bound. The scrubber temperatures are more scattered with the HP (first stage) compressor suction scrubber showing optimal settings around 30-38 • C, the MP compressor suction scrubber between 27-40 • C, and the LP compressor suction scrubber between 25-40 • C. With respect to the separator pressure in the 2 nd and 3 rd separators again different levels are observed. Apparently, the 2 nd stage separator is optimal at either 5.1-5.5 or at 7.5-7.6 barg. The 3 rd stage separator has a range of optimal pressure settings. The correlation between the 3 rd stage separator pressure and the temperature is further investigated in Figure 11 . In the figure the profit function (contour) is shown as a function of pressure and temperature in the separator as calculated by the surrogate models. The contour has been masked for profit functions where the RVP constraint is exceeded. The found optimal settings by the direct black-box optimization is shown as points connected with dashed lines. As seen from the figure the profit iso-curves follows the shape of the RVP cut-off. This means that equally good optimal conditions can be made with different 3 rd stage separator pressure, as long as the inlet temperature is proportionally increased to compensate with higher pressure requiring higher temperatures in order not to violate the RVP constraint. Likewise, if the pressure is lowered, so shall the temperature be in order not to obtain sub-optimal profit.
Early attempts to predict the optimal middle separator pressure in a three stage separation train used the geometrical mean pressure i.e.
The above formula results in equal pressure ratios between the various separator stages. Also the geometric mean is smaller than the arithmetic mean pressure [8] . Al-Farhan et al. [8] discuss various correlations for predicting the optimal middle stage separator pressure and compare the above equation, both with the method of Whinery & Campbell [3] and with optimization using thermodynamic flash calculations for a range of different fluid compositions and parameter settings. They observe that using the correlation of Whinery & Campbell for a crude oil, almost always results in a third stage separator pressure being lower than the geometric mean. The same applies when performing optimization using flash calculations. These observations are consistent with the work of Ling et al. [6] and Bahadori et al. [7] , who also find optimal values below the geometric mean/constant pressure ratio relation. The second stage separator pressures obtained in the present study is compared to the geometric mean value in Figure 12 . As seen from the figure, in this study it is observed that the optimal second stage separator pressure can acquire values both near the geometric mean and below in agreement with the findings of others [6, 7, 8] . Interestingly it is also found that the optimal separator pressure can be significantly higher than the geometric mean value. It should be noted that the other referenced works [6, 7, 8] did neither include the flexibility of inter-stage heating, nor was condensate recycle streams from the compression system included. This added complexity and hence added degrees of freedom is likely responsible for this apparently more complex behavior in the present study. It also implies that care shall be taken when optimizing separator pressures. It is not possible to do this independently of all other process parameters, and correlations developed for a simple separator train cannot be directly applied to a more realistic and complex process with both inter-stage heating and significant condensate recycle streams from the compression system and dew point control unit.
In order to evaluate the levels of expected improvements in case optimization is performed, the results of the present study is compared with previous similar studies. Obviously, the level of improvement highly depends on the starting point. Some processed are far from optimal parameter settings and some will be closer to optimal settings to start with. Basically, this means that two studies using the same methods, the same process, parameter bounds and constraints may conclude different potential improvements simply because the initial/base case settings are different. Nevertheless, an attempt to quantify expected optimization improvements is provided in Table 8 . In refs. [2, 7, 9, 40] an improvement in terms of increased liquid production is explicitly stated compared to a non-optimized liquid production. The improvement observed in the present study is estimated using the difference between the base case and optimized profit cf. Table 3 , 5, and 6. The lower range corresponds to fluid no. 2, and the higher range correspond to fluid no. 1. As seen from Table 8 , it seems that separation train optimization may provide between approx. 0.1-2 % increase in liquid production/operating profit. 
Conclusions
In the course of this study the optimization of a realistic oil and gas separation plant has been studied. Using the same separation plant topology two fluids have been investigated in terms of the optimization potential. Using DACE utilizing LHS and a rigorous process simulation model, surrogate models using Kriging have been established for selected model responses. The surrogate models have been used in combination with a variety of different evolutionary algorithms for optimizing the operating profit, mainly by maximizing the recoverable oil production. The optimization is bounded in the variables and a constraint function is included to ensure that the optimal solution allows export of oil with an RVP < 12 psia.
It has been demonstrated that a surrogate model based on LHS and Kriging performs very well for optimizing an oil and gas separation plant. More or less identical response results are obtained using the different optimization algorithms. For some variables there seem to be unique settings which are optimal. This mainly applies to the first stage separator pressure, which is optimal at its higher bound. The recovery of condensate from the dew point control unit is optimal when both the pressure and temperature is at the lower bound. The temperature in the suction cooling to the compressors seem to be less sensitive in terms of applied settings. One of the more interesting findings in the present work is the fact, that the pressure in the second and third stage separators apparently does not have a single optimal value. For the second stage separator, there seems to be at least two different levels which are more or less equally optimal. Further, a range of third stage separator pressures may be equally optimal as long as the temperature in the separator is controlled also. The higher the temperature, the higher yet equally optimal pressure and vice versa. The findings using the surrogate models for optimization is confirmed by black-box optimization by coupling the process simulation model directly to the optimization algorithms. The existence of multiple optimal separator pressures have not been observed in previous studies, where a single optimal pressure for each separation stage is advocated.
The reason why the apparent more complex behavior revealed in the present study, has not been seen previously, may be due to a number of reasons. First, many previous studies does not take the compression system into account, and if doing so, often the normally recycled condensate streams are ignored, Further, inter-stage heating/cooling between the separation stages are also not considered. Finally, many previous studies assume close to atmospheric pressure in the final separation stage (stock tank). In e.g. many offshore installations the final separation stage is often at elevated pressure (two to three times atmospheric pressure), while the RVP export specification is controlled by the inlet temperature.
The implication of the results from the present study is that one should never focus only on finding optimal separator pressure settings. One should always use a plant wide optimization approach and consider the entire process. There is a strong interplay between certain variables, which offers both some flexibility, but obviously also increases the number of variables that needs to be tuned. 
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