Introduction. In several earlier papers ([3]-[7]
), J. W. Dettman and the author introduced and made application of the notion of related partial differential equations. Two initial-boundary value problems are said to be related if a solution of one of them is obtained by performing a transformation on a solution of the other. An elementary calculus for treating a number of such related problems was developed in [6] . In some cases, these connections permitted the proving of uniqueness [3] . The purpose of this paper is to extend this calculus to a broader class of problems through the introduction and use of hypergeometric operator series and their properties.
In order to motivate the ideas of this paper, we introduce some formalism. Let The difficulty with this formalism is that it assumes that a meaning can be attached to the series 2™=o ajtjP'(x, D)<p(x). This requires that ç4(x) be, at least, analytic. The precise requirement depends upon the operator P(x, D) and the coefficients a¡. In some cases, this formal series can be identified with a solution operator that requires less restrictive assumptions on the function c4(x). For example, if aj = (j\)~1 and P(x, D) = DX, then this series can be interpreted as the translation <j>(x + t) if <f>(x)eC1. Similarly, if aj = (j\)~1 and P(x,D) = D2, this series can be identified with the Poisson integral formula which defines the solution of the standard heat equation. The concern here will be with identifying other such series, with less restrictive solution operators, through related partial differential equations.
For this purpose, let Ox(tP(x, D)) denote the above solution operator series for a problem ttx. Assume that Ox(tP(x, D)) can be expressed in terms of a solution operator series 02(tP(x, Z))) = 2f=o bjVP\x, D) for a simpler and solvable problem ir2. Then, we can use this relationship to motivate a connection between the solution functions of the pair of problems ttx and 7r2 attached to these two operator series. The correctness of the resulting relationship between the solutions of the two problems can then be proved directly. The continuity requirements on <¡>(x) are then dictated by this established relationship between solution functions and the operator P(x, D). The notions of well-posedness and ill-posedness are clearly involved in this. If a fundamental solution is known for 7r2, the relationship may permit the construction of a fundamental solution for rrx.
In order to have a mathematical model suitable for proofs, we restrict ourselves to hypergeometric type differential equations and the corresponding hypergeometric operators pFQ(ax,..., ap; ßx,..., ßq; tP). Numerous other equations can be reduced to this type by appropriate changes of variables. Some of the basic notations, definitions, and properties of the hypergeometric functions suitable for subsequent developments will be discussed in §2. These properties will be stated as theorems involving shifts on the indices/? and q, or on the parameters a¡ or ßt. We also define P(x, D) there with more precision and note the meaning of etp^(x) for certain F(x, D). Those formulas of §2 that pertain to shifts on the indices p and q will be used in §3 to motivate, state, and prove theorems concerning the relationship between solutions of problems of partial differential equations whose underlying equations are possibly of different orders. The proofs will indicate why P(x, D) can, in some real sense, be regarded as a parameter as mentioned earlier. The formulas involving shifts on the parameters a¡ and ßt are used in §4 to reduce problems to a form that permit an application of the results in §3. Applications of these results will be given in § §5 and 6. The last of these will be concerned with an interpretation of the theorems of §4 for the Euler-Poisson-Darboux equation. It will be seen that many of the results obtained by A. Weinstein and his collaborators follow almost immediately. The use of the tools of ordinary differential equations greatly simplifies many considerations.
Theorems on uniqueness will not be discussed except in special cases. These usually depend upon having more information than is needed for the type of result proved here. When additional information is supplied, uniqueness often readily follows from the relations between the solutions.
2. Generalized hypergeometric functions. In this section, we recall some of the basic definitions and properties of the generalized hypergeometric functions needed for the ensuing development. Additional results pertaining to these functions can be found in [10] and its references.
The generalized hypergeometric function pFq is defined by the basic formula p , 11 (ai)n zn C o"*-\l-ay,-«p-\_xFq_x(ax,...,ap_x;ßx,...,ßq_x;za)da.
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If púq, the condition |z| < 1 may be omitted. We also need results when some of the a,'s or /3/s are nonpositive. The following results can be obtained by rearranging the series in (2.2) and using the definition (2.3). From these five theorems, we see that the vFa functions can be built from the function 0F0(-; -;z)=ez by means of convolutions, Laplace transforms, and inverse Laplace transforms supplemented possibly by polynomials and polynomial multipliers. These results indicate the rather basic importance of the exponential operator eiF(-x,m noted in the Introduction, since all other such hypergeometric operators can be interpreted in terms of this one.
In order to construct examples, let x=(xu ..., xn) and let D = (DU ..., Dn) with FjsS/Sxj. Then define
OSUISm where all A(^0 and |A| = XX+ ■ ■ ■ +Xn. The conditions required on the coefficients aA(x) for the solvability of the problem
will not be considered here. If F(x, D) is an elliptic operator of the form 2 a^D^j, the reader is referred to [8] .
If « = 1, we have the following interpretations for u(x, t) = etPix-D)<f>(x) for special choices of F(x, D) : 7A n (tDt+ßJ-i)-tP(X, D) n (tDt+ccj) U(x, t) = 0.
Then, if we replace z by 7F(x, D) in (2.6), (2.7), (2.8) and (2.9) and z by F(x, D) in (2.5) and formally operate on a suitable data function <p(x) on both sides of these formulas, the relations obtained may be interpreted as connections between solutions of (3.1). The results obtained can be proved, under suitable restrictions, without resorting to the operator. We state and prove three basic theorems and their corollaries for equations somewhat more general than the one given above. Let F(x, D) and Q(x, D) denote two partial differential operators, of the type previously described, of orders /j and l2, respectively. We often write these as F and Q without changing their meaning. For simplification, let 9x(q, ft 7, Dt) = tDt n?=i (tDt+ß,-1) where ß is the vector (ßu ..., ft,), the number of components being dictated by the number q in the symbol 9X. With this notation, 9±(q-l, ft t, Dt) = tDt n?=í (tDt + ßi-1). Similarly, let p 92(p, a, t, Dt) = tY\(tDt + cn). i = l Let r = max (p + h,q + l2). The differentiability assumptions we introduce are only sufficient ones, and may be weakened for special solution representations.
Lemma 3.1. Let p^q and assume that all a¡ and ft are positive. Let u(x, t) e Cr in x and t for 7>0 such that u(x, t) and all of its derivatives through order r are bounded. Iflimt_0 u(x, t) exists and is finite, then the function Remark 1. An examination of the proof of Lemma 3.1 shows that it depends in no essential way on the forms of the operators F and Q (except in requiring u(x, t) to have a sufficient number of derivatives permitting the interchange of the orders of the operations). The key steps involved arguments pertaining to the second variable in u(x, ta), such as integration by parts, and using such relations as tDtu(x, ta) = aDau(x, ta) = (ta)D(ta)u(x, ta). This shows that the proof of this lemma is, basically, the same as the proof of Theorem 2.2, and indicates why F and Q can be treated as parameters. This observation points out why our formalism leads to correct results. We will make use of this remark in the next two theorems. An integration by parts, using the finiteness of U(x, 0), shows that the integral in the last member of (3.8) reduces to W(x, t). The remainder of the proof follows readily. Proof. The conditions on U(x, t) permit inverting (3.10) to give u(x, t) = {rOS,)}-1 j"0 e-°o^U(x, ta) da.
By Lemma 3.2, as applied to u(x, t), it follows that the integral in the right member of (3.7) vanishes. By the uniqueness theorem of Lerch, it follows that the integrand in (3.7) must vanish. (Make the change of variables ta = £ to see that this theorem is applicable with I the variable of transformation.) This proves (3.11). That the initial condition holds follows by a standard argument. Remark 2. The standard inversion theorems for the Laplace transform are too severe to assert directly the existence and differentiability of U(x, t) in (3.10). In special cases, the inversion in (3.10) can be carried out explicitly, and conditions on U can be checked directly.
Corollary 3.1. Let ß*>ßq>l and let U(x, t; ßq) be a solution o/(3.11) defined by (3.1.0). If U(x, t; ß*) is obtained by replacing ß" by ß* in (3.10), then *** '' «> = B(ßQ,ß\-ßq) Í a-a)*-«.-1«*-^ ta; ßq) da and U(x, t; /?*) satisfies (3.11) with ßq replaced by j8*.
Proof. This follows readily by applying the convolution theorem for Laplace transforms to the formula of the type (3.10) defining U(x, t; ß$). t) is a solution of (3.9) satisfying the condition B(x, D)u(x, 0|s=/C*> t),f(x, t) bounded, then the function U(x, t) defined by (3.10) satisfies the condition B(x, D)U(x, Ola = g(x, t) provided g(x, t) = t1~ß"r(ßq)ä's~1{s~llif(x, 1/í)}s^¡. In particular, eigenso lut ions of (3.9) transform into eigensolutions o/(3.11) by the relation (3.10).
Theorem 3.3. Let p^q+l, jS5>ap>0 and no one of the numbers ßx,...,ßq-x zero or a negative integer. Let u(x, t)e C-1 satisfy the equation (3.12) [Q9x(q-l, ß, t, Dt)-P82(p-l, a, t, Dt)]u(x, t) = 0 for t>0 such that limt^0 u(x, t) = (/>(x) with <f>(x) continuous. Let U(x, t) be defined by (3.13) U(X, t) = r. p^-r Í1 C"P-\1 -oy,-"p-lu(x, ta) da.
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Then U(x, t) satisfies (3.14)
[Q8x(q, ß, t, Dt)-P82(p, a, t, Dt)]U(x, I) = 0 for t>0 and lim1_0+ U(x, t) = <f>(x).
Proof. The proof that the initial condition holds is trivial. The Remark 1 permits us to prove that U(x, t) satisfies (3.14). We need only verify that U(x, t) e Cr for I>0. We verify this if ßq-ap> 1. If we let w(x, t) = f aap -\l -a)** -"p -xu(x, ta) da. Then ojt(x, t ) = f aap -\l -a)*« -«p-Hlt(x, ta) da = Í oap(l-oy<,-ap-1Ua(x,to)do since i/((x, ta) = (a¡t)ua(x, ta). An integration of this last integral by parts gives
Since u(x, t) e C_1, the result follows.
Corollaries on boundary value problems can be proved that are analogous to Corollaries 3.1a, 3.1b, and 3.2. We omit the statement of these results.
4. Theorems on index shifting. The theorems of the preceding section involved shifts on the integers p and £7. We now give results relating to the parameters a{ and ßj. In some of these theorems, we must select Q(x, D)=l. provided that <j>(x) e C'i(m+1).
Proof. This follows directly from (2.1), Remark 1, and by regarding P(x, D) as a parameter. The condition on <p(x) suffices for (4.2) to define a classical solution. The proof follows by Remark 1.
For the remaining theorems in this section, we need the following elementary result : (4. 3) (tDt + y)(tmU(x, 7)) = tm(tDt + y + m)U(x, t).
Then we have: It is easy to check that this U(x, t) has the desired properties if 7>0. If (f>(x) eLx(-co, oo), then limt^o+ U(x,t)=0.
Example 3. In a recent book [9, p. 182] , the following problem was considered:
with U(x, 0)=<f>(x), Ut(x,0) = <ji(x) for the range \v\<m¡2. We show that the results of this paper permit obtaining solutions without imposing this restriction on v. We take <fi(x) = 0 in our analysis. Under the change of variables f=(4/(w + 2))7<m + 2)/2, the problem (5.4) becomes
The further transformation y = x-\%, z= f permits us to reduce this to the problem
This form of the problem fits into our theory. After solving (5.6) by that theory, we obtain successively, U(y, z), U(x, £), and then U(x, t). To simplify expressions, set a = (m -2v)j(2m + 4) and ß = mj(m + 2). We will not treat the case a^O, since results follow readily from Theorems 4.1 and 4.2. We distinguish four cases. Case 1. 0<ct<j8 or \v\<m¡2. Then Theorem 3.3 is applicable with uz = uy, u(y,0)=<p(y) as the related problem. This has the solution u(y, z) = <f>(y+z) so that, by (3. 13) A return to the original variables gives the solution in [9] .
Case 2. a = ß or v= -m\2. The equation in (5.6) reduces to Uz= Uy. The solution of (5.6) then is <¿0>4-z).
[September It is easy to show that if u(x, t) is a bounded solution of (5.9) corresponding to bounded and continuous <p(x), then U(x, t) is a solution of (5.8). Observe that the restriction a<l required for the correct posing of the problem (5.8) arises in a rather natural way by this method. If we introduce This operator can be more conveniently expressed in the form O(7,F) = 0F1(-;(a+l)/2;i72F). 2) with a replaced by 2-a, then the function g(x, f)=f1_(a+1V2/(x, f) satisfies (6.2). If we denote a solution of the equation in (6.1) corresponding to a by U(a)(x, t), then this last relation, after a return to the 7 variable, states that UM(x, 7) = 71-ai/(2_0>(x, 0, one of the Weinstein index shifting relations. The Theorem 4.3 states that if flx, f) is a solution of (6.2) with a replaced by a + 2, then g(x, f) =/(x, £)+(2¡(a + l))f/{(x, 7) is a solution of (6.2). Returning to the variable t, this becomes (in the above notation) (6.3) Wa\x, 0 = (1 +(//(<*+ l))Dt)U(a+2\x, t).
When this is coupled with the above formula, it is easy to derive ¡7(i+2)(x, 7) = t~1(dldt){U(ß)(x, t)}, the other Weinstein formula.
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If a^l, the results in [6] are applicable. Now assume that a= -1-2m+2y with m=0, 1,2,... and 0<y < 1. Then Theorem 4.2 shows directly that a solution of (6.1) is given by U^x,t)=r(-m+y)2^ZTiX'T\X) " = o n\Y(n-m + y) +(éïy. £ÍW^ HjÏ^ » £ V-°r-w»(x, to) da.
Sufficient differentiability requirements on <f>(x) are assumed for the validity of this. If y < 1, we can obtain UM from U(y+2) by (6.3).
Finally suppose that a= -2m-1, m=0, 1, 2,.... The first of the above Weinstein shift relations provides a method for obtaining a solution of the equation in (6.1). That solution cannot satisfy a given initial condition. We now show how the theory of ordinary differential equations can be profitably used here. The Weinstein criterion requiring polyharmonic data if F= An, the Laplacian, falls out.
The ordinary differential equation associated with (6.1) is Ytt-((2m + l)lt)Yt = ay. Its indicial equation has roots 0 and 2m+2 which differ by an integer. The theory of ordinary differential equations suggests that (6.1) has a solution operator of the form 0(t, P)=A(t, P) + B(t, P) In I. Substituting into (6.1), A and B must ((, « Ott PÏ f (-D¡(m-j)\ ,2/pl , (-l)mP" (6.6) 0(t, P)= 2, 2ai/,_, t >P'+ 2
Observe that limt^0+ t2m+2 In tPm+1<p(x)=0 for all </> satisfying condition (6.5).
