We show how computations such as those involved in American or European-style option price valuations with the explicit finite difference method can be performed in parallel. Towards this we introduce a latency tolerant parallel algorithm for performing such computations efficiently that achieves optimal theoretical speedup p, where p is the number of processor of the parallel system. An implementation of the parallel algorithm has been undertaken, and an evaluation of its performance is carried out by performing an experimental study on a high-latency PC cluster, and at a smaller scale, on a multi-core processor using in addition the SWARM parallel computing framework for multi-core processors. Our implementation of the parallel algorithm is not only architecture but also communication library independent: the same code works under LAM-MPI and Open MPI and also BSPlib, two sets of library frameworks that facilitate parallel programming. The suitability of our approach to multi-core processors is also established.
We present a latency tolerant parallel algorithm for performing these valuations in optimal parallel time, thus achieving optimal parallel speedup. Although the parallelization of the corresponding sequential algorithm into an optimal latency-tolerant parallel algorithm is not complex, it involves a transformation of the standard representation of a trinomial tree to facilitate the blocked structure of the parallel operations in a latency-tolerant and computation and communication optimal way. We use the bulksynchronous parallel (BSP) model of computation to design and analyze the proposed algorithm in an architecture independent way. We confirm the theoretical conclusions drawn from the analysis of the proposed algorithm by performing an experimental study of an implementation of the proposed algorithm on a high-latency parallel platform consisting of a cluster of PC workstations connected by a high performance ethernet switch. The experimental results obtained seem to validate the usefulness and usability of the BSP model in measuring parallel computation and communication performance. We have implemented the latency tolerant code to work without modifications and only through a recompilation under BSPlib [20] , LAM-MPI [6, 16] , Open MPI [14] on clusters of PC workstations and also multi-core processors. In addition, through modifications, our algorithm implementation can also run on multicore processors under SWARM [1] , a parallel computing framework for multi-core processors.
The hardware abstraction of the BSP model that is used for algorithm design and analysis in this work consists of three components: (a) a collection of p processor/ memory components numbered 0, . . . , p − 1, (b) a communication network that can deliver messages point to point among the components, and (c) a mechanism for efficient synchronization, in barrier style, of all or a subset of the components.
Any BSP computer can be modeled by p, the number of processor components, L, the minimal time, measured in terms of basic computational operations, between successive synchronization operations, and g the ratio of the total throughput of the whole system in terms of basic computational operations, to the throughput of the router in terms of words of information delivered (i.e., inverse of router throughput). The definition of g relates to the routing of an h-relation in continuous message usage, that is, the situation where each processor sends or receives at most h messages (or words of information); g is the cost of communication so that an h-relation is realized within gh operations [23] , for any h such that h ≥ h 0 , where h 0 is a machine dependent parameter. Otherwise, if h < h 0 , the cost of communication is (absorbed by) L. It is noted that, although BSP stresses global barrier style synchronization, pairs of processor components may synchronize pairwise by sending messages to and from an agreed memory location. However, such exchanges should respect the superstep rules [11] . Computation on the BSP model proceeds in a succession of supersteps. Each superstep S is charged max {L , x + gh} basic time steps, where x is the maximum number of basic computational operations executed by any processor during S, and h is the maximum number of messages (or amount of information) transmitted or received by any processor.
We specify the performance of a BSP algorithm A by comparing its performance to a sequential algorithm A * . We then specify two ratios π and µ; π , is the ratio π = pC A /C A * and µ, is the ratio µ = pM A /C A * , where C A , M A are the computation and communication time of A and C A * is the computation time of A * . Finally, conditions on n, p, L and g are derived that are sufficient for the algorithm to make sense and the claimed bounds on π and µ to hold. Some sufficient conditions for the most interesting optimality criteria, such as c-optimality, i.e., π = c + o (1) and µ = o(1) can also be claimed in the form of corollaries. All asymptotic bounds refer to the problem size as n → ∞.
Contributions and Previous Work
The results presented in this work supplement the latency-tolerant BSP-oriented algorithms for option price valuations on binomial trees in [9] and trinomial trees in [8] . Parallel binomial-tree based valuations have been studied before [17, 21, 22] in the context of non-recombining binomial trees. Such an approach is memory and computation inefficient since the number of nodes at level i of a non-recombining binomial (trinomial) tree is 2 i (respectively, 3 i ) but in a recombining tree it is only i + 1 (respectively, 2i + 1). The approach in [9] and its extension to trinomial trees in [8] involves efficient recombining trees. Thus these two latter approaches as well as the use of the explicit finite difference method in this work are unique in the sense that they maintain the lattice and recombining structure of the tree, have reduced computation, communication and synchronization time, and are also memory efficient compared to the aforementioned non-recombining approaches. The non-recombining tree valuation in [22] uses a Cilk-based [4] multithreaded approach that achieves efficiencies of 57% on 8 processors, lower than those reported in this work. In [21] recombining binomial trees are also studied. The resulting parallel algorithm however is not as efficient as the one in [9] . One processor after the other becomes inactive as soon as 1/ p of the levels of the tree are valuated, and therefore half of the processors are inactive after the valuation of half of the levels of the tree is completed. Recently there has been a resurgence of interest in developing and studying the performance of parallel algorithms for option price valuations. Intel [12] published a white paper in which they investigate the performance of binomial tree valuations on multi-core processors. The approach of performing option price valuations using the explicit finite difference method used in this work is equivalent to performing discounted expectations in a trinomial tree [7] .
Although the proposed algorithm has been developed as a latency-tolerant one that can be supported by and exhibit high efficiency if run on a cluster of PC workstations, it is also portable, efficient and adaptable enough to work on multi-core processors. Even though the work of [12] discusses option pricing using the Black-Scholes formula or binomial trees, the benefit of using trinomial trees or the equivalent explicit finite difference method has not yet been adequately explored in that setting. Our generic latency-tolerant pc-cluster oriented algorithm can easily work efficiently on multi-core processors as well.
The approach of using the explicit finite difference method for option pricing as presented in this work has some benefits over a direct trinomial tree approach such as the one used in [8] . It further minimizes communication and synchronization time thus reducing latency-based overhead, than by simply using blocking [8, 9] techniques. More specifically, by way of Theorem 3.1 that will be established in this work, communication contributions are approximately 2Ln/b + 2gn, where p, L , g are the BSP parameters, n is problem size, and b is a blocking factor parameter inherent in the algorithm. This is significantly less compared to the trinomial tree approach of [8] , where communication contributes approximately 3Ln/b + 2gn 2 / pb + 2gn. As long as n pb our approach is more communication efficient than the one in [8] in addition to being also more synchronization effective. The condition n pb is necessary for the introduced algorithm to work properly anyway, and this guarantees communication efficiency. For the algorithm in [8] the condition n pb is necessary for that algorithm to achieve one-optimality in computation at the expense of minimizing communication. This is because the algorithm in this work as described in Theorem 3.1 has sequential and parallel computation time of approximately 2n 2 and 2n 2 / p + n, respectively. The algorithm in [8] requires computation time approximately n 2 and n 2 / p + nb, respectively. Thus, for n pb, the algorithm in [8] is more computationally efficient than the algorithm of this work, even if communication-wise it is the other way around. Thus there is a tradeoff between using our new approach and the one in [8] ; let alone the fact that for n ≈ pb, which might be the case for several reasonable application setups, it is not immediately clear which one of the two approaches is better.
Efficiency in the experimental study reported in [8] is achieved when problem size n is large; speedup figures are maximized for n = 32768, 65536 in [8] . In this work, however, high efficiency is achieved for smaller values of n, namely n = 8192, thus showcasing the merit of our proposed method. It is worth-mentioning the interaction between computation and communication time between the algorithm of this work whose performance is summarized in Theorem 3.1 and the one in [8] . For example in [8] for n = 32, 768, p = 16 and b = 1024 the running time of the trinomial tree algorithm is around 21.55 s, whereas in this work, Table 1 gives a time of around 21.27 s if one divides the indicated sequential time by the corresponding speedup figure. Because for the given numerical values of n, p, b, we have that n = 2 pb, and if we use the bounds on parallel computation and communication time mentioned in the previous paragraph we can deduce that even though the approach of [8] requires computation time 25% less than the one of this work, its communication performance is at least 50% worse. The combined effect of computation and communication is reflected in the reported experimental results. Furthermore, in Table 2 (where n = 32768) for p = 32, running times under MPI of 14.79 and 16.97 are achieved for b = 1025 and b = 513 which are significantly less than those reported in [8] which range between 17.79 and 22.23 for b = 1024 and b = 512, respectively. This is because the specified numerical values of n, p, b satisfy either n = pb or n = 2 pb. And for such choice of n, p, b, the algorithm in this work seems to have an overall advantage over [8] , not just based on theory but also as this is evident in the results of Table 2 . In addition, scalable results in this work are available for smaller values of n, that is, n = 8192 and n = 16384, whereas [8] only reports results for larger n, namely n = 32768,65536. 
Option Price Valuations: Trinomial Trees and EFDM
Option pricing under the Black-Scholes model [3] requires the solution of the partial differential equation satisfied by the option price and can be obtained by building a discrete time and state binomial model of the asset price and then applying discounted expectations [7] . A generalization of this model [19] to a trinomial model is also useful. The solution of the partial differential equation of the option price by the explicit finite difference method [18] is also equivalent to performing discounted expectations in a trinomial tree [7] . Trinomial trees are advantageous over binomial trees because the asset price in a trinomial tree moves in three directions compared with only two for a binomial tree and thus the time horizon (number of time steps in the future) of the former can be reduced to achieve the accuracy of the latter. There are various ways one can choose the jump size and move probabilities of a trinomial tree. For an asset whose current price is S, and r is the riskless and continuously compounded interest rate, the stochastic differential equation for the risk-neutral geometric Brownian motion (GBM) model of an asset price paying a continuous dividend yield of δ per annum [7] is given by the following formula
and working instead with x = ln S, we obtain 
In a trinomial model of the asset price, over a small time interval t the asset price can go up by x, stay the same, or go down by x, with probabilities q u , q m and q d , respectively. x is called the space step of the process. This movement of the asset price is depicted in two different ways in Fig. 1 . View (a) in Fig. 1 is the traditional way to view the trinomial process [5, 7, 15] . View (b), however, is the one that we will adapt in this work as it will facilitate the exposition of the computations performed in the proposed parallel algorithm and also leads to the minimization of parallel time in the parallel algorithm. The drift and volatility parameters of the continuous time process are captured by x, q u , q m , q d with x chosen so that x = σ √ 3 t (see [7] ). The discretization of the GBM requires that the drift and volatility parameters match the first two moments (mean and variance) of the distribution and the probabilities q u , q m , q d add up to one [7] . This way the following values for q u , q m ,, and q d can be obtained.
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The trinomial process of Fig. 1 can be extended to form a trinomial tree such as the one depicted in Fig. 2 in two different ways. Figure 2 depicts a trinomial tree for n = 3 time steps, i.e., of horizon n = 3. The number of levels in such a tree is n + 1 = 4 and the number of nodes at any level i is equal to 2i + 1. A node in the tree is indexed by a pair (i, j), where i indicates the level and j the distance from the top. Time t can then be inferred from the level index i: t = i t. The standard view of a trinomial tree is Fig. 2a . In the standard view upward and downward moves point upwards and downwards to the right respectively, and steady asset moves point horizontally to the right. In this work we use the alternative view depicted in Fig. 2b . In the alternative view upward moves point to the right horizontally and downward moves point steeply downwards to the right, whereas steady moves point downwards to the right but at a less steeper angle. In such a view, node (i, j) is thus connected to node (i + 1, j) (upward move), to node (i + 1, j + 1) (steady move), and to node (i + 1, j + 2) (downward move). Row j also contains n + 1 − j nodes in the alternate view. The option price and the asset price at node (i, j) are given by
The latter is straightforward to compute from the number of up and down moves required to reach (i, j) from (0, 0) and is given by the following expression for the alternative view of Fig. 2b .
(2.4)
Time step n corresponds to maturity, i.e., T = n t. The option prices at maturity (i.e., time step n) are determined by the pay off and thus for a call option (intent to buy the asset at a predetermined strike price) this is C n, j = max(0, S n, j − K ) and for a put option (intent to sell) this is C n, j = max(0, K − S n, j ). K is the strike price at maturity T = n t for a European option, and the strike price at any time before or on maturity for an American option.
Then one can compute option prices as discounted expectations under a risk-neutral assumption, and thus option prices at earlier nodes can be computed as discounted expectations. For an American put option (that can be exercised at any time before or on maturity), for i < n,
(for an American call option use S i, j − K instead of K − S i, j ), whereas for a European call option that can be exercised on maturity only, for i < n,
The expression for C n, j along with Eq. (2.4), and Eqs. (2.5) or (2.6) can be used to compute the option price at every time step and node of the trinomial tree. The option price at the start is thus C 0,0 . We can extend the trinomial tree into a grid by adding nodes the way we show in Fig. 3 so that the number of nodes in level i becomes 2n +1. The added nodes to the original trinomial tree of Fig. 3 are the non black-filled nodes depicted there. When we extend a trinomial tree into a grid we face a boundary value problem. Consider for example Fig. 3a . The option prices at nodes (non black-filled) of the first row and the last row can not be computed using discounted expectations since these would require the knowledge of option prices in the rows above and beneath the specified rows that do not exist. Therefore with the currently available information only option prices at the nodes of the original trinomial tree (black-filled nodes) can be computed. Similarly, with respect to Fig. 3b option prices at nodes (non black-filled) of the last two rows can not be computed either. To valuate these additional nodes of the grid we must add [7] boundary conditions such as
Using finite differences, Eqs. (2.7) and (2.8) then yield for the extended grid of Fig. 3a and for a European call option the following boundary conditions for the option prices of nodes of rows 0 and 2n.
For the alternate view of Fig. 3b option prices of the last two rows cannot be determined; even though Eq. (2.7) does not apply, Eq. (2.8) yields boundary conditions for these nodes and option prices that are given by the following expressions.
Similarly, for an American-style put option the corresponding boundary conditions are as follows. We now show how the explicit finite difference method can be applied to the BlackScholes partial differential equation. Consider the Black-Scholes [3] partial differential equation for valuating the option price C of an asset S that follows GBM given by Eq. (2.1) before and after the substitution x = ln S.
By replacing partial derivatives with forward differences for ∂C/∂t and central differences for ∂ 2 C/∂ x 2 and ∂C/∂ x we obtain for the view of Fig. 3a the following.
or equivalently,
where
As noted in [7] , Eq. (2.15) is equivalent to taking discounted expectations if one changes in Eq. (2.14) the last term −rC i+1, j into −rC i, j by thus slightly changing the approximation to the partial differential equation expressed by Eq. (2.14) so that it is then written in the form of Eq. (2.17).
and equivalently, Eq. (2.15) becomes
where 
The program of Table 3 provides pseudocode for the valuation of an American put option using the explicit finite difference method and Eq. (2.20).
A Parallelization of the EFDM Computations
The extended grid used for the solution of the Black-Scholes PDE with the EFDM has (n + 1)(2n + 1) nodes, as the grid has n + 1 levels and 2n + 1 rows. Depending on the application, the option price at node (0, 0) may only be required. The pseudocode in Table 3 reflects this. Information related to option prices is maintained in array C and an auxiliary array is also used in the valuations in the form of array C * ; asset prices are maintained in array S. Total space requirements are thus Table 3 Procedure American_Put for the explicit finite difference method
14.
15.
16.
17.
return (C[0]);
3(2n + 1), where n is the time horizon. In some other cases option prices on all nodes need to become available at the conclusion of the valuation. Our algorithm extends easily to this latter case by increasing memory requirements to (n + 1)(2n + 1) + 2(2n + 1) from 3(2n + 1) as the one-dimensional C becomes a two-dimensional array.
We give an outline of the proposed parallel algorithm BSP_EFDM by describing how data are distributed and how computation and communication is scheduled. Let n ≥ p. We distribute the three arrays C, C * , S evenly among the p processors in a contiguous column blocked distribution so that each processor gets (2n + 1)/ p or (2n + 1)/ p nodes. Given this partitioning scheme the maximum imbalance between any two processors is 1.
We will also introduce a parameter b that will be called the blocking factor of the parallel execution of EFDM, and we require that (2n + 1)/ p > 2b. The value of b determines the optimality of the parallel algorithm and its latency tolerance, and itself can be determined from the characteristics of the underlying parallel system as expressed in terms of the BSP parameters p, L , and g. Parameter b will be kept small
Parallel algorithm BSP_EFDM processes b levels of the (2n + 1) × (n + 1) grid at a time in a single update starting from the rightmost level n and working towards level 0. This is done to avoid frequent communication and synchronization operations. In fact the algorithm performs two supersteps for every b levels of the grid: Figure 4 depicts part of the grid for two neighboring processors and b consecutive levels and highlights how the parallel valuation of the nodes is scheduled to achieve optimality. The nodes whose valuation will be described are black-filled and belong to some processor, and let us call it processor zero. Node dependencies of the black-filled nodes are shown in Fig. 4 ; only a fraction, however, of the blackfilled nodes are shown (the bottom 2b rows). The white-filed nodes belong to a neighboring processor and let processor one be the processor after processor zero. Nodes of levels before and after the depicted levels and on rows before or after the depicted rows are not shown, nor are the full dependencies of the empty-filled nodes shown. For the sake of clarity let us assume that p divides 2n + 1 so that each processor gets (2n + 1)/ p consecutive nodes of a level. At some step of BSP_EFDM we are interested in valuating the nodes of some processor, say processor zero holding a block of (2n + 1)/ p × b nodes. These are the black-filled nodes partially depicted in Fig. 4 . We call this set of nodes Block A. This Block A of nodes is further subdivided into three blocks of nodes: Block 0, 1, and 3. Table 3 , i.e., right to left and top to bottom. An invariant that will be maintained in BSP_EFDM is that Block 0 nodes have already been valuated, when the Block A nodes are to be valuated. This invariant is easy to maintain because in the boundary (initial) case, Block 0 nodes consist of nodes of level n and these nodes are valuated separately in lines 6-10 in Table 3 before the main loop of lines 11-18 that valuates the remaining nodes; this preprocessing step is retained in the parallel algorithm. Block 1 nodes can be valuated using locally to processor 0 (i.e., Block A) available information because such nodes only need the option prices of Block 0 nodes and the sequential schedule of the program of Table 3 to complete the valuation. Block 3 nodes stored in processor zero, however, require non-local information that is available to processor one (the next processor); this required information is available to the Block 2 white-filled nodes that reside in processor one. Therefore Block 2 option prices need to be communicated from processor one to processor zero as soon as they become available, i.e., as soon as the corresponding nodes of processor one are valuated.
The work schedule performed by an arbitrary processor m − 1 for any Block A valuations is listed below noting that the invariant related to Block 0 nodes is maintained. Steps (i)-(iii) are repeated until the nodes of all levels of the grid are valuated. Steps (i) and (ii) form a superstep and step (iii) forms another superstep.
Algorithm BSP_EFDM
The pseudocode in Table 4 describes the major steps of an EFDM based parallel option price valuation. All references to lines of code are to the code of American_Put depicted in Table 3 . With reference to Table 4 for algorithm BSP_EFDM, we analyze the time requirements of the parallelization of the valuation method described in Table 3 . Note that C is depicted as a two-dimensional array in Table 4 to facilitate exposition only.
Step 1. The 2n +1 nodes of the grid at time n are split into groups and each processor gets (2n + 1)/ p or (2n + 1)/ p nodes The initialization of step 1 of Table 4 thus requires time proportional to (2n + 1)/ p ≤ (2n + 1)/ p + 1.
Loop of Steps 2-5.
The loop of step 2 starts at k = n, and every time it is executed, all the nodes of the grid of levels k − b + 1 . . . k − 1 are valuated; we call the valuation of all the nodes of the grid in a single iteration of step 2, an update. For any value of k, the i-th update, where i
Eventually k reaches a non-positive value and the loop terminates. The total number of updates performed until k reaches 0 or the number of times the loop of step 2 is executed is n/(b − 1) . In calculations later in this section, for simplicity and without loss of generality, we will assume that n is a multiple of b − 1.
Steps 3 and 5. Each processor is assigned a block of approximately the same dimen-
The total work required for the i-th update is thus equal to (2n + 1)b/ p + b per processor. However, this work is split into two supersteps. In step 3, each processor valuates the nodes of Block 1, i.e., it performs at most
node valuations. In step 5 each processor valuates at most
nodes of Block 3. In the remainder we are going to make the assumption that n is a multiple of b − 1, an assumption that does not affect the asymptotics of the calculations below.
Step 4. The communication performed in step 4 involves the communication of 2b option prices, the size of Block 2, per processor.
. The parallel time of steps 3 through 5 is thus given by the following expression.
The total parallel time results by combining the time for step 1 with that for steps 3, 4, and 7.
We note that the sequential computation time is given by T (n) = n i=0 (2n + 1) = (2n + 1)(n + 1). The following Theorem can then be derived. 
As we noted in the introduction, we specify the performance of a BSP algorithm such as BSP_EFDM by comparing its performance to an optimal sequential algorithm. In our case that sequential algorithm has performance T (n) and the BSP algorithm has computation and communication performance C(n, p) and M(n, p), respectively. We then specify two ratios π and µ. Ratio π , is the ratio of parallel computation time and the sequential time divided by p, i.e.
, π = C(n, p)/(T (n)/ p) = pC(n, p)/T (n) and µ the ratio of communication time and the same denominator, i.e., µ = M(n, p)/(T (n)/ p) = pM(n, p)/T (n).
One-optimality for BSP_EFDM can be achieved for a wide range of the BSP parameters L and g. The following corollary describes such a case. C(n, p) or M(n, p, L , g ) by sequential running time T (n) we deduce that for the given conditions of L , b and g we have that π = 1 + O( p/n) and µ = o (1) . The corollary then follows.
Experimental Results
A parallel program designed under the BSP programming paradigm and thus viewed as a sequence of supersteps, with the required communication occurring at the end of each superstep can also be realized as a library of functions with architecture independent semantics for process creation, remote data access and bulk synchronization. The Oxford BSP Toolset, BSPlib, implements such a paradigm [20] and provides specific library support for BSP programming. The library functions of the Oxford BSP Toolset are callable from standard imperative languages such as C and Fortran. The effort required to learn the basics of BSPlib is minimal as it consists of about 10-15 functions. BSP-model oriented programming support does not require the use of BSP-specific libraries such as BSPlib; non BSP-specific libraries such as MPI (Message Passing Interface) that also support the simple communication and synchronization primitives required for programming under the BSP model can also be used to implement algorithms and programs written under the BSP programming framework. LAM-MPI [6, 16] and Open MPI [14] are two such examples. Even SWARM [1] , a parallel computing framework for multi-core processors, allows, though with some modifications, for a BSP style of programming.
We have implemented latency tolerant algorithm BSP_EFDM under the BSP framework in a transparent and portable way. We have thus made our BSP code that implements BSP_EFDM run transparently not only on a BSP-specific library, BSPlib, but also on MPI, a non BSP-specific framework, through the LAM-MPI and Open MPI implementations of MPI. We have written our code in an architecture and also library independent way using standard ANSI C and few generic communication primitives/functions related to processor creation, destruction, identification, and direct memory interprocessor communication. These generic communication primitives are then translated at compile-time into specific function calls of BSPlib or LAM-MPI/Open MPI. For the sake of an example, if BSPlib is used, direct memory communication is performed through the bsp_put, bsp_get and similar calls of BSPlib. If MPI is chosen instead, direct memory communication is performed through the corresponding operations MPI_Put, MPI_Get that are part of the MPI-2 extensions that are supported by LAM-MPI. No change in the source code is required to make the program run under one or the other library. Therefore we can claim that our code is not only architecture independent but also parallel programming/communication library independent. Since SWARM provides very limited interprocessor communication support, our code [10] is not as flexible in working with SWARM in a multi-core environment; we had to implement some generic communication primitives ourselves. In the cluster-related experiments BSPlib and LAM-MPI use a multiprocessing SPMD (single-program multiple-data) framework and interprocessor communication is realized through the available networking facilities that are described in the following paragraph. In the multi-core experiments BSPlib and Open MPI still employ a multiprocessing SPMD framework but interprocessor communication is realized through shared memory by both libraries. In the case of SWARM multithreading is used instead, and communication is realized through the shared address space of the threads. Both BSPlib and Open MPI, at first glance, seem to be quite robust under a multi-core environment.
The implementation language is ANSI C and the code was tested for scalability on a cluster of 16 dual-processor PC workstations with PentiumII 350 MHz processors (128 MB RAM total), Redhat Linux 7.1-equipped with communication performed through 100 Mbit 3Com-905B Ethernet cards and the workstations connected by a 24-port CISCO Catalyst 2924M-XL-EN switch. The default GNU Project's gcc compiler is used through either the BSPlib or the LAM-MPI front-end, and the source-code is compiled with the -O3 compiler option set. Timing is obtained through the use of the real-time (wall-clock time) clock functions available in both libraries which are (bsp_time of BSPlib [13] and MPI_Wtime of MPI/LAM-MPI). All results and variables used for communication and computation involve ANSI C double 64-bit data types, later referred to as word of information. In addition we tested how suitable the implementation of BSP_EFDM was in a limited multi-core environment; no meaningful scalability study took place. For the dual-core experiments, an Intel dual-core T5600 1.83 GHz processor with 2 GB of RAM was used in a default Fedora Core 7 installation. For the quad-core experiments, an Intel quad-core Q6600 2.4 GHz processor with 8 GB of RAM was used in a default Fedora Core 10 installation. The same BSPlib version was used in these latter experiments except that multi-core communication and synchronization support were provided through SHMEM_SYSV. For Open MPI the default configuration for version 1.2.7 was used. For SWARM, version 1.1 [2] was used. The same default gcc compilation options were used for all three libraries. The code developed for this experimental study is publically available at the author's Web-page [10] .
The tested platform is in an non-SMP configuration the 16-node cluster utilizing only one CPU per node, and in an SMP configuration the 16-node cluster utilizing both CPUs for a total of 32 active CPUs. When experimental results are reported for say a four-processor subcluster in the former configuration all four CPUs belong to different nodes whereas in the latter configuration they belong to only two nodes utilizing both CPUs of each node. The reported speedup results reflect valuations of American-style put options; a report on the performance and relative merits of the implementation of BSP_EFDM is also included. Timing results are reported for p = 1 which are independent of b and speedup results are reported for other processor configurations with figures truncated to two decimal digits. Such results are averages of four experiments. We used a sequential implementation to derive these Table 5 Speedup results using BSPlib on an SMP PC-cluster timing figures for p = 1; we did not use the parallel implementation run on a single processor. For processor sizes p = 4, 8, 16, 32, relative speedup figures are only reported rather than actual timing results; it is straightforward to obtain time from these speedup figures and the p = 1 timing results, if necessary. We performed experiments for problem sizes n = 8192, 16384, 32768. We also varied block size b; in the experiments we set b = 65, 129, 257, 513, and 1025. Note that our code has been made to work for any value of b > 1 and does not require that b − 1 divide n. Table 1 shows timing/speedup results for problem sizes n = 8192, 16384, 32768 on the 16-node PC-cluster (one CPU per node). Table 5 shows corresponding results for the same problem sizes on an SMP configuration of the cluster. A surprising observation is the effect of caching in almost all cases that leads to superlinear speedup figures despite the high-latency of the PC cluster. Only for n = 8192 and p = 16, for all b, and in one case for (n, p, b) = (8192, 8, 65) did we observe speedup figures less than p. The reported block sizes are the ones that provide a minimization of parallel running time (and thus maximization of speedup). This algorithmic-based running-time minimization, combined with a working-set that apparently was maintained in the collective cache of available processors led to such superlinear speedups. Block sizes b > 1025 and b < 65 do not improve performance. For problem size n = 8192, b is limited according to Theorem 3.1 to values up to b = 513 for p = 16. Speedup figures for large problem sizes reach as high as 150% of p. An interesting observation is that the figures of Table 5 are worse/slightly worse than those of Table 1 for p = 4, 8 and similar to slightly better for p = 16, a possible result of caching effects.
Two conclusions can be immediately drawn from these tables: the scalability of BSP_EFDM and its tolerance to high latency in communication. The introduction of the block factor b in BSP_EFDM contributes to this. Table 1 indicates that the best performance for n = 8192 is achieved for b around b = 513, for n = 16384 around b =257-513 and for n = 32768 around b =513-1025. Similar ranges were observed in the reported results of Table 5 . Some fluctuations observed especially for problem sizes n = 32768 are due either to the non divisibility of n by b or external factors (e.g., other programs running in the system). Overall, three factors affect performance: communication, the block factor b that increases processor utilization within a superstep and latency issues related to bulksynchronization operations.
From the expression for communication time in Theorem 3.1 the contributions of communication are minimized provided 2gnb/(b − 1) is kept smaller than (2n + 1) (n + 1)/ p or in other words the ratio R 1 = pg/n is minimized. Similarly, the ratio 2Ln/(b−1) over (2n+1)(n+1)/ p must also be minimized so that R 2 = Lg/bn is also kept small. Therefore a lower bound on the attainable speedup is S = p/(1+ R 1 + R 2 ).
The effective operation rate of the CPUs of the cluster for the problem in hand varies with problem and processor size and is around 6.5 million node updates per second. We call this the "flop" rate of the application. We measured the effective BSP parameters p, L , g of the cluster under both BSPlib and LAM-MPI. For p = 16 for example, L ≈ 4, 000 µs for the non-SMP configuration and L ≈ 5, 200 µs for the SMP configuration. For LAM-MPI the cluster behaves as a BSP machine with L ≈ 10, 000 µs and L ≈ 16, 000 µs, respectively. All values for L and g are reported in Table 6 for the two libraries and the two cluster configurations. These figures are results of separate experiments run on the cluster. Note that the reported figures for g are much higher than the asymptotic ones observed for large communication sizes where g ranges between 1.5 (non-SMP) and 1.9 (SMP) µs per word for BSPlib and 2.4 (non-SMP) and 1.9 (SMP) µs per word for LAM-MPI. The reported µs figures are translatable into operations by multiplying them with the effective megaflop rate of the application. For BSPLib thus the figures for L and g are L ≈ 26000 and L ≈ 34000 operations respectively and g = 39 and g = 78 operations per word (one word is a C double data type). For LAM-MPI the figures for L and g are L = 65000 and L = 104000 operations, respectively, and g = 182 and g = 299 operations per word respectively for the two configurations.
Consider the case of the non-SMP configuration for p = 16 and n = 8192. The ratio R 2 = Lp/bn has a nominator that is Lp. This is about 420,000 for the parameters L , p of that configuration. In order to make the ratio R 2 less than one, since n = 8192 is the smallest problem size, we need to have b > 64 or about so. This is how we have decided on the range of parameter b. For smaller values of b performance deteriorates. For example for BSPlib in the non-SMP configuration and p = 16, n = 8192, for block sizes b = 5, 9, 17, 33 the observed speedups were 2.5, 4.1, 6.2, and 7.6, respectively, much worse that the observed speedups of Table 1 that are in the range 11-14. This signifies the importance of b in making the parallel algorithm latency tolerant. For BSPlib, p = 16, n = 8192 and the non-SMP configuration, if we calculate R 1 = pg/n, then R 2 = Lp/bn and finally S = p/(1 + R 1 + R 2 ) we conclude that for b = 65, 129, 257, 513 a lower bound on the attainable speedup is 8.6, 10.9, 12.6, 13.7. The observed speedup figures were indeed higher than these lower bounds, namely, 11.25, 13.05, 14.06, 14.43, respectively. Note that the effect of communication R 1 becomes significant for large values of b (greater than b = 257) when the contributions of R 2 become insignificant.
We have also compiled the implementation of BSP_EFDM and run similar experiments using LAM-MPI as the parallel communication library. The timing results obtained were similar to those obtained through BSPlib although slightly worse in almost all cases. The obtained results, however, provide similar and consistent high performance figures. The speedup results are reported in Tables 7 and 8 , respectively. The consistency in performance of the parallel code under two diverse parallel programming libraries seems to support our argument that parallel code can be made not only architecture independent but also communication library independent if designed under the framework of the BSP model. For p = 16, n = 8192 if we repeat the calculations of R 1 , R 2 , S we obtain that for b = 65, 129, 257, 513 a lower bound on the attainable speedup is 4.7, 6.8, 8.6, and 9.9. The observed values were 4.70, 7.29, 9.70, and 11.79, respectively, matching or slightly exceeding the theoretical values.
Finally in Table 2 we present additional speedup results that complement those of Tables 5 and 8 for n = 32768 when all 32 processors of the cluster are utilized. We obtain results that confirm the scalability of the proposed algorithm and the slight advantage of using BSPlib over LAM-MPI. As it has already been discussed in previous sections including Sect. 1.1, the approach of performing option price valuations using the explicit finite difference method as used in this work is equivalent to performing discounted expectations in a trinomial tree [7] . Section 1.1 offers a comparison of the experimental work presented in this section to the one of [8] and highlights the benefits of our introduced approach and the beneficial tradeoff between computation and communication.
We also tested the suitability of the implementation of BSP_EFDM in a multi-core environment. We used BSPlib with interprocessor communication performed through shared memory using SHMEM_SYSV primitives as these are available in BSPlib. For MPI, we used Open MPI 1.2.7 and interprocessor communication through shared memory. In addition, we modified our code to run under SWARM, a programming framework for multi-core processors. SWARM is using multithreading as opposed to BSPlib and Open MPI that use multiprocessing. Interprocessor communication in SWARM is achieved through the shared memory of the shared address space of the relevant threads. The first set of results reported are for a dual-core CPU and summarized in Table 9 . The results in Tables 10 and 11 involve a quad-core CPU and timing results are reported for p = 2 and p = 4, respectively. In these experiments we used n = 8192, 16384, 32768, and b = 65, 129, 257, 513, 1025, 2049. The first set of results obtained are reported in Table 9 . For n = 8192 there are no noticeable differences among the three frameworks. For n = 16384 and n = 32768, Open MPI gives slower results. SWARM seems to be marginally faster than BSPlib for n = 16384, and for n = 32768, BSPlib has a marginal advantage. Both SWARM and BSPlib provide increasing efficiency in the range of 70-95%, whereas efficiency for Open MPI is limited to 70-73%. The results obtained on the quad-core CPU are quite interesting and differ from the previous results. For p = 2, BSPlib and Open MPI are equivalent for n = 8192. For n = 16384, 32768, Open MPI provides an advantage with increasing n. SWARM's contribution to timing results is volatile, if not erratic; some timing results are better than those provided through the use of BSPlib for almost all cases, slightly better than those of Open MPI for n = 8192 but worse for n = 16384, 32768. Open MPI is an overall better choice, an apparent surprise given the results of Table 9 . For p = 4 and n = 8192, 16384, BSPlib and Open MPI are equivalent. Open MPI offers a better alternative to BSPlib for n = 32768. SWARM for n = 8192, 16384 offers volatile performance slower (for n = 8192) or faster (for n = 16384) than BSPlib or Open MPI. For p = 4 and n = 32768, SWARM offers a better choice than BSPlib but worse than Open MPI, as this was also the case for p = 2. This erratic behavior of SWARM has to do with the volatility of the timing results we obtained and is possibly due to caching or threading effects. Whereas the use of BSPlib and Open MPI provided timing results that were quite consistent, with the reported averages quite close or identical to individual measurements, this can not be said for SWARM. The individual measurements obtained with SWARM varied widely. For example, for (n, p, b) = (32768, 4, 513) the reported 7.69 s is an average of measurements that varied from 7.22 to 8.00 s. Several of these measurements were consistently faster than the best BSPlib and Open MPI timing results but some were also slower than both. Therefore we can not draw a safe conclusion that Open MPI offers a faster communication environment than SWARM; it is, however, safe to conclude that Open MPI offers a more stable and consistent one.
The inferiority of BSPlib as a choice of communication library on the quad-core may be due to a variety of reasons. It is a 10-year old library and its generic high-level communication interface possibly incurs a higher overhead with increasing p and might not be as generically fine-tuned (say, for 64-bit architectures) as other libraries for shared memory despite its performance on all results but those of Tables 10 and 11 ; Open MPI and SWARM might be more cache friendly or better fine-tuned for newer architectures. For p = 2 and n = 16384, 32768, Open MPI offers a 0.2 and 1.0 s advantage over BSPlib, whereas for p = 4, Open MPI only offers a 0.5 s advantage for n = 32768. The efficiency of our implementation that uses Open MPI increases more consistently with n than BSPlib or SWARM. For p = 2 it increases from approximately 98% all the way to 99% and for p = 4 from 90 to 94%. For BSPlib efficiency dropped from 98% down to 93% for p = 2 and varied around 89% for p = 4. SWARM behaved similarly to BSPlib for p = 2 dropping from an 99% to a 95% efficiency, yet for p = 4, the efficiency of our implementation using SWARM increased from a low and variable 78-90% to a higher and more stable 89-92%. In general the quad-core supported better efficiencies than the dual-core CPU. These higher efficiencies are possibly due to caching effects. One indicator to support this is the value of the ratio of the sequential times reported for the dual-and quad-core experiments for various n. For n = 8192 and n = 16384, the ratios 2.31/1.815 and 9.118/7.178 are approximately equal to 1.27; for n = 32768 the ratio 37.84/28.209 is approximately equal to 1.34. The latter ratio is close to, though slightly higher than, the clock ratio of 2.4/1.83 GHz, which is approximately equal to 1.31.
Conclusion
We have shown how parallel computations such as those involved in American-style option valuations can be performed in parallel using the explicit finite difference method. We analyzed the proposed parallel algorithm in an architecture independent setting using the tools provided by the BSP model of computation. In addition we used the BSP programming paradigm to implement the parallel algorithm and verified its theoretical performance by carrying out an experimental study on a moderate size high latency parallel system and with a variety of parallel communication libraries. The experimental results obtained seem to confirm the conclusions drawn from the architecture independent analysis of the theoretical performance of the algorithm. In addition we have established that the proposed algorithm and its implementation have potential in a multi-core environment as well. The source code of the implementations is publically available [10] . Support in part by NSF/MRI NSF-9977508 and NSF/ITR IIS-0324816 grants is gratefully acknowledged. The author would also like to thank the referees for their comments and insightful feedback.
