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CONVERGENCE OF LINEAR FUNCTIONALS OF THE
GRENANDER ESTIMATOR UNDER MISSPECIFICATION
By Hanna Jankowski1
York University
Under the assumption that the true density is decreasing, it is well
known that the Grenander estimator converges at rate n1/3 if the true
density is curved [Sankhya¯ Ser. A 31 (1969) 23–36] and at rate n1/2 if
the density is flat [Ann. Probab. 11 (1983) 328–345; Canad. J. Statist.
27 (1999) 557–566]. In the case that the true density is misspecified,
the results of Patilea [Ann. Statist. 29 (2001) 94–123] tell us that the
global convergence rate is of order n1/3 in Hellinger distance. Here,
we show that the local convergence rate is n1/2 at a point where the
density is misspecified. This is not in contradiction with the results of
Patilea [Ann. Statist. 29 (2001) 94–123]: the global convergence rate
simply comes from locally curved well-specified regions. Furthermore,
we study global convergence under misspecification by considering
linear functionals. The rate of convergence is n1/2 and we show that
the limit is made up of two independent terms: a mean-zero Gaussian
term and a second term (with nonzero mean) which is present only
if the density has well-specified locally flat regions.
1. Introduction. Shape-constrained nonparametric maximum likelihood
estimators provide an intriguing alternative to kernel-based density esti-
mators. For example, one can compare the standard histogram with the
Grenander estimator for a decreasing density. Rules exist to pick the band-
width (or bin width) for the histogram to attain optimal convergence rates,
cf. Wasserman (2006). On the other hand, the Grenander estimator gives a
piecewise constant density, or histogram, but the bin widths are now cho-
sen completely automatically by the estimator. Furthermore, the bin widths
selected by the Grenander estimator are naturally locally adaptive [Birge´
(1987); Cator (2011)]. Similar comparisons can also be made between the
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log-concave nonparametric MLE and the kernel density estimator with, say,
the Gaussian kernel.
The Grenander estimator was first introduced in Grenander (1956) and
has been considered extensively in the literature since then. A recent review
of the history of the problem appears in Durot, Kulikov and Lopuhaa¨ (2012).
The latter paper establishes that the Grenander estimator converges to a
true strictly decreasing density at a rate of (n/ logn)1/3 in the L∞ norm.
Other rates have also been derived over the years, most notably, convergence
at a point at a rate of n1/3 if the true density is locally strictly decreasing
[Prakasa Rao (1969); Groeneboom (1985)] and at a rate of n1/2 if the true
density is locally flat [Groeneboom (1983); Carolan and Dykstra (1999)].
As noted in Cule, Samworth and Stewart (2010); Du¨mbgen, Samworth
and Schuhmacher (2011), the “success story” of maximum likelihood esti-
mators is their robustness. Namely, let F denote the space of decreasing
densities on R+. Next, let f0 denote the true density and fˆ0 denote the
density closest to f0 in the Kullback–Leibler sense. That is,
fˆ0 = argmin
g∈F
∫ ∞
0
f0(x) log
f0(x)
g(x)
dx.(1.1)
We will call the density fˆ0 the KL projection density of f0, or the KL pro-
jection for short. Note that if f0 ∈ F then fˆ0 = f0. Patilea (2001) showed
that the density fˆ0 exists, and that the Grenander estimator converges to
fˆ0 when the observed samples come from the true density f0, regardless
if f0 ∈ F . Similar results were proved for the log-concave maximum likeli-
hood estimator in Cule and Samworth (2010); Cule, Samworth and Stewart
(2010); Du¨mbgen, Samworth and Schuhmacher (2011); Balabdaoui et al.
(2013).
In order to understand the local behavior of the Grenander estimator
when f0 /∈ F , we first need to define regions where f0 is considered to be
miss- and well-specified. Let F̂0 denote the cumulative distribution function
of fˆ0 defined in (1.1). The regions where F̂0 6= F0 are then the regions where
f0 is misspecified, and f0 is considered to be well specified otherwise. Note
that, if f0 is misspecified in a region, it may still be decreasing on some
portion of this region; see, for example, Figure 1.
Let fˆn denote the Grenander estimator of a decreasing density. We show
here that at a point where the density is misspecified the rate of convergence
of fˆn to fˆ0 is n
1/2, and we also identify the limiting distribution. This is not
in contradiction with the results of Patilea (2001): the slower n1/3 global
convergence rate simply comes from locally curved well-specified regions. To
be more specific, if the density f0 is misspecified at a point, then F̂0 must be
linear (and fˆ0 is flat), and in regions where fˆ0 is flat the rate of convergence
is n1/2. In fact, the n1/2 rate holds at all flat regions of fˆ0, irrespective of
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Fig. 1. Two examples of f0 and fˆ0 = gren(F0). The two left panels show the c.d.f. and
density, for example, (2.1) while the two right panels show the c.d.f. and density, for
example, (2.2). F0 (resp., f0) is shown in black, and F̂0 (resp., fˆ0) is shown in gray, but
only if different from the truth (namely F0 and f0, resp.).
whether these are miss- or well-specified. The complete result is given in
Section 2, where some properties of fˆ0 are also discussed.
Next, we consider convergence of linear functionals. Let
µˆ0(g) =
∫ ∞
0
g(x)fˆ0(x)dx and µˆn(g) =
∫ ∞
0
g(x)fˆn(x)dx.(1.2)
In Section 3, we show that n1/2(µˆn(g)− µˆ0(g)) =Op(1), and we again identify
the limiting distribution. Notably, the limit is made up of two independent
terms: a mean-zero Gaussian term and a second term with nonzero mean.
Furthermore, the second term is present only if the density has well-specified
locally flat regions. Our results apply to a wide range of KL projections with
both strictly curved and flat regions. The work in the strictly curved case
follows from the rates of convergence of F̂n(y) =
∫ y
0 fˆn(y)dy to the empirical
distribution function established in Kiefer and Wolfowitz (1976). However,
as mentioned above, this is only for the well-specified regions of f0. A related
work here is that of Kulikov and Lopuhaa¨ (2008), who consider functionals
in the strictly curved case but at the distribution function level.
In Section 4, we go beyond the linear setting, and consider convergence
of the entropy functional in the misspecified case. The limit in this case is
Gaussian, irrespective of the local properties of fˆ0. Most proofs appear in
Section 6 and some technical details are given in Jankowski (2014). Through-
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out, our results are illustrated by reproducible simulations. Code for these
is available online at www.math.yorku.ca/ hkj/.
To our best knowledge, previous work on rates of convergence under mis-
specification in the shape-constrained context is limited to the rates es-
tablished in van de Geer (2000) and Patilea (2001), as well as the more
recent results of Balabdaoui et al. (2013). In Balabdaoui et al. (2013), the
pointwise asymptotic distribution under misspecification was derived for the
log-concave probability mass function.
The implications of the new results obtained here are as follows. First,
we now understand that fˆ0 will be made up of local well specified and
misspecified regions, and that the rate of convergence in the misspecified
regions is always n1/2. We conjecture that this type of behavior will be seen
in other situations, such as the log-concave setting for d= 1. That is, the rate
of convergence in misspecified regions will be n1/2 whereas in well-specified
regions the rate of convergence will depend on whether locally the density lies
on the boundary or the interior of the underlying space. In the log-concave
d = 1 case, this “interior” rate is known to be n2/5 [Balabdaoui, Rufibach
and Wellner (2009)]. The interesting case of d > 1 is more mysterious though,
as the relationship between the slower boundary points and faster interior
points is harder to identify.
Secondly, we show that linear functionals (as well as the nonlinear en-
tropy functional) converge at rate n1/2, and we also conjecture that this
behavior will continue to hold for other shape constraints. Let µ0(g) =∫∞
0 g(x)f0(x)dx. Our results show that√
n(µˆn(g)− µ0(g)) =Op(1) +
√
n(µˆ0(g)− µ0(g)).(1.3)
Therefore, global rates of divergence are n1/2 for linear functionals in the
misspecified case. A similar statement also holds for the entropy functional,
and here the random Op(1) term is always Gaussian. Such results are well
understood in parametric settings, and are key in power calculations. The
exact conditions necessary for (1.3) to hold are given in Section 3 for µ0(g)
and in Section 4 for the entropy. Our work can also be easily extended to
locally misspecified settings such as those studied in Le Cam (1960).
Lastly, the fact that the limiting distribution of the linear functional µˆn(g)
depends on properties of fˆ0, whereas the limiting distribution of the entropy
functional is always Gaussian, makes the entropy functional potentially more
appealing in terms of testing procedures. Hypothesis testing based on func-
tionals was considered, for example, in Cule, Samworth and Stewart (2010)
and Chen and Samworth (2013). The latter reference develops the “trace
test” which depends on a nearly linear functional, the variance. Both, how-
ever, are developed in the context of log-concavity, and it would be of great
interest to extend the results presented here to that setting, particularly for
higher dimensions.
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2. The Kullback–Leibler projection and pointwise convergence under mis-
specification. Properties of the KL projection onto the space of log-concave
densities were studied in Du¨mbgen, Samworth and Schuhmacher (2011).
When projecting onto the space of decreasing densities, the behavior is a
little easier to characterize.
Theorem 2.1 [Patilea (1997, 2001)]. Let f0 be a density with sup-
port on [0,∞) with F0(x) =
∫ x
0 f0(u)du. Let F̂0 denote the least concave
majorant of F0. Then the left derivative of F̂0, fˆ0, satisfies the inequality∫
log fˆ0f dF0 ≥ 0, for all decreasing densities f .
Remark 2.2. The density fˆ0 satisfying
∫
log fˆ0f dF0 ≥ 0 for all f ∈F is
called the “pseudo-true” density by Patilea (2001). If we additionally assume
that supf∈F
∫
log f dF0 and
∫
log f0 dF0 are both finite, then this fˆ0 is also
the unique minimizer of the Kullback–Leibler divergence
fˆ0 = argmin
f∈F
∫
log
f0
f
dF0.
See Patilea (2001), page 95, for more details. In what follows, we continue
to refer to fˆ0 as defined in Theorem 2.1, as the KL projection, even if it
comes from the slightly more general definition of Patilea (2001).
Thus, in our setting, we have a complete graphical representation of the
distribution function F̂0 of the KL projection. This representation makes it
possible to calculate fˆ0 in many cases. It also allows us to easily visualize the
various F0 which yield the same fˆ0. Moreover, the representation is key in
understanding the behavior of the estimator, both on the finite sample and
asymptotic levels. Therefore, for a function g we define the operator gren(g)
to denote the (left) derivative of the least concave majorant of g. When the
least concave majorant is restricted to a set [a, b], we will write gren[a,b](g).
Let S0 denote the support of f0. We write S0 =M∪W , whereM= {x≥
0 : F̂0(x)> F0(x)} and W = {x≥ 0 : F̂0(x) = F0(x)}. Since f0 is a density, it
follows that F0 is continuous, as is F̂0 and, therefore, W is a closed set and
M is open. For a fixed point x0 ∈M, we thus know that x0 lies in some
open interval. Indeed, let a0 = sup{x < x0 : F̂0(x) = F0(x)} and b0 = inf{x >
x0 : F̂0(x) = F0(x)}. Then x0 ∈ (a0, b0) with (a0, b0)⊂M.
Two examples are given in Figure 1. For the first example, we have
f0(x) =
{
1.5, x ∈ [0,0.5],
x− 0.25, x ∈ (0.5,1].(2.1)
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Here, M= (0.5,1) and W = [0,0.5] ∪ {1}. For the second example, we have
f0(x) =
{
12(x− 0.5)2, x ∈ [0,0.4] ∪ [0.6,1],
0.04, x ∈ (0.4,0.6).(2.2)
Here, M= (0.25,1) and W = [0,0.25] ∪ {1}.
The next proposition gives some additional properties of the KL projec-
tion.
Proposition 2.3. The density, fˆ0, satisfies the following:
(1) Fix x0 ∈M and define a0, b0 as above. Then b0 <∞, and fˆ0 is con-
stant on (a0, b0] and satisfies the mean-value property
fˆ0(x0) =
1
b0 − a0
∫ b0
a0
f0(x)dx.
(2) Suppose that
∫∞
0 f
2
0 (x)dx <∞. Then
fˆ0 = argmin
g∈F
∫ ∞
0
(g(x)− f0(x))2 dx.
(3) For any increasing function h(x),
∫∞
0 h(x)fˆ0(x)dx≤
∫∞
0 h(x)f0(x)dx.
(4) Let g0 ∈F and let G0(y) =
∫ y
0 g0(x)dx. Then
sup
x≥0
|F̂0(x)−G0(x)| ≤ sup
x≥0
|F0(x)−G0(x)|.
Point (3) above tells us that if g is increasing then µ0(g)≥ µˆ0(g). Point (4)
is Marshall’s lemma [Marshall (1970)]. The proof of Proposition 2.3 appears
in Jankowski (2014).
Suppose that X1, . . . ,Xn are independent and identically distributed with
density f0 on R+ = [0,∞). Let fˆn denote the Grenander estimator of a
decreasing density
fˆn = argmax
g∈F
∫
log g(x)dFn(x),
where F denotes the class of decreasing densities on R+, and Fn(x) =
n−1
∑n
i=1 1(−∞,x](Xi) denotes the empirical distribution function. The next
theorem is our first main result.
Theorem 2.4. Fix a point x0 ∈ M, and let [a, b] denote the largest
interval I containing x0 such that F̂0(x) is linear on I. Let U denote a
standard Brownian bridge process on [0,1], and let UF0(x) = U(F0(x)) for
x ∈ S0. Then √
n(fˆn(x0)− fˆ0(x0))⇒ gren[a,b](UmodF0 )(x0),
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where
U
mod
F0 (u) =
{
UF0(u), u ∈ [a, b]∩W,
−∞, u ∈ [a, b]∩M.
If it happens that [a, b]∩W = {a, b}, then
√
n(fˆn(x0)− fˆ0(x0))⇒ σZ,
where Z is a standard normal random variable and
σ2 = fˆ0(x0)
[
1
b− a − fˆ0(x0)
]
.
Recall that Patilea (2001), Corollary 5.6, shows that the rate of conver-
gence (in Hellinger distance) of fˆn to fˆ0 is n
1/3. The above theorem shows
that the local rate of convergence will be
√
n where the KL projection is
flat. When the KL density is curved, the KL density and true density are
actually equal, and hence the convergence rate from the correctly specified
case applies. The next formulation of the limiting process is similar to that
of Carolan and Dykstra (1999) for a density with a flat region on [a, b].
Remark 2.5. Let p0 = F0(b)−F0(a) = F̂0(b)− F̂0(a). Since F̂0 is linear
on [a, b] the limiting distribution may also be expressed as
gren[a,b](U
mod
F0 )(x0) =
1
b− a
{
Z +
√
p0 gren(U
mod)
(
x0 − a
b− a
)}
,
where Z is a mean zero normal random variable with variance p0(1− p0), U
is an independent standard Brownian bridge, and
U
mod(u) =
{
U(u), u ∈ ([a, b]∩W − a)/(b− a),
−∞, u ∈ ([a, b]∩M− a)/(b− a).
Notably, if [a, b]∩W = {a, b}, then gren(Umod)(u) = 0.
Figure 2 illustrates the theory. The convergence is surprisingly fast, al-
though it appears to be a little slower in the second example (2.2). We con-
jecture that this difference is caused by the presence/absence of the strictly
curved region of f0.
Proof of Theorem 2.4. By the switching relation [Balabdaoui et al.
(2011)], we have
P (
√
n(fˆn(x0)− fˆ0(x0))< t)
= P
(
argmax
z≥0
{Fn(z)− (fˆ0(x0) + n−1/2t)z}< x
)
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Fig. 2. Empirical quantiles of
√
n(fˆn(x0) − fˆ0(x0)) vs. the true quantiles of the lim-
iting N(0, σ2) distributions at the point x0 = 0.75 for f0 given by (2.1) in the top row
(σ2 = 3/4) and (2.2) in the bottom row (σ2 = 7/16). The sample size varies from n= 10
to n= 100,000. The straight line goes through the origin and has slope one. Each plot is
based on B = 1000 samples.
= P
(
argmax
z≥0
{√n(Fn(z)− Fn(a)− (F0(z)− F0(a)))
+
√
n(F0(z)− F0(a)− fˆ0(x0)(z − a))− tz}< x
)
.
We now look more closely at the “second” term. That is,
F0(z)− F0(a)− fˆ0(x0)(z − a)
=−{F̂0(z)−F0(z)}+ {F̂0(z)− F̂0(a)− fˆ0(x0)(z − a)},
noting that F̂0(a) = F0(a), since a ∈ [a, b]∩W . On the other hand, for all z ∈
[a, b]∩M, we have F̂0(z)>F0(z). Furthermore, F̂0 is concave with derivative
fˆ0(x0) [at any point z ∈ (a, b)], and hence
F̂0(z)− F̂0(a)− fˆ0(x0)(z − a)≤ 0
for all z ≥ 0. For z ∈ [a, b] ∩W this is an equality, and a strict inequality
otherwise. Therefore, the weak limit of
√
n{Fn(z)− Fn(a)− (F0(z)− F0(a))} −
√
n(F0(z)− F0(a)− fˆ0(x0)(z − a))
is UmodF0 (z)−UmodF0 (a) =UmodF0 (z)−UF0(a), for all z ∈ [a, b]. For z /∈ [a, b]∩W ,
the limit of this process is always −∞ and, therefore, the maximum must
occur inside of [a, b]. By the argmax continuous mapping theorem [van der
Vaart and Wellner (1996), Theorem 3.2.2, page 287],
P (
√
n(fˆn(x0)− fˆ0(x0))< t)
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→ P
(
argmax
z∈[a,b]
{UmodF0 (z)− tz}< x
)
= P (gren[a,b](U
mod
F0 )(x0)< t)
by switching again. When [a, b]∩W = {a, b}, then the least concave majorant
is simply the line joining UF0(a) and UF0(b), with slope equal to
UF0(b)−UF0(a)
b− a ,
a Gaussian random variable with mean zero and variance
1
(b− a)2 (F0(b)−F0(a))[1− (F0(b)−F0(a))]
= fˆ0(x0)
[
1
b− a − fˆ0(x0)
]
.

Proof of Remark 2.5. Recall that F̂0 is linear on [a, b]. Therefore,
for x ∈ [a, b], we can write U(F̂0(x))−U(F̂0(a)) = x−ab−aW+V(x), where
W= U(F̂0(b))−U(F̂0(a)),
V(x) = U(F̂0(x))−U(F̂0(a))− F̂0(x)− F̂0(a)
F̂0(b)− F̂0(a)
W
= U(F̂0(x))−U(F̂0(a))− x− a
b− aW.
Since all variables are jointly Gaussian, a careful calculation of the covari-
ances reveals that W and V(x) are independent (also as processes), and W
is mean-zero Gaussian with variance p0(1− p0). Furthermore,
V(s)
d
=
√
p0U
(
s− a
b− a
)
.
This decomposition is similar to that of Shorack and Wellner (1986), Ex-
ercise 2.2.11, page 32. Now, note that the Grenander operator satisfies
gren[a,b](g)(x) = β +
γ
b−a gren[0,1](h)(
t−a
b−a ) if g(t) = α+ βt+ γh(
t−a
b−a). It fol-
lows that
gren[a,b](UF̂0)(x0) =
1
b− aZ +
√
p0
b− a gren(U)
(
x0 − a
b− a
)
with Z,U defined as in the remark. The full result follows since, UmodF0 (x) =
U
mod
F̂0
(x) = x−ab−aW+V
mod(x). 
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3.
√
n-convergence of linear functionals. Consider a density f0 with
support S0 and let fˆ0 denote its KL projection. We write S0 = Sc ∪ Sf ,
where Sc denotes the portion of the support where fˆ0 is curved and Sf de-
notes the portion of the support where fˆ0 is flat. By definition of Sf as well
as Proposition 2.3, the KL projection can be written as
fˆ0(x) =
J∑
j=1
qˆj1Ij (x)(3.1)
on Sf , where the intervals are disjoint and each is of the form Ij = (aj , bj ].
Our results for linear functionals hold under the following assumptions:
(S) The support, S0, of f0 is bounded.
(C) When the KL projection is curved, supx∈Sc |f ′0(x)|<+∞.
(P) The true density is strictly positive: infx∈S0 f0(x)> 0.
(F) When the KL projection is flat, J is finite in (3.1).
Let g :S0 7→R and define µˆn(g) by (1.2). Then we require that g satisfy the
following conditions:
(G1)
∫
Sc
|g′(x)|dx <∞.
(G2) g ∈ Lβ(Sf ) for some β > 2.
In order to state our main result for linear functionals, we need to define
the following functions:
gj(u) = g((bj − aj)u+ aj), u ∈ [0,1],
(3.2)
g¯j = (bj − aj)−1
∫ bj
aj
g(x)dx
and
g¯(x) =
{
g(x), x ∈ Sc,
g¯j , x ∈ Ij, j = 1, . . . , J .(3.3)
Thus, g¯1, . . . , g¯J are the local averages of the function g, and each gj(u) is a
localized version of g.
Theorem 3.1. Suppose that the density f0 satisfies conditions (S), (C),
(P) and (F). Consider a function g :S0 7→R which satisfies conditions (G1)
and (G2). Let U,U1, . . . ,UJ denote independent Brownian bridges, UF0(x) =
U(F0(x)), and define U
mod
j as in Theorem 2.4. Then
√
n(µˆn(g)− µˆ0(g))⇒
∫
S0
g¯(x)dUF0(x)
+
J∑
j=1
√
pj
∫ 1
0
gj(u) gren(U
mod
j )(u)du,
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Fig. 3. Empirical quantiles of
√
n(µˆn(g)− µˆ0(g)) with g(x) = x vs. the true quantiles of
the limiting N(0, σ2) distribution for f0 given in (2.2), with σ
2 ≈ 0.07032.
where pj = F0(bj)−F0(aj) = F̂0(bj)− F̂0(aj). Furthermore,∫
S0
g¯(x)dUF0(x) =
∫
S0
g¯(x)dU
F̂0
(x).
Also, if Ij ∩W = {aj , bj}, then gren(Umodj )≡ 0.
It follows that
√
n(µˆn(g)− µˆ0(g)) will converge to a Gaussian limit for true
density (2.2) but not for (2.1), as the latter has well-specified flat regions.
A simulation for (2.2) is shown in Figure 3. The proof of Theorem 3.1 is
given in Section 6. The simulations show that there appears a systematic
bias prior to convergence (the empirical quantiles appear on the x-axis in
Figure 3, the negative bias translates to a left-shift in the plot). The proof of
Proposition 6.1 shows that one source of the bias is the term
√
n
∫
xd(F̂n −
Fn) ≈ −
√
n
∫
(F̂n − Fn) ≤ 0. When S0 = Sc, this term is the only source of
bias, and from Kiefer and Wolfowitz (1976), it converges to zero at a rate
of at least n1/6(logn)−2/3. Since (3) of Proposition 2.3 also holds at the
empirical level, similar behavior will be seen for all increasing functions g.
The results of Theorem 3.1 also show that
√
n(µˆn(g)− µˆ0(g)) is asymp-
totically normal with variance varf0(g¯(X)) = varfˆ0(g¯(X)) if S0 has no well-
specified flat regions. Additionally, if S0 = Sc, then g¯(x) = g(x) and the
model is well specified. In this case, µˆn(g) has the same asymptotic distri-
bution as the empirical estimator n−1
∑n
i=1 g(Xi) (see also Proposition 6.1).
This shows that the maximum likelihood estimator is asymptotically effi-
cient, as in the strictly curved case the family of decreasing densities is
complete, and hence the “naive estimator” n−1
∑n
i=1 g(Xi) is asymptotically
efficient [van de Geer (2003), Example 4.7].
Finally, we make a few comments on the assumptions required for Theo-
rem 3.1 to hold. The assumptions which we use on Sc are (S), (P) and (C).
These are quite standard assumptions in the literature for the strictly curved
setting; see, for example, Kiefer and Wolfowitz (1976); Durot, Kulikov and
Lopuhaa¨ (2012); Kulikov and Lopuhaa¨ (2008); Groeneboom, Hooghiemstra
and Lopuhaa¨ (1999); Durot and Lopuhaa¨ (2013). In the misspecified region,
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the required assumptions are (P) and (F). Note also that by Remark 3.2, the
assumption (G2) is required in the result. Additional discussions of these
assumptions, including directions for future research, are provided in the
Jankowski (2014).
To further illustrate these assumptions, as well as Theorem 3.1, we con-
sider the examples (2.1) and (2.2). In example (2.1), we have that
fˆ0(x) = 1.51[0,0.5](x) + 0.51(0.5,1](x).(3.4)
The conditions (S) and (P) are clearly satisfied, as is (C) since S0 = Sf .
Lastly, (F) holds with J = 2, qˆ1 = 1.5, qˆ2 = 0.5, I1 = (0,0.5], I2 = (0.5,1].
Applying Theorem 3.1 for g(x) = x, we find that g¯(x) = 0.751[0,0.5](x) +
0.251(0.5,1](x), and I2 ∩W = {a2, b2} [hence gren(Umod2 ) = 0]. Therefore,√
n(µˆn(g)− µˆ0(g))
⇒
∫ 1
0
g¯(x)dUF0(x) +
√
3
4
∫ 1
0
u
2
gren(Umod1 )(u)du(3.5)
=−1
2
UF0(0.5) +
√
3
16
∫ 1
0
ugren(U1)(u)du,
where UF0 ,U1 are independent Brownian bridges as defined in Theorem 3.1.
Notably, the limit has a non-Gaussian component.
Example (2.2) can be analyzed similarly. Here,
fˆ0(x) = 12(x− 0.5)21[0,0.25](x) + 0.751(0.25,1](x).
Again, the conditions (S) and (P) clearly hold. On Sc = [0,0.25], we have
supx∈Sc |f ′0(x)|= 12 and, therefore, condition (C) holds. On Sf = (0.25,1] we
have J = 1, and hence (F) also holds. Applying Theorem 3.1 for g(x) = x, we
find that g¯(x) = x1[0,0.25](x) + (5/8)1(0.25,1](x), and I1 ∩W = {a1, b1} [hence
gren(Umod1 ) = 0]. Therefore,
√
n(µˆn(g)− µˆ0(g))⇒
∫ 1
0
g¯(x)dUF0(x).
That is, the limit is zero-mean Gaussian with variance σ2 ≈ 0.07032.
Remark 3.2. Marginal properties of the process gren(U) were stud-
ied in Carolan and Dykstra (2001). The results include marginal densities
and moments, including E[(gren(U)(x))2] = 0.5(x2/(1− x) + (1− x)2/x). It
follows that E[
∫ 1
0 (gren(U)(x))
2 dx] =
∫ 1
0 (1 − x)2/xdx =∞, and hence the
limiting process
〈g,gren(U)〉=
∫ 1
0
g(x) gren(U)(x)dx,
exists only for g ∈ Lβ(Sf ) for β > 2. We would therefore not expect conver-
gence of µˆn(g) for g ∈Lβ(Sf ) with β ∈ [1,2].
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4. Beyond linear functionals: A special case. Entropy measures the
amount of disorder or uncertainty in a system and is closely related to
the Kullback–Leibler divergence. Let T (f) =
∫∞
0 f(x) log f(x)dx denote the
entropy functional. A review of testing and other applications of entropy
appears, for example, in Beirlant et al. (1997).
Theorem 4.1. Suppose that fˆ0 is bounded, the support of f0 is also
bounded, and that f0/fˆ0 ≤ c20 <∞. Then√
n(T (fˆn)− T (fˆ0))⇒ σZ,
where Z is a standard normal random variable and
σ2 = varf0(log(fˆ0(X))) = varfˆ0(log(fˆ0(X))).
The proof is made up of two key pieces: (1) tight bounds on the likeli-
hood ratio from Lemma 4.2 and (2) specialized equalities which hold for the
Grenander estimator.
Lemma 4.2. Suppose that fˆ0 is bounded, the support of f0 is also bounded,
and that f0/fˆ0 ≤ c20 <∞. Then∫
log
fˆn
fˆ0
dFn =Op(n
−2/3).
We note that the conditions we require here are stronger than those of
Patilea (2001), Corollary 5.6. However, under those conditions Patilea (2001)
establishes convergence rates on
∫
log 2fˆn
fˆn+fˆ0
dFn, which is not sufficient for
our purposes. The condition that f0/fˆ0 is bounded above was also used
in the study of misspecification in van de Geer (2000), Section 10.4. The
condition that the support of f0 is bounded is the strongest, whereas the
condition that fˆ0 is bounded may be relaxed somewhat. We discuss this
further in Jankowski (2014).
Proof of Lemma 4.2. We first show that
∫∞
0 ϕ(fˆn)d(F̂n−Fn) = 0 for
any function ϕ. This follows since F̂n(x) ≥ Fn(x) with equality at finitely
many touch points, and also fˆn is constant between all touch points. Thus,
letting τ1, τ2, . . . , τm enumerate the (random) points of touch, we have∫ ∞
0
ϕ(fˆn)d(F̂n − Fn) =
m∑
i=1
ϕ(fˆn(τi))((F̂n − Fn)(τi)− (F̂n − Fn)(τi−1)) = 0
with τ0 = 0 and τm =X(n). A similar argument also establishes that∫ ∞
0
ϕ(fˆ0)d(F̂0 −F0) =
∫
M
ϕ(fˆ0)d(F̂0 − F0) = 0.(4.1)
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Fig. 4. Empirical quantiles of
√
n(T (fˆn)− T (fˆ0)) vs. the true quantiles of the limiting
N(0, σ2) distribution for f0 given in (2.1), with σ
2 ≈ 0.2263.
For ϕ(v) = log v, it follows that
√
n(T (fˆn)− T (fˆ0)) =
√
n
(∫
log fˆn dF̂n −
∫
log fˆ0 dF̂0
)
=
√
n
∫
log
(
fˆn
fˆ0
)
dFn +
√
n
∫
log fˆ0 d(Fn −F0).
The first term is Op(n
−1/6) by Lemma 4.2. The second term has a Gaussian
limit with variance varf0(log fˆ0(X)). By (4.1) [with ϕ(v) = log
2 v, log v] this
is equal to varfˆ0(log fˆ0(X)). 
A simulation of this result is shown in Figure 4 based on the true den-
sity (2.1). The KL projection of (2.1) is given in (3.4). One can easily check
that the conditions of Theorem 4.1 are satisfied in this case. Note that this
density has well-specified flat regions and, therefore, linear functionals that
do not ignore Sf ∩W should have non-Gaussian terms in their limit; see, for
example, (3.5) for the case when g(x) = x. On the other hand, the entropy
functional will always result in a Gaussian limit. The simulations exhibit
a systematic positive bias. The proof shown above reveals the cause: the
term
∫
log(fˆn/fˆ0)dFn ≥ 0 since fˆn is the MLE. In the plots the quantiles
of
√
n(T (fˆn)− T (fˆ0)) are shown on the x-axis, and these quantiles appear
to be shifted to the right—that is, they are larger than the quantiles of the
limiting Gaussian distribution.
5. Conclusion. We anticipate that extensions of this work to other one-
dimensional shape-constrained models, such as the log-concave and convex
decreasing constraints, are within reach, although certain technical difficul-
ties will need to be overcome. In particular, the results of Patilea (2001)
for convex models should yield some results for convex decreasing densities
under misspecification. The Grenander estimator has a particular simplicity
of form, which we have exploited here. Some progress for the log-concave
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setting has already been made in Balabdaoui et al. (2013), albeit for the dis-
crete (i.e., probability mass function) setting. We conjecture that statements
such as (1.3) will continue to hold for other shape-constraints in d = 1 for
linear functionals. Similar results for higher-dimensional shape-constrained
models seem premature in view of the current lack of rate of convergence
results even when the model is correctly specified.
6. Proofs for Section 3. We now present the proof for Theorem 3.1. We
proceed by proving convergence results for the different types of behaviours
of the density separately (curved, flat, misspecified), and combine the results
together at the end. We believe that the intermediate results are of inde-
pendent interest to the reader, and we also hope that this approach makes
the proof more accessible.
6.1. Strictly curved well-specified density. We first suppose that the true
density f0 satisfies the conditions introduced in Kiefer and Wolfowitz (1976).
Proposition 6.1. Suppose that f0 satisfies conditions (S) and (C), and
that g satisfies condition (G1). Then
√
n(µˆn(g)− µ0(g))⇒ σZ,
where Z is a standard normal random variable and σ2 = var(g(X)) <∞.
We note that this result is similar to that in Kulikov and Lopuhaa¨ (2008).
Proof. Without loss of generality, we assume that S0 = Sc = [0,1]. Let
µ¯n(g) = n
−1
∑n
i=1 g(Xi) denote the empirical estimator of µ0(g). Using Fu-
bini, we have
|µˆn(g)− µ¯n(g)| =
∣∣∣∣∫ 1
0
g′(x)[F̂n(x)− Fn(x)]dx
∣∣∣∣
≤
{∫
Sc
|g′(x)|dx
}
sup
x∈Sc
|F̂n(x)− Fn(x)|.
From the results of Kiefer and Wolfowitz (1976) [see also Durot and Lop-
uhaa¨ (2013), Corollary 2.2], we have that supx∈[0,1]
√
n|F̂n(x) − Fn(x)| =
op(n
−1/6 log2/3 n). Therefore,
√
n(µˆn(g)− µ0(g)) =
√
n(µ¯n(g)− µ0(g)) + op(n−1/6 log2/3 n)
from which the result follows. 
6.2. Piecewise constant well-specified density. Suppose next that S0 =
Sf =W ∩S0. That is, the true density is piecewise constant decreasing and
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can be expressed as
f0(x) =
J∑
j=1
qj1(aj ,bj ](x),(6.1)
where q1 > q2 > · · ·> qJ > 0, J is finite, and ∪Ij = S0 where the sets Ij =
(aj , bj ] are disjoint. Indeed, we have bj = aj+1 for j = 1, . . . , J − 1. Note that
pj = qj(bj −aj). Also, let U1, . . . ,UJ denote independent standard Brownian
bridge processes (each defined on [0,1]), and let {Z1, . . . ,ZJ} be an indepen-
dent multivariate normal with mean zero and covariance diag(p)− ppT for
p= (p1, . . . , pJ)
T .
Proposition 6.2. Suppose that f0 is as in (6.1). Then
√
n(fˆn(x) −
f0(x)) converges weakly to S(x) in Lα(Sf ) = Lα(S0) for any α ∈ [1,2), where
S(x) =
J∑
j=1
1
bj − aj
{
Zj +
√
pj gren(Uj)
(
x− aj
bj − aj
)}
1Ij (x).
A pointwise version of Proposition 6.2 was originally proved in Carolan
and Dykstra (1999). Here, we extend these results to convergence in Lα,
which is a much stronger statement, requiring tight bounds on the tail be-
haviour at a point of the kind proved in Groeneboom, Hooghiemstra and
Lopuhaa¨ (1999), Theorem 2.1. In the case of the decreasing probability mass
function, ℓk, k ≥ 1 convergence has been established in Jankowski and Well-
ner (2009). An immediate corollary of this work is convergence of the linear
functionals µˆn(g); see Corollary 6.3 below.
Groeneboom (1986), Theorem 4.1, shows that for f0 equal to the uniform
density on [0,1] we have
√
n
∫ 1
0
|fˆn(x)− f0(x)|dx⇒
∫ 1
0
|gren(U)(x)|dx= 2 sup
0≤x≤1
U(x),
where U is again a standard Brownian bridge process on [0,1]. This is an im-
mediate corollary of Proposition 6.2 with J = 1. On the other hand, Groene-
boom (1983) [see also Groeneboom and Pyke (1983)] shows that∫ 1
0 (
√
n(fˆn(x)− f0(x)))2 dx− logn√
3 logn
⇒ Z ∼N(0,1)
and hence convergence of
√
n(fˆn(x)− f0(x)) to gren(U)(x) in L2([0,1]) fails.
See also Remark 3.2.
Corollary 6.3. Suppose that f0 takes the form (6.1) with bounded sup-
port S0 = Sf ∩W and with J finite. Suppose further that g satisfies condition
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(G2). Then
√
n(µˆn(g)− µ0(g))⇒ YJ , where
YJ =
J∑
j=1
{
g¯jZj +
√
pj
∫ 1
0
gj(u) gren(Uj)(u)du
}
with g¯j and gj defined in (3.2).
In what follows, unless stated otherwise, we assume that S0 = [0,1].
Lemma 6.4. Suppose that f0 is as in (6.1) with a discontinuity at a
point x0 6= 0. Then, for all c > 0,
sup
0≤x≤c/n
|fˆn(x0 + x)− f0(x0 + x)|=Op(1).
Proof. It was shown in Anevski and Ho¨ssjer (2002), Theorem 2, that
fˆn(x0 + t/n)− f0(x0−) + f0(x0+)
2
⇒ h(t),(6.2)
where h(t) is the left derivative of the least concave majorant (over R) of
the process
N(λ(s))− λ(s)−
{
f0(x0−)− f0(x0+)
2
}
|s|,
where the rate function is equal to
λ(s) =
{
f0(x0+)s, s > 0,
f0(x0−)s, s < 0.
Here, N denotes a standard two-sided Poisson process. The result in
Anevski and Ho¨ssjer (2002), Theorem 2, is established by a “switching” ar-
gument similar to that in the proof of Theorem 2.4. The switching argument
can also be extended to this situation even if f0(x0−) = f0(x0+). A simi-
lar argument may also be used to show convergence in finite-dimensional
distributions as well. We next show convergence of the supremum norm
sup
0≤x≤c/n
|fˆn(x0 + x)− f0(x0 + x)|
⇒ sup
0≤x≤c
∣∣∣∣h(x) + f0(x0−)− f0(x0+)2
∣∣∣∣=Op(1).
This is done by (1) showing that the convergence in (6.2) also holds in
D[0,∞), and (2) showing that this implies convergence of the supremum
norm (as above). Both of these steps follow exactly the same argument as
the proof of Theorem 1.1 in Balabdaoui et al. (2011), and we therefore omit
the details. 
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Lemma 6.5. Suppose that f0 is decreasing on R and flat on (a, b] and
fix x ∈ (a, b). Then, for any t0 > 0 and k0 > 0, there exists a constant c0 =
t0/(f0(b) + t0/k0) such that
P (fˆn(x)> f0(x) + n
−1/2t)≤ exp
{
−c0 t(x− a)
2
}
for all t≥ t0
for all n≥ (k0/3)2. Also,
P (fˆn(x)< f0(x)− n−1/2t)≤ exp
{
− t
2(b− x)
2f0(b)
}
for all t ∈ [0,√nf0(x)]
and otherwise the probability is equal to zero.
Proof. Let Fn(a, s) = Fn(s)−Fn(a), and we write f0(a+) = limx→a+ f0(x).
By the switching relation,
P (fˆn(x)> f0(x) + n
−1/2t)
= P
(
argmax
s∈[0,1]
{Fn(s)− (f0(x) + n−1/2t)s}> x
)
= P
(
argmax
s∈[0,1]
{Fn(a, s)− (f0(a+) + n−1/2t)(s− a)}> x
)
≤ P ({Fn(a, s)≥ (f0(a+)+ n−1/2t)(s− a)}, for some s ∈ (x,1])
= P
(
Fn(a, s)
F0(a, s)
≥ (f0(a+)+ n
−1/2t)(s− a)
F0(a, s)
, for some s ∈ (x,1]
)
= P
(
Fn(a, s)
F0(a, s)
≥ 1 + n
−1/2t
f0(a+)
, for some s ∈ (x,1]
)
≤ P
(
sup
s∈(x,1]
Fn(a, s)
F0(a, s)
≥ 1 + n
−1/2t
f0(a+)
)
.
Since Fn(a, s) is a binomial random variable, we can bound the above us-
ing Shorack and Wellner (1986), Inequality 10.3.2, page 416, with h(v) =
v(log v − 1) + 1 and ψ(v) = 2h(1 + v)/v2 ≥ (1 + v/3)−1. It therefore follows
that
P
(
sup
s∈(x,1]
Fn(a, s)
F0(a, s)
≥ 1 + n
−1/2t
f0(a+)
)
≤ exp
{
−nF0(a,x)h
(
1 +
n−1/2t
f0(a+)
)}
= exp
{
− t
2(x− a)
2f0(a+)
ψ
(
n−1/2t
f0(a+)
)}
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≤ exp
{
− t(x− a)
2
t/f0(a+)
1 + (t/f0(a+))/(3
√
n)
}
.
Write u= t/f0(a+) and note that for all n≥ (k0/3)2 we have
u
1 + u/(3
√
n)
≥ u
1 + u/k0
,
which is a increasing function of u. Fix t0 > 0 and let u0 = t0/f0(a+). Then,
with c0 = u0/(1 + u0/k0) = t0/(f0(a+)+ t0/k0) we have that
P (fˆn(x)> f0(x) + n
−1/2t)≤ exp
{
−c0t
(
x− a
2
)}
.
We handle the other side in a similar manner.
P (fˆn(x)< f0(x)− n−1/2t)
= P
(
argmax
s∈[0,1]
{Fn(s, b)− (f0(b)− n−1/2t)(x− b)}< x
)
≤ P
(
Fn(s, b)
F0(s, b)
≤ 1− n
−1/2t
f0(b)
, for some s ∈ [0, x)
)
≤ P
(
inf
s∈[0,x)
Fn(s, b)
F0(s, b)
≤ 1− n
−1/2t
f0(b)
)
.
We now bound this using the martingale inequality from Groeneboom,
Hooghiemstra and Lopuhaa¨ (1999), Lemma 2.3.
P
(
inf
s∈[0,x)
Fn(s, b)
F0(s, b)
≤ 1− n
−1/2t
f0(b)
)
≤ exp
{
−nF (x, b)h
(
1− n
−1/2t
f0(b)
)}
= exp
{
− t
2(b− x)
2f0(b)
ψ
(
−n
−1/2t
f0(b)
)}
.
Now, note that since fˆn is a density, we only consider t≤
√
nf0(b) =
√
nf0(x).
Therefore, we bound only ψ(−v) for v ∈ [0,1], for which we have that
ψ(−v)≥ 1. Thus, it follows that
P (fˆn(x)< f0(x)− n−1/2t)≤ exp
{
− t
2(b− x)
2f0(b)
}
.

Let (x)+ =max(x,0) and (x)− =min(x,0).
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Lemma 6.6. Suppose that f0 is flat on (a, b] and fix x ∈ (a, b), and fix
α > 0. Then, there exists a constant C such that
E[|√n(fˆn(x)− f0(x))−|α]≤ C(b− x)−α/2,
E[|√n(fˆn(x)− f0(x))+|α]≤ C(x− a)−α/2
with the second bound valid only for (x− a)≥ c˜0/n, for some c˜0 > 0.
Proof. Using the bounds obtained in Lemma 6.5, we find that
E[|√n(fˆn(x)− f0(x))−|α]
=
∫ ∞
0
αtα−1P (
√
n(fˆn(x)− f0(x))− > t)dt
=
∫ n1/2f0(x)
0
αtα−1P (fˆn(x)< f0(x)− n−1/2t)dt
≤
∫ ∞
0
αtα−1 exp
{
− t
2(b− x)
2f0(b)
}
dt
= Γ(1+α/2)
(
2f0(b)
b− x
)α/2
.
For the second inequality, we first fix t0 > 0. We then have
E[|√n(fˆn(x)− f0(x))+|α]
=
∫ ∞
0
αtα−1P (
√
n(fˆn(x)− f0(x))+ > t)dt
=
∫ t0
0
αtα−1P (fˆn(x)> f0(x) + n
−1/2t)dt
+
∫ ∞
t0
αtα−1P (fˆn(x)> f0(x) + n
−1/2t)dt
≤ tα0 +
∫ ∞
t0
αtα−1 exp
{
−c0 t(x− a)
2
}
dt
≤ tα0 +Γ(α+1)
(
2
c0(x− a)
)α
.
Now, recall that c0 takes the form t0/(f0(b) + t0/k0). Therefore, we obtain
the bounds
Γ(α+1)
(
2
c0(x− a)
)α
≤ 2αΓ(α+1)(x− a)−α
(
f0(b) + t0/k0
t0
)α
≤ Cα(1 +K)α
(
f0(b)
x− a
)α
t−α0
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as long as t0/k0 ≤ Kf0(b) for some choice of K. We optimize the entire
quantity in t0 to find that
E[|√n(fˆn(x)− f0(x))+|α]≤Aα
(
f0(b)
x− a
)α/2
for some new constant Aα. Now, in order for this optimized bound to hold,
we need t0 ≤Kf0(b)k0, and
K2f0(b)
2k20 ≥ Cα(1 +K)α
(
f0(b)
x− a
)α
.
The latter translates to (x− a)≥ c˜0n−1 by using k20 ≤ 9n. 
Proof of Proposition 6.2. The outline of the proof is as follows. We
first require pointwise convergence, which follows from Carolan and Dykstra
(1999), Theorem 6.4. One can also easily extend this to convergence in finite-
dimensional distributions. The particular form of the limit follows from the
following decomposition of a (time-transformed) Brownian bridge, which is
a generalization of Shorack and Wellner (1986), Exercise 2.2.11, page 32. Let
F denote any distribution function with compact support, which, without
loss of generality, we assume to be [0,1]. Let 0 = a1 < b1 = a2 < · · ·< bJ−1 =
aJ < bJ = 1. Let V,U1, . . . ,UJ denote independent Brownian bridges. Then
V(F (t))≡
J∑
i=1
{
i−1∑
j=1
∆V(F (ai)) +∆V(F (ai))
F (t)−F (ai)
F (bi)−F (ai)
(6.3)
+
√
F (bi)−F (ai)Ui
(
F (t)− F (ai)
F (bi)− F (ai)
)}
1(ai,bi](t),
where ∆V(F (aj)) =V(F (bj))−V(F (aj)).
Recall that the Grenander operator satisfies gren(a + bt + ch(t)) = b +
cgren(h(t)). Also note that F0 is linear on (ai, bi] by assumption. Therefore,
from Carolan and Dykstra (1999), the limit of
√
n(fˆn(x)− f0(x)) at a point
x ∈ Ii = (ai, bi] can be written as
gren(ai,bi](V(F0(t))) = ∆V(F (ai))
1
bi − ai +
√
pi gren
(
Ui
(
t− ai
bi − ai
))
=
1
bi − ai
{
∆V(F (ai)) +
√
pi gren(Ui)
(
t− ai
bi − ai
)}
from the above characterization. Finally, {∆V(F (a1)), . . . ,∆V(F (aJ))} d=
{Z1, . . . ,ZJ} as in Proposition 6.2.
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The second step is to show that the process Sn(x) =
√
n(fˆn(x)− f0(x))
is tight in Lα(S). For this, we first need a characterization of compact sets
in Lα(S) for α ≥ 1. These appear, for example, in Dunford and Schwartz
(1958), page 298 [see also Simon (1987)]. For S bounded, a set K ⊂ Lα(S)
is relatively compact if for all f ∈K:
(1) supf∈K
∫
S
|f(x)|α dx <∞,
(2) limδ→0 supf∈K
∫
S
|f(x+ δ)− f(x)|α dx→ 0.
We want to show that for each ǫ > 0 we can find a compact subset K=Kǫ
of Lα(S) such that lim supnP (Sn ∈Kc)< ǫ. Thus, we want to show that
lim sup
n
P
(∫ 1
0
|Sn(x)|α dx >M
)
→ 0 as M →∞(6.4)
and
limsup
n
P
(∫ 1
0
|Sn(x+ δ)− Sn(x)|α dx > ǫ
)
→ 0(6.5)
as δ→ 0, for every ǫ > 0.
To show the first of these, we proceed as follows: for f0 as in (6.1),∫ 1
0
|Sn(x)|α dx=
J∑
j=1
∫
(aj ,bj ]
|Sn(x)|α dx
and hence we have
P
(∫ 1
0
|Sn(x)|α dx >M
)
≤
J∑
j=1
P
(∫
(aj ,bj ]
|Sn(x)|α dx >M/J
)
.(6.6)
Thus, it suffices to show that
lim sup
n
P
(∫
(a,b]
|Sn(x)|α dx >M
)
→ 0
as M →∞ for each fixed (a, b] with f0 flat on (a, b]. Now,
P
(∫
(a,b]
|Sn(x)|α dx >M
)
≤ P
(∫
(a,a+c˜0/n]
|Sn(x)|α dx >M/2
)
(6.7)
+P
(∫
(a+c˜0/n,b]
|Sn(x)|α dx >M/2
)
and we handle each term separately. From Lemma 6.4, it follows that∫
(a,a+c˜0/n]
|Sn(x)|α dx=
∫
(a,a+c˜0/n]
nα/2|fˆn(x)− f0(x)|α dx
(6.8)
= nα/2c˜0n
−1Op(1) = op(1)
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for α< 2. For the second term, we use Markov’s inequality, Lemma 6.6 and
Fubini’s theorem to get
P
(∫
(a+c˜0/n,b]
|Sn(x)|α dx >M/2
)
≤ 2
M
2α−1
{∫
(a+c˜0/n,b]
E|Sn(x)+|α dx+
∫
(a+c˜0/n,b]
E|Sn(x)−|α dx
}
(6.9)
≤ 2
αC
M
{∫
(a,b]
(x− a)−α/2 dx+
∫
(a,b]
(b− x)−α/2 dx
}
≤ C˜/M
for some new, finite, constant C˜ depending on a, b,α, noting that α < 2.
Combining (6.8) and (6.9) yields (6.4) for our choice of f0.
Now, to prove (6.5). Since f0(x) is constant for x ∈ (aj, bj ] for each j, the
processes Sn(x) =
√
n(fˆn(x)−f0(x)), are piecewise monotone, and hence the
convergence in Lα((aj , bj]) for α ∈ [1,2) and each j ≤ J follows as in Huang
and Zhang (1994), Corollary 2, page 1260. We conclude that (6.5) holds,
and hence Sn is tight in Lα(S) when α < 2. 
Proof of Corollary 6.3. Convergence follows immediately by conti-
nuity of the linear functional
∫
g(x)Sn(x)dx by Ho¨lder’s inequality. We need
only check the final form, that is,
∫
g(x)S(x)dx is equal to
J∑
i=1
{
Zi
∫ bi
ai
g(x)dx
bi − ai +
√
pi
∫ bi
ai
g(x)
bi − ai gren(Ui)
(
x− ai
bi − ai
)
dx
}
=
J∑
j=1
{
Zi
∫ bi
ai
g(x)dx
bi− ai +
√
pi
∫ 1
0
g((bi − ai)u+ ai) gren(Uj)(u)du
}
.

6.3. Piecewise constant KL density. We next consider the case that fˆ0(x)
can be written in the form (3.1) with condition (F). Let U1, . . . ,UJ , denote
independent standard Brownian bridge processes (each defined on [0,1]),
and for each j define Umodj as in Remark 2.5 with Ij = [aj, bj ] replacing
[a, b]. Also, let {Z1, . . . ,ZJ} be an independent multivariate normal with
mean zero and covariance diag(p) − ppT for p = (p1, . . . , pJ)T , where pj =
F0(bj)− F0(aj) = F̂0(bj)− F̂0(aj).
Proposition 6.7. Suppose that fˆ0 satisfies conditions (P) and (F) with
S0 = Sf and that g satisfies condition (G2). Then
√
n(fˆn(x)− f0(x)) con-
verges weakly to Smod(x) in Lα(S) for α ∈ (0,2), where
S
mod(x) =
J∑
j=1
1
bj − aj
{
Zj +
√
pj gren(U
mod
j )
(
x− aj
bj − aj
)}
1(aj ,bj ](x).
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Corollary 6.8. Suppose that fˆ0 satisfies conditions (P) and (F) with
S0 = Sf and that g satisfies condition (G2). Then
√
n(µˆn(g)− µˆ0(g))⇒ YJ ,
where
Y modJ =
J∑
j=1
{
g¯jZj +
√
pj
∫ 1
0
gj(u) gren(U
mod
j )(u)du
}
with gj(u) and g¯j defined as in (3.2).
The proof of these results is very close to that of Proposition 6.2, and
we omit any details which are the same. The difference lies in the follow-
ing modifications to Lemmas 6.4 and 6.5. Note that we add the additional
requirement that f0 be bounded below (P).
Lemma 6.9. Fix a point x ∈ S0 and let [a, b] denote the largest interval
I such that x ∈ I and fˆ0 is constant on I. Then, for all c > 0,
sup
0≤u≤c/n
|fˆn(a+ u)− fˆ0(a+ u)|=Op(1).
Proof. By the switching relation, it follows that
P (fˆn(a+ u/n)− fˆ0(a+ u/n)< t)
= P (fˆn(a+ u/n)− fˆ0(b)< t)
= P
(
argmax
z∈[0,1]
{Fn(z)− (fˆ0(b) + t)z}< a+ u/n
)
= P
(
n
(
argmax
z∈[0,1]
{Fn(z)− (fˆ0(b) + t)z} − a
)
< u
)
and the inner process
n
(
argmax
z∈[0,1]
{Fn(z)− (fˆ0(b) + t)z} − a
)
= argmax
h≥−na
{Fn(a+ h/n)− (t+ fˆ0(b))(a+ h/n)}
= argmax
h≥−na
{Vn(h)},
where Vn(h) =An(h) +Bn(h)− th, with An(h) = n(Fn(a+ h/n)−Fn(a))−
n(F0(a+ h/n)−F0(a)) and Bn(h) = n(F0(a+ h/n)− F0(a))− fˆ0(b)h.
Now, the term Nn(h) = n(Fn(a + h/n) − Fn(a)) is binomial with mean
n(F0(a+ h/n)−F0(a))→ f0(a)h. Therefore, An(h) converges to a centered
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Poisson random variable with mean f0(a). A similar argument may be used
to show convergence as a process of An(h)⇒N(h)− f0(a)h, where N(·) is a
Poisson process with rate λ(h) = f0(a). The second piece, Bn(h) satisfies
n−1Bn(h)
{
= 0, h ∈ n{[a, b]∩W − a},
< 0, h ∈ n{[a, b]∩M− a}.
Thus, if for all δ > 0 [a, δ)∩W = {a} then the limit of Bn(h) is 0 if h= 0 and
is equal to −∞ otherwise [we will call this setting case (A)]. If the above as-
sumption is not true [we will call this setting case (B)], then limn→∞Bn(h) =
0 for all h≥ 0. In case (A), it follows that the limit of Vn(h) is equal to 0 at
h= 0 and is equal to −∞ otherwise. Therefore, argmaxh≥0{Vn(h)}= 0 here.
In case (B), the limit of Vn(h) is a centered (a.k.a. compensated) Poisson
process with rate f0(a). We therefore have that, in case (A),
P (fˆn(a+ u/n)− fˆ0(a+ u/n)< t)
= P
(
argmax
h≥−na
{Vn(h)}<u
)
→ 1
and in case (B),
P (fˆn(a+ u/n)− fˆ0(a+ u/n)< t)
= P
(
argmax
h≥−na
{Vn(h)}< u
)
→ P
(
argmax
h≥0
{N(h)− f0(a)h− th}<u
)
,
which gives us pointwise convergence in distribution in both cases.
Lastly, note that fˆ0(a+u) = fˆ0(b) is a constant, and fˆn(a+u) is decreasing
in u by definition. Therefore, sup0≤u≤c/n |fˆn(a+ u)− fˆ0(a+ u)| = |fˆn(a)−
fˆ0(b)|, which converges as described above. 
Lemma 6.10. Suppose that fˆ0 is flat on (a, b] and fix x∈ (a, b). Assume
also that infx∈(a,b] f0(x) = α0 > 0, and let cˆ0 = α0/fˆ0(b). Then, for any t0 > 0
and k0 > 0, there exists a constant c0 = t0/(fˆ0(b) + t0/k0) such that
P (fˆn(x)> fˆ0(x) + n
−1/2t)≤ exp
{
−cˆ0c0 t(x− x0)
2
}
for all t≥ t0
for all n≥ (k0/3)2. Also, for all t ∈ [0,
√
nfˆ0(x)],
P (fˆn(x)< fˆ0(x)− n−1/2t)≤ exp
{
−cˆ0 t
2(b− x)
2fˆ0(x)
}
and otherwise the probability is equal to zero.
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Proof. Let Fn(a, s) = Fn(s)−Fn(a), and we write θˆ = fˆ0(x). Repeating
the argument for the proof of Lemma 6.5, we obtain that
P (fˆn(x)> fˆ0(x) + n
−1/2t)
≤ P
(
Fn(a, s)
F0(a, s)
≥ (θˆ+ n
−1/2t)(s− a)
F0(a, s)
, for some s ∈ (x,1]
)
≤ P
(
sup
s∈(x,1]
Fn(a, s)
F0(a, s)
≥ inf
s∈(x,1]
(θˆ+ n−1/2t)(s− a)
F0(a, s)
)
≤ P
(
sup
s∈(x,1]
Fn(a, s)
F0(a, s)
≥ inf
s∈(x,1]
(θˆ+ n−1/2t)(s− a)
F̂0(a, s)
)
= P
(
sup
s∈(x,1]
Fn(a, s)
F0(a, s)
≥ 1 + n
−1/2t
θˆ
)
since F̂0(s)>F0(s) with equality at s= a, b. Applying the exponential bounds
for binomial variables as before, we find that
P
(
sup
s∈(x,1]
Fn(a, s)
F0(a, s)
≥ 1 + n
−1/2t
θˆ
)
≤ exp
{
−nF0(a,x)h
(
1 +
n−1/2t
θˆ
)}
≤ exp
{
−
[
inf
x∈[a,b]
f0(x)
θˆ
]
t(x− a)
2
t/θˆ
1 + (t/θˆ)/(3
√
n)
}
.
Therefore, assuming that infx∈[a,b]
f0(x)
θˆ
= cˆ0 > 0, we can repeat the same
argument as for Lemma (6.5).
We handle the other side in a similar manner:
P (fˆn(x)< fˆ0(x)− n−1/2t)≤ P
(
inf
s∈[0,x)
Fn(s, b)
F0(s, b)
≤ sup
s∈[0,x)
(θˆ − n−1/2t)(s− b)
F0(s, b)
)
≤ P
(
inf
s∈[0,x)
Fn(s, b)
F0(s, b)
≤ 1− n
−1/2t
θˆ
)
.
We again bound this using the martingale inequality from Groeneboom,
Hooghiemstra and Lopuhaa¨ (1999), Lemma 2.3:
P
(
inf
s∈[0,x)
Fn(s, b)
F0(s, b)
≤ 1− n
−1/2t
θˆ
)
≤ exp
{
−nF (x, b)h
(
1− n
−1/2t
θˆ
)}
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= exp
{
−
[
inf
x∈[a,b]
f0(x)
θˆ
]
t2(b− x)
2θˆ
ψ
(
−n
−1/2t
θˆ
)}
.

6.4. Putting it all together.
Proof of Theorem 3.1. To illustrate the method of proof, we consider
a simplified case. Since g ∈Lβ(Sf ) for some β > 2 and Sn converges in Lα(S)
the proof easily extends to a general setting. Suppose then that Sc = [0, a]
and Sf = [a, b], so that the support is S0 = [0, b]. Furthermore, we assume
that on Sf we have J = 1. Let Un(x) =
√
n(Fn(x)−F0(x)). Then√
n(µˆn(g)− µˆ0(g))
=
∫ a
0
g(x)dUn(x) +
∫ b
a
g(x)
√
n(gren(Fn)(x)− fˆ0(x))dx+ εn,
where εn =
√
n
∫ a
0 g(x)d(F̂n − Fn)(x). From assumptions (C) and (G1), it
follows that εn = op(1) as in Proposition 6.1.
Next, let Wn = Un(b)−Un(a), and let Vn(x) = Un(x)−Un(a)− x−ab−aWn
for x ∈ [a, b]. Lastly, let ℓ(x) = F0(a) + fˆ0(b)(x− a). Then for x ∈ (a, b],
√
n(gren(Fn)(x)− fˆ0(x))
=
√
n(gren(Fn)(x)− fˆ0(b)) = gren(Un +
√
n(F0 − ℓ))
=
1
b− aWn + gren(Vn +
√
n(F0 − ℓ))
and we also define Vmodn = Vn +
√
n(F0 − ℓ). Therefore,
√
n(µˆn(g)− µˆ0(g))
is equal to∫ a
0
g(x)dUn(x) +Wn
1
b− a
∫ b
a
g(x) +
∫ b
a
g(x) gren(Vmodn )(x)dx+ op(1)
=
∫ b
0
g¯(x)dUn(x) +
∫ b
a
g(x) gren(Vmodn )(x)dx+ op(1)
from the definition ofWn and of g¯. The weak limit of V
mod
n can be established
similarly as in Theorem 2.4 and Remark 2.5. The outline of the rest of the
proof proceeds as follows:
(1) Joint weak convergence of {∫ b0 g¯ dUn,Vmodn (x1), . . . ,Vmodn (xk)} to a
Gaussian limit.
(2) Joint weak convergence of{∫ b
0
g¯ dUn,gren(V
mod
n )(x1), . . . ,gren(V
mod
n )(xk)
}
via the switching relation.
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(3) We have that
gren(Vmodn )(x) =
√
n(fˆn(x)− fˆ0(x))− 1
b− aWn,
where in Proposition 6.7 we showed that the first term on the right-hand
side is tight in Lα(a, b). The second term on the right-hand side is a tight
constant and, therefore, gren(Vmodn )(x) is also tight in Lα(a, b).
(4) From (1) and (3), we obtain marginal tightness of the terms
∫ b
0 g¯ dUn
in R and gren(Vmodn )(·) in Lα(a, b), which implies joint tightness in R×Lα.
The full result now follows by the continuous mapping theorem.
Lastly, we note that since F0(z) = F̂0(z) at z = a, b and g¯ is constant on
[a, b] then
∫
S0
g¯(x)dUF0(x) =
∫
S0
g¯(x)dU
F̂0
(x). 
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