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Extremes in a sample of random vectors from [w“ are defined as the points on the boundary of 
the smallest of a class of convex sets which contains the sample. A corresponding trimmed sum, 
the sum of the vectors omitting layers of the extremes, is proposed as a robust multivariate location 
estimator. Representations for the distributions of these quantities are derived and applied to give 
necessary and sufficient conditions for the consistency and asymptotic normality of the trimmed 
sum when the number of points removed is bounded in probability. Special cases of the methods 
are the minimum covering ellipse of a sample, and trimming by polyhedra. 
multivariate extremes * trimmed sums * robust location estimator * consistency * asymptotic 
normality 
Introduction 
Let X, be independent and identically distributed (i.i.d.) random vectors in Rd with 
distribution function F. Consider the estimation of the ‘centre’ of F by a ‘robust’ 
procedure, i.e. by deleting extreme points from a sample X, , . . . , X,, and averaging 
(or summing) the rest. There are of course many ways of defining extremes in a 
multivariate sample, but the methods studied here are perhaps most closely related 
to the ‘peeling’ of the convex hull of X, , . . . , X,,. The idea of peeling (outer layers 
of) the convex hull is attributed to Tukey; see Green (1981) for a discussion of this 
and other methods of multivariate trimming. Essentially our method is to use the 
smallest of a class of convex sets such as ellipsoids or polyhedra which contains 
the sample, to define the extremes. 
The purpose of the present paper is to investigate these methods as natural 
generalisations of ordinary one-dimensional trimming. We show analytic tractability 
by deriving representations for the distributions of the extremes and of the trimmed 
sum, which are applied to prove that asymptotic normality and consistency of the 
trimmed sum hold if and only if the same is true of the untrimmed sum, provided 
the total number of points removed is bounded in probability. Some implications 
of these results for the robust estimation of location are discussed in the final section 
of the paper. 
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1. Method 
A ‘trimming procedure’ requires the designation of a number r? of extremes, 
(Xi,,~-., X,,), to be removed from the sample. In general u’ will be a random integer 
in [l, n], which the tilde is intended to signify. Only procedures which have the 
property that for any point trimmed, all more extreme points, according to the 
definition, are also trimmed, will be considered. Thus when v”= U, the set A, to 
which the trimmed points are constrained is a Bore1 subset of IWd”. The remainder 
of the sample is then confined within a Bore1 subset R, = R,(X,, , . . . , XiL,) of [Wd. A 
‘trimmed sum’ is then defined as 
r-, ,=I 
where sums of (and inequalities between) vectors are to be interpreted com- 
ponentwise. 
Procedures of this type result from trimming layers or ‘peeling’ the sample. In 
one dimension, this means that order statistics are removed successively from one 
or both ends of the sample. More generally, consider a class {R} of convex sets in 
[Wd having the property that the subset of the sample which lies on aR, , the surface 
of the member R, of {R} having smallest volume but enclosing X,, . . . , X,, is 
uniquely defined a.s. Call this subset the first layer of R-extremes; by the convexity 
of members of {R} it will contain some but not necessarily all of the extremes of 
the convex hull of X, , . . . , X,,. Removing these points from the sample, the second 
layer of R-extremes may be defined as the subset of the remaining points lying on 
aRz, the surface of the smallest member R2 of {R} containing all points except 
those in the first layer. Proceeding in this way we can define 3rd, 4th,. . layers of 
R-extremes, assuming that enough points are available. Then an R-trimmed sum 
is defined by trimming a specified member of layers. We assume throughout that F 
attributes mass 0 to the surface of any member of R. 
Examples. (i) Let {R} be the class of convex polyhedra with sides perpendicular 
to a specified set of directions u,, . . , uK, in [Wd. Then R-trimming produces layers 
which lie on the faces of the smallest polyhedra with sides perpendicular to u, , . . , uK 
and enclose all of the data except for layers previously trimmed. The layers are 
uniquely specified a.s. if we assume continuity of the distribution of X,. The 
polyhedra need not be closed, e.g., we could trim in the positive and negative x 
directions, but only in the positive y-direction, in two dimensions. 
When K = 2d and uj = (0, . . . , lj, . . . , 0) (where 1 is in the jth position) we obtain 
rectangular trimming, a relatively crude procedure. Increasing the value of K trims 
more and more of the extremes in the first layer of the convex hull, and in this 
sense provides an approximation to convex hull trimming; but note that K is kept 
fixed whereas the expected number of extremes may be unbounded as n+m. 
Trimming the extreme points of the convex hull is also a trimming procedure as we 
have defined it, but our results on asymptotic normality in Section 3 do not apply. 
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(ii) Let {R} be the class of d-dimensional ellipsoids. Then R-trimming produces 
the ‘minimum covering ellipse’ considered recently by Titterington (1975, 1978) and 
Silverman and Titterington (1980) as comparable or superior to convex hull trimming 
in some applications. In an elegant duality, Sibson (1972) and Titterington (1975) 
proved a conjecture of Silvey to show that the minimum covering ellipse is the 
solution to an optimal design problem. Titterington (1978) then showed that the 
layer of extremes resulting from ellipsoidal trimming is uniquely defined a.s. and 
that the number of points trimmed is a.s. between d + 1 and $d(d +3). In this 
example, unlike example (i), the successive minimum covering sets are not nested. 
(iii) When {R} = {circles in two dimensions} we obtain the minimum covering 
circle studied by Daniels (1952); the number of points trimmed is a.s. 2 or 3. Similarly 
other methods such as the minimum cube that encloses the data, etc., can be treated. 
2. Distributions 
To describe the 
lemmas. Let X 
distribution of the extremes we need the following notation and 
be any random variable with distribution F. If R is any Bore1 
subset of Rd, let X(R) be a random variable having the same distribution as 
(X(XE R), let X,(R), 1Gi s n, be n i.i.d. copies of X(R), and let S,,(R) = X,(R) + 
X,(R)+ . . . +X,(R). Let f be a Bore1 function on Rnd and let B be a Bore1 subset 
of lRnd. We have: 
Lemma 2.1. 
P{f(X, , . . . , X,) E B, Xi E R, 1 s i G n} 
= PU-(X,(R), . . . , X,,(R)) E B}P”(XE R). 
Proof. This is immediate from the definition of X(R). 0 
Define a probability measure on A, by 
P,{B,xB?x ... xB,} 
= n(u) 
I 
Z(x, E B,, . . . , x, E B,)P”-‘{X E R,} dF(x,) . . . dF(x,) 
4 
where B, are Bore1 subsets of R”, 1 ~j G u, and n(u) = n(n - 1) . . . (n - u + 1). P, is 
the joint distribution of the number of trimmed points and the points themselves; 
we have: 
Lemma 2.2. 
P(XiI E B,, . . . , Xju E B,, fi = v) = P,( B, x Bz x . . . x B,). 
Proof. Let ui be arbitrary unit vectors in Rd, let T denote a transpose and let 
s=uTx,,+ . . . + uTXi,. Then for -cc < x < ~0, 
P{ S s x, 17 = v} = C * . - 2 P{ S c x, XI,, . . . , Xi” are the extremes} 
L u 
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where the summation is over distinct integers (i, , . . . , i,), all integers less than or 
equal to n. Thus 
P{S<x,~=u}=n(v)P{S<x,(X, ,,..., XJEA~,, X,ER,, i$(i ,,..., i,)} 
= n(u) 
I 
I{S < x}P”~‘{X E R,} dF(x,) . . . dF(x,) 
4 
after conditioning on the variables Xi,, . . . , X,u, of which S is a function, then using 
independence. This proves the lemma via a Cramer-Wold argument. 0 
The next lemma generalises the one-dimensional result that, given values of order 
statistics, the remainder of the sample has the distribution of i.i.d. random variables 
restricted to a domain bounded by them. 
Lemma 2.3. The collection 
{Xii, ig(i,, . . , i,)IX,I,.. .,XjL, C=U} 
has the same distribution as n - v i.i.d. copies of X( R,). 
Proof. Define S = C u:X;, where the summation is over i& (i, , . . . , i;). We have for 
--co<x<co, 
=F n(u) jAL P{S<X,X,E R,, iG (iI,. . . , i,)}dF(x,) . . . dF(x,) 
exactly as in Lemma 2.2. By Lemma 2.1, it follows that 
i=l 
and working like this gives the statement of the present lemma, taking into account 
Lemma 2.2. 0 
Finally our representation for the distribution of “‘S,, is: 
Theorem 2.1. 
P{(%, <x} = 1 r PifLu <xl dP,(x,, . . . , ~1. 
Proof. This is immediate from Lemmas 2.1-2.3. II 
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To illustrate the above ideas, consider some simple examples. In one dimension, 
let {R}={closed intervals}; then v”= 2 a.s. and A, =[w2 since any two reals x1 and 
x2 define an interval by [x,, x,] or [x,, x,]. The trimmed points Xi, and Xi1 are the 
sample minimum and maximum, but they are not distinguished. Repeated applica- 
tions of this procedure result in equal numbers trimmed from each end of the 
sample. Trimming from one end of the sample corresponds to {R} = {intervals of 
the form (-co, x]} or {intervals of the form [x, t-m)}, and applications of these may 
be permuted, so trimming of different numbers from each end of the sample can 
be formulated. A detailed specification of which order statistics are removed is not 
required, i.e. A, need not contain the information needed to distinguish the layers 
of points, though it may do so. Such formulations are straightforward to give in 
one dimension and can be done fairly explicitly also for the higher dimensional 
examples mentioned above, but are not relevant for our purposes and are omitted 
here. A procedure not satisfying our requirements is to trim the (or a) median of 
the sample; the corresponding A, would require specification of all sample points, 
not just the trimmed one. Of course such a procedure is not ‘trimming an extreme’ 
as usually understood. 
For further illustration, consider rectangular trimming in two dimensions. We 
may have 6 = 2, 3 or 4 points (a.s. if F is continuous) determining a rectangle with 
sides perpendicular to the x and y axes. Given 6=2, and since any two points 
define a rectangle of that type (apart from degenerate cases), there is no restriction 
on the conformation of the points and A, =[w2F!2=[w4. But when u’=3, the points 
are constrained; if their x-coordinates are ordered as x, 4 x2 s x3 then we require 
Y,, Y, 3 y2 or y2 2 y, , yJ, and A, is the subset of R6 satisfying a symmetric set of 
such inequalities. Similarly when u = 4. In each case R, is just the rectangle in [w2 
defined by the v” extremes. 
The above results suggest a variety of generalisations of one-dimensional extreme 
value theory using a coordinate-free approach. By contrast Maller (1988) gave a 
version of multivariate trimming which generalises spherical trimming and is virtually 
one-dimensional in that extreme points can be identified uniquely (a.s.) in terms of 
a fixed sequence of sets contracting to 0. (See also Egorov and Nevzorov, 1981.) In 
the present setup, spherical trimming (absolute value trimming in one dimension) 
can be formulated by taking {R} = {spheres centered at O}. The origin plays a special 
role, which the more general method is designed to avoid. But the price to be paid 
for allowing the trimming sets to determine the extremes free from a preferred origin 
or orientation is that the number of points in a layer is random. Nevertheless as 
shown a version of the one-dimensional theory still holds, and can be used (as in 
the next section) to study the asymptotics of the trimmed sum. 
3. Asymptotic normality of the trimmed sum 
We assume throughout this section that the total number of points trimmed is 
bounded in probability by K, say, i.e., P{ r? > K} + 0 as n + ~0, as occurs for example 
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when trimming a fixed number of layers by a procedure for which the number 
of points removed in each layer is bounded in probability independent of n. (K 
will be bounded by a multiple of the K used in Section 2.) For polyhedral 
trimming this is obviously true, and it holds also for minimum ellipse trimming, 
since the number of points in a layer is almost surely (a.s.) bounded as shown by 
Titterington (1978). But trimming the convex hull in d 2 2 is not covered since 
the expected number of extremes may diverge to 00 as n +CO (Carnal, 1970; 
Raynaud, 1970). 
To study asymptotic normality of the trimmed sum we adopt a formulation in 
terms of matrix norming and centering as used by Hahn and Klass (1980, 1981) for 
the untrimmed sum, and show that the R-trimmed sum is asymptotically normal in 
this sense if and only if the same is true for the untrimmed sum S, = X, + . . . +X,,. 
The practical significance of this result is that a sample not from a distribution in 
the domain of attraction of the normal cannot produce an asymptotically normal 
location estimator by ‘light’ trimming; i.e., light trimming does not improve the 
behaviour of the sample mean in this sense. 
The notation Z, z N(0, I) will be used to denote the asymptotic normality of a 
random vector Z, in IWd, by which we mean that the joint distribution of the 
components of Z, converges to that of the standard normal in d dimensions, 
equivalently, uTZ, 3 N(0, l), the standard normal in one dimension, for every unit 
vector U. Convergence in probability will be denoted by s. 
Theorem 3.1. Let A, be nonstochastic d-vectors and T,, nonstochastic d x d matrices 
satisfying T,X JG 0 (n + 00). Then: 
T,(‘“‘S, -A,) 2 N(0, I) if and onZy zj” T,(S, -A,) 3 N(0, I). 
Proof. First assume T,(S,, -A,,) 5 N(0, I) and note that either this convergence or 
convergence of T,(S,, -A,) in probability to a degenerate random variable 
implies 
(3.1) 
This can be proved as follows. Take any unit vector U, so uTT,(S, -A,,) converges 
to N(0, 1) or a constant. By normal convergence or degenerate convergence criteria 
for sums of independent random variables (e.g., Gnedenko and Kolmogorov, 1968, 
pp. 128, 134), we have for E > 0, 
f P{(Zi,I>e}=nP{IZ,.I>s}-,O (n+oo) (3.2) 
i=* 
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where Z,, = uTT,X,. Note that Z,, are uniformly asymptotically negligible (UAN), 
since 
sup P{jz,,j>&}= sup P{~u~T,X,~>&}=P{~u~T,X~>&}~O (n+CO) 
,clzn I'i- n 
because we assumed T,,X 5 0. By (3.2) we can strengthen this to 
sup (u’T,,X,(zO (n+a) 
I- i-n 
from which (3.1) can be deduced by considering each component in turn. Now 
since S, and ‘l“S,, differ by at most V terms we have for F > 0, 
P{IT,,(S,,-‘“‘S,,)I>E}SP K sup IT,,X,l>e +P{G>K}+O (n+a) 
1- Icn 
showing that T’,,(‘“‘S, -A,,) II, N(0, I). Note that this part of the proof does not 
depend on the method of defining the extremes. 
Conversely, suppose T,,('"'S, -A,,) 5 N(0, I). From Theorem 2.1 we have (letting 
u be a unit vector in R”), 
P{juTT,,('"'S, -A,,)l>x}=C 
I 
P(IuTT,(Sn-c(Ru)-An)l>x)dP~. 
~1 A,. 
Now for each n, uTT,S,,( R,.) is a sum of one-dimensional i.i.d. r.v.‘s. Applying 
symmetrisation and maximal inequalities as in Maller (1982) we have for n large 
enough, depending on x > 0, 
supIuTT,,X,(>5x (3.3) 
( I’ 1 
where by sup,.,IuTT,,X,I we mean the maximum value of JuTT,,XiI for those X, 
remaining after the 6 extremes have been removed. The equality (3.3) follows from 
Lemmas 2.1-2.3. At most K terms can be removed in this way, so 
SP{~uTTn(?5,,-A,)~>x}~P{~uTT,,X~(,”-K’>5x}-P{~>K} 
where lu’T,,X(j,“~ . . . s lu’T,Xl’,“’ are the order statistics of Iu’T,,X,I. 
From the asymptotic normality of T,,('"'S, -A,,) we thus obtain 
limsup P{~u~T,,XI',"~"'>X}~ 8[1-@(4x)] 
where Q(x) is the normal d.f., and applying Lemma 3.1 below gives 
lim sup P{luTT,,XI’,“‘> X}S (K + l)!{S[l- @($x)]>“‘““‘. (3.4) 
Next note that, with probability approaching 1, 
IuTT,‘“‘S,-S,(u)l~~luTT,Xl’,“‘~KIuTT,XI’,”’ 
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where S,,(u) = uTT,(X, + . * . +X,,), and this together with (3.4) shows that there 
are constants c, , c2 and c3, all positive, such that if a, = uTT,A,, 
(3.5) 
We can now deduce the asymptotic normality of S,. Let N denote a subsequence 
of integers such that (by Helly’s theorem), 
iZ,,-a,=&iTT,,Xi-a, 
I 1 
converges in distribution when n + CO, n E N, to a random variable Z which is proper 
(by (3.5)) and infinitely divisible (since Z,, are independent and UAN). Thus there 
is a Levy measure whose tail function is given by 
V(X) = I,+rr nP{]Z,,( > x}, x > 0. 
Suppose the limit random variable 2 is not normal or degenerate so that v is not 
identically zero. An upper bound on v can be obtained from (3.5) and the following 
argument: by symmetrisation and maximal inequalities as in Maller (1982), 
=l-P”{lZ,,IS5x} 
- v(5x), as x+00, 
since v(+cO) = 0 (v is proper). (- means that the ratio of the two expressions 
converges to 1.) This shows that as x + ~0, 
by (3.5). But by a result of Sato (1973) (see also Mori, 1984), such an inequality is 
impossible since the tail of a nonzero Levy measure can decrease no faster than 
exp( -cx log x) for some c > 0 as x + ~0. This contradiction shows that Z is normal 
or degenerate and in either case (3.1) holds as n + 00 (n E N), by the first part of 
the proof. But (3.1) is independent of N so it holds as n +OO; clearly then, 
T,(S,, -A,,) 3 N(0, I). 0 
Theorem 3.2. Let A, be nonstochastic d-vectors and T, nonstochastic d x d matrices 
satisfying T,,X s 0 (n + M). Then: 
T,(‘“‘S,-A,):0 fund only if T,(S, -A,,) 5 0. 
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Proof. This is really a special case of the proof of Theorem 3.1 and is omitted. 0 
Lemma 3.1. For each n let X,, , , . . . , X,, be a sample of nondegenerate one dimensional 
i.i.d. r.v.‘s from a continuous distribution function F,, such that F,,(x) + 1 (x > 0) as 
n~~,andletf(x)beafunctiononx~Owithlimsup,,,f(x)<l.LetX’,1’~ ...s 
Xi,*’ denote the ordered sample and suppose there is an integer r > 0 such thatfor x > 0, 
lim sup P{X’,“-” >x}S{f(x)}‘+‘/(r+l)!. 
Then there is an x0> 0 for which x 2 x0 implies 
lim sup P{XI:‘> x}Sf(x). 
Proof. Since lim sup,,, f(x) < 1 there is an x0 > 0 for which x 2 x0 implies 
lim inf, P{X’,“-” sx}>O. By Helly’s theorem we can take a subsequence N of 
integers for which P{X!” >x}+g(x) on x20, as n+co, nE N, where Osg<l. 
We have for x > 0, 
PCXL+” <x}=i ” 
[I 
[l -F,(x)]‘F:-‘(x) 
;=,I J 
- C(x) i [n(l- F,,(x))l’lj!. (3.6) 
j=o 
Now if g(x) = 1 for some x2 x0 then FE(x)+0 so [-n log FE(x)]‘Fz(x)+O and 
hence [n(l- F,,(x))]‘Fz(x) + 0, when n + ~0, n E N, for each j 30. By (3.6) this is 
impossible. 
Thus g(x) < 1 for x 3 x0 and for such x, 
showing that n( 1 - F,,(x)) + -log( 1 -g(x)), as n + co, n E N. From (3.6) we deduce 
for x 2 x0, 
P{x:- I) CX}-,(l-g(x)) t [-log(l-g(x))]‘,/j! 
,=” 
and so as n+co, nE N, 
P{x’,“-r’ > x1+ (1 -g(x)) c [-lo&l -dx))l”lj!. 
,>’ 
Thus the function G(g) = (l-g) &>I[-log( 1 - g)]‘/j! defined on 0s g < 1 satisfies 
G(g)sf’+‘/(r+ l)!. Differentiation shows that 
G(g)= ‘(-log(l-J-‘))‘dy/r!> ‘y’dy/r!=g’+‘/(r+l)! 
I 0 I 0 
SO that gsf for x2x,. Since this is independent of the subsequence N the lemma 
is proved. 0 
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Discussion 
Titterington (1975, 1978) and Silverman and Titterington (1980) show ellipsoidal 
trimming to be an attractive alternative to convex hull trimming both from the 
statistical and computational points of view especially when the data are approxi- 
mately multivariate normal. Those papers mention also a range of applications (to 
the separation of ‘clouds’ of points, to view the ‘interior’ of a data set, to optimality 
problems in design theory and operations research) to which our general approach 
may also apply. Although convex hull trimming is not covered by Theorem 3.1, we 
conjecture that the result is true and in fact it can be proved by other means in 
simple cases (e.g., trimming two dimensional spherically symmetric distributions). 
Convex hull trimming, while elegant mathematically, suffers from the ‘curse of 
dimensionality’, in that for high dimensional data, most points are extremes 
(Johnstone, 1987), and its statistical utility is doubtful. Ellipsoidal, circular and 
polyhedral trimming give a ‘finer’ trim. Given the large degrees of freedom available 
in high dimensions, one could probably always find a data set for which any given 
robust procedure produces misleading results, and computational comparisons are 
clearly required before general recommendations can be made. A concept of ‘statisti- 
cally equivalent blocks’ due to Tukey (1947) and Wald (1943) is somewhat related 
to fixed direction trimming, but the points deleted are not necessarily extremes of 
the convex hull and depend on the order in which the procedure is done. For other 
results on convex hulls see Rogers (1978), Eddy and Gale (1981), Jewel1 and Roman0 
(1985), Davis, Mulrow and Resnick (1987), Gruber (1983), Groeneboom (1988), 
and for multivariate extremes see Resnick (1988), de Haan and Resnick (1977). 
In one dimension Theorem 3.1 reduces to ‘trimming from above and/or below’ 
and gives a result which is also a special case of one due to Csiirgii et al. (1989). 
Their methods rely on the empirical distribution function and seem difficult to 
extend to higher dimensions. In the Introduction it was mentioned that removing 
the median of the sample (in one dimension) is not a trimming procedure of the 
type allowed, nevertheless Theorem 3.1 is clearly true for this kind of trimming. It 
is reasonable to conjecture that the theorem remains true if ‘“‘S,, is S, with any v’ 
points removed, provided this number is bounded in probability as n + 00. 
Necessary and sufficient conditions for the convergence T,,(S, -A,,) 3 N(0, I) 
are given by Hahn and Klass (1980, 1981), whose results generalise those of Resnick 
and Greenwood (1979) for the case of componentwise normalisation in [w*. Griffin 
(1986) generalises Hahn and Klass’ results to stochastically compact distributions. 
The condition T,,X s 0 in Theorem 3.1 simply requires the norming matrices to 
converge to 0 appropriately. 
It would be interesting also to examine behaviour of ‘“‘S,, when t? is unbounded. 
In one dimension this kind of result has been exhaustively explored by Griffin and 
Pruitt (1987, 1989), Pruitt (1988), Csiirgii et al. (1988) and Csorgii et al. (1986). The 
‘heavily trimmed’ case (when a proportion of observations is removed) would be 
of especial interest in generalising the one-dimensional result of Stigler (1973). 
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We finally remark that a number of other related results are implicit in the proof 
of Theorem 3.1 or follow from similar methods. For example, T,,(‘“‘S, -A,) is 
relatively compact (i.e. tight) if and only if the same is true for T,,(S, -A,), similarly 
if ‘relatively compact’ is replaced by ‘stochastically compact’ (cf. Maller, 1981; 
Griffin, 1986). There are subsequential versions of these and of Theorem 3.1. More 
interesting would be to prove an analogue of Arov and Bobrov (1960) and Hall’s 
(1978) results for (‘I S, under the assumption that T,(S, -A,,) converges to a 
nondegenerate non-normal distribution. The representation of Theorem 2.1 would 
probably be of use in this and other related problems. 
Some of this work was done during a visit to Syracuse University. I am grateful to 
Prof. P. Griffin for many helpful discussions. I am also grateful to Dr. D.M. 
Titterington, to Dr. A. Baddeley and to referees, for suggesting significant generalisa- 
tions and improvements of my original results. Thanks also to Drs. Egorov and 
Nevzorov for sending me a copy of their paper. 
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