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a b s t r a c t
For a class of singular free boundary problems with applications in electromagnetism and
plasma physics, an analytical-numerical approach is proposed based on the asymptotic
expansion of the solution in the neighborhood of the singular points. This approach
was already used to approximate the solution of certain classes of singular boundary
value problems on bounded (Lima and Morgado (2009) [14]) and unbounded domains
(Konyukhova et al. (2008) [12]). Here, one-parameter families of solutions of suitable
singular Cauchy problems, describing the behavior of the solution at the singularities,
are derived and based on these families numerical methods for the approximation of the
solution of the free boundary problems are constructed.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
In this paper we consider the following nonlinear second order differential equation(∣∣y′∣∣m−2 y′)′ + N − 1
x
∣∣y′∣∣m−2 y′ + f (y) = 0, 0 < x < +∞, (1)
where we assume N ≥ 2,m > 1 and
f (y) = ayq − byp, (2)
p < q and a, b > 0.
We look for a realM > 0 and a positive solution of this equation that satisfy the boundary conditions
y′(0) = 0, y(M) = y′(M) = 0, M > 0. (3)
Several types of singularities may occur in problem (1), (3). Since Eq. (1) may be written in the form
y′′ = − 1
m− 1
(
N − 1
x
y′ − f (y)|y′|m−2
)
(4)
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the problem is singular at the origin due to the division by x, and at both endpoints, when m > 2, due to the division by
|y′|m−2. On the other hand, the problem will be singular at x = M , whenever p or q are negative, taking (2) into account.
This kind of problems arise when we are looking for radial solutions of
1my = f (y), (5)
in a ball B(0,M) ⊂ RN , where1my = div(|Dy|m−2Dy) is the degeneratem-Laplace operator.
When m = 2, Eq. (5) reduces to 1y = f (y), where 1 is the classical Laplace operator. In this case, the existence of
solutions, under different kinds of boundary conditions, was investigated by several authors. The authors of [1–4], among
others, have considered the regular case, when f is smooth in some sense; for results in the case of singular f , see [5–10]
and the references there. In [11], the authors have studied the case of the degenerate Laplacian (m > 1), discussing both the
cases of boundary value problems on the half-line and free boundary problems.
In [12,13], the authors have obtained asymptotic expansions of the solution of an equation of type (1) with m = 2.
These asymptotic expansions were used to obtain approximate solutions of BVPs on the half-line (arising in the modeling
of bubbles in mixtures of fluids). A similar approach, based on the asymptotic analysis of Eq. (1), was applied on [14,15] to
equations involving the degenerate Laplacian, but on bounded domains.
Related problems, involving the p-laplacian operator, have been investigated bymany authors, and several analytical and
numerical approaches have been developed to solve them.
In [16], Acker and Meyer have analysed a Bernoulli-type free boundary problem for the m-Laplace equation (5), with
f (x) ≡ 0, and proved the convergence of a trial free boundary problem for the approximation of its solution.
The method of monotone iterations has been applied by Sun and Ge to obtain existence results and develop approxima-
tion techniques for different kinds of boundary value problems [17,18].
Focusing again the free boundary problem (1), (3), according to Corollary 1 of [11], this problem has a positive solution
for someM > 0 provided either N ≤ m,−1 < p < m− 1 or N > m,−1 < p < m− 1, q < σ, σ = (m−1)N+mN−m .
Themotivation for studying these problems is based on their practical applications.Whenm = 2, p = 1−α, q = 1, a = 1
and b = 1
α
, 1 < α < 2, the solution of problem (1), (3) is related to the blow-up of self-similar solutions of a singular
nonlinear parabolic problem arising in the study of force-free magnetic fields in a passive medium, [19,20]:
vt = vα (1v + v) , x ∈ Ω, t > 0, (6)
v(x, t) = 0, x ∈ ∂Ω, t > 0, (7)
v(x, 0) = v0(x) ≥ 0, x ∈ Ω. (8)
If T is the blow-up time of the solution v(x, t) of (6), it has been shown in [21] that the blow-up self-similar solution
v(x, t) = (T − t)− 1α u(x),
where u(x) satisfies
uα (1u+ u)− 1
α
u = 0, x ∈ BR = {x ∈ RN : |x| < R} (9)
u(x) = 0, x ∈ ∂BR,
with 1 < α < 2, describes the asymptotic behavior of the solution of (6) with t near the blow-up time.
When m = 2, q = 12 and p = 0, problem (1), (3) has been proposed as a simple model for the Tokamac equilibria with
magnetic islands [22]. This particular problem and problems of the type (1), (3) withm = 2 and f (y) = ayq−byp, 0 ≤ p < q,
a, b > 0 which are singular only at x = 0, have been treated in [23], where the authors determined one-parameter family
of solutions describing the behavior of the solution in the neighborhood of the singular point. Based on these families they
constructed a shooting algorithm that allowed them to compute the solution accurately. In what follows, we extend those
results to the casem 6= 2,m > 1, and to the case of a singular nonlinear function f .
2. Behavior of the solution in the neighborhood of x = 0
Consider the singular Cauchy problem
(|y′|m−2y′)′ + N − 1
x
∣∣y′∣∣m−2 y′ + ayq − byp = 0, 0 < x < +∞, (10)
y(0) = y0, y′(0) = 0, (11)
for some y0 > 0. In the neighborhood of x = 0, let us look for a solution in the form
y(x) = y0 + Cxk[1+ o(1)],
y′(x) = Ckxk−1[1+ o(1)],
y′′(x) = Ck(k− 1)xk−2[1+ o(1)], x→ 0+.
(12)
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From (10)–(11), we must have
lim
x→0+
(
(|y′|m−2y′)′ + N − 1
x
∣∣y′∣∣m−2 y′) = byp0 − ayq0. (13)
Substituting (12) in (13), we obtain k = mm−1 > 0, k− 1 = 1m−1 > 0 and C = −m−1m
(−byp0+ayq0
N
) 1
m−1
.
In order to improve representation (12) we perform the variable substitution y(x) = y0 + Cxk[1 + g(x)], obtaining the
following Cauchy problem in g:
(byp0 − ayq0)(m− 1)2
mN
[
m
(m− 1)2 (1+ g)+ 2
m
m− 1xg
′ + x2g ′′
] [
1+ g + m− 1
m
xg ′
]m−2
+ (N − 1)(by
p
0 − ayq0)
N
[
1+ g + m− 1
m
xg ′
]m−1
− byp0
[
1+ C
y0
x
m
m−1 (1+ g)
]p
+ ayq0
[
1+ C
y0
x
m
m−1 (1+ g)
]q
= 0, 0 < x < +∞, (14)
g(0) = 0, g ′(0) = 0. (15)
Let us find a particular solution of this problem in the form
gpar (x, y0) =
+∞∑
l=0,k=0,l+k≥1
gl,k (y0) xl+k
m
m−1 , 0 ≤ x ≤ δ (y0) , δ (y0) ≥ 0.
The coefficients gl,k may be determined by formally substituting this expression in (14). For example, when l = 1 and
k = 0 we obtain g1,0 = 0, and when l = 0 and k = 1,
g0,1 (y0) = −m− 1m
(
ayq0 − byp0
N
) 1
m−1 N
(
aqyq0 − bpyp0
)
2(m− N +mN)y0
(
ayq0 − byp0
) . (16)
By separating the linear terms of Eq. (14), as x→ 0+, we conclude that
x2g ′′ +
(
m
m− 1 + N + 1
)
xg ′ + m
m− 1Ng = h(x, g, xg
′, y0)+ θ(x, y0), (17)
where
h(x, g, xg ′, y0) = − mN
(m− 1)2
[
1+ (2−m)g + (m− 1)(2−m)
m
xg ′
]
+ by
p
0mN
(byp0 − ayq0)(m− 1)2
×
(
1+ C
y0
x
m
m−1 (1+ g)
)p [
1+ g + m− 1
m
xg ′
]2−m
− ay
q
0mN
(byp0 − ayq0)(m− 1)2
(
1+ C
y0
x
m
m−1 (1+ g)
)q [
1+ g + m− 1
m
xg ′
]2−m
− by
p
0mN
(byp0 − ayq0)(m− 1)2
[(
1+ C
y0
x
m
m−1
)p
− 1
]
+ ay
q
0mN
(byp0 − ayq0)(m− 1)2
[(
1+ C
y0
x
m
m−1
)q
− 1
]
and
θ(x, y0) = by
p
0mN
(byp0 − ayq0)(m− 1)2
[(
1+ C
y0
x
m
m−1
)p
− 1
]
− ay
q
0mN
(byp0 − ayq0)(m− 1)2
[(
1+ C
y0
x
m
m−1
)q
− 1
]
.
Performing the variable substitution z1 = g , z2 = xg ′, the Cauchy problem (17) can be rewritten as
xz ′ = Az + H(x, z, y0)+Θ(x, y0),
z(0) = 0, (18)
where z =
[
z1
z2
]
,H(x, z) =
[
0
h(x, z1, z2, y0)
]
,Θ(x) =
[
0
θ(x, y0)
]
, where the functions h and θ are defined above and A =( 0 1
− mN
m− 1 −
(
m
m− 1 + N
))
whose eigenvalues are λ1 = − mm−1 < 0 and λ2 = −N < 0. According to [24], for each y0 > 0,
problem (18) has a unique solution, therefore, in the neighborhood of x = 0, problem (14)–(15) has no other solution
than gpar.
Returning to the original variable y, we conclude the following theorem.
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Theorem 2.1. Let N ≥ 2, m > 1 and −1 < p < q. For each y0 > 0, problem (10)–(11) has, in the neighborhood of x = 0, a
unique solution holomorphic in the neighborhood of x = 0 that can be represented by
y (x, y0) = y0 − m− 1m
(
ayq0 − byp0
N
) 1
m−1
x
m
m−1
[
1+ g0,1 (y0) x mm−1 + o
(
x
m
m−1
)]
, (19)
where g0,1 is given by (16).
Remark 2.1. When we consider the particular casem = 2, the expansion of the solution, given in Theorem 2.1, reduces to
the form (2.3) derived in [23].
3. Behavior of the solution in the neighborhood of x = M
Consider the Cauchy problem
(|y′|m−2y′)′ + N − 1
x
∣∣y′∣∣m−2 y′ + ayq − byp = 0, 0 < x < +∞, (20)
y(M) = y′(M) = 0. (21)
In the neighborhood of x = M , let us look for a positive solution of problem (20)–(21) in the form
y(x) = C(M − x)k(1+ o(1)). (22)
From (20)–(21), we must have
lim
x→M−
(|y′|m−2y′)′ + N−1x
∣∣y′∣∣m−2 y′ + ayq
yp
= b. (23)
Taking into account the last assertion of Theorem 1 of [11], any positive radial solution of problem (1), (3) satisfies y′(x) < 0,
for all x > 0, and substituting (22) in (23) we obtain k = mm−1−p > 0, k − 1 = p+1m−1−p > 0, for any m > 1, p > −1,
m− 1− p > 0, and
C =
(
b(m− 1− p)m
mm−1(m− 1)(p+ 1)
) 1
m−1−p
. (24)
In order to improve representation (22) we perform the variable substitution y(x) = C(M − x)k (1+ g(x)) and obtain
the following Cauchy problem in g
b(m− 1− p)2
m(p+ 1)
[
1+ g − m− p− 1
m
(M − x)g ′
]m−2 (
(M − x)2g ′′ − 2 m
m− p− 1 (M − x)g
′
+ m(p+ 1)
(m− p− 1)2 (1+ g)
)
− N − 1
x
b(m− 1− p)
(p+ 1)(m− 1) (M − x)
[
1+ g − m− p− 1
m
(M − x)g ′
]m−1
+ aCq−p(M − x) m(q−p)m−p−1 (1+ g)q − b(1+ g)p = 0 (25)
g(M) = g ′(M) = 0. (26)
Let us look for a particular solution of this problem in the form
Gpar (x,M) =
+∞∑
l=0,j=0,l+j≥1
Gl,j(M − x)l+j
m(q−p)
m−1−p , 0 ≤ x ≤ δ (M) , δ (M) ≥ 0. (27)
The coefficients Gl,j may be determined by inserting (27) in (25). The first ones are
G0,1 = aC
−p+q (1+ p)
b (1+ p+m (−1+ p− q)) (1+ q) ,
G0,2 = a
2C2(−p+q) (1+ p)2 (m2 (1− p+ q)2 −m (−1+ p− q) (p− 3 (1+ q))− (1+ p) (p− 2 (1+ q)))
2b2 (1+ p+m (−1+ 2p− 2q)) (1+ p+m (−1+ p− q))2 (1+ q)2 ,
G1,0 = m (−1+ N)2 (−1+m)M (−1+ 2m− p+mp) ,
(28)
where C is given by (24).
2842 L. Morgado, P. Lima / Journal of Computational and Applied Mathematics 234 (2010) 2838–2847
Remark 3.1. The exponent of the leading term in the right-hand side of (27) depends onm, p and q. If, for instance,m = 3,
p = 0 and q = 13 , since m(q−p)m−1−p = 12 , the leading term is G0,1(M − x)
1
2 , followed by the term (G1,0 + G0,2)(M − x). But if,
m = 3, p = 0 and q = 2, m(q−p)m−1−p = 3 and therefore, the leading term of (27) is G1,0(M − x) and the next will be given by
G0,2(M − x)2.
Performing the variable substitution g˜ = g − Gpar, (25) reduces to the equation
(M − x)2g˜ ′′ −
(
2+ m(p+ 1)
m− 1− p
)
(M − x)g˜ ′ + m(p+ 1)
m− 1− p g˜ = h(x, g˜, (M − x)g˜
′), (29)
whose characteristic exponents are λ1 = −1 and λ2 = − p+1m−1−p < 0 and
h(x, ω1, ω2) = m(N − 1)
(m− 1)(m− 1− p)
M − x
x
(
ω1 − m− 1− pm ω2
)
+ m(p+ 1)
b(m− 1− p)2 aC
q−p(M − x) m(q−p)m−1−p
{
(1+ Gpar)q
[
1+ Gpar − m− 1− pm (M − x)G
′
par
]2−m
− (1+ ω1 + Gpar)q
[
1+ ω1 + Gpar − m− 1− pm ω2 −
m− 1− p
m
(M − x)G′par
]2−m}
+ m(p+ 1)
(m− 1− p)2
{[
1+ ω1 + Gpar − m− 1− pm ω2 −
m− 1− p
m
(M − x)G′par
]2−m
(1+ ω1 + Gpar)p
−
[
1+ Gpar − m− 1− pm (M − x)G
′
par
]2−m
(1+ Gpar)p − (2−m)ω1 + (2−m)(m− 1− p)m ω2 − pω1
}
,
satisfies h(x, 0, 0) = 0. Since ∂h
∂x ,
∂h
∂ω1
and ∂h
∂ω2
are continuous functions for every M − δ < x < M and |ω| < ξ , by the
mean value theorem, we have |h(x,ω)−h(x,0)||ω−0| = |h(x,ω)||ω| ≤ , where ω =
(
ω1
ω2
)
and |ω| = |ω1| + |ω2|. According to [24], (29)
has no other solution that approaches zero as x→ M than g˜(x) ≡ 0. Hence, in the neighborhood of x = M , problem (25),
(26) has no other solution than Gpar.
Returning to the original variable ywe may conclude the following result.
Theorem 3.1. Let N ≥ 2, m > 1,−1 < p < q and m−1−p > 0. For each M > 0, problem (20), (21) has, in the neighborhood
of the possible singular point x = M, a unique solution holomorphic in the neighborhood of x = M and that can be represented
by
y (x,M) =
(
b(m− 1− p)m
mm−1(m− 1)(p+ 1)
) 1
m−1−p
(M − x) mm−1−p
[
1+
+∞∑
l=0,j=0,l+j≥1
Gl,j(M − x)l+j
m(q−p)
m−1−p
]
, (30)
where the coefficients Gl,j may be determined substituting (27) in (25).
4. Parameter estimates
According to Lemma 1.2.1 in [25], any solution y(x) of (1) and (3) satisfies F (y(0)) > 0, where F(y) = ∫ y0 f (s)ds therefore
y0 = y(0) > β0 =
(
b(q+ 1)
a(p+ 1)
) 1
q−p
. (31)
In order to obtain an estimate forM , we consider the family of functions
y¯(x, y0) = y0 − m− 1m
(
ayq0 − byp0
N
) 1
m−1
x
m
m−1 , y0 > β0. (32)
Each one of these functions vanishes at
M˜(y0) =
((
m
m− 1
)m−1 N
ay−m+q+10 − by−m+p+10
) 1
m
. (33)
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Let us minimize (33) taking (31) into account. Define
h(y0) =
(
m
m− 1
)m−1 N
ay−m+q+10 − by−m+p+10
.
Then,
h′(y0) =
(
m
m− 1
)m−1
Nym−p−20
(−a(q−m+ 1)yq−p0 + b(p−m+ 1))(
ayq−p0 − b
)2 .
Let us recall that for m > 1, N ≥ 2 and p < q, in order to exist a positive solution of problem (1), (3) for some M > 0, we
must have p > −1 and p−m+ 1 < 0.
Taking this into account, if q− m+ 1 ≥ 0, then h′(y0) < 0, ∀y0 > 0, therefore when q− m+ 1 = 0, infy0>β0 M˜(y0) =
limy0→+∞ M˜(y0) =
(( m
m−1
)m−1 N
a
) 1
m
. When q−m+ 1 > 0, infy0>β0 M˜(y0) = limy0→+∞ M˜(y0) = 0.
If q − m + 1 < 0, then h′ vanishes at y∗0 =
(
b(p−m+1)
a(q−m+1)
) 1
q−p
. It can be easily verified that in order to have y∗0 > β0 we
must have −(p + 1) < q − m + 1 < 0. In this case, since h′′(y∗0) > 0, M˜(y0) attains a minimum at the point y∗0 and
miny0>β0 M˜(y0) =
(( m
m−1
)m−1 N m−q−1b(q−p) ( b(p−m+1)a(q−m+1))m−p−1q−p
) 1
m
.
Defining
Mmin =

((
m
m− 1
)m−1
N
m− q− 1
b(q− p)
(
b(p−m+ 1)
a(q−m+ 1)
)m−p−1
q−p
) 1m
, −(p+ 1) < q−m+ 1 < 0((
m
m− 1
)m−1 N
a
) 1
m
, q−m+ 1 = 0
(34)
we obtain an estimate of the value ofM , when p, q andm satisfy the specified conditions.
Remark 4.1. In [23], it was shown that in the case m = 2 the estimate (34) gives a lower bound for M . The numerical
results presented in the next section support the conjecture that this is also true in the casem 6= 2. This conjecture will be
the subject of further research.
5. Numerical results
In order to compute an approximate solution of problem (1), (3), we introduce two numerical methods.
5.1. Shooting algorithm
We consider the initial problems (10), (11) and (20), (21) separately.
For fixed values of a, b, p, q, N and m, an approximate solution for the singular Cauchy problem (10), (11) is obtained,
according to Theorem 2.1, by replacing the initial conditions (11) by
y1 (δ, y0) = y0 − m− 1m
(
ayq0 − byp0
N
) 1
m−1
δ
m
m−1
[
1+ g0,1 (y0) δ mm−1
]
,
y′1 (δ, y0) =
∂
∂x
y0 − m− 1m
(
ayq0 − byp0
N
) 1
m−1
x
m
m−1
[
1+ g0,1 (y0) x mm−1
]
x=δ
.
Here we have used the expansion (19). δ is a small parameter, whose value is adjusted in each particular case, depending
on the accuracy of this formula.
Similarly, an approximate solution for the singular Cauchy problem (20), (21) is obtained, according to Theorem 3.1, by
replacing the initial conditions (21) by
y2 (M − δ,M) =
[(
b(m− 1− p)m
mm−1(m− 1)(p+ 1)
) 1
m−1−p
(M − x) mm−1−p
]
x=M−δ
,
y′2 (M − δ,M) =
∂
∂x
[(
b(m− 1− p)m
mm−1(m− 1)(p+ 1)
) 1
m−1−p
(M − x) mm−1−p
]
x=M−δ
.
Here we have applied the formula (30).
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(a) q = 1,N = 3 andm = 3. (b) p = −0.5,N = 4 andm = 1.5.
Fig. 1. Approximate solutions of (1), (3) with a = b = 1.
Fig. 2. Solution of problem (1), (3) with a = 1, b = 1
α
, p = 1− α, q = 1,N = 3 andm = 2.
Table 1
q = 1,N = 3,m = 3 and a = b = 1.
p y0 β0 M Mmin
−0.5 6.36073 2.51984 4.53656 2.74673
0.1 4.54003 1.94306 4.93274 3.07501
0.3 4.23815 1.85040 5.33943 3.27056
Table 2
p = −0.25, N = 4,m = 1.5 and a = b = 1.
q y0 β0 M Mmin
−0.1 17.73604 4.34692 15.67003 11.15722
0.1 16.22104 3.72138 9.83922 7.67671
0.3 15.64051 3.30154 6.79379 5.51462
These regular Cauchy problems are solved in the intervals
[
δ, M2
]
and
[M
2 ,M − δ
]
, respectively, using the subroutine
NDSolve ofMathematica, for certain values of the parametersM and y0. In our computations,we have used δ = 0.001,which
is sufficiently small to guarantee that the truncation error of the asymptotic approximations does not affect the precision of
the final results. Then, using the Newton method, we find the solution (M, y0) of the nonlinear system of equations:
y1(M/2, y0) = y2(M/2,M)
y′1(M/2, y0) = y′2(M/2,M).
As is known, the Newton method is very sensitive to changes of the initial approximation and it is not always easy to find
initial values of M and y0 that guarantee the convergence of the iterative process. In the case of the classical Laplacian
(m = 2), the estimates β0 and Mmin, obtained in the previous section, can be in general used with this purpose. For other
values of m, we have to find initial approximations empirically: once an approximate solution was computed for a certain
value ofm, we use this information to choose the initial guess for close values of this parameter.
Some approximate solutions obtained by the shooting method are plotted in Fig. 1. In Tables 1 and 2 we compare the
approximate values of y0 and M , y0 and M , respectively, obtained numerically with the corresponding estimates, β0 and
Mmin, for several values of p, q,m and N .
In Fig. 2 we plot some solutions of problem (1), (3) with a = 1, b = 1
α
, p = 1−α, q = 1, N = 3,m = 2, a problem arising
in the study of force-free magnetic fields in a passive medium, as explained in the introduction (see (9)).
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5.2. Finite difference scheme
Introducing in (1) the change of variable t = xM we obtain the following singular boundary value problem in the interval[0, 1]:(∣∣˜y′∣∣m−2 y˜′)′ + N − 1
t
∣∣˜y′∣∣m−2 y˜′ + λ(a˜yq − b˜yp) = 0, 0 < t < 1, (35)
y˜′(0) = 0 (36)
y˜(1) = y˜′(1) = 0, (37)
where λ = Mm.
Note that Eq. (35) can also be written in the form
(m− 1) ∣∣˜y′∣∣m−2 y˜′′ + N − 1
t
∣∣˜y′∣∣m−2 y˜′ + λ(a˜yq − b˜yp) = 0, (38)
which will be used to introduce a finite difference scheme. Let us define on [0, 1] an uniform grid with stepsize h = 1n ,
defined by the gridpoints ti = ih, i = 0, . . . n. We use formulae
y˜′(ti) ' y˜(ti+1)− y˜(ti−1)2h ,
y˜′′(ti) ' y˜(ti+1)− 2˜y(ti)+ y˜(ti−1)h2 ,
to provide approximations for the first and second derivatives of the solution at t = ti, i = 1, . . . n− 1. Substituting in (38)
and denoting by y˜i an approximation of y˜(ti), we obtain the following equations
(m− 1)
∣∣∣∣ y˜i+1 − y˜i−12
∣∣∣∣m−2 ( y˜i+1 − 2˜yi + y˜i−1)+ (N − 1)h2ti
∣∣∣∣ y˜i+1 − y˜i−12
∣∣∣∣m−2 ( y˜i+1 − y˜i−1)
+ λhm (a˜yqi − b˜ypi ) = 0, i = 1, . . . , n− 1. (39)
Using the results of Sections 2 and 3, we replace the boundary conditions (36) and (37) by:
y˜1 = y0 − m− 1m
(
ayq0 − byp0
N
) 1
m−1
h
m
m−1 λ
1
m−1 (1+ g0,1(y0)h mm−1 λ 1m−1 ) (40)
y˜n−1 =
(
b(m− 1− p)m
mm−1(1+ p)(m− 1)
) 1
m−1−p
λ
1
m−1−p h
m
m−1−p , (41)
where g0,1 is given by (16).
Equation y˜(1) = 0 gives simply
y˜n = 0. (42)
The nonlinear system of n + 2 equations (39)–(42), on the unknowns y˜(t0), y˜1, . . . , y˜n, λ, is then solved by the Newton
method. As initial approximation, in the case of the classical Laplacian, we use the vector
Y˜ 0 =
[
β0, l(t1), . . . , l(tn−1), 0, (Mmin)
1
m
]t
,
where l(t) = β0(1− t),Mmin is given by (34) and β0 is defined by (31).
In the casem = 2 the iterative process converges with this initial approximation, but in the case ofm 6= 2 it turned out
that it is muchmore difficult to find suitable initial values (see the comments above on this subject, in the description of the
shooting method).
Some numerical results for several values of the stepsize h are displayed in Tables 5–7 and compared with the results
obtained by the shooting algorithm. Notice that in the case of the shooting algorithm the numerical results do not depend
explicitly on a discretization parameter, because for the approximation of the Cauchy problems we have used a ODE solver,
provided byMathematica
r©
, with variable stepsize.
Note that when m = 2, N > 1, q = 1 and p = 0, the general exact solution of Eq. (1) is given by y(x) = ba + KJ0(
√
ax),
where J0 is the Bessel function, and K is a constant. Taking into account the boundary conditions at x = M , we obtain the
values ofM and K , and therefore the value y0 = y(0), for some given values of a and b. In Tables 3 and 4 we compare these
values with the approximate ones.
In the cases here presented the number of iterations by the Newton method was never greater than 11.
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Table 3
Absolute error of y0 using the finite difference scheme with h = 0.001 and the shooting algorithm, form = 2,N = 2, q = 1 and p = 0.
a, b Finite difference Shooting
1, 1 7.6× 10−7 3×10−8
1, 2 1.5× 10−6 9×10−8
2, 1 3.8× 10−7 4×10−8
2, 2 7.6× 10−7 5×10−8
2, 4 1.5× 10−6 2×10−8
Table 4
Absolute error ofM using the finite difference scheme with h = 0.001 and the shooting algorithm, form = 2, N = 2, q = 1 and p = 0.
a, b Finite difference Shooting
1, 1 1.9× 10−6 2×10−8
1, 2 1.9× 10−6 2×10−8
2, 1 1.3× 10−6 1×10−8
2, 2 1.3× 10−6 2×10−8
2, 4 1.3× 10−6 1×10−8
Table 5
Approximate values ofM and y0 for p = 0.3, q = 1,N = 3,m = 3 and a = b = 1 obtained by (a) the finite difference scheme (b) the shooting algorithm.
(a) (b)
h y0 M y0 M
1
100 4.2392140 5.3388668 4.2381527 5.3394299
1
200 4.2385939 5.3392461
1
400 4.2383246 5.3393612
1
800 4.2382175 5.3394011
Table 6
Approximate values ofM and y0 for p = 0, q = 1,N = 3,m = 1.8 and a = b = 1 obtained by (a) the finite difference scheme (b) the shooting algorithm.
(a) (b)
h y0 M y0 M
1
100 6.1242174 4.221731 6.1236482 4.2241523
1
200 6.1237842 4.2230264
1
400 6.1236807 4.2236125
1
800 6.1236558 4.2238887
Table 7
Approximate values ofM and y0 for p = −0.5, q = 1,N = 3,m = 3 and a = b = 1 obtained by (a) the finite difference scheme (b) the shooting algorithm.
(a) (b)
h y0 M y0 M
1
100 6.2804763 4.5274648 6.3607281 4.5365633
1
200 6.3086641 4.5316481
1
400 6.3266817 4.5338177
1
800 6.3383747 4.5349860
6. Conclusions
Let us discuss the numerical results obtained in the previous section. Starting with the case m = 2, where the exact
solution is known, we verify that the results obtained by the shootingmethod (with a non-uniformmesh) aremore accurate
than the ones obtained by the finite difference scheme, with h = 0.001 (see Tables 3 and 4). Assuming that this is also
true in the case m 6= 2, we can evaluate the accuracy of the results obtained by the finite difference method, in this case,
by comparing them with the ones obtained by the shooting method. In this way, we can conclude that in the case of the
degenerate Laplacian the precision is much lower (between 3 and 5 significant digits, see Tables 5–7). This can be explained
by the behavior of the solution near the endpoints, as described below. Concerning the convergence order of the finite
difference method, in the case of the classical Laplacian (m = 2) and regular function f (p and q non-negative), when the
problem is singular at x = 0 in order to the independent variable, the numerical estimates indicate second order (see first
two rows of Table 8).
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Table 8
Estimates of the convergence order of the finite difference scheme.
(p, q,N,m, a, b) cy0 cM
(0, 1, 2, 2, 2, 4) 2.00035 1.99998
(0, 1, 2, 2, 2, 1) 2.00035 1.99998
(0.3, 1, 3, 3, 1, 1) 1.3296 1.5307
(0, 1, 3, 1.8, 1, 1) 2.0593 1.0860
(−0.5, 1, 3, 2, 1, 1) 0.7021 0.4686
(−0.5, 1, 3, 3, 1, 1) 0.6238 0.8930
The convergence order becomes lower in two situations: (1) when m > 2, since a singularity occurs at both endpoints
(see (4)), in order to the dependent variable (see rows 3, 5, 6 of Table 8); (2)when p and/or q are negative, there is a singularity
at x = M , due to function f (see rows 5, 6 of Table 8). The worst situation with respect to accuracy appears when (1) and (2)
occur simultaneously (see row 6 of Table 8).
Amore detailed numerical analysis of the finite differencemethod,when applied to this problem,will be subject of future
work. The accuracy of the finite difference method will also be improved by using variable transformations which take into
account the singularities.
The Newton method has shown to provide fast convergence to the solution of the present problem, but it has the
disadvantage that it is often difficult to find an adequate initial approximation. In this sense, the monotone iterative
techniques (as those analysed in [17,18]) seem to be more reliable. An interesting alternative approach that deserves future
investigation is the combination of these iterative methods with the asymptotic analysis of the problem, developed in the
present paper.
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