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Abstract: The large number of mobile devices and their increasingly powerful computing and sensing
capabilities have enabled the participatory sensing concept. Participatory sensing applications are
now able to effectively collect a variety of information types with high accuracy. Success, nevertheless,
depends largely on the active participation of the users. In this article, we seek to understand
spatial and temporal user behaviors in participatory sensing. To do so, we conduct a large-scale
deployment of Citizense, a multi-purpose participatory sensing framework, in which 359 participants
of demographically different backgrounds were simultaneously exposed to 44 participatory sensing
campaigns of various types and contents. This deployment has successfully gathered various types
of urban information and at the same time portrayed the participants’ different spatial, temporal and
behavioral patterns. From this deployment, we can conclude that (i) the Citizense framework can
effectively help participants to design data collecting processes and collect the required data, (ii) data
collectors primarily contribute in their free time during the working week; much fewer submissions
are done during the weekend, (iii) the decision to respond and complete a particular participatory
sensing campaign seems to be correlated to the campaign’s geographical context and/or the recency
of the data collectors’ activities, and (iv) data collectors can be divided into two groups according to
their behaviors: a smaller group of active data collectors who frequently perform participatory sensing
activities and a larger group of regular data collectors who exhibit more intermittent behaviors. These
identified user behaviors open avenues to improve the design and operation of future participatory
sensing applications.
Keywords: participatory sensing; user behavior; geographic user-generated content; citizen participation
1. Introduction
The increasing proliferation of smartphones, each equipped with a set of powerful embedded
sensors such as microphone, coupling with the near-pervasive coverage of the wireless technology
(e.g., 4G LTE and WiFi) and the constant mobility of the human population has given birth to various
data collecting concepts such as volunteered geographic information (VGI), mobile crowdsensing and
participatory sensing [1]. They partly overlap, as they all share the main characteristic of utilizing
the participation of a large number of users to collect various types of information through electronic
means. At the same time, there are some slight differences among these concepts. VGI applications
focus on the collection of geographic information [2], as its name suggests. A typical example of a VGI
is OpenStreetMap (OSM), a worldwide project to create free and editable map data [3], where users
collectively contribute the geographical contents. In mobile crowdsensing, sensory data is, with or
without user interaction/knowledge, being collected from participants’ mobile devices (i.e., physical
measurements), and possibly combined with other data sources, such as social media networks
(i.e., online community) [4]. In a realization of this concept, the Context-Aware Real-time Open Mobile
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Miner application (CAROMM) combines and processes the sensory data from the mobile devices and
the data retrieved from social media networks such as Facebook and Twitter [5]. Participatory sensing,
which is the main topic of this article, is a subset of mobile crowdsourcing that emphasizes the active
and intentional participation of the users to collect information from the surrounding environments.
Due to its abilities to collect different types of data, including geographic data, at a high spatial and
temporal resolution, participatory sensing has many applications. Some examples include measuring
the ambient noise level [6,7], monitoring the presence of insects [8,9], or collecting information on
air pollution [10,11]. The surveys of Khan et al. [12] and Guo et al. [4] provided a comprehensive
overview on the functionalities of participatory sensing applications and the classification among
them. These surveys analyze 45 and 66 participatory sensing applications, respectively, and show
the variety of these applications and their applicability. However, they do not provide an in-depth
comparison of some key characteristics when considering the successful gathering of different types of
urban information, such as the flexibility (reusability) of the applications, the ability of (normal) users
to customize and launch participatory sensing campaigns, the possibility to incentivize data collectors,
or the (type of) data that can be gathered. Furthermore, these surveys generally do not include
participatory sensing frameworks, which attempt to address the aforementioned characteristics. In our
own review of participatory sensing applications (see Section 2.2), focused on the aforementioned
characteristics, we have identified two main drawbacks. First, we observed that most participatory
sensing applications center around one or a limited number of sensing topics, scenarios or types of
data to be collected; this observation is also reflected in [13]. As a result, this single-functionality
characteristic usually leads to the creation of a multitude of applications with limited and similar
capabilities, which requires time and efforts from software developers to create and might cause
confusions among the users. For example, the processes of collecting information on the presence
of mosquitos and bugs are largely similar; however, there are two different applications dedicated
for these purposes [8,9]. Second, ordinary people and/or researchers wanting to use participatory
sensing applications to start a data collecting initiatives are not in full control of these applications.
Instead, they depend on the application developers, who decided how that data collecting initiative
will proceed (i.e., which data and data type, flow of data collection). This dependency has impeded
the broader use of participatory sensing, despite its potential to generate a large amount of useful
information in a short amount of time at an affordable cost. Just as other participatory sensing
frameworks, Citizense, introduced by the authors in [14], attempts to address these lacks; we therefore
also include participatory sensing frameworks in our review and compare them with Citizense.
Despite the aforementioned abundance of participatory sensing applications and the emergence
of more flexible participatory sensing frameworks, there is little research available on how participants
behave in a participatory sensing context. Particularly, their spatio-temporal behaviors (e.g., time
periods in which participants collect more or less data [15]; spatial patterns regarding where
they collect data), across different sensing scenarios and different types of information collected,
are under-investigated (an overview of existing research is given in Section 2.3). Nevertheless, the study
of participants’ behaviors is of paramount importance as it may offer organizers of participatory
sensing campaigns’ valuable intelligence to enhance their campaigns’ setups and receive better results
from their campaigns. For example, organizers may launch promotional campaigns to attract new
users in specific areas, based on spatial knowledge of existing participants; they may decide to
launch time-based notifications (reminders) for existing users, based on their temporal data collection
patterns in order to have them complete more campaigns (e.g., during peak hours or off-peak hours)
or location-based notifications to serve less-covered areas; they may adjust incentives to fill spatial
or temporal data collection lacks if so desired (e.g., to obtain evenly spread data measurements,
for example, in a noise pollution campaign; etc.). Apart from the spatio-temporal behaviors,
understanding the frequency of contributions by different users, and, more generally, the different types
of data contributors, is essential, as this might affect the completeness, consistency and reliability of
the results from participatory sensing, as was already shown in other user-generated data approaches.
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For example, the revealed uneven distribution of contribution from Wikipedia users [16] might cause
problems, such as the decrease of willingness to contribute among the participants in the long term or
biased information (intentionally) produced by the participants [17,18]. Similar inequalities in user
contribution are observed in the field of VGI [19,20] and peer-to-peer file sharing [21].
The aim in this article is twofold: (i) to study the interaction between Citizense and participants
with demographically different backgrounds and its effectiveness to gather various types of urban
information, and (ii) to study the participants’ spatial and temporal behavior. To do so, we first describe
how Citizense [14], a generic participatory sensing framework developed by the authors, assists the
participants in creating participatory sensing campaigns and collecting the required information,
and point out its novelties (Section 3). We then describe a deployment of the Citizense framework
in a real-world scenario, in which 359 participants were exposed to 44 different sensing campaigns
(Section 4). While, in previous work, we reported on the participants’ reactions to monetary incentives
in this deployment (7 of the 44 campaigns were applied with monetary incentives) [22], in this article,
we give an overall overview of the interaction of participants with the framework (Section 5.1) and
its effectiveness (Section 5.2), after which we study the temporal (Sections 5.3 and 5.4) and spatial
(Section 5.5) behavior of data collectors in depth. We expect to find spatial and temporal patterns valid
for all campaigns, yet, due to the variety of campaigns, we also expect to find different spatial and
temporal distributions of submissions, influenced by factors such as the type of user, or the context and
content of these campaigns. Regarding the involvement the data collectors, in accordance with other
user-generated data approaches, we anticipate an uneven distribution of their interaction with the
participatory sensing framework. Finally, Section 6 presents the final conclusions and future works.
2. Related Works
2.1. Volunteered Geographic Information and Participatory Sensing
VGI and participatory sensing are two prime examples of user-generated content where a variety
of data is collected through the collaboration of a large number of participants. While sharing the
same principle of leveraging the intelligence of participants and their mobility, there are significant
differences between VGI and participatory sensing. VGI particularly focuses on the collection of
geographic information, and extensively use maps for displaying the results. In the field of VGI,
data quality, reputation of the contributor and user participation are the main research issues [23].
First, as the contributions come from a large number of participants with a varying level of knowledge
and expertise, there is a concern about the quality of their contributed VGI data. To verify the data
quality of VGI, a trivial method is to analyze this data using a reference dataset of high quality. Second,
there is a need to establish the rank of reputation among the numerous contributors. This ranking,
if established, might shed light on the quality of the VGI data. Third, the participation of the
contributors differs significantly from each other: on one hand, there are a few active contributors
who account for most of the collected information; on the other hand, there is a larger number of
contributors who seldom interact with the VGI platform; and finally the rest of the users, which are
the majority, do not contribute any information to the VGI platform [19,20].
While traditional VGI applications focus on the collection of geographic information (e.g., place
names, description of places, pictures, addresses), they are not optimized to collect other types of
information. In contrast, participatory sensing allows users to collect various types of data [24],
leveraging the mobile device’s embedded sensors. In this article, we focus on the public participatory
sensing as it involves a large number of participants and, at the same time, it potentially benefits
the public.
Participatory sensing has been utilized in various application domains [13], such as bird
conservation [25], urban infrastructure monitoring [26], traffic monitoring [27], radio signal strength
measuring [28] and other information in the city [29]. The plethora of participatory sensing applications
can be divided into two groups: single-purpose applications (i.e., [26,27]) and multi-purpose
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applications or frameworks [30,31]. The emergence of these multi-purpose participatory sensing
applications shows a significant change in the realization of the participatory sensing concept. In many
cases, such framework support configurable participatory sensing campaigns, hereby reducing the
dependency of those who want to initiate a data collecting process from the application developers.
At the same time, participants enjoy the flexibility of the application to perform various sensing tasks.
Furthermore, the cost and efforts to develop, maintain and deploy participatory sensing application
is also significantly reduced. These frameworks also provide an excellent opportunity to study
participants’ user behavior under different sensing scenarios and collecting various data types.
2.2. An Analysis of the Selected Participatory Sensing Applications and Frameworks
In this section, we compare our proposed Citizense participatory sensing framework [14] with
other existing participatory sensing applications in order to point out Citizense’s distinctive features.
The summary of Citizense will be presented in Sections 3.1 and 4.2. Although it is hard to estimate
the exact number of existing participatory sensing applications to date (the surveys of Khan et al. [12]
and Guo et al. [4] analyzed 45 and 66 applications, respectively), the 21 applications used in this
comparison were selected from the growing list of participatory sensing examples, and at the same
time they represent the diverse and complex nature of participatory sensing. Our comparison was
performed along common features observed in literature: flexibility of the tool [32], the presence
of incentive [33,34], the selection of data collectors [35,36], result delivery [37,38], identity of data
collectors [39] and the flexibility of the sensing process [30] (see Table 1). Additionally, useful meta-data
are listed: name and publication time of the application, theme covered, origin (industry or academia)
and the status of the application (a research prototype or a complete product).
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Table 1. Analyzing the selected participatory sensing applications.
Name Time Theme Origin Status Tool Flexibility Incentive Selection Criteria Result Delivery Identity of Participants Campaign Flexibility
Earphone [40] 2010 Noise Academia Prototype No Experience point No Immediate Anonymous No
NoiseTube [6] 2009 Noise Academia Complete No No No Immediate Traceable No
SoundOfTheCity [41] 2013 Noise Academia Prototype No No No Immediate Anonymous No
Waze [42] 2010 Traffic Industry Popular No Reputation point, rank No Immediate Traceable No
Matador [43] 2013 General Academia Prototype Partial No Location, time Immediate Unknown Partial
OpenSignal [28] 2010 Signal strength Industry Popular No No No Immediate Anonymous No
COBWEB [44] 2015 Environment Academia Complete Partial No No Flexible Traceable Partial
Bird Watching platform [25] 2016 Bird information Academia Prototype No No No Immediate Unknown No
CrowdOut [26] 2014 Road safety Academia Prototype No No No Immediate Traceable No
SeeClickFix [45] 2008 City incidents Industry Popular No No No Immediate Traceable No
FixMyStreet [46] 2012 City incidents Industry Popular No No No Immediate Traceable No
ImproveMyCity [47] 2013 City incidents Industry Complete No No No Flexible Unknown No
Pulso De La Ciudad [48] 2014 City incidents Academia Complete No No No Immediate Anonymous No
Cityzen [49] 2014 City incidents Academia Prototype No Yes No Immediate Traceable No
PRISM [50] 2010 Multiple Academia Prototype Partial No Location Immediate Anonymous Partial
Medusa [51] 2012 Multiple Academia Prototype Partial Yes Location, time Immediate Traceable Partial
Hive [32] 2013 Multiple Academia Prototype Partial No Location Immediate Traceable Partial
Sensr [52] 2013 Multiple Academia Prototype Complete No No Immediate Anonymous Partial
OpenDataKit [31] 2013 Multiple Academia Complete Partial No No Immediate Anonymous Partial
EasyHarvest [53] 2014 Multiple Academia Prototype Partial No No Flexible Anonymous Partial
Ohmage [30] 2015 Multiple Academia Complete Complete No No Immediate Traceable Dynamic
Citizense [14] 2017 Multiple Academia Prototype Complete Intrinsic, extrinsic Location, time, user profile Flexible Traceable Dynamic
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Compared with other participatory sensing applications, and multi-purpose participatory sensing
frameworks such as Ohmage [30] and OpenDataKit [31], Citizense proves to be more complete,
combining all features from other applications/frameworks and introducing some novelties. First,
it allows the selection of participants based on various criteria such as time, their profile and location.
For the latter, although a few applications allow definition of this location constraint, it comes only
in the form of circle [32,43,50,51]. In contrast, Citizense allows this location constraint to be a list
of arbitrary shapes (polygons), therefore precisely and flexibly reflecting the campaign’s location
requirements. Furthermore, Citizense enables campaign authors to select participants using both their
static profile information (i.e., post code, gender) and dynamic profile information (i.e., age, level of
experience within the framework). Second, Citizense provides both intrinsic and extrinsic incentives to
the participants, to stimulate them to participate and compensate them for the various costs caused by
their sensing activities [22]. Third, the framework also makes it possible for campaign authors to create
campaigns on their preferred topics with dynamic workflow within these campaigns and collecting
various types of data. Last but not least, participants are able to receive real-time feedback on their
collected results from the campaign authors, which enhances the communication between them and
serves as an motivator for the former.
2.3. Participants’ Spatial and Temporal Behaviors in Participatory Sensing
Once participatory sensing data has been collected, they should be validated and analyzed.
Regarding the analysis of participatory sensing data, and more particularly spatial and temporal
analysis as this is the main goal of this article, gathering meta-data (e.g., when and where are users
contributing) is of primarily importance. Such information might help organizers to better recruit the
participants and generally better plan their sensing campaign, and hopefully obtain more and more
qualitative results. Until now, the factors that drive the participants to contribute their observed data
remain unclear [54]. Stimulating factors such as incentives [33], gamification techniques [55] and their
internal willingness [56] have been studied, but we found few works [57–61] investigating the spatial
and temporal behavior of participants. City Probe [57] is an application designed to help citizens in
reporting certain city issues, whereby the exact location (latitude and longitude) of a report submission
was stored. In its deployment, the participants were asked to report on the single issue of occupancy
of the arcade in the city using this application. Finally, the map of all reports is compared with the map
of the bus stations in the same studied area; the conclusion was that the location of the reports and the
bus stations may have spatially negative correlation. We argue that this spatial behavior is applicable
to only one specific issue; it is therefore not known if similar spatial behaviors hold when reporting
other issues, or generally, collecting other types of data.
In their work, Grasso et al. extracted the information on heat waves from social media data
(tweets) and examined the relation between the social media activities and the spatio-temporal pattern
of the heat waves [58]. Due to the extremely low number of tweets with geo-location meta-data,
the location of a tweet had to be inferred from the content of the tweet through entity recognition and
natural language processing. As a result, the accuracy of this inference is not high, tweets can only be
located at city level in the best case.
In contrast, exact GPS locations are retrieved from the crowdsourced data to extract and analyze
spatial patterns from cyclists (e.g., [60]). However, these GPS traces are automatically created by the
mobile device without any human intervention, and therefore the collected data does not represent the
users’ participation behaviors.
Li et al. summarized a large-scale participatory noise measuring and analyzed the spatio-temporal
distribution of the received measurements [59]. Their analysis showed that the measurements’ temporal
distribution matches the human work-rest cycle (measurements were made primarily between 9.00 a.m.
to 11.00 p.m.) and the measurements were often conducted in residential areas. Unfortunately,
the authors did not analyze these spatial and temporal patterns in more detail, even though a large
number of measurements were available.
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Alt et al. described two small participatory sensing experiments in which 18 participants were
asked to perform simple tasks such as taking a picture of the closest mailbox or checking the departure
time of the next bus [61]. Based on the analysis of the participants’ spatial and temporal behaviors,
the authors concluded that midday breaks are the participants’ preferable time for performing the tasks
and participants tended to complete tasks near their homes. However, we argue that the small number
of participants and the simplicity of the tasks significantly limit the validity of their conclusions.
In summary, we argue that, although the aforementioned studies discussed the participants’
spatial and temporal behaviors, there is room for significant improvement as each study has specific
limitations. Furthermore, they all share the characteristic that participants were facing one or a few
participatory sensing tasks of similar types and collect one or a few types of data, in a specific
participatory sensing scenario. If the participants were given several sensing tasks of different nature,
their spatial and temporal behaviors might be different. In our study, we will analyze the spatial and
temporal behavior of the participants who were given multiple participatory sensing tasks, where
each task has a unique content and context. We aim to identify the overall spatial and temporal
patterns of all participants and subsequently focus on specific patterns, if they deviate from the
overall patterns. Specifically, we expect to see the relation between the content of a campaign and
the corresponding spatial and temporal submission patterns from the participants. Regarding the
participants’ involvement, we expect to see an uneven distribution of the interaction among the
participants. These analyses are performed using the location and time of the submissions and the
knowledge on the participants’ profile.
3. The Citizense Framework
In order to provide a comprehensive picture of the Citizense framework and its deployment,
we provide here a brief overview of Citizense and its main functionalities. Citizense is designed
as a generic user-oriented participatory sensing framework, aiming to make participatory sensing
accessible to all users, regardless of their role (i.e., defining data collection campaigns, gathering
the required data) [14]. As an open source software, the source code of the Citizense framework is
accessible from the project’s OCT repository [62], and it is redistributed under the Apache v2 license,
which effectively makes the code reusable [63]. The central design principle of Citizense is to divide
a complex sensing process into several sequential atomic sensing tasks, where each task deals with
a single type of data or sensor. Consequently, the whole framework can be reused in different scenarios
and collect a variety of data. This principle distinguishes two different roles of the users: campaign
authors and data collectors. The former define the participatory sensing process to collect certain
data and the latter provide the former with the required data; we will use these terms consistently
throughout the article. To realize this design principle, the Citizense framework consists of four main
components (see Figure 1):
• the campaign objects, which hold all the details of the different participatory sensing campaigns
such as context condition, the list of atomic sensing task, types of data to collect, and incentives
for the data collector;
• the campaign manager, which allows campaign authors to create campaigns (i.e., campaign
objects) using an intuitive graphical user interface and to visualize the results;
• the campaign server, which serves data collectors with campaigns, processes and stores the
submissions, and sends real-time feedback to the data collectors;
• the mobile application, which receives campaigns (i.e., campaign objects), visualizes these upon
request of the data collector, and finally deliver the collected data to the campaign server.
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Figure 1. The architecture of the Citizense framework and its main information flows.
3.1. New Features of the Citizense Framework
We continuously extend the capabilities of the Citizense framework. Compared with our earlier
technical description of the Citizense framework [14], the latest version of Citizense has substantial
improvements, some of which were already mentioned in less detail in [22], which focused on exploring
the participants’ behavior under monetary incentives [22]. For clarity, we list novelties compared
to [14] here:
• Extension of the types of data collected by the framework: The Citizense framework is now
capable of collecting different types of sensory data (i.e., WiFi measurement, GPS location),
multimedia content (i.e., picture), date and time input. This extension significantly improves the
flexibility and reusability of the framework as it allows campaign authors to combine various
types of data into their campaigns.
• The implementation of real-time feedback: Campaign authors are now able to manually validate
each submission (after the automatic validation performed by the campaign server based on
submission’s location and time), define the status of each submission (e.g., accepted, rejected,
pending), add text annotation and send feedback to a single data collector and/or all data
collectors through the web-based result visualizer. The inclusion of feedback in Citizense
framework is of paramount importance as it effectively engages the data collectors. On a higher
level, data collectors experience the transparency of the system [64] and realize their data
contribution will be taken seriously [65].
• The selection of data collectors based on their user profiles: Campaign authors can intuitively and
easily define the filters for selecting the data collectors. These filters include static information
(i.e., gender, postal code) and dynamic information (i.e., age, previous experience using the
Citizense framework) of the data collectors. Combined with the location and time filters previously
implemented, the framework now has flexible and rigorous control on the selection of data
collectors, aiming to improve the quality of the collected results.
• The new input method aims to facilitate the participation of users with disabilities: the Citizense
mobile application allows data collectors to speak into the device’s microphone in order to use
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almost all features of the mobile device (e.g., downloading campaigns, selecting a campaign,
inputting text). This input method significantly lowers the barriers for participants with
disabilities, thereby making the Citizense framework more inclusive.
3.2. The Technical Testing
At the time of writing, the central server of Citizense is deployed on a standard infrastructure
with Intel Xeon E5-2690 v2 3.0GHz CPU (manufactured by Intel Corporation - Santa Clara, CA, United
States) and 4 GB of memory. We performed several stress tests to examine the scalability of the
framework under different load conditions. Among the monitored parameters, the processing time for
each request is of importance, as serving a request is a time-critical operation and the processing time
greatly affects the waiting time on the data collector’s side (the latency). It is worth noting that this
latency depends on the processing time in the server and the propagation time in the communication
network; the latter is independent from the Citizense framework.
The processing time directly depends on the following factors: number of campaigns, the size of
each campaign and the number of concurrent requests. For the first and the second factors, we filled
the campaign database with 100 identical campaigns; each contains 27 atomic sensing tasks that
cover all the different task types supported by the Citizense framework and are connected by both
conditional and unconditional transitions. After sending 1000 repeated single requests to the central
server, on average, the central server took 787.613 miliseconds to process each request, with the
maximum of 1144 miliseconds, minimum of 310 miliseconds and standard deviation of 122.39. For the
third factor, the Apache JMeter tool was used to launch a large number of concurrent requests to the
central server simultaneously. We launched 1000 simultaneous requests to the central server containing
11 campaigns. The result was very satisfying: the server was able to handle all the requests and 95% of
the request was processed in less than 500 miliseconds. We performed another stress test in a more
realistic condition: using JMeter, 100 simultaneous requests was sent to the central server containing
24 different campaigns, most of the campaigns have more than 15 tasks of different types. The result
of this realistic test was satisfying as well: the central server replied instantly to all the requests.
Specifically, the processing time for all request is less than 500 miliseconds. It was therefore concluded
that the Citizense’s central server can independently withstand a high load should it arise, which
is certainly more than sufficient for our deployment. Furthermore, the implementation allows easy
redeployment and upscaling in a cloud environment, should more stringent performance be required.
4. The Real-World Deployment of the Citizense Framework
4.1. The Goals of the Deployment
The purpose of deploying the Citizense framework is two-fold. Firstly, the deployment serves to
explore the framework’s effectiveness in collecting both geographic and general information. Secondly,
and most importantly, the main purpose is to analyze the participants’ spatial and temporal behavior
based on the meta-data of data submission in this deployment.
4.2. The Participatory Sensing Process Using Citizense Framework
As the first step to join the Citizense deployment, participants are required to register. A single
credential allowed participants to play the role of both campaign author and data collector.
4.2.1. Creating Campaigns
A campaign author can easily create a participatory sensing campaign through any platform
(e.g., desktop, mobile device) in two steps by interacting with the web-based campaign editor. In the
first step (see Figure 2), the campaign author is expected to specify the general working parameters of
the campaign, including visibility of the campaign results, location and time constraint, the textual
description and profile of the eligible data collectors. The graphical user interface allows campaign
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authors to easily define every parameter of the campaign. In particular, the location constraints can
be intuitively and precisely defined by drawing one or several areas of arbitrary shape on the map to
define where the campaign should be available (see Figure 2, right side).
Figure 2. The graphical campaign editor. Creating a campaign, step 1: specifying the various
parameters of the campaign; for example, location constraints are the shaded areas (i.e., near a point of
interest and along a specific road) in the map.
In the second step, to realize the multi-purpose design principle, campaign authors define
the sequence of atomic sensing tasks to be completed by the data collectors (see Figure 3). Each
task contains a textual description, an optional picture (which can guide data collectors to improve
the quality of the submission [66]) and other necessary parameters, depending on the task type
(e.g., the different options in case of a multiple choice question). At the time of writing, the Citizense
framework supports 12 different task types, grouped into sensory input (noise measurement,
GPS location and WiFi fingerprint), multimedia input (picture) and human input (text input, bounded
and unbounded numeric input, multiple choice question, date input and time input). To make
the campaign more flexible and better fit to the data collector’s situation, the Citizense campaign
editor allows multiple branches within the sequence of the atomic sensing tasks through the use of
conditional and unconditional transitions. Different controls in this graphical user interface assist the
campaign author with quick and easy management of the atomic sensing tasks (see Figure 3, right
side). For example, the graph-based visualization highlights the campaign’s structure; buttons such as
duplicating and deleting a specific task give campaign authors flexibility in defining atomic sensing
tasks. The Citizense campaign editor not only allows the campaign authors to create campaigns,
but also to view, update and delete campaigns at any time.
After the one-time login or registration in the mobile application, data collectors are presented with
a list of campaigns relevant to their real-time context. Upon selecting a campaign, the Citizense mobile
application guides the data collector through this campaign (taking into account task transitions),
and supports him/her in performing the sensing tasks. For example, tasks involving text input can
be completed using speech recognition as a method to input text faster and more conveniently,
tasks involving sensory measurement have simple sensor controls and tasks involving sensory
measurements and pictures have exact location information attached to their results. When a data
collector completes a campaign, the result is attached with various meta-data (i.e., time, location,
Internet connection status) and submitted to the campaign server.
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Figure 3. The graphical campaign editor. Creating a campaign, step 2: defining the atomic sensing
tasks and their transitions; red and blue arrows represent conditional and unconditional transitions,
respectively. In this figure, a loop between task Q10 and Q11 is formed by combining the two types
of transition.
At any time, data collectors can use both the mobile application and the Web-based Result viewer
to view live (aggregated) results of certain campaigns, if such visualization of contents are allowed
by the corresponding campaign author. They can also view the status (feedback) from their past
submissions through this mobile application (see Figure 4d).
Figure 4. The client mobile application. From left to right, (a) an atomic sensing task; (b) the list of
available campaigns; (c) the details of a participant’s account; and (d) the status of the submissions.
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4.2.2. Participating in Campaigns
After the one-time login or registration in the mobile application, data collectors are presented with
a list of campaigns relevant to their real-time context. Upon selecting a campaign, the Citizense mobile
application guides the data collector through this campaign (taking into account task transitions),
and supports him/her in performing the sensing tasks. For example, tasks involving text input can
be completed using speech recognition as a method to input text faster and more conveniently,
tasks involving sensory measurement have simple sensor controls and tasks involving sensory
measurements and pictures have exact location information attached to their results. When a data
collector completes a campaign, the result is attached with various meta-data (i.e., time, location,
Internet connection status) and submitted to the campaign server. At any time, data collectors can
use both the mobile application and the Web-based Result viewer to view live (aggregated) results of
certain campaigns, if such visualization of contents are allowed by the corresponding campaign author.
They can also view the status (feedback) from their past submissions through this mobile application
(see Figure 4d).
4.3. The Setup of the Deployment
The Citizense framework was presented to the students, professors, staff and passers-by of
the Universitat Jaume I’s campus (Castellón, Spain). At the beginning of this 20-day deployment,
a promotional activity was performed to recruit participants: emails concerning the deployment were
sent to all members of the university (i.e., students, professors and administrative staffs), flyers were
handed out and posters were visible in the most-visited places in the university campus (e.g., canteens,
entrances, library, bus stops). Through this promotional activity, participants were encouraged to
register in the Citizense framework and participate as campaign authors (to create campaigns for other
participants to collect city-related information) and/or data collectors (to respond to the campaigns
available in the framework). It is known that, in general, the university staff, professors and especially
the students live across the province, not only in the city of Castellón.
On the first day of the deployment, four participatory sensing campaigns from the organizers were
launched; these campaigns addressed relevant and common issues that can have impact on the lives
of the local residents and the participants such as illegal graffiti and vandalism, cycling infrastructure
in the city and improvement in the public furniture. While data collectors were responding to the
campaigns from the organizers, campaign authors were encouraged to create campaigns for the data
collectors, these campaigns are expected to gather meaningful information related to the city, which
can be used by the city authority to improve different aspects of the city. During the course of the
deployment, another six campaigns with similar themes were launched regularly by the organizers,
totaling the number of campaigns from the organizers at 10 campaigns.
5. Results and Discussion
5.1. Participation Results
Throughout the deployment, 359 participants registered in the Citizense framework, among them
179 males and 180 females. These participants included administrative staff, teaching staff, researchers
and mostly students; participants come from different academic domains such as engineering, social
science and life science. The participants’ age range from 18 to 63, with an average value of 23.769,
median value of 22 and standard deviation of 6.637. Concerning the registration, 176 participants
registered through the campaign manager and the rest (183 participants) registered through the mobile
application. Due to the single credential system within the framework, 47 participants originally
registered through the campaign manager also logged in to the mobile application. Therefore, in total,
there were 230 data collectors using the mobile application.
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The participants created 34 campaigns, which addressed a variety of topics mostly related to
the urban context. Together with the 10 campaigns launched by the organizers, the total number
of campaigns available during the deployment was 44. Table 2 gives an overview of the first half
(22 campaigns), having a substantial number of submissions and data collectors, among them five
campaigns that were applied with a monetary incentive to study the data collectors’ reactions to
monetary incentive (i.e., campaign number 1, 2, 3, 4 and 6) [22]. These 22 campaigns lay the foundation
for subsequent discussion and analysis in this article. Examples of user-created campaigns include
public transportation and its efficiency, public furniture, key infrastructure in the city, the city’s
sustainability issues and cultural issues. The length of the campaigns created by participants ranges
from 3 to 45 atomic sensing tasks, a typical campaign has six to eight tasks.
After the manual data cleaning process performed by the authors of this article, which removed
empty and duplicated submissions, the cleaned dataset contains 4167 requests sent by data collectors
and 2615 submissions were received for the 22 campaigns detailed in Table 2 (for all 44 campaigns,
the number of submissions was 2944). Data collectors were encouraged to enable their GPS sensor
when interacting with the Citizense mobile application. However, they had the right to disable
this GPS sensor at any time, due to the enforced privacy regulations. Among the 2615 received
submissions, 70.13% of them (1834 submissions) were attached with the GPS location while the rest
(781 submissions-29.86%) were made without the GPS location. Among the 230 data collectors, 57.82%
of the data collectors (133 data collectors) always had their GPS sensor enabled when collecting data
while the rest (97 data collectors-42.18% of the data collectors) had at least one of their submission
without the location data.
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Table 2. Overview of 22 campaigns with highest number of submissions and data collectors, sorted by the number of submissions.
Campaign Title Number of Submissions Number of Data Collectors Geographical Scope Duration (Days) Origin
1 Citizen participation 370 195 Neutral 20 Organizer
2 Improve University’s WiFi 332 147 Constrained 20 Organizer
3 Graffiti in Castellón 212 125 Geographically-related 20 Organizer
4 Street animal in the city 197 75 Geographically-related 20 Organizer
5 University campus 154 113 Geographically-related 20 Organizer
6 City incidents 153 90 Geographically-related 20 Organizer
7 Hygienic issues in the city 117 61 Geographically-related 20 Organizer
8 City’s cycling infrastructure 105 55 Geographically-related 20 Organizer
9 Professors and teaching methods 104 75 Neutral 12 Participant
10 Regional train service 103 92 Geographically-related 18 Participant
11 Leisure destination 101 81 Neutral 14 Participant
12 Respect 83 75 Neutral 19 Participant
13 The intermodal station 76 72 Geographically-related 20 Participant
14 City tram line 73 55 Geographically-related 16 Participant
15 Transport efficiency 72 68 Neutral 18 Participant
16 Digital technologies 64 49 Neutral 20 Participant
17 Street crossings 61 58 Neutral 14 Participant
18 Nocturnal ambiance in Castellón 52 44 Geographically-related 18 Participant
19 Sustainability issues 47 42 Neutral 19 Participant
20 Social vulnerability 46 35 Neutral 19 Participant
21 Sales promotion 45 29 Neutral 20 Organizer
22 Food consumption 41 41 Neutral 15 Participant
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5.2. Effectiveness of Citizense for Collecting Geographic and General Information
In order to discuss the effectiveness of Citizense to collect geographical and general data,
we discern the campaign authors’ ability to successfully use Citizense to create a variety of qualitative
campaigns, and the data collectors’ results with respect to the data collected.
The campaigns created by the participants, especially the 13 campaigns in Table 2, incorporated
all the campaign’s features that were available during the deployment, such as the location and time
restrictions, the visibility of the results and attaching multimedia content in atomic sensing tasks. Apart
from the relevant topics covered by campaign authors, they used 11 out of the 12 supported task types
throughout their campaigns; only the noise measurement type was not used. At the same time, we did
not receive any requests for further explanation of the framework in the contact email throughout
the Citizense deployment. This is an indication that the campaign editor is easy to use, the existing
features are appreciated and no additional technical assistance is required, especially considering the
diverse backgrounds of the campaign authors and their first time using this framework.
In terms of collected data, the deployment has gathered various data types: text (through typing,
speech-to-text conversion and selecting pre-defined options), numeric values, pictures, date and time
values, GPS locations and WiFi measurements. These data types correspond to the types of sensing
task supported by the Citizense framework; only audio was not recorded, as the corresponding task
was not used by campaign authors. More specifically, among the 2615 submissions received there
are 327 submissions containing embedded sensory measurements and 27 submissions containing
pictures (see Figure 5b), 3464 text responses, 93 numeric responses and 30 date and time responses.
On a higher level, these primitive data types were combined into geographic contents and general
contents. The geographic contents include time- and geo-tagged reports on the issue of illegal graffiti,
street animals and potential dangers and malfunctions in the city’s cycling infrastructure. In each of
these reports, the data collectors provided a comprehensive set of information such as the GPS location
of the object of interest, the time of appearance, the corresponding text description, the subjective
opinion, the severity of the potential danger and a picture describing the object. General contents
are the data collectors’ subjective feedbacks, opinions and suggestions on various issues raised in
the campaigns during the deployment, such as the comments on price of the city’s tram line and its
punctuality, complaints about the bike sharing system and suggestions for improving the infrastructure
in the city’s beach.
While the large amount of submissions and variety of data collected demonstrate the potential of
Citizense to engage users, the qualitative involvement can be examined through the text input and
pictures they produced. In this Citizense deployment, 100% of the submitted pictures are on topic
and sharp; none of these pictures are regarded invalid or low quality. In contrast, in the work of
Reddy et al. [67], the authors described an experiment in which college students were involving in the
participatory sensing task of taking photos of the trash bins in their campus. The authors reported the
ratio of invalid picture of 6 ± 4%. Nineteen campaigns (86.36% of the 22 campaigns detailed in Table 2)
had their text-input tasks completed at a ratio over 90%. In particular, the user-created campaign on
social vulnerability achieved the completion rate of 100% for its text-input tasks. Furthermore, several
data collectors provided very detailed text to elaborate their answers (see Figure 5a). The reasons for
some campaigns to have low completion ratio for text-input tasks are the poor description of these
tasks and/or these tasks are optional.
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Figure 5. Example of the submissions during the deployment displayed by the Citizense result
visualizer. (a) the different text answers to a text-input task; (b) the pictures and locations of the graffiti
gathered by data collectors.
Next to the above quantitative indications, both data collectors and campaign authors were
surveyed at the end of the deployment, in order to obtain their opinion on the usefulness of Citizense.
This was done through a campaign in the Citizense framework and an email-based questionnaire,
answered by 31 data collectors and 32 campaign authors, respectively. Thirty data collectors (96.77%
of those who responded to the campaign) agreed that Citizense is a useful platform to collect
various types of city-related information while 31 campaign authors (96.87% of those who answered
the survey) appreciated their abilities to create campaigns on the topics of their choice. Finally,
in the post-deployment phase, face-to-face interviews were conducted with 33 participants. All the
interviewed participants appreciated the various functionalities, the simplicity and ease of use of the
Citizense graphical campaign manager and the mobile application. All data collectors were satisfied
with the way they contributed data through the Citizense client mobile application while all campaign
authors were pleased with the information gathered and visualized by the Citizense framework.
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During these interviews, some participants acknowledged the behaviors identified by the analysis of
the deployment’s results (see Section 5.3).
In conclusion, the Citizense deployment showed that the Citizense campaign editor is effective
in assisting the authors in designing their data collecting process. On the other hand, data collectors
showed their willingness and involvement in providing a variety of high quality data. Both campaign
authors and data collectors indicated to be satisfied and useful to collect city-related information.
5.3. Temporal User Behavior: Frequency of Use
First, we are interested in studying the temporal interaction behavior of the user with the mobile
application, or in other words, their frequency of use. In order to understand the performed analysis,
consider the following typical usage pattern of the mobile application: at a certain moment in time,
a data collector opens the mobile application, which sends a request for the list of current campaigns to
the central server. Subsequently, the received list of campaigns is visualized on the user’s mobile device.
The user can now browse through the list and open a selected campaign to read its details. He then has
two options: completing that campaign, after which he’s again presented with the list of campaigns,
or withdrawing from the selected campaign after reading its summary and returning to the list of
campaigns. In either case, each time the user returns to the list of campaigns, it is refreshed by sending
a request to the central server. This process might be repeated several times until the user finally exits
the mobile application and comes back later. Therefore, based on the timestamp of the requests for
the list of campaigns to the campaign server, and the time separation between them, we are able to
determine usage sessions: periods of time in which the user is actively using the mobile application
and potentially contributes data. Figure 6 exemplifies the behavior of a typical data collector (the
timestamp of the requests) over time: certain requests are clustered in time, representing active, longer
(usage) sessions, while others are more isolated, representing less active, shorter (usage) sessions.
We thus define a session as a cluster of requests coming from a single data collector, where the time
difference between any two consecutive requests is at most x seconds. The delay x denotes a threshold
high enough to include the time it takes to scroll through the list of downloaded campaigns, open
a campaign to view its details and (possibly) complete it, plus any minor distraction the data collector
may have (e.g., answering a text message, greeting a friend in the street). For our study, we select x to
be 600 s (10 min) as this value allows data collectors to comfortably complete any available campaign,
considering the average length of a campaign (i.e., at least six tasks) and the high-quality results
produced by the data collectors (i.e., sharp pictures, detailed text). We then compute the number of
sessions and the average number of request per session for every data collector. Due to the fact that the
inequality in participation can be found in various fields (e.g., Wikipedia [16], VGI [19,20], peer-to-peer
file sharing [21]), we expect to find a similar (uneven) distribution for the number of sessions among
the data collectors in this deployment.
Figure 6. An illustrative example of requests sent by a typical data collector over time, each request is
represented by a blue dot. A session is a cluster of requests, marked by the red ellipses.
Figure 7 shows the distribution of number of sessions and the average number of request per
session for every data collector at the value x = 600 s, decreasingly ordered according to the number of
sessions. If we increase the value of x, the number of sessions decreases, as several sessions might form
one bigger session due to the more tolerant waiting time between server requests. The most active
data collector had 37 sessions (x = 600 s) throughout the 20-day deployment, meaning that he/she
had around two sessions per day on average. As we expected, Figure 7 clearly shows an uneven
distribution of number of sessions among the data collectors. Specifically, this distribution follows
a long-tail distribution [68], with a smaller number of active data collectors having a large number
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of sessions and a much larger number of less active data collectors having a much smaller number
of sessions [69,70]. Specifically, while the most active data collector had 37 sessions, 227 of 230 data
collectors (98.69%) had less than 30 sessions, 222 data collectors (96.52%) had less than 20 sessions,
201 data collectors (87.39%) had less than 10 sessions and 159 data collectors (69.13%) had at most
five sessions. Such a distribution of performance is common for this type of participatory and voluntary
works [71]. Among the number of average requests per session, there are some outliers. Furthermore,
it can be observed that the average number of requests per session is slightly lower, and there is lower
variation, among data collectors having more sessions (the smaller group of active data collectors,
on the left part of Figure 7) than that of the data collectors having fewer sessions (the bigger group of
regular data collectors, on the right part of Figure 7); most of the outliers are from these regular data
collectors, which also brings the average number of requests per session slightly up. This observation
suggests two different behaviors of the data collectors: the regular data collectors interacted with
the Citizense mobile application a few times, and each time they tried to discover (and complete)
a larger number of campaigns (in some cases, a very large number of campaigns) and later left the
application for a longer time, while their active peers opened the mobile application more frequently,
and each time selected (and completed) a smaller number of campaigns. Additionally, this observation
is confirmed by some of the interviewed data collectors after the deployment. Three data collectors
confirmed that they frequently opened the Citizense mobile application while 10 others acknowledged
that they interacted with the Citizense mobile application just a few times, where each time they tried
to explored several campaigns. Our further analysis has shown that, in general, the total number of
submissions made by an active data collector is larger than that of a regular data collector. To put this
in perspective, note that a related study [72] gauged the number of visits to social network platforms
among college students with different academic backgrounds. They concluded that the users made
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Figure 7. The number of sessions (blue) and average number of request per session (red) for every
data collector throughout the deployment considering a separation time x = 600 s, decreasingly ranked
according to the number of sessions.
5.4. Temporal User Behavior: Distribution of Use
Based on the timestamp of the requests and the submissions from the data collectors, we seek to
answer the question: when are the participants interacting with the Citizense framework? We expect
to find the participants’ overall submission behaviors in terms of time. We further speculate
there may be a relation between the content of a campaign and the temporal distribution of its
corresponding submissions. From our analysis, we first note that the number of interactions (requests
and submissions) in the weekend is insignificant compared with the total number of interactions
(weekend requests and submissions constitute 5% and 4%, respectively). It is thus clear, perhaps
somehow surprisingly, that data collectors are mainly active during the working days, and much
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less during weekends. From Figure 8, it is clear that the distribution of the data collectors’ requests
generally matches the human work-rest cycle (which is consistent with the findings of [59]), although
several requests occurred late at night. A distinct peak around 7:00 p.m. can be identified, which
corresponds to the hour work/classes generally finish, and the request intensity is generally higher in
the evening (7:00 p.m. to 12:00 a.m.) than during daytime (9:00 a.m. to 6:00 p.m.). This observation
suggests that data collectors interact more with the mobile application in the evening, during their free
time, although a reasonable amount of requests is also made during the (working) day. As a submission
would likely follow a request, the distribution of the submissions from 22 campaigns in Table 2 follows
the same pattern, with a distinct peak around 7:00 p.m. and more submissions delivered in the evening
than during daytime. Overall, the submission intensity is relatively stable during mid-day, then slightly
decreases in the afternoon and increase again in the evening. While being higher than the mid-day
intensity, the submission intensity in the evening reaches two peaks in the evening before gradually
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Figure 8. The distribution of all received requests and all submissions from 22 campaigns in Table 2
throughout the deployment rendered in a 24-h time frame.
A closer look into the temporal pattern of the submissions from different campaigns provides
deeper insight in the data collectors’ submission intensities. Indeed, they generally follow the overall
pattern: submission intensities are higher in the evening than any other time of the day, with peaks
occurring from 7:00 p.m. to 10:00 p.m. However, some campaigns have a different temporal pattern.
In particular, one observed deviating pattern is that a primary peak occurs around mid-day, not in
the evening (see Figure 9a), and a secondary peak during the evening. Interestingly, the campaigns
whose submission patterns differ from the overall submission pattern discuss several aspects of the
transportation such as the regional train service, the city’s tram line, street crossings, the railway station
and the transport efficiency. In contrast, this phenomenon is less visible in other campaigns whose
topics are not related to the transportation theme (see Figure 9b) as they generally have a primary peak
and more submissions in the evening. This difference might suggest that responding to campaigns
related to the data collectors’ current or recent activity and context (e.g., using public transport in their
commute to/from the university campus in the morning, noon (lunch), evening) might be triggered
by the data collectors performing the activity, rather than in during fixed time periods (i.e., their free
time in the evening). We further explore this hypothesis when considering the data collectors’ spatial
behavior in the next subsection.
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Figure 9. The distribution of submissions from different campaigns throughout the deployment
rendered in a 24-h time frame. (a) the campaigns having different patterns than the overall submission
pattern; (b) the campaigns having a similar pattern to the overall submission pattern; the number of
submissions from campaign “Citizen participation” has been scaled down to fit the chart.
5.5. Spatial User Behavior
As the data collectors live across the city (and the province) and commute to the university on
a daily basis, their requests and submissions are spread across the city of Castellón, the nearby towns
and the routes connecting them (i.e., railways and highways). The biggest cluster of submissions
is in the city of Castellón, as many campaigns addressed issues of the city on one hand, and data
collectors spent much of their time in the city on the other hand. Therefore, we focus our attention to
this cluster and study the relation between the locations of a campaign’s submissions and the topic of
that campaign.
With respect to spatial properties, the 22 campaigns detailed in Table 2 can be divided into
two groups: geographically-constrained campaigns and campaigns not geographically-constrained
(see Figure 10). The former are campaigns having location constraint(s) defined by the campaign
authors through the Citizense campaign manager (for an example, see Figure 2 and Section 4.2.1): a data
collectors can only download (i.e., each time he refreshes the list of available campaigns) and submit
results for these campaigns if he complies with the defined location constraint(s) (i.e., he is inside the
specified area(s)). In contrast, the latter are campaigns that do not have such location constraint(s):
data collectors can download them and submit the results regardless of their current location. These
campaigns which are not geographically constrained can be further divided into two sub-groups
(see Figure 10): campaigns on a topic having a clear geographic boundary (e.g., a campaign on the city’s
only tram line, which has a fixed defined route), later referred to as geographically-related campaigns;
and campaigns on a topic that does not have a geographic boundary (e.g., a campaign on the issue
of citizen participation or the use of digital technologies), later referred to as geographically-neutral
campaigns. Based on this classification, there are one geographically-constrained campaign,
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10 geographically-related campaigns and 11 geographically-neutral campaigns (see Table 2 for details
of these campaigns).
Geographically-constrained campaign 
This campaign has at least one location constraint 
(i.e., in the form of a circle or a polygon) defined  
by the campaign author through the Citizense
framework 
General campaign 
Campaign not geographically-constrained 
This campaign has no location constraints 
Extends Extends
Geographically-related campaign 
The topic of this campaign has a clear geographic boundary 
Geographically-neutral campaign 
The topic of this campaign does not have a clear geographic  
boundary 
Extends Extends
Figure 10. The taxonomy of campaigns used in the Citizense deployment.
As campaigns geographically constrained by the Citizense framework restrict responses to
originate from specific area(s), they are not suitable to study the spatial distribution of responses.
On the other hand, campaigns that are not geographically constrained leave participants free to
submit responses anywhere in or outside the city; they are thus suitable to study the spatial
distribution of responses in order to detect possible patterns. Due to the variety of the campaign
and their content, we expect to see the different spatial distributions of the submissions from
different campaigns. Specifically, we suspect a certain amount of submissions to fall within the
boundaries of the geographically-related campaigns, reflecting the fact that the data collectors’
current context (i.e., location) influences his participation behavior. We thus compare the spatial
distributions of submissions from geographically-related campaigns to those of geographically-neutral
campaigns. To do so, we first formally define the geographic boundaries of the former campaigns.
We then propose the on-target ratio as the number of submissions that fall within the boundary
of a geographically-related campaign. Finally, we compare the on-target ratio among the different
geographically-related campaigns.
The boundary of a geographically-related campaign is the buffers surrounding the basic
geographic shapes such as a point, polyline and polygon, depending on the topic of the campaign in
question. For example, the campaign “City tram line” about Castellón’s only tram line has its buffer in
the form of a polygon surrounding a polyline, which represents the tram route. Similarly, the campaign
“Regional train service” has its buffer in the form of polygon and circles surrounding the polyline and
points which represent the railroad and the stations, respectively. The campaigns “University campus”
and “Illegal graffiti” have the buffers encompassing the polygons representing the university campus
and the city border, respectively. For our analysis, we select the initial buffer distance d = 100 m and
then we then gradually increase it to 200 m and 400 m (see Figure 11b). There are several reasons
behind this selection. First, we note that the embedded GPS receivers may have an error of 5 m in
ideal conditions and cell tower triangulation (used in low power mode in Android or when GPS
is not available) often has accuracy of a few hundreds of meters; these figures probably increase in
less favorable conditions. Consequently, we need values for the buffer which are significantly bigger
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in order to compensate for these errors. Second, we seek to capture the submissions close to the
geographic context of the campaign (i.e., the tram line, the station, the university campus) as these
submissions are likely made due to the data collectors’ preceding activities (e.g., commuting, taking
classes in the university), hence the distances of 200 m and 400 m are reasonable (e.g., capturing
users who perform the campaign while walking away or being driven away from the tram stop or
train station). Third, taking into account the length of a typical campaign (i.e., six to eight tasks),
the required time to complete such campaign is around 1 min; this time can be longer if the data
collectors elaborate their answers and many data collectors did so (for an example, see Figure 5a).
Combined with the different transportation modes of the data collectors (i.e., walking, personal car,
public bus), the distances of 200 m and 400 m give data collectors sufficient time to complete these
campaigns. Finally, the value of 400 m is a typical distance for the catchment used in transportation
engineering [73].
Figure 11. The data collectors’ spatial pattern in different campaigns, with red points representing
the submissions. (a) the map extent shows submissions from the geographically-neutral campaign
addressing the topic of citizen participation (campaign 1 in Table 2), with the black rectangular
frame covering the map extent on the right side; (b) the map extent shows submissions from the
geographically-related campaign asking feedback on the city’s only tram line (campaign 14 in Table 2),
with the blue line representing the tram route and the purple area representing the buffer of the tram
route (buffer distance d = 400 m). This map extent includes 34 submissions, equivalent to 94.44% of all
location-enabled submissions from this campaign.
From visual inspection, we have identified a difference in the spatial distribution of the
submissions between geographically-related campaigns and geographically-neutral campaigns.
Specifically, it is observed that the former have many of their submissions falling in the buffer related to
the campaigns’ topics; this observation will be quantified using the on-target ratio (introduced later in
the text). For example, the campaign “City tram line” (campaign 14 in Table 2) has several submissions
in the vicinity of the tram route (see Figure 11b); coupled with the submissions’ timestamps, it can
be inferred that these submissions were made when the corresponding data collectors were using or
recently used the tram service. This finding is consistent with the data collectors’ temporal patterns,
which showed peeks during typical commute times (see Section 5.4). In contrast, the campaign
“Citizen participation” is geographically-neutral, as its topic does not have a clear geographic boundary,
and shows submissions spread over the city (see Figure 11a) and the region.
To quantify this result, we propose a campaign’s on-target ratio as the ratio between the
number of submissions falling in the campaign’s buffer according to distance d, and the total
number of submissions (with GPS location) of that campaign. This ratio shows how much the
submissions are geographically concentrated in the campaign’s buffer, or, in other words, in the
geographical neighborhood of the topic of the campaign. Table 3 details the on-target ratios of the
four geographically-related campaigns (i.e., city tram line, regional train service, the intermodal station,
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university campus), with the different buffer distances d = 100 m, 200 m and 400 m. These campaigns
were selected among the 13 geographically-related campaigns as their buffers cover a small area of the
city or the region (in contrast to the other campaigns which cover the whole city of Castellón), and thus
they allow the study of data collectors’ spatial behavior with relatively high accuracy. For comparison
purposes, we include the geographically-neutral campaign “Respect” (campaign 12 in Table 2) for each
geographically-related campaign, computing the on-target ratio with the same geographical buffer
as the corresponding geographically-related campaigns (see Table 3). The “Respect” campaign was
chosen because it has a similar number of submissions and duration (in terms of days) compared with
the four geographically-related campaigns in Table 3.
Table 3. The on-target ratio of the geographically-related campaigns with different values of buffer
distance d.
Buffer Catchment
Campaign Name Campaign Content Geographic Buffer 100 m 200 m 400 m 400 m
City tram line
The citizens’ opinions
on the tram service Polyline-The tram route 52.77% 55.55% 61.11% 52.77%
Respect How people respect each other Neutral 7.69% 7.69% 7.69% 7.69%
Regional train service
Feedback on the current
regional train service
Polyline-The railroad network
and Points-The stations 45.90% 47.54% 54.09% 22.95%
Respect How people respect each other Neutral 4.61% 4.61% 4.61% 1.53%
The intermodal station
Opinion on the current state
of the station and ways to improve it Point-The station 36.11% 41.66% 47.22% 44.44%
Respect
How people respect
each other Neutral 0% 0% 0% 0%
University campus
How to improve the
campus’s infrastructure Polygon-The university campus 45.09% 50.98% 50.98% n/a
Respect How people respect each other Neutral 6.55% 6.55% 6.55% n/a
Table 3 suggests that, in general, a significant part of the data collectors tend to answer
geographically-related campaigns when they are within the campaigns’ buffer areas, even if these
areas are small compared to the whole city or region. Remarkably, even when considering a buffer
distance of only 100 meters, a high percentage of submissions already falls within the buffer area,
subsequently doubling the buffer distance (i.e., from d = 100 to 200, and from d = 200 to 400) in
comparison only slightly increases the on-target ratios (see Table 3). This denotes that a significant
amount of people submit results in an area close by (d = 100 m) the topic of geographically-related
campaigns, and the effect decreases the farther away. In comparison, the corresponding on-target
ratio of the “Respect” campaign, which is geographically neutral, is very low, which shows that the
found spatial correlation for geographically-related campaigns is not a general effect. In other words,
the submissions of a geographically-neutral campaign are spread across the city (or the province); they
do not cluster around any specific geographic feature. Evidently, if the buffer distance is increased by
large amounts (e.g., a few kilometers, the whole city), the on-target ratios for geographically-related
campaigns increases significantly. However, we argue that this effect is no longer due to the topic of
the geographically-related campaign, but simply because a larger area of the city/region is covered.
Table 3 also suggests that for geographically-related campaigns, the on-target ratio is relatively high
(in many cases over 50%), for all different topics addressed. Therefore, it can be inferred that the
decision to open and complete a campaign can be influenced by the proximity to (the buffer of) the
topic of the corresponding campaign.
Next to using buffers, the on-target ratio can also be computed using the concept of catchment,
which is widely used in the field of transportation engineering [74]. For example, in the case of the “City
tram line” campaign, the catchment-based on-target ratio is defined as the ratio between the number
of submissions falling in the catchment of 400 m (see Figure 12a), which is a typical value for transit
stop [73], and the total number of submissions (with GPS location) of that campaign. Consequently,
this catchment-based on-target ratio is 52.77%, which is slightly lower than the on-target ratios using
the corresponding tram route’s buffer (see Table 3). For the sake of comparison, we also compute the
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on-target ratio of this campaign using the 400-meter circular buffer [74] around the tram stations (see
Figure 12b) and get the value of 58.33%. Although slightly less outspoken than the corresponding
values for the 400 m buffer (see Table 3), both catchment-based and buffer-based on-target ratios
support that a significant amount of data collectors have their decision to open and complete the “City
tram line” campaign influenced by the proximity to the tram line.
Figure 12. The submissions of the campaign “City tram line”, represented by the red points. (a) the
400-m catchments around the tram stations; (b) the 400-m circular buffers around the tram stations.
For the campaigns “regional train service” and “the intermodal station”, we use the same value
of 400 m for the catchment as suggested in [73]. The catchment-based on-target ratios for campaigns
“regional train service” and “the intermodal station” are 22.95% and 44.44 %. It is observed that, for the
campaign “regional train service”, its catchment-based on-target ratio drops considerably compared
with the corresponding on-target ratio using the buffer of the railroad network as several submissions
made while the train is moving (on the rail track and between the stations several kilometers away from
each other) are excluded from the computation of the former. In conclusion, using the buffer-based
and catchment-based on-target ratios and for all three considered transport-related campaigns, it can
be concluded that a significant amount of data collectors are influenced in their decision to open and
complete a campaign by the proximity to the geographical context of that campaign.
5.6. Limitations
First of all, our deployment had mostly students as participants; this homogeneity must be taken
into account when drawing conclusions on their participation and behaviors, and further studies
should confirm the findings for a more heterogeneous audience. Secondly, even though we do not
anticipate deviations in the overall results, the lack of a mobile application for iOS devices has excluded
part of the target population to collect data and input for our analysis. Finally, for our spatial analysis,
only geo-tagged submissions could be considered, which amount to 70.13% of submissions (1834 out
of 2615 submissions). This limitation, however, is shared with any other study using mobile device
produced data (e.g., tweets), as users always have the option to disable their location sensor.
6. Conclusions and Future Work
6.1. Conclusions
This article first reviewed Citizense—a generic participatory sensing framework that supports
campaign authors and data collectors to respectively define the data collecting process of a participatory
sensing campaigns, and collect the required data. The framework combines and extends features
of existing participatory sensing applications. Using Citizense, a real-world deployment with
359 participants, who have diverse demographical and educational backgrounds, was performed,
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in order to demonstrate Citizense meets its goals, and, more importantly, to study the participants’
spatial and temporal behavior when collecting data. For the former, the deployment showed that the
framework’s campaign editor effectively enabled campaign authors to intuitively design their desired
participatory sensing campaigns that collect meaningful city-related information on one hand, and that
the framework’s mobile application effectively assisted data collectors in gathering various types of
data through their mobile devices on the other hand. This result reaffirms the potentials, applicabilities
and effectiveness of multi-purpose participatory sensing frameworks, with Citizense as an example,
in collecting a large variety of data in different scenarios [30,31].
Based on the results of campaigns receiving most interactions from data collectors, the analysis
of the data collectors’ spatial and temporal behavior revealed several patterns. First, and perhaps
somewhat surprisingly, data collectors are much more active during weekdays compared to weekends.
Second, data collectors as a whole tend to contribute data during their (evening) free time. However,
for certain campaigns (e.g., campaigns related to public transportation), a different pattern emerges.
Specifically, the submissions were made when data collectors found these campaigns relevant to
their current context and activities: a considerable portion of the submissions were made during
daytime when they are involved in the transportation activities. These observations provide new
insights into the data collectors’ temporal pattern, showing when they actively take part in their
participatory sensing activities. Third, we discern two groups of data collectors: a smaller group
of active data collectors, who regularly use the mobile application (the most active participants on
average twice daily), and a larger number of regular data collectors, who use the mobile application
less frequently to collect data. This uneven distribution of interactions in participatory sensing matches
with the distribution of users’ participation in other domains in which users voluntarily contribute their
resources [21], data and efforts [19,20,71]. Furthermore, active data collectors perform less campaigns
in each session, while regular data collectors perform more campaigns in a session. Overall, active
data collectors collect more data. Fourth, when data collectors are not geographically confined when
downloading campaigns and submitting their results, their submissions are spread across the city
(or the province). However, if a campaign has a geographical context (i.e., a topic with clear geographic
boundaries), it is observed that a significant part of that campaign’s submissions (more than 50% in
many cases) are within the buffer of that campaign’s geographical context, even when the buffer is
relatively small and data collectors are geographically free to submit their data anywhere. This suggests
that a substantial part of the data collectors are bound to the geographical context of a campaign;
data collectors complete these campaigns when the campaigns’ contexts are geographically relevant to
them. The observed behavior provides new understandings in how data collectors spatially behave in
participatory sensing, which is under-investigated in the current state of the art. Interestingly, from
the initial 100-m buffer, the on-target ratios (submissions within the buffer w.r.t. all submissions) of
such campaigns do not increase significantly with increasing buffer size (unless the buffer is enlarged
considerably), denoting that the geographical context effect is strongest close by the topic of the
campaign and weakens the further away. These observations hold for several geographically-related
campaigns, regardless of their topic and contents.
6.2. Future Work
This work opens several avenues for future research, aimed at further deepening our knowledge
of temporal and spatial behavior of participatory sensing users. For example, the data collectors’
behavior identified in this work can be analyzed against their mobility model to find the places/times
in which more contributions can be made. Secondly, it is desirable to study the change in data
collectors’ behaviors when they are subjected to different factors such as the length of the participatory
sensing activities, the presence of (different types of) incentive and the general public’s feedback
on their collected data. Thirdly, the comparison between data quality produced by active and
regular contributors can provide more insights in their behavior and motivation when taking part
in participatory sensing. Finally, finding correlations between data quality and spatial/temporal
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submissions patterns could generally improve the quality of results. All of these research directions
will gain more insights into the behavior of data collectors from different angles and greatly benefit the
ongoing research in the field of participatory sensing.
Next to further deepening our understanding of spatial/temporal user behavior, a large research
avenue lies in using the generated insights to improve the participatory sensing process. For example,
promotional campaigns to attract new users may be focused on areas where existing users frequently
participate (or contrary, focus on citizens inhabiting less covered areas). As another example, based on
the segmentation of the data collectors, each group of data collectors can have a tailored communication
strategy. The participatory sensing application might focus on active data collectors and suggest them
to contribute during off-peak hours as they are more likely to comply. In the same way, persuasive
notifications/reminders can be sent to data collectors with less-than-average contribution to ask them
for more activities (e.g., "We haven’t heard from you for some time. Would you like to participate in
Citizense campaigns again? Your submissions are very much appreciated"). Developers might enhance
the functionality of a participatory sensing application by introducing time- and location-dependent
notifications, which can be used by campaign authors to stimulate submissions during certain times,
or in certain regions. Similarly, developers can include time- and location-dependent incentives,
which adjust the amount of incentive based on the temporal (e.g., striving for more submissions
during off-peak times) and spatial desirableness (e.g., striving for full spatial coverage) of the
submissions, respectively.
We wholeheartedly would like to invite the research community to perform similar and further
analyses on their own participatory sensing data, and help us to gain a better understanding of spatial
and temporal user behavior in participatory sensing. Next, we would like to invite participatory
sensing organizers to report on usage of spatio-temporal patterns to improve their participatory
sensing campaigns.
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