Clustering has long been an important data processing task in different applications. Typically, it attempts to partition the available data into groups according to their underlying distributions, and each cluster is represented by a center or an exemplar. In this paper, a new clustering algorithm called gravitational-force-based affinity propagation clustering (GFAPC) is proposed, based on the well-known Newton's law of universal gravitation. It views the available data points as nodes of a network (or planets of a universe) and the clusters and their corresponding exemplars can be obtained by transmitting affinity messages based on the gravitational forces between data points in a network. While GFAPC is inspired by the recently proposed affinity propagation clustering (APC) approach, it provides a new definition of the similarity between data points which makes the APC process more convincing and at the same time facilitates the differentiation of data points' importance. The experimental results show that the GFAPC algorithm, with comparable clustering accuracy, is even more efficient than the original APC approach.
data points within a cluster are more similar to each other than those belonging to different clusters, i.e., to maximize the intra-cluster similarity while minimizing the inter-class similarity. Clustering algorithms can be generally classified into the following categories [2] : partition-based clustering [3, 4] , hierarchical clustering [5] , density-based clustering [6] , gridbased clustering and model-based clustering [7] . Among them, the partitionbased clustering algorithms which partition the objects with some membership matrices were most widely studied [8] [9] [10] [11] [12] and the k-means algorithm [3] is perhaps the most well known one. Given the number of clusters, the k-means algorithm randomly selects several data points as initial cluster centers, iteratively updates them according to the clustering criteria and obtains the final cluster centers when no more update can be made or the maximum number of iteration is reached. As reported by many researchers, the algorithm is very sensitive to the quality of initialization and good clustering results can only be achieved when the initial cluster centers are closed to the centers of the data distribution. Consequently, the algorithm is required to run many times with different initiations in order to find the best or an acceptable solution. The problem gets worsted in view of the recent interests in clustering large and high dimensional data [13, 14] .
Recently, a very interesting and powerful algorithm based on the idea of affinity propagation clustering (APC) was proposed by Frey and Dueck [15] . The proposed algorithm, termed here as APC, can be categorized as a kind of model-based clustering. In APC, the available data points are viewed as nodes of a network and the clustering process takes place by transmitting real-valued messages along the edges of the network until a good set of centers or exemplars and the corresponding clusters emerge. Two kinds of messages, namely, availability and responsibility, were proposed and they measure two kinds of competition in coming up the final exemplars and clusters. The message passing mechanism indeed can be considered as facilitating an energy minimizing process. As reported, the APC algorithm has a very striking advantage, i.e. it runs much faster than other clustering algorithms without sacrificing the clustering quality. It can even get better solution in less than onehundredth of the amount of time typically required [16] . While the APC algorithm works well in many real world applications, it has certain limitations. For example, it is hard to know what value of parameter "preference" can yield optimal clustering solutions and the problem is similar in spirit to determining an appropriate number of clusters which is very difficult to solve. On the other hand, the APC algorithm is limited in robustness because a small perturbation of similarities may influence the cluster emerging process. It is particularly important when noise exists in the data. Furthermore, the algorithm assumes each data point plays the same role in the clustering process and no data point is more important than others. In many real world applications where prior information about the importance of data points is available, the APC algorithm is not able to take that into considerations. Similarly, the influence of data points that are not reliable or contaminated with noise cannot be easily suppressed. Also, when computing the availability and responsibility of a data point, the APC algorithm treats the influence of all other data points equally. Intuitively, neighbors of such a data point should have more influence.
In view of its atypical but powerful clustering mechanism, the APC algorithm deserves much more and deeper investigations. In this paper, we present our initial result of introducing the well-known Newton's law of universal gravitation into the affinity propagation process. It provides a new definition of the similarity between data points which makes the APC process more convincing and at the same time facilitates the differentiation of data points' importance. The experimental results also show that the resulted gravitational-force-based APC (GFAPC) algorithm is even more efficient than the APC algorithm with comparable clustering accuracy. The rest of the paper is organized as follows. In Section 2, the original APC algorithm is reviewed. Then, the GFAPC algorithm is proposed in Section 3. The experimental results are reported in Section 4 and the final section concludes the paper.
AFFINITY PROPAGATION CLUSTERING
In APC [15] , all data points are viewed as nodes of a network and there are two kinds of real-valued message of affinity information exchanged between nodes. They are availability and responsibility, which takes into account a different type of competition in the clustering process. Messages can be combined at any stage to decide which data point is the exemplar or center for other data points, and which exemplar it belongs to. The clustering procedure can be viewed as an energy minimization process. In [15] , the similarity s(i, j) between data points i and j indicates how well the data point j being the exemplar of the data point i and it is defined as:
The first kind of real-valued message responsibility is sent from data point i to data point j. It reflects the accumulated evidence for how well data point j to
serve as the exemplar of data point i, taking into account of other potential exemplars for data point i. The responsibility between data points i and j is thus defined as:
The second kind of real-valued message availability is sent from data point j (candidate exemplar) to data point i. It reflects the accumulated evidence for how appropriate data point i chooses data point j as its exemplar, taking into account the support from other points that point j should be an exemplar. The availability between data points i and j can be computed as follows:
On the other hand, the self-availability of data point i is computed as:
The responsibility and availability of nodes in the network exchange with each other until the clustering process converges or a fixed number of iterations is reached. Then, the data points with highest a( j, j) + r( j, j) are selected as the final cluster centers (exemplars). Besides such an innovative clustering mechanism, the APC algorithm has been demonstrated to be particularly fast, making it particularly suitable for large scale applications.
GRAVITATIONAL-FORCE-BASED AFFINITY PROPAGATION CLUSTERING (GFAPC)
In this paper, we present an interesting variant of the APC algorithm based on Newton's law of universal gravitation. According to Newton's law of universal gravitation, every object in the Universe attracts every other object with a force called gravitational force F(m 1 , m 2 ) directed along the line of centers for the two objects which is proportional to the product of their mass and inversely proportional to the squares of the distance between the two objects, i.e.
where m 1 and m 2 are the masses of the two objects, respectively, d denotes the distance between the two objects, and G is the gravitational constant. Note that
the distance metric may not necessarily be symmetric in data analysis. When applied to such a case, we can slightly revise (5) as (6) where the distance from the object with mass m 1 to the object with mass m 2 is not necessarily equal to the distance from the object with mass m 2 to the object with mass m 1 . Applications like identifying a small number of representative sentences in the manuscript [15] will require which is not equal to . In [17] , Wang et al. have attempted to integrate the above Newton's law with fuzzy clustering to deal with switching regression problems. Here, we make use of this law to explain affinity propagation and derive a new affinity propagation clustering approach called gravitational-force-based affinity propagation clustering (GFAPC). As in the original APC, GFAPC works with two kinds of real-valued messages (or forces), i.e. responsibility and availability. Let us first discuss responsibility r(i, j). Consider data point i, all data points other than data point j also have gravitational force on it. Therefore, these gravitational forces will affect how appropriate it would be for point i to choose point j as its exemplar. When the sum of these gravitational forces is bigger than the given threshold, we may assume that data point i will be expelled from data point j. In other words, when the gravitational force between i and j is less than the sum of the gravitational forces between data point i and all other data points k ≠ j, the possibility that data point j is selected as the exemplar for data point i will be greatly decreased. Thus, the responsibilities in our GFAPC algorithm are computed using the following rule: (7) where F(i, j) abbreviates F(m i , m j ) to denote the gravitational force between data points i and j; q is a given threshold. When q is smaller, the possibility that data point j serves as the exemplar of data point i will decrease, since the other data points j′ ≠ j have more influence on i. Vice versa, when q is bigger, the corresponding possibility will increase. Therefore, how to choose an appropriate q is important in our GFAPC algorithm and a suggestion will be given in the next section.
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When j = i, the self-responsibility r( j, j) is set as
Next, let us consider the availability a(i, j). With the responsibility update rule in (7) , all candidate exemplars compete for ownership of a data point. Then, the following availability update rule gathers evidence from data points as to whether each candidate exemplar would make a good exemplar:
The availability a(i, j) is set to the thresholded self-responsibility r( j, j) plus the largest of the positive responsibilities that candidate exemplar j receives from other points. Here, a candidate exemplar is considered good as far as there is a strong support from an ordinary data point. If the self-responsibility r ( j, j) is low, it means that data point j is currently better suited as belonging to another exemplar rather than being an exemplar itself, and the availabilities of data point j as an exemplar can be increased if there is a point having high responsibility for data point j being its exemplar. Here, the influence of strong incoming positive responsibility is limited by the given threshold q. On the other hand, when i = j, the above availability becomes the "self-availability" a( j, j) which is updated differently using the following rule (9) Our GFAPC algorithm runs by initializing all the availabilities and responsibilities to zero. In terms of the law of universal gravitation, all F(i, i) are set to be zero. The proposed algorithm runs iteratively by using the above update rules (7-9) to compute r(i, j) and a(i, j) until a fixed number of iterations are executed or changes in the messages fall below a given threshold. At any point during affinity propagation, availabilities and responsibilities can be combined to identify exemplars. For data point i, the value of j that maximizes a(i, j) + r(i, j) either identifies data point i as an exemplar if, j = i or identifies the data point that is the exemplar for data point i. Thus, the proposed GFAPC algorithm can be described by the pseudocode in Fig. 1 . The required number of clusters k Procedure: Here, one special step is added to improve the clustering result, i.e. a subroutine AnalysisMergIdx(idx) to postprocess the clustering results. When some of data points fall in the balance positions where they have almost the same gravitational forces with all other centers, they may form a new cluster with very small size and/or even one single point because they cannot be attracted by other clusters. For such kind of clusters which may be useful in applications like outlier/noise detection, the subroutine AnalysisMergIdx(idx) is used to re-partition the data points involved into their neighbor clusters according to certain actual requirements.
End for // Initialize the availability matrix A and responsibility matrix R //
A = 0 R = 0 // Clustering // Iter = 0 While Iter < IterMax j' s.t.j' ≠ j i' s.t.i' ≠ j r(i, j) ← F(i, j) − min {q, Σ (a(i, j' ) + F(i, j' ))} i' s.t.i' ∉{i,
EXPERIMENTAL RESULTS
In order to test on the effectiveness of the proposed GFAPC algorithm, three experiments on artificial 2-dimensional data set, UCI data set and face image set respectively were conducted. In these experiments, we set G = 1. When prior information is unavailable, the mass of every data points is set to be 1. The threshold q was heuristically set as (10) where N denotes the total number of data points, and q actually denotes the average gravitational force of all data point pairs. All experiments were carried out on a computer with Inter P4 1.8 GHz CPU with a memory of 384 MB.
In order to evaluate the performance of the clustering algorithms, the rate of pairwise relations was adopted. A pairwise relation indicates the relation between two data points, i.e., they belong to a cluster or not. There are two kinds of pairwise relations, i.e. must-link relation and cannot-link relation. For a must-link relation, two data points having the same cluster label should be clustered into the same cluster. On the other hand, for a cannot-link relation, two data points with different cluster labels should not be clustered into one cluster. Let C o and C c be the original labeling and the clustering result obtained using a clustering algorithm, respectively. In terms of the cluster labels in C o and C c , there exist four relations for the data point pairs i and j: -The first relation R 1 refers to the cases that data points i and j belong to the same cluster in both C o and C c ; -The second relation R 2 refers to the cases that data points i and j do not belong to the same cluster in both C o and C c ;
-The third relation R 3 refers to the cases that data points i and j belong to the same cluster in C o but fail to do so in C c ; -The fourth relation R 4 refers to the cases that data points i and j do not belong to the same cluster in C o but do so in C c . Obviously, the relations R 3 and R 4 indicate that data points i and j have been wrongly clustered. Based on these four pairwise relations, the following Rand Statistic Index R SI to evaluate the clustering accuracy can be used: (11) where N R i denotes the number of relation R i cases found.
Final clustering result after AnalysisMergIdx(idx) Fig. 2 shows the dynamics of the GFAPC algorithm when applied to a 2-D data set consisting of 25 data points. When GFAPC clustered these data points into 3 clusters, 10 iterations were required. However, it is also obvious from Fig. 2 that although GFAPC takes 10 iterations to converge, 3 exemplars of clusters are reasonably identified in the 6 th iteration and are kept no change since then. When GFAPC is used to cluster the same data set into 5 clusters, small-sized clusters and/or even single-point clusters appear as shown in Fig. 3 . Here, the 
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UCI Data Sets
In our second experiment, the performance of GFAPC is compared with that of the original APC algorithm on 9 UCI data sets, namely, Breast-Cancer, Diabetes, Glass, Liver-Disorders, Ionosphere, Iris, Sonar, Vowel and Wine. Breast-Caner is a medical diagnostic data set and it contains 699 data points, among them 16 data points are with missing attributes. As we do not consider data points with missing attributes, they are removed them from the data set. Each data point has 10 attributes. The first attribute is the ID number of the patient, and others are medical diagnostic values. The data points are categorized into class benign or class malignant. Diabetes is another medical diagnostic data set consisting of 768 data points. Each data point has 8 attributes which include personal information and diagnostic values of the patient. The data points are partitioned into two classes, with 500 data points labeled as negative and the remaining 268 data points labeled as positive. Glass is a glass identification data set. It contains 214 data points and each data point has 9 attributes. The first attribute is the ID of the data point, and others are physical properties of the glass. According to these properties, glass samples can be classified into 7 groups, such as float processed window glass, non float processed window glass, float processed vehicle glass, non float processed vehicle glass, containers glass, etc. Liver-Disorders is yet another medical diagnostic data set. It contains 345 data points and each data point has 6 attributes. The first 5 attributes are diagnostic values related with liver disorder which might arise from excessive alcohol consumption. The last attribute is alcoholic beverages drunk per day. Data points can be classified into two classes. Details of these 9 datasets can be found in [18, 19] and the summary information is listed in Table 1 . All data sets had been pre-processed using [19] and parameters for GFAPC and APC were set to obtain the required number of clusters/classes. In Fig. 4 and Fig. 5 , the clustering accuracy R SI and the running time of both GFAPC and APC on the nine UCI data sets are shown. Fig. 4 shows that GFAPC has obtained comparable clustering accuracy with APC on Breast-Cancer, Diabetes, Liver-Disorders, Ionosphere, Sonar and Vowel data sets. For Glass and Wine data sets, the performance of GFAPC is better than APC, and only for Iris data set, APC outperforms GFAPC. Fig. 5 on the other hand shows that GFAPC is even more efficient algorithm than APC. More than one third of the required running time by APC can be saved.
Face Image Data Set
In this experiment, 900 grayscale images extracted from the Olivetti face database were downloaded from [16] . The 900 grayscale images were obtained by generating 90 image variants for each of the first ten persons in the database using rotation, smoothing or zooming, as exemplified in Fig. 6 . For these 900 Introducing Gravitational Force into Affinity Propagation Clustering grayscale face images, we can have 810000 possible relations between any pair of images. Table 2 records the running time and the number of correct relations (i.e. N R 1 + N R 2 ), for different number of clusters set. Here, the clustering performance of GFAPC is comparable to that of APC and GFAPC is much faster than APC. clustering (APC) algorithm. Furthermore, the proposed algorithm can be easily used to take the importance of data points into account. In many real world applications where prior information about the importance of data points is available, the GFAPC algorithm will generate more appropriate clustering results. As GFAPC works by picking a subset of the available data points to serve as exemplars of clusters in real applications, only a single run of GFAPC/APC is required to rank the available data points. When the number of clusters is available, we may simply need to get the first corresponding number of data points as the cluster's exemplars. On the other hand, APC is pretty time-consuming in getting the user-defined number of clusters by adjusting parameters. An open but very important issue is how to theoretically analyze the dynamics of the proposed approach, including deriving its energy function and responsibility/availability probabilities like the supporting online material about APC in [16] . This issue is definitely worthy for much deeper exploration.
CONCLUSION
