Coriolis dynamic vibration absorber is a device working in nonlinear zone. In stochastic design of this device, the Monte Carlo simulation requires large computation time. A simplified model of the system is built to retain the most important nonlinear term, the Coriolis damping of the dynamic vibration absorber. Applying the full equivalent linearization technique to the simplified model is inaccurate to describe the nonlinear behavior. This paper proposes a combination of partial stochastic linearization and Karhunen-Loeve expansion to solve the problem. The numerical demonstration of a ropeway gondola induced by wind load is presented. A design example based on the partial linearization supports the advantage of the proposed approach.
Introduction
Dynamic vibration absorber (DVA) or tuned mass damper composed of mass, spring, and damper is widely used to suppress vibration. The theory of linear DVA is well developed in literature [1] for a variety of excitations of interest, including the random excitation. In pendulum structures such as ropeway gondola or floating structures (e.g., ships or tension leg platforms), using DVA reveals several surprising and interesting facts not met in normal systems, including location problem, Coriolis force, and gyroscopic moment [2] [3] [4] [5] [6] [7] [8] . The Coriolis DVA has been studied in the cases of harmonic and free vibrations [5, 6] but not the case of random vibration. In fact, the environmental loads acting on pendulum structures, such as wind or wave, are random in nature and the deterministic approaches in some cases are not enough to assess the adequacy of a design. The Coriolis DVA [5] only works with nonlinear vibration. The pendulum structure attached with Coriolis DVA is nonlinear and has four states. It is well known that only Monte Carlo simulation and equivalent linearization are suited to solve the stochastic dynamics problem of nonlinear system with the state-space dimension larger than 4 [9] . The Monte Carlo simulation has particular advantages but it requires time-consuming work and thereby it is not very suited for stochastic design. On the other hand, the equivalent linearization based on the assumption of Gaussian distributed responses is much simpler and well developed in literature [9] [10] [11] [12] . However, in this paper, we will show that the full equivalent linearization technique hides some important nonlinearity and thereby this method is totally inadequate to analyze the system.
In our recent study [13] , the so-called partial linearization has been developed for a spherical pendulum with the radial spring-damper. However, the partial linearization alone as presented in [13] can only solve the case of white noise excitation. The wind or wave excitation in fact is modeled by some spectrums which are far from white noise. Therefore, in this paper, we propose a combination of the partial linearization and the Karhunen-Loeve (KL) expansion to solve this problem. The KL expansion is a well-known method to represent stochastic process [14] . For instance, it has been used in finite element method [14] , in buckling analysis [15, 16] , or in reliability analysis [17] . For the specific system in this paper, the orthonormality relation of KL expansion is quite useful to realize the partial linearization technique.
The novelty of this paper is the proposal of partial linearization technique combined with KL expansion. This approach is much more accurate than the full linearization technique while the time consumed is much shorter than the Monte Carlo simulation. The structure of paper is as follows. Firstly, in Section 2, the nonlinear motion equation is written in nondimensional form and is simplified with some adequate assumptions. In Section 3, the full linearization and partial linearization techniques are presented to show that the full linearization is inadequate to describe the effect of the second-order terms. In Section 4, the KL expansion is used to realize the partial linearization method. Lastly, in Section 5, the accuracy of the proposed approach is verified by Monte Carlo simulation and a design example is presented.
Motion Equations

Original Motion Equations.
In Figure 1 , let us consider a pendulum structure having a concentrated mass 1 and a pendulum length 1 .
1 is the structural damping coefficient, is the rotational angle of the pendulum, is the displacement of the DVA measured from the static position, is the distance between the fulcrum and the DVA in the static condition, is the acceleration of gravity, and 2 , , and are the mass, spring constant, and damping coefficient of the DVA, respectively.
Assume that the pendulum structure is subjected to a random external force ( ). It is not difficult to derive the motion equations as follows [5] :
(1)
The following parameters are introduced:
in which and , respectively, are the natural frequency and the damping ratio of the main structure, is the nondimensional time with time scale −1 , is the DVA mass ratio, is the DVA frequency ratio, is the DVA damping ratio, specifies the position of the DVA, and is the nondimensional form of DVA displacement. The motion equations (1) are written in the nondimensional forms as follows:
in which the dot operator from now denotes the differentiation with respect to normalized time . Equations (3) and (4) are used in Monte Carlo simulations in Section 5. Before moving further, we can draw an important property of the motion equations as follows. In (4), the centrifugal force ( − )̇2 and the gravity force (1 − cos ) are the driving forces on the DVA. These terms have frequency of about two times the frequency of . Therefore, the resonant frequency of the DVA is about twice that of the pendulum.
Simplified Equations.
The stochastic differential equations (3) and (4) are quite complicated to apply any equivalent linearization technique. We should do some simplifications. As seen from (3) and (4), three sources of system nonlinearity are due to the variation of the arm length − , the Coriolis dampinġ, and the trigonometric functions. Considering full sources of nonlinearity in a general system is an important development in the future studies. In this paper, to illustrate the effectiveness of the proposed combination, we make the following assumptions.
(i) The effect of the variation of the arm length is ignored, such as
The approximations are appropriate because, in the practical application, the DVA normalized displacement is small enough in comparison with the DVA location parameter . However, as stated above, in the future studies, the variation of the arm length should be taken into account.
(ii) The nonlinearity of the trigonometric functions is retained up to the second order, such as sin ≈ ,
These approximations produce acceptable errors (<5%) for the angle up to 30 degrees.
Equations (3) and (4) become
In the next sections, the linearization techniques are discussed in the simplified equation (7).
Equivalent Linearization Techniques
Full Linearization.
The simplest equivalent linearization technique is based on the assumption of Gaussian distributed responses [10, 11] . Consider the state vector defined as
Any nonlinear vector function g(x) can be linearized by [9, 11, 12] 
in which ⟨•⟩ denotes the averaging operator while the components of the matrix B( ) of the linearization coefficients are determined by
Applying (9) and (10) to the nonlinear functions in (7), we havė̇≈
Substituting (11) into (7) and rearranging give the linearized equation in matrix form:
[̇]
An important remark is drawn from (12) . In the stationary case, the average values ⟨⟩, ⟨⟩ must be equal to zeros. In this case, the first row of (12) will show that the Coriolis DVA has no dynamic effect at all. This phenomenon does not agree with the Monte Carlo simulation results in Section 5. That means the full linearization technique applied to the simplified equation (7) hides some important nonlinearity describing the DVA's effect.
Partial Linearization.
The full linearization technique linearizes the system too much that hides some important nonlinearities. The partial linearization is considered instead. The idea has been studied in [13] and is presented here for convenience. The effective damping approach is used to approximate the Coriolis terṁ̇in the first equation of (7). The Coriolis term is replaced by the linear damping aṡ̇≈ −̇ (13) in which is the effective damping coefficient. The minus sign is used to make be positive. The damping coefficient is chosen to minimize the following error:
Setting the derivative of with respect to equal to zero gives
Substituting the replacements (13) and (15) into (7) gives
The first equation of (16) is linearized while the second is still nonlinear. Therefore, we call this technique partial linearization. This partial linearization can keep the important property of the resonant frequency of the DVA. The problem, which the partial linearization has to face, is the difficulty in calculating the stochastic nonlinear responses. In the next section, we show that the orthonormality relation of the KL expansion is quite useful to realize the proposed partial linearization technique.
Implementation of Karhunen-Loeve Expansion
The KL expansion is well known in literature. The orthonormality relation of the KL expansion is presented in the Appendix. Let us discuss the details of the implementation of KL expansion to the linearization techniques presented in Section 3. Assume that the external excitation ( ) is Gaussian; it can be expressed by KL expansion as
in which is the order of the truncation of KL expansion, 
in which denotes the Dirac delta function. Because the partial linearization technique relates to the higher order statistics of the response, we need more orthonormality relations of random variables . In the Appendix, we show the following relations:
The relations (19) are useful to realize partial linearization technique.
Implementation of KL Expansion to Full Linearization.
The solutions of full linearized equation (12) [̇̇]
The mean values are calculated as
Give initial values of linearization coe cient at rst step 
The iterative procedure of the implementation of KL expansion to full linearization technique is shown in Figure 2. 
Implementation of KL Expansion to Partial Linearization.
Because (16) is only partially linearized, the implementation of KL expansion is more complicated. The solution of the first equation of (16) 
Substituting (23) into the second equation of (16) gives
Equation (25) can be rearranged as
This rearrangement yields the following form of DVA response: 
By using the useful relations (19), the necessary mean values can be calculated as
The iterative procedure of the implementation of KL expansion to partial linearization technique is shown in Figure 3 .
Numerical Demonstration
This section will verify the accuracy of the proposed approach through an example of a ropeway gondola subjected to wind load. The values for parameters are selected to model a middle-size gondola as pendulum mass 1 = 790 kg, pendulum length 1 = 3.8 m, and structural damping = 1%. 
Mathematical Problems in Engineering
Wind Force Model.
The wind velocity contains two parts, the mean velocity and the fluctuating velocity. The fluctuating velocity V( ) is taken from the Davenport spectrum [18] :
in which is the frequency (rad/s), is the surface drag coefficient (taken to be 0.005), 10 is the mean wind velocity at the standard height of 10 meters, and is the length scale (taken to be 1200 m). The wind force ( ) contains a static part and a dynamic part
in which is the air density (taken to be 1.3 kg/m 3 ), is the drag coefficient (taken to be 0.6), and is the structure's area exposed to wind (taken to be 3 m 2 ). Because the DVA has only effect on the dynamic force, for demonstration purpose, let us consider only the dynamic term in (31). That means the external excitation ( ) in (1) is taken by
The covariance function of ( ) is calculated by
The KL expansion (17) is obtained by discretizing the covariance function to make the covariance matrix Γ . Then the discretized KL eigenvectors f and eigenvalue can be obtained by solving the eigenvalue problem [14] :
(34)
In the numerical calculation, the time span 
Verification by Monte Carlo Simulations.
Because there are no exact solutions of nonlinear systems (3) and (4), the Monte Carlo simulation is the only method that can be used to verify the accuracy of the proposed approach. The following DVA parameters are fixed: mass ratio = 5% and location parameter = 1.5. Two other parameters and and the wind velocity 10 have taken several values for comparison purpose. The number of samples of each Monte Carlo simulation is 5000. A major advantage of the KL expansion (17) is that only some large eigenvalues contribute significantly to the expression. In the numerical example in this paper, the calculated result presented in Figure 4 (a) shows that the 100th eigenvalue only make a very small contribution (=0.0245%) to the sum of all eigenvalues. To demonstrate the calculation procedure, we choose the number of KL eigenfunctions as 100, which is very accurate to express the stochastic process.
Comparing with the Monte Carlo simulation, the partial linearization procedure presented in Figure 3 greatly decreases the computational time. This fact can be explained as follows. In each sample, the Monte Carlo method solves the nonlinear differential equations (3) and (4). Otherwise, for each eigenvector, the partial linearization solves the linear equations (24) and (28). For each time increment, the nonlinear differential equations (3) and (4) The comparisons of the time histories are shown in Figures 5-10 .
The results yield the following conclusions:
(i) In all cases, the partial linearization technique gives the solutions agreeing with the solutions of Monte Carlo simulation. In some cases ( Figures 5 and 8) , when the DVA velocities are large, the differences increase due to the effect of higher order terms in motion equations.
(ii) The DVA natural frequency is chosen near the resonant frequency ( = 2). In this case, the DVA oscillates large and the full linearization technique totally fails to give the accuracy solutions in all cases. It simply cannot catch the stationary responses. 
Stochastic Design.
In comparison with the Monte Carlo simulation, the time required to process the procedure in Figure 3 is much shorter. Therefore, the proposed approach in this paper is quite suitable for the DVA design. For the demonstration purpose, let us consider the ropeway gondola model above. The design wind velocity is 10 = 20 m/s. The performance index considered to be minimized has the form
in which the normalized time is large enough to catch the stationary responses. The performance index is preferred to the pendulum's angle velocity itself because it can take into account the DVA responses. The larger value of means the poorer DVA performance. In design process, the data are collected by sweeping two parameters and through their intervals described in Table 1 . The total data size of is 20 × 20 = 400. The computation normalized time is chosen of 200. The plots of versus two parameters and are shown in Figure 11 .
It can be seen that the optimal value of the DVA frequency ratio should be near to 2. It is expected because the resonant frequency of the DVA is about twice that of the pendulum. This conclusion also agrees with the results in previous papers [4] [5] [6] , which study the effects of harmonic excitation or initial conditions.
Conclusions
This paper considers the stochastic design of the pendulum structures attached with the dynamic vibration absorber using Coriolis force. The standard Gaussian equivalent linearization method applying to a simplified model fails to describe the system behaviors. Meanwhile, a partial linearization technique realized by the Karhunen-Loeve expansion works well in this simplified model. The proposed combination method is checked by the Monte Carlo simulations. The usefulness of the presented approach is demonstrated by a numerical example of a ropeway gondola induced by wind and by a design example of the dynamic vibration absorber.
Appendix Orthonormality Relation of Karhunen-Loeve Expansion
Consider a continuous stochastic process ( ) discretized at ordinarily equal intervals Δ , yielding a vector x defined as x = [ (0) (Δ ) (2Δ ) ⋅ ⋅ ⋅ ( Δ )] .
(A.1)
The discrete KL expansion of x is defined as
in which and , respectively, are the eigenvectors and eigenvalues of the algebraic eigenvalue problem [14] : However, in this paper, we need to derive the orthonormality relation of higher orders of , that is, the mean values ⟨ ⟩ and ⟨ ⟩. We use the following expression of any Gaussian process [11, 12] : (A.14)
At last, the eigenvalue problem (A.3) is applied again to (A.14) to obtain
The orthonormality relations (A.10) and (A.15) are rewritten in (19) to realize the partial linearization technique.
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