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A COUNTEREXAMPLE TO A MULTIDIMENSIONAL VERSION
OF THE WEAKENED HILBERT'S 16-TH PROBLEM
MARCIN BOBIESKI AND HENRYK ODEK
Abstrat. In the weakened 16th Hilbert's Problem one asks for a bound of
the number of limit yles whih appear after a polynomial perturbation of
a planar polynomial Hamiltonian vetor eld. It is known that this number
is nite for an individual vetor eld. In the multidimensional generalization
of this problem one onsiders polynomial perturbation of a polynomial vetor
eld with invariant plane supporting a Hamiltonian dynamis. We present
an expliit example of suh perturbation with innite number of limit yles
whih aumulate at some separatrix loop.
1. The result
Yu. Il'yshenko [Il℄ and J. Ealle [E℄ proved that an individual planar polynomial
vetor eld an have only nite number of limit yles.
On the other hand multi-dimensional vetor elds with haoti dynamis have
innite number of periodi trajetories. The Lorentz system [MiMr℄ and the Dung
system [GuHo℄ provide best known examples. In the haoti systems the periodi
orbits are usually enoded by periodi sequenes in a suitable symboli dynamial
system. This enoding is proved using topologial methods (like the Lefshetz-
Coneley index or Smale's horseshoe). This means that:
(1) The periods of the periodi trajetories tend to innity in rather irregular
way.
(2) The 1-yles represented by dierent periodi trajetories have dierent
topology i.e. they are linked between themselves.
In partiular, these yles do not form a ontinuous family (so alled enter).
In Main Theorem below we give an example of polynomial 4-dimensional dier-
ential system, with innite number of periodi solutions γ1, γ2, . . . suh that
• the periods of γj grow monotonially with j;
• the orresponding 1-yles have the same topology; they are onentri
yles on an embedded invariant 2-dimensional dis of lass C1;
• the γj are isolated (they are limit yles).
To onstrut the example we begin with the Hamiltonian planar system
(1.1) x˙ = XH = (Hx2 ,−Hx1), (x1, x2) ∈ R2x, H = x31 − 3x1 − x22 + 2
and the 2-dimensional linear system
(1.2) y˙ = ay, y = y1 + iy2 ∈ C ≡ R2y,
where a = −ρ+ iω. Later we put ρ = ω = √3.
The Hamiltonian funtion from (1.1) is ellipti with the ritial points x = (−1, 0)
(enter) and x = (1, 0) (saddle). The phase portrait of the eld XH is shown on
Figure 1.1
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Figure 1.1. Phase portrait of the Hamiltonian vetor eld XH
with ovals γn generating limit yles
We onsider the following oupling of the system (1.1) and (1.2)
(1.3)
{
x˙ = XH +Re(κy) e2
y˙ = a y + εH4(x) (1− x1),
where ε > 0 is a small parameter, e2 = (0, 1) is a versor in R
2
x and κ ∈ C.
Theorem 1.1 (Main). Let ρ = ω =
√
3 and
(1.4) κ = 4
√
3i+
(3− 3i)√6√
pi
(1 + 2i− ψ′(1−i2 )),
where ψ(z), the Euler Psi-funtion, is the logarithmi derivative of the Euler Gamma-
funtion ψ = Γ
′
Γ .
Then there exists an ε0 > 0 suh that for any 0 < ε < ε0 the system (1.3) has a
sequene of limit yles γn, n = 1, 2, . . . whih aumulate at the separatrix loop
γ0 = {(x, y) : y = 0, H(x) = 0, x1 ≤ 1}
of the singular point (x = (1, 0), y = 0) and lie on an invariant surfae y = εG(x, ε)
of lass C1.
Remark 1.2. The approximated numerial value of κ in formula (1.4) is
κ ≈ −0.56 + 4.57i.
Systems of the form
(1.5)
{
x˙ = XH + F (x)y + εG(x) + . . .
y˙ = A(x)y + εb(x) + . . . ,
x ∈ R2, y ∈ Rν , i.e. like (1.3), appear in the so-alled multidimensional general-
ization of the weakened 16-th Hilbert problem (see [Bo, BZ1, BZ2, LZ℄). Before
perturbation, i.e. for ε = 0, we have the invariant plane y = 0 with the Hamiltonian
vetor eld XH(x). The ovals H(x) = h form a 1-parameter family of its periodi
trajetories. One asks how many of these trajetories survive the perturbation. In
the 2-dimensional ase (ν = 0) the linearization of the problem leads to the problem
of real zeroes of an Abelian integral I(h) =
∫
H(x)=h
ω; it is alled the weakened
16-th Hilbert problem (see [AI, Il℄).
If ν ≥ 1, then the orresponding Pontryagin-Melnikov integrals (see [M, P℄),
denoted J(h), were found in [LZ℄ and [BZ1℄. We all them the generalized Abelian
integrals.
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The Abelian integrals I(h) satisfy ODEs of the Fuhs type and have regular
singularities with real spetrum (see [Yak℄). Due to this, S. Yakovenko and others
have found some eetive estimations for the number of zeroes of I(h). However,
the generalized Abelian integrals do not satisfy any simple dierential equation (see
[Bo℄) and sometimes have irregular singularities (e.g. at h = ∞). Moreover, even
if the singularities are regular, then their spetra an be non-real.
Namely, the non-reality of the spetrum of J(h) at the singularity h = 0 is
responsible for aumulation of zeroes of J . Below we nd the asymptotis
J(h) ∼ C h9/2 sin(log
√
h), h→ 0+.
It turns out that the zeroes hn → 0+ of J orrespond to limit yles γn of the
system (1.3); the yle γn bifurates form the oval H
−1(hn) (see Figure 1.1).
Therefore the system (1.3) an be treated as a ounterexample to the multi-
dimensional weakened Hilbert's problem.
The remaining parts of the paper are devoted to the proof of Main Theorem.
In Setion 2.1 we investigate the generalized Abelian integral and its zeroes. In
Setion 2.2 we perform estimates needed for existene of genuine limit yles.
2. Proof of the Main Theorem
2.1. Generalized Abelian Integral. The generalized Abelian integral is dened
in two steps. Firstly one solves the so-alled normal variation equation
(2.1) XH(g) = ag + (1 − x1).
Its solution x 7→ g(x) ∈ C appears in the rst (linear in ε) approximation of the
invariant surfae (see the next setion for more details)
y = εH4(x) g(x) +O(ε2).
We onsider (2.1) only in the basin D = {x : H(x) ≥ 0, x1 ≤ 1} of the enter
x = (−1, 0), lled by the periodi solutions γh(t) = γ(t) ⊂ {H−1(h)}, eah of
period
(2.2) Tγ(h) =
∫
γh
−dx1
2x2
=
∫
γh
dt.
We assume that the Hamiltonian time is hosen in suh a way that for 0 < h < 4
x(0) = (x
(1)
1 , 0), where x
(1)
1 , x
(2)
1 , x
(3)
1 are roots of the equation H(x1, 0) − h = 0
(see Figure 2.1). When restrited to γh, the equation (2.1) is treated as the ODE
g˙ = ag+ (1− x1) with periodi boundary ondition. Its unique solution is given in
the integral form
(2.3) g(t, h) = (e−aTγ − 1)−1
∫ t+Tγ
t
ea(t−s)(1− x1)(s, h) ds.
Substituting the invariant surfae equation (see Setion 2.2) y = εH4g + O(ε2)
into the right hand side of x˙ from (1.3) we get the following perturbation of planar
Hamiltonian system
(2.4)
{
x˙1 = −2x2,
x˙2 = 3(1− x21) + εH4Re(κ g) +O(ε2).
The generating funtion for limit yles is given by the integral
(2.5) J(h) = h4
∫
γh
Re
(
κ g(x)
)
dx1.
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Figure 2.1. The basin D lled with ovals γh ⊂ H−1(h).
Let us denote the basi generalized Abelian integral (see [BZ1℄) by
(2.6) Ψγ(h) =
∫
γh
g(t)(1 − x1)(t)dt =
= (e−aTγ − 1)−1
∫ Tγ
0
dt
∫ t+Tγ
t
ds ea(t−s)(1− x1)(s)(1 − x1)(t).
It is related to the generating funtion via the following
Lemma 2.1. We have
J(h) = h4Re
[
κ
(
aΨγ + 2
∫
γh
(1 − x1) dt
)]
.
Proof. In this proof we denote by dot, f˙ = ddtf = XH(f), the dierential with
respet to the Hamiltonian time t. We have
J(h) = −h4
∫
γ
Re(κ g) ddt (1− x1) dt = h4Re
(
κ
∫
γ
g˙(1− x1) dt
)
.
Next, g˙ = a g + (1− x1) gives
J(h) = h4Re
[
κ
(
aΨγ+
∫
γ
(1−x1)2 dt
)]
= h4Re
[
κ
(
aΨγ+
∫
γ
(2−2x1− 13 x˙2) dt
)]
=
= h4Re
[
κ
(
aΨγ + 2
∫
γh
(1− x1) dt
)]
.

Our next aim is to determine the leading terms in the asymptoti expansion as
h → 0+ of the integrals ∫
γ
(1 − x1)(t)dt, Tγ and Ψγ . We begin with the Abelian
integrals. It is known [Z2℄ that these integrals extends to multivalued holomorphi
funtions with logarithmi singularities. We shall need expliit form of the leading
terms.
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Lemma 2.2. There exists an open neighborhood 0 ∈ U ⊂ C in the omplex domain
and holomorphi funtions η0, η1, ζ0, ζ1 ∈ Ω(U) suh that
Tγ = η0(h) + ζ0(h) log h = − 12√3 log h+
√
3
2 log 12 +O(h log h),(2.7) ∫
γ
(1− x1)dt = η1(h) + ζ1(h) log h = 2
√
3 +O(h log h).(2.8)
Proof. We onsider the pair of basis ellipti Abelian integrals
I0(h) = Tγ =
∫
γ
−dx1
2x2
, I1(h) =
∫
γ
−x1dx1
2x2
.
Note that
∫
γ
(1− x1)dt = I0 − I1 and that I0 = ddh
(
area of {H > h}
)
.
These funtions (I0, I1) satisfy the Piard-Fuhs equations
6h(h− 4)I ′0 = −(h− 2)I0 − 2I1
6h(h− 4)I ′1 = 2I0 + (h− 2)I1.
(2.9)
The other, independent solution to this system is the pair (K0,K1), where
K0(h) =
∫
δh
−dx1
2x2
, K1(h) =
∫
δh
−x1dx1
2x2
are integrals along another yle δh in the omplex urve Eh = {H(x) = h} ⊂ C2. If
h ∈ (0, 4) then the polynomial x31−3x1+2−h has three real roots x(1)h < x(2)h < x(3)h
(see Figure 2.1). The the yle γh (respetively δh) is represented as the lift to the
Riemann surfae Eh of loops in the omplex x1-plane surrounding the roots x
(1)
h
and x
(2)
h (respetively x
(2)
h and x
(3)
h ). Note the following integral formulas for Tγ(h):
(2.10) Tγ =
∫ x(2)
h
x
(1)
h
dx1√
x31 − 3x1 + 2− h
=
∫ ∞
x
(3)
h
dx1√
x31 − 3x1 + 2− h
, h ∈ (0, 4).
The seond equality orresponds to unobstruted deformation of integration ontour
γh to loop surrounding x
(3)
h and ∞.
The system (2.9) has resonant singular point h = 0. Any its solution is either
analyti near h = 0 (it is (K1,K2)) or it has the form like I0, I1:
I0(h) = (a0 + a1h+ . . .) +
1
2piiK0 log h,
I1(h) = (b0 + b1h+ . . .) +
1
2piiK1 log h.
(2.11)
This representation follows from the Piard-Lefshetz formula
(2.12) γh −→ γh · δh, δh −→ δh,
whih desribes the monodromy transformations of the generators of pi1(Eh, ∗), as
h surrounds the ritial value 0; here ∗ denotes a basepoint.
We need to alulate the expansions of I0, I1. As we shall see, it is enough to
alulate K0(0) and a0; all other oeients follows from the system (2.9) and an
be reursively determined. Indeed, to ompensate terms with log h in (2.9) we must
have
(2.13) K1(0) = K0(0).
Terms with h0 give
(2.14) b0 = a0 +
12
2piiK0(0).
It an be ontinued further.
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To determine K0(0) and a0 simultaneously, we make a oordinate hange u =
(x1 − 1)/(x(3)h − 1) in the integral (2.10); we denote also p = (x(3)h − 1). Sine
p =
√
h/3 +O(h) as h→ 0+, the following integral∫ ∞
1
du
[ 1√
u2(3 + pu)− h/p2 −
1√
u2(3 + pu)
− 1√
3u2 − 3 +
1√
3
]
h→0+−−−−→ 0.
We alulate∫ ∞
1
du
[ 1√
3u2 − 3 −
1√
3
]
=
log 2√
3
,∫ ∞
1
du
[ 1
u
√
3 + pu
]
= 2√
3
log
(
2
√
3√
p + o(1)
)
= − 1
2
√
3
log h+
log(12
√
3)√
3
+ o(h1/2).
Thus a0 =
√
3
2 log 12, K0(0) = − 2pii2√3 . Substituting these values to the relations
(2.13), (2.14) and using the expansion (2.11) we get the leading terms of the ex-
pansions as in formulas (2.7) and (2.8).

Let us pass to expansion of Ψγ .
Proposition 2.3. Let −2√3 < Re(a) < 0. There exists an open neighborhood
0 ∈ U ⊂ C in the omplex domain and holomorphi funtions ϕ1, ϕ2, ϕ3 suh that
(2.15)
Ψγ(z) = ϕ1(h) +ϕ2(h) log h+ϕ3(h) ·
(
e−aTγ − 1
)−1
= C0 +C1h
−a/2√3 + . . . ,
where
C1 =
(pia)2
sin2(pia/2
√
3)
,(2.16)
C0 =
3
√
2√
pi
(
− 1 + 2w + 2w2ψ′(−w)
)
, w = a
2
√
3
.(2.17)
Remark 2.4. One an easily observe that the value (1.4) of κ satises the relation
(2.18) κ = i(4
√
3 + aC0).
It is hosen in a way to annihilate the leading term (∼ h4) of J(h) and to reveal
the term with the innite sequene of zeroes  see the Corollary 2.5 and its proof
below.
Corollary 2.5. Providing the values of parameters (ρ, ω, κ) as in Theorem Main,
the integral J(h) (2.5) has a sequene hn, n = 1, 2, . . . of simple zeroes aumulating
at h = 0.
Proof. We alulate the leading term of the expansion of J(h) using Lemma 2.1,
Lemma 2.2 and Remark 2.4:
J(h) = h4Re
[
κ
(
aC0 + aC1h
1/2−i/2 + 4
√
3 + o(h3/4)
)]
=
= h4Re
[
κ
(
aC0 + 4
√
3
)]
+ h4Re
[
κ aC1h
1/2−i/2
]
+ o(h4+3/4) =
= Rh4+1/2 cos(log
√
h− α0) + o(h4+3/4),
where R = |κ aC1|, α0 = arg(κ aC1). Analogously we get
J ′(h) = R1 h3+1/2 cos(log
√
h− α1) + o(h3+3/4).
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Thus, by Impliit Funtion Theorem the zeroes (hn) of J(h) approximate the simple
zeroes h
(0)
n of the funtion cos(log
√
h− α0).

The remaining part of this setion is devoted to the proof of Proposition 2.3. It
goes in two steps. In rst one we show that the funtion
Ψγ(h) −→ C0
as h→ 0+ and so is bounded.
In the seond step we determine the monodromy of the generalized Abelian
integralΨγ(h) as h surrounds h = 0. We know that then γ hanges toMon0γ = γ ·δ
and Mon0δ = δ. We would like to express Ψγ·δ in simple terms, in order to
determine the singularity of Ψγ(h) at h = 0. Rather ompliated formulas for Ψγ·δ
are given in [BZ1℄ and [BZ2℄. In [Bo℄ these formulas were simplied using ertain
upper triangle representation ρ of the fundamental group pi1(Eh, ∗). We reall this
onstrution below.
We denote
Ψγ(h) = (e
−aTγ − 1)−1
∫ Tγ
0
dt
∫ t+Tγ
t
ds ea(t−s)(1 − x1)(s) (1 − x1)(t),
λγ(h) = e
−aTγ/2,
φγ(h) = λγ
∫ Tγ
0
dt
∫ t
0
ds (1− x1)(t) (1 − x1)(s) · ea(t−s) =
= λγ
∫ Tγ/2
−Tγ/2
dt
∫ t
−Tγ/2
ds (1 − x1)(t+ Tγ2 ) (1− x1)(s+
Tγ
2 ) e
a(t−s),
θ+γ = λγ
∫ Tγ
0
dt (1− x1)(t) eat =
∫ Tγ/2
−Tγ/2
dt (1− x1)(t+ Tγ2 ) eat,
θ−γ = λ
−1
γ
∫ Tγ
0
dt (1− x1)(t) e−at =
∫ Tγ/2
−Tγ/2
dt (1 − x1)(t+ Tγ2 ) e−at,
(2.19)
Here the subsript γ underlines dependene of the above funtions on the loop
γ = γh.
We introdue the following spae of triangular matries
(2.20) T : =
{(
λ θ− φ
0 λ−1 θ+
0 0 λ
)
, λ ∈ C∗, θ+, θ−, φ ∈ C
}
;
it forms a group. For W ∈ T we denote
|W | = detW = λ.
Existene of a 2-dimensional Jordan ell is measured in the following formula
(2.21)
(W − |W |)(W − 1/|W |)
|W |2 − 1 = ψ(W )
(
0 0 1
0 0 0
0 0 0
)
;
expliitly we have
(2.22) ψ(W ) =
θ+θ−
λ2 − 1 +
φ
λ
.
Theorem 2.6 ([Bo℄). The map ρ : pi1(Eh, ∗)→ T,
(2.23) ρ(γ) =
λγ θ−γ φγ0 λ−1γ θ+γ
0 0 λγ
 ,
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where λγ , θ
±
γ , φγ are dened in (2.19), denes a representation of the fundamental
group of Eh. Moreover, we have
(2.24) Ψγ = ψ ◦ ρ (h).
Sketh of the proof. We have Ψγ = (λ
2
γ − 1)−1
∫∫
ea(t−s)(1−x)(t) (1−x)(s), where
the integration domain is Σ = {(t, s) : 0 ≤ t ≤ Tγ , t ≤ s ≤ Tγ + t} (see (2.19)).
We divide Σ into two triangles △1 = {0 ≤ t ≤ Tγ , t ≤ s ≤ Tγ} and △2 = {0 ≤
t ≤ Tγ , Tγ ≤ s ≤ Tγ + t} = △0 + (0, Tγ), where △0 = {0 ≤ t ≤ Tγ , 0 ≤ s ≤ t}.
We have
∫∫
△1+△2(·) =
∫∫
△1+△0(·) +
∫∫
△2−△0(·), where
∫∫
△1+△0(·) = θ+γ θ−γ and∫∫
△2−△0(·) = (λ2γ − 1)λ−1γ φγ . Now the formula (2.24) follows from (2.22).
The property ρ(γ · δ) = ρ(γ) ρ(δ), γ, δ ∈ pi1(Eh, ∗) is proved analogously. We
divide the line integrals in θ±γδ and the surfae integral in φγδ into parts where t or
s lies in γ or in δ. We use also λγδ = λγλδ.

Proposition 2.7. Let ξ(t) = (1 − x1)(t) with the initial value ξ(0) = 1 − x(1)1
(see Figure 2.1). We have the following integral formula for the generalized Abelian
integral
(2.25)
Ψγ(h) = (e
−aTγ − 1)−1
( ∫ Tγ/2
−Tγ/2
ξ(t)eatdt
)2
+
∫ Tγ/2
−Tγ/2
dt
∫ t
−Tγ/2
ds ξ(s)ξ(t)ea(t−s).
As h→ 0+ these integrals have nite limits:∫ Tγ/2
−Tγ/2
ξ(t)eatdt −→ pia
sin(pia/2
√
3)
=
√
C1,∫ Tγ/2
−Tγ/2
dt
∫ t
−Tγ/2
ds ξ(s)ξ(t)ea(t−s) −→ C0,
(2.26)
where C0, C1 are as dened in Proposition 2.3.
Proof. The value of generalized Abelian integral Ψγ does not depend on the shift
of parametrization (e.g. t 7→ t + Tγ2 ), but values of integrals φγ and θ±γ depend.
We hoose Hamiltonian time parameter in suh a way that x1(0) = x
(2)
1 , where
x
(1)
h < x
(2)
h < x
(3)
h are real roots of the polynomial x
3
1 − 3x1 + 2 = h (see Figure
2.1). Thus
(1 − x1)(t+ Tγ/2) = ξ(t)
and so, using formula (2.22) and formulas (2.19), we get formula (2.25).
To determine the asymptoti expansion we notie that the singular urve E0 =
{H(x) = 0} = {x22 = (x1 − 1)2(x1 + 2)} is rational. The Hamiltonian parametriza-
tion of the limit loop γ0 an be expliitly alulated:
(2.27) ξ(t) −→ ξ0(t) = 3
cosh2(
√
3t)
, −∞ < t <∞
as h→ 0+. Reall that Tγ(0) =∞. Substituting these values to integrals in (2.25)
we get the following limits∫ Tγ/2
−Tγ/2
ξ(t)eatdt −→
∫ ∞
−∞
3
cosh2(
√
3t)
eit(a/i)dt =
√
2piF(ξ0)(a/i)
where F denotes the Fourier transform. Sine F( 1
cosh2
)(k) =
√
pi
2
k
sinh(kpi/2) (see
[GR℄, Integral 3.982.1 for example) we nd the value
ipia
sinh(ipia/2
√
3)
=
pia
sin(pia/2
√
3)
=
√
C1.
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To determine the limit of the seond integral∫ Tγ/2
−Tγ/2
dt
∫ t
−Tγ/2
ds ξ(t)ξ(s)ea(t−s) −→
∫ ∞
−∞
dt
∫ t
−∞
ds ξ0(t)ξ0(s)e
a(t−s)
we substitute u = t− s, use the symmetry ξ0(−t) = ξ0(t) and the Parsival identity;
then we get∫ ∞
−∞
dt
∫ ∞
0
du ξ0(t)ξ0(u − t)ea(u) =
∫ ∞
−∞
dk
(
F(ξ0)(k)
)2
F
(
eauχ[0,∞)(u)
)
(k) =
=
3
√
2i
pi3/2
∫ ∞
−∞
k2
sinh2 k
dk
k − pii(a/2√3) .
To evaluate the latter integral, whih has the form
(2.28) F (w) =
∫ ∞
−∞
z2
sinh2 z
dz
z − piiw , Rew < 0,
we must use the logarithmi derivative of the Euler Γ funtion, i.e. the funtion
ψ = (log Γ)′ = Γ
′
Γ .
Integrating by parts we obtain
F (w) = lim
R→+∞
∫ −R−1
−R
+
∫ R
R−1
(sgnz − coth z)′ z
2
z − piiwdz =
= −2piiw + pi2w2 lim
R→+∞
∫ −R−1
−R
+
∫ R
R−1
coth z
(z − piiw)2 dz.
Next, we integrate the funtion
coth z
(z−piiw)2 along the ontour onsisting of the segment
[−R,−R−1] followed by the semiirle R−1eiϕ, ϕ ∈ [pi, 2pi] and segments: [R−1, R],
[R,R+ i(N + 12 )pi], [R+ i(N +
1
2 )pi,−R+ i(N + 12 )pi], [−R,−R+ i(N+ 12 )pi], where
N ∈ N. Using the residue formula and passing to the limit R,N →∞ we dedue
lim
R→+∞
∫ −R−1
−R
+
∫ R
R−1
coth z
(z − piiw)2 dz +
pii
(piiw)2
= 2pii
∞∑
n=0
Resipin
( coth z
(z − piiw)2
)
=
= −2i
pi
∞∑
n=0
1
(n− w)2 = −
2i
pi
ψ(−w);
in the identiation of the latter sum we used [GR℄, formula 8.363.8. Finally we
have
F (w) = pii
(
1− 2w − 2w2ψ′(−w)
)
for Re(w) < 0,
and so the seond of the limits (2.26) follows.

Now we investigate the monodromy properties of the generalized Abelian integral
Ψγ . We shall need the following
Lemma 2.8 ([Bo℄). For W,W ′ ∈ T we have
ψ(W ·W ′) = ψ(W ) + ψ(W ′) + |W |
2 |W ′|2
(|W |2 − 1)(|W ′|2 − 1)(|W |2 |W ′|2 − 1) ψ˜([W,W
′]),
where [W,W ′] =W W ′W−1 (W ′)−1 is the ommutant and
ψ˜(W ) = (|W |2 − 1) ψ(W );
(for |W | = 1 we have ψ˜(W ) = θ+ θ− in terms of (2.20)).
Proof. The proof relies on diret alulations.

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Corollary 2.9. The funtion Ψγ(h) near h = 0 has the following form
(2.29) Ψγ(h) = ϕ1(h) +
1
2piiΨδ(h) log h−
λ2δ(h)
(λ2δ(h)− 1)2
Ψ˜[γ,δ](h) ·
1
λγ(h)− 1 ,
where δ is the seond yle in pi1(Eh, ∗) (see the proof of Lemma 2.2), Ψ˜[γ,δ](h) =
ψ˜(ρ([γ, δ]). The funtions ϕ1, Ψδ and Ψ˜[γ,δ] are holomorphi near h = 0.
Remark 2.10. One an prove that the funtion Ψ˜[γ,δ] is onstant
Ψ˜[γ,δ](h) = (2pia)
2.
Indeed, sine the ontour [γ, δ] is monodromy invariant (see proof of Corollary
2.9 below), the funtion Ψ˜[γ,δ] is meromorphi on whole C with possible poles in
h = 0, 4. We know, by Proposition 2.7, that it is bounded as h→ 0. Similarly one
shows that it is bounded as h → 4. These alulations are analogous to proof of
the rst limit in (2.26). We also hek that Ψ˜[γ,δ] is bounded as h→∞. Thus this
funtion has to be onstant; its value we alulate by passing to the limit h → 0
and omparing respetive terms in (2.25) and (2.29).
Proof of Corollary 2.9. The Piard-Lefshetz formula (2.12), Theorem 2.6 and Lem-
ma 2.8 imply that
(2.30) Mon0Ψγ = ψ(ρ(γ) · ρ(δ)) = Ψγ +Ψδ +
λ2γλ
2
δ
(λ2γ − 1) (λ2δ − 1) (λ2γλ2δ − 1)
Ψ˜[γ,δ]
and Mon0Ψδ = Ψδ. Next the following monodromy relations follows the Piard-
Lefshetz formula (2.12)
Mon0λγ = λγ λδ, Monλδ = λδ,
Mon0[γ, δ] = (γδ) · δ · (γδ)−1 · δ−1 = [γ, δ].
Therefore Ψδ, Ψ˜[γ,δ] and λδ are loally single-valued funtions of h. Sine they are
bounded (see Proposition 2.7), they must be holomorphi. Now
Mon0
(
1
2piiΨδ log h
)
= 12piiΨδ log h+Ψδ,
Mon0
(
− λ
2
δ Ψ˜[γ,δ]
(λ2δ − 1)2 (λ2γ − 1)
)
= − λ
2
δ Ψ˜[γ,δ]
(λ2δ − 1)2 (λ2γλ2δ − 1)
=
=
(
− λ
2
δ Ψ˜[γ,δ]
(λ2δ − 1)2 (λ2γ − 1)
)
+
λ2γλ
2
δ Ψ˜[γ,δ]
(λ2γ − 1) (λ2δ − 1) (λ2γλ2δ − 1)
.
Therefore the funtion ϕ1 dened by (2.29) is single-valued. Sine (λ
2
γ − 1) and
(λ2δ − 1) are separated from zero and the funtion Ψγ is bounded (see Proposition
2.7), the funtion ϕ1 is holomorphi.

Corollary 2.9 allows to nish the proof of Proposition 2.3. The holomorphi
funtion ϕ1 is dened in Corollary and ϕ2, ϕ3 an be read from (2.29):
ϕ2 =
1
2piiΨδ,
ϕ3 = −
λ2δ Ψ˜[γ,δ]
(λ2δ − 1)2
= −
( 2piaλδ
λ2δ − 1
)2
(the latter equality follows from Remark 2.10).
Sine Tγ = − 12√3 log h+O(1), we have the leading term of expansion
(λ2γ − 1)−1 = (e−aTγ − 1)−1 = h−a/2
√
3 + ...

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2.2. Estimates. In this subsetion we show that the zeroes hn of the generalized
Abelian integral (see Corollary 2.5) generate orresponding limit yles of the sys-
tem (1.3), provided ε is suiently small.
Reall that the problem of limit yles of (1.3) is redued to the problem of limit
yles of the following planar system
(2.31) x˙ = XH(x) + εRe
(
κG(x, ε)
)
e2,
where the funtion G(x, ε) is dened via the invariant surfae Lε = {y = εG(x, ε)},
whih is a graph of G(·, ε).
At the moment we do not even know whether the invariant surfae exists. Indeed,
the normal hyperboliity onditions are not satised: the eigenvalues in the normal
diretion are λ3,4 = −
√
3 ± i√3, whereas the eigenvalues at the saddle point x =
(1, 0), y = 0 in the x-diretion are ±2√3 (ompare [BZ1, BZ2, HPS, Ni℄). We
should do two things:
(1) prove the existene of the invariant surfae,
(2) estimate the disrepany G(x, ε) − H4 g(x), where g(x) is the solution to
the normal variation equation given in (2.1).
In both tasks the ruial role is played by the following Lemma. Let us reall the
notation related to the ellipti Hamiltonian H(x) = x31 − 3x1 − x22 + 2. The basin
D ⊂ R2 (see Figure 2.1) is lled with losed orbits of the Hamiltonian vetor eld
XH .
Lemma 2.11. Let U ⊃ D× {0} be an open neighborhood in R2 ×C and Vε be the
following vetor eld in U
(2.32) Vε
{
x˙ = XH +H
k Re(κ y)vo +Q(x, y; ε)
y˙ = ay +B(x, y; ε),
where k ≥ 0, a = −√3 + i√3, κ ∈ C, v0 ∈ R2 and Q,B are funtions of lass
C2(U) satisfying the following
|Q| ≤ Const · ε|H(x)|2,
|B| ≤ Const · ε|H(x)|2.
Then, for suiently small ε there exists a unique invariant surfae of Vε:
Lε = {(x, y) : x ∈ D, y = εG(x, ε)}.
The funtion G(·, ε) prolongs by zero to a C1 funtion on a neighborhood of D in
R
2
x.
Proof. We shall prove that the Poinaré return map assoiated to vetor eld Vε
satises the normal hyperboliity ondition.
In a neighborhood of the enter ritial point (x = (−1, 0), y = 0) for unper-
turbed vetor eld V0, the system is normally hyperboli and so the invariant surfae
exists. In the further proof we shall onentrate on the neighborhood of separatrix
γ0 = {(x, y) : y = 0, H(x) = 0} (see Figure 2.2).
The non-degenerate ritial point p0 = ((1, 0), 0), loated on this separatrix, is
preserved after the perturbation. Let us hoose a 3-dimensional hypersurfae S
transversal to γ0 and lose to the singular point p0. Let
Σα,d = S ∩ {(x, y) : |y|2 ≤ α2(H(x))2, H(x) < d}
be a setor in S with vertex
σ0 = Σα,d ∩ γ0 = {(x, 0) ∈ Σα,d : H(x) = 0}.
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S
γ0
S˜
Σα,d
Iε
σ0
p0
Figure 2.2. The Poinaré return map Pε dened via trajetories
of Vε and its invariant unit Iε.
Lemma 2.12. For suiently small α > 0, d2 > d1 > 0 and ε ∈ (−ε0, ε0), the
Poinaré return map
(2.33) Pε : Σα,d1 → Σα,d2
is a dieomorphism onto the image and prolongs to a map of lass C1 in point σ0.
Now we nish the proof of Lemma 2.11. The unperturbed Poinare map P0 is
the identity on the invariant segment I0 = Σα,d1 ∩ {y = 0}. Thus P0 is normally
hyperboli on I0, sine we have strong ontration in the normal diretion. In
virtue of the Hirsh Pugh Shub Theorem [HPS℄, for suiently small ε there exist
the unique invariant embedded interval Iε lose to I0; it is of lass C
1
. Considering
Hamiltonian as the parameter on I0, we get
Iε = {y = εF (h, ε), h ∈ [0, δ)}, F ∈ C1([0, δ)× (−ε0, ε0)).
The surfae Sε spanned by trajetories of Vε passing through Iε is Vε-invariant, due
to the invariane of Iε under the Poinaré map Pε. The form of invariant interval
Iε and the form of vetor eld Vε implies that the surfae Sε is graph of a C
1(D)
funtion:
Lε = {(x, y) : x ∈ D, y = εG(x, ε)}.
We prove that G an be extended by zero outside D.
We hek that, providing the assumptions of Lemma 2.11 hold, the set
{(x, y) : x ∈ D, |y|2 ≤ R2ε2|H(x)|4},
for R big enough, is invariant for Vε. Namely, denoting all onstants by C, we
alulate
(2.34) Vε(|y|2 −R2ε2|H |4)||y|=Rε |H|2 =
= 2Re
[
y (a y +B)
]
− 4R2ε2H3
(
H3Re(κ y < dH, v0 > + < dH,Q >)
)
≤ 2R2 ε2H4
(
− ρ+ CR + 2RεC |H |1+k + εC |H |
)
.
THE COUNTEREXAMPLE TO A MULTIDIMENSIONAL HILBERT'S... 13
Sine the latter expression is ≤ 0 (for suiently large R), the onsidered subset is
Vε-invariant.
Thus
|G(x, ε)| ≤ Const · |H(x)|2
and the funtion G(x, ε) an be prolonged by zero to a funtion of lass C1.

Proof of Lemma 2.12. By alulations analogous to (2.34) we nd that
Vε(|y|2 − α2H2)||y|=α |H| ≤ 2α2H2
(
− ρ+ ε |H|α + αC |H |k + Cε |H |
)
.
Thus for suiently small α and ε the subset
{(x, y) : x ∈ D, |y|2 ≤ α2(H(x))2}
is Vε-invariant. Moreover, the separatrix γ0 is also Vε-invariant. This proves, that
the Poinaré return map denes the dyeomorphism (2.33) whih is of lass C1
outside the border.
Thus it remains to show that Pε an be prolonged to the C1 map in the point
σ0. We hoose an additional, auxiliary, 3-dimensional hypersurfae S˜ transversal to
γ0, lose to p0, whih lies on another side with respet to the point p0 (see Figure
2.2). The return map Pε is the omposition Pε = Psε ◦ Prε of the orrespondene
maps
Psε : S → S˜, and Prε : S˜ → S,
dened by trajetories near the singular point p0 and trajetories near the regular
part of γ0 respetively. The regular map naturally extends to the C
1
map (even C2
in fat) as the ow of the non-vanishing, C2 vetor eld Vε. To analyze the singular
part Psε , we use the following theorem of H. Belitskii.
Theorem 2.13 ([Be℄). Let Λ ∈ End(Rn) be a linear endomorphism whose eigen-
values (λ1, . . . , λn) satisfy
Reλi 6= Reλj + Reλk
for all i and j, k suh that Reλj ≤ 0 ≤ Reλk. Then any C2 dierential system
dx
dt
= Λx+ f(x), f(0) = 0 = f ′(0)
is in the neighborhood of 0 C1-equivalent to the linearization.
The eigenvalues of the linearization of our vetor eld Vε in p0 are ±2
√
3, −√3±
i
√
3, so Vε satises the assumptions of the Belitskii theorem. In suitable oordi-
nates (u, v), assoiated with the linearization of Vε in the neighborhood of p0, the
orrespondene map Psε has the form
Psε (u, v) = (u,C uβ v), u ∈ R+, v ∈ (C, 0), β = 12 − i2 .
The restrition to Σα,d orresponds to the restrition to the set {|v|2 ≤ α˜(u)u,
u ∈ R+, α˜(0) > 0}. In suh region the map Psε is of lass C1 in σ0; we have
(u, v)(σ0) = (0, 0) and (Psε )′(0, 0) = ( 1 00 0 ). Thus, the thesis of the lemma follows.

Now we an prove the existene of the invariant surfae and estimate the distane
to its linear approximation H4g.
Proposition 2.14. For suiently small ε, there exists the invariant surfae
(2.35) Lε = {y = εG(x, ε), x ∈ D}
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of the system (1.3). The funtion G is of lass C1 and the distane to the lineariza-
tion (H4g)(x) = G(x, 0) is bounded by
|G−H4g| ≤ C|ε||h|5,(2.36)
|G′ − (H4g)′| ≤ C|ε||h|4,(2.37)
where G′ = G,x is the derivative with respet to x.
Proof. The existene of the invariant surfae of lass C1 and the form (2.35) is a
diret onsequene of Lemma 2.11.
To show the bounds (2.36), (2.37), we make a oordinate hange
(x, y) 7−→ (x, z), z =
(
y − εH4g(x)
)
/(εH4).
The system (1.3) takes the form
(2.38)
{
x˙ =XH +H
4Re(κ z) ε e2 + εH
4Re(κ g) e2,
z˙ =a z + 4εH3(z + g)Re(κ (z + g)) 2x2 − εH4 ∂g∂X2 Re(κ (z + g)).
Using the integral formula (2.3) for the funtion g we dedue that it is bounded,
g ≤ C. Sine the funtion g prolongs to the (multivalued), holomorphi funtion
ramied along the singular urve γ0, the following bounds for derivatives of g hold
(2.39) |g(k)| ≤ Ck|H |−k.
Using this one an hek that the system (2.38) satises the assumptions of Lemma
2.11. Thus, the invariant surfae has the form
z =
εG− εH4g
εH4
= ε U(x, ε)
and the funtion U prolongs by zero to a C1 funtion on a neighborhood of D.
Thus, the funtion U satises the estimates
|U | ≤ C|H |, |U ′| ≤ C,
whih are equivalent to (2.36) and (2.37).

Now we show that the generalized Abelian integral J(h) is a good approximation
of the Poinaré return map and so the zeroes of J(h) generate limit yles for
suiently small ε.
Proposition 2.15. Let ∆H(h, ε) be the inrement of the Hamiltonian after the
rst return of the system Vε restrited to the invariant surfae Lε. Then, there
exists a onstant C suh that
|∆H − εJ | ≤ C ε |h|5,(2.40)
|∂h(∆H)− εJ ′(h)| ≤ C ε |h|4 | log h|.(2.41)
Proof. Here we study the phase urves of the 2-dimensional vetor eld (2.31) i.e.
Wε : = Vε|Lε = XH + εRe(κG) ∂x2 .
We x the segment I = {(x1, 0) : x1 ∈ [−2,−1)} transversal to the Hamiltonian
ow. We denote by βε(t, h) the integral urves of Wε whih start and nish at I.
They satisfy
β˙ε(t, h) = XH + εRe(κG) e2,
βε(0, h) ∈ I, βε(Tε, h) ∈ I
H(βε(0, h)) = h.
(2.42)
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For ε = 0 the urve β0 is the oval {H = h} and for ε non-zero but small it is a
small perturbation of β0:
βε(t, h) = β0(t, h) + εb(t, h; ε).
Above Tε = Tε(h) is the time of the rst return to the unit I.
Lemma 2.16. There exist a onstant C and the positive, small onstant ν suh
that the following estimates hold:
|b| ≤ C|h|4 e(2
√
3+ν)t,(2.43)
|∂hb| ≤ C|h|3 e(2
√
3+ν)t,(2.44)
|Tε − T0| ≤ C ε |h|3.(2.45)
Proof. We use the salar produt x · x′ = 3x1 x′1 + x2 x′2 and |x| =
√
x · x.
It follows from the equation (2.42) that the funtion b satises the following
initial value problem
(2.46)
{
b˙ = d˜XH b+Re(κG(β0 + ε b)) e2,
b(0, h; ε) = 0,
where d˜XH b =
1
ε ((XH(β0 + ε b)−XH(β0)). We have d˜XH = dXH(β0 + θ ε b), for
some θ ∈ (0, 1). Hene
d˜XH =
(
0 −2
−6x1 0
)
, x1 ∈ [−2, 1].
Moreover, using estimates (2.36), (2.37), (2.39) we get |G(β0 + ε b)| ≤ C1 h4. For
the solution b to the equation (2.46) we have
d
dt |b|2 = 2|b| ddt |b| = 2b · d˜XH b+ 2b ·Re(κG(β0 + ε b)) e2 =
= −12(x1 + 1) b1 b2 + 2b2Re(κG(β0 + ε b)) ≤ 4
√
3|b|2 + 2C2h4|b|.
Therefore
d
dt (|b|) ≤ 2
√
3|b| + C2h4, |b|(0) = 0 and the Gronwall inequality [H℄
gives the bound (2.43).
Sine the dierene of ows ε b after the Hamiltonian period T0 is ≤ C˜|h|3 and
the veloity |Vε| ∼ 1, the dierene of periods |Tε − T0| satises (2.45).
The derivative
∂b
∂h
satises the respetive linear variation equation related to
(2.46)
d
dt
(
∂b
∂h
)
=
(
d˜XH + ε (. . .)
)
∂b
∂h
+ h3 (. . .) (∂β0∂h ),
∂b
∂h
(0, h; ε) = 0,
where we denoted by (. . .) the bounded terms (see estimations (2.43,2.45,2.37,2.39)).
Sine the ow variation
∂β0
∂h
of the Hamiltonian eld satises
∣∣∣∂β0∂h ∣∣∣ ≤ C e2√3s, the
inequality (2.44) holds. This nishes the proof of Lemma 2.16.

We ontinue the proof of Proposition 2.15.
We split the dierene between the Poinaré map and the linearization ε J(h) in
two integrals R1(h, ε) and R2(h, ε):
R1 =
∫
γε
Re(κ (G−H4g)) dx1,
R2 =
∫
γε
Re(κH4g) dx1 −
∫
γ0
Re(κH4g) dx1.
We shall show that the estimations (2.40) and (2.41) hold for both R1 and R2.
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The inequality (2.40) is a diret onsequene of the bound (2.36). The dierene
of R1 in lose values of h takes the form
R1(h+ δ)−R1(h) =
∫
γε(h,h+δ)
∂x2Re(κ (G−H4g)) dx2 ∧ dx1 +O(ε|h− 2|5),
where the integral is taken along the strip γε(h, h+ δ) between γε(h) and γε(h+ δ).
The area of this strip is of the same order as the area of the domain {X : h < H <
h+ δ}, i.e. ∼ δ · I0 ∼ C δ | log h| (see proof of Lemma 2.2). So the estimate (2.41)
follows (2.37).
To prove the estimate for R2 we use (2.42) and (2.39):
|R2| ≤ C1
∫ T0
0
Re(κH4g)(β0 + εb)− Re(κH4g)(β0) +
∫ Tε
T0
C2 ε |h|4 ≤
≤ C3 ε |h|7
∫ T0
0
e(2
√
3+ν)t dt+ C4 |h|4 |Tε − T0| ≤ C5 ε |h|6−2ν ≤ Cε|h|5.
Similarly, using the following formula for dierential of integral
∂
∂h
∫
βε
ω =
∫
βε
i∂βε/∂h dω + ω
(
∂βε
∂h
∣∣∣
t=0
)
− ω
(
∂βε
∂h
∣∣∣
t=Tε
)
and the bounds (2.42), (2.39), we get
|R2| ≤ C ε |h|5, |∂hR2| ≤ C ε |h|4.

Now we an nish the proof of the Main Theorem. The restrition of system (1.3)
to its invariant surfae Lε = {y = εG(x, ε)} has the form (2.31). The inrement
∆H = P(h)− h, assoiated with the Poinaré map P(h) (on a setion transversal
to γ0), equals (see Proposition 2.15)
∆H(h) = εJ(h) +O(|ε| |h|5),
(∆H)′(h) = εJ ′(h) + o(|ε| |h|4−1/4).
Sine we also have (see proof of Corollary 2.5)
J(h) = Rh4+1/2 cos(log
√
h− α0) + o(h4−1/4),
any simple zero of J(h), whih is suiently lose to 0 generates, by the Impliit
Funtion Theorem, a simple zero of ∆H . Thus the sequene hn → 0+ of sim-
ple zeroes of J(h) (see Corollary 2.5) guarantees the existene of innite sequene
h˜n → 0+, n ≥ N0 of simple zeroes of the inrement ∆H . Any simple zero of ∆H
orresponds to a limit yle of (1.3).
The proof of Main Theorem is now omplete.

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