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The conjugacy classes of the generalized symmetric group were given by 
Kerber [8]. The imprimitive complex reflection group G(m, 1, n) can be viewed 
as the generalized symmetric group and thus we have the conjugacy classes 
easily available. The remaining imprimitive groups G(m,p, n), where plm, are 
subgroups of G(m, l,n), and Read [9] has shown how to derive the conjugacy 
classes of these from the conjugacy classes of G(m, 1, n). Carter [3] gave a 
unified approach to the problem of the conjugacy classes of the Weyl group 
using the common structure of the groups as reflection groups. In this paper 
we attack this problem for the imprimitive complex reflection groups, using a 
similar approach. 
We shall assume the basic notation and terminology as in [4] and [6]. 
9 1. 
DEFINITION. A group W of unitary automorphisms of V=C=” is called 
imprimitive if V is a direct sum I/= Vt@ . . . @ V, of non-trivial proper linear 
subspaces Vi (15 is t) of V such that {Vi Ii = 1, . . . , t} is invariant under IV. In 
this situation the family (Vi} 1 I is t is called a system of imprimitivity for W. 
If such a direct splitting of V does not exist, W is called primitive. 
Let S, be the group of all n x n permutation matrices and let A(m,p, n) be 
the set of all diagonal n x n matrices with rei, QiEZ in the (i, i) position, 
where r is a primitive m-th root of unity and C:=, &=O (mod p). Then S, 
normalizes A (m, p, n) . 
313 
Define G(m,p, n) =A(m,p, n). S,, (semi-direct product). 
i) G(m,m,2) is conjugate to W&(m)) (notation of Bourbaki [2]) 
ii) G(l,l,n)= W(An-i) 
iii) G(2,1, n) = IV(&), G(2,2, n) = IV(&). 
If p= 1, m, it is possible to choose IZ generating reflections for G(m,p, n). 
Take the reflections of order 2 with roots s1 - c2, s2 - s3, . . . , E, _ i - E, and if 
p = m also the reflection of order 2, with root E, _ i - [s,,; and if p = 1 also the 
reflection of order m, with root E,. If p # 1, m, take the n generating reflec- 
tions for G(m, m, n) together with the reflection of order m/p with root E,, to 
obtain n + 1 generating reflections for G(m,p, n). 
Using these roots, we construct vector graphs, which turn out to be root 
graphs for p= 1,m. (See Cohen [3].) 
Denote by R,” 
-l/J2 
--qo--@ 
E En-l-En) 5-l 
and by 0,” 
The root systems [lot tit] obtained from these vector graphs are as follows: 
where ,um= {<‘lZrzZ, < is an m-th root of unity}. For W(D,)= G(m,m,n): 
R= +~U,{.si-<‘s~Ji,j,/~iN, i#j, Isi,jrn} withf:R+iN\{l} the constant 
map 2, then @ = (R, f) is a root system, and IV(@) = G(m, m, n). 
Put Rp=RUpq{ek(l skrn}, q=m/p and let fp:Rp+R’l \ (1) be the ex- 
tension of f determined by f(ek) = q for all k. Then @,, = (R,,f,) is a root 
system with W(@,) = G(m,p, n). 
For IV@;) = G(m, 1, n) 
R,=~u,(~(&i-r’&j),&kli,j,k,lEN, i#j, lli,j,krn} 
Then W(@,)=G(m, 1,n). 
If @ is a root system associated with an imprimitive group, then we say that 
Cp is an imprimitive root system. 
DEFINITIONS. Let r, r’ be vector graphs. 
i. r is a cycle if each node is connected to only two other nodes. 
ii. T’is congruent to r if r can be formed from r by replacing any node y E r 
by wy, where wy~ IV, and /w/=1. 
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r is equivalent to P if there exists a finite set of vector graphs fi, . . . ,r,, 
such that 
~i={S~i-,bi-l}U~j-, \ {bj-I} for i=2, . . ..n 
where r= r, and P=m, and the order of s, is x 
1 
2 
where x= 
if r=Ei-$ 
m/p if r=&i 
for some i, j and 5 an m-th root of unity, for any vector graph associated 
with G(m,p, n). 
Any root graph (see Cohen [4]) which has no cycles and has all nodes of 
order 2 is called a Coxeter graph. Any root graph which is not equivalent 
to a Coxeter graph is called a Cohen graph. 
If r is a Coxeter (Cohen) graph then W(r) is called a Coxeter (Cohen) 
group. 
If r= {el, . . . . e,} then a Coxeter (Cohen) element of W(f) is defined to be 
s=r. r. r. where I, 12 -*- 1” 
‘4 E {se,, se2, . . . , s,,} and r+*ri, for j#k. 
Any element s E G(m,p, n) can be expressed as a product of reflections 
s = sr,sr, . . . So, where ri E RP. The length of s, denoted by l(s) is the smallest 
value of x in any such expression for s. 
§ 2. 
We wish to associate a diagram with every conjugacy class of G(m,p,n) 
where pJm. We first state some lemmas. See [7] for notation and proofs. 
LEMMA 1. If si,s2e G(m,p, n) and s1 is conjugate in G(m,p, n) to s2, then 
w = &2)* 
LEMMA 2. i. If sccG(m, l,n), then I(s)=rank (s- 1)rn. 
ii. If s E G(m, m, n), then 
Z(s) = rank (s- 1) + i rank (ai - 1) - 2t 5 min (+n(m + l), 2n). 
i=l 
. . . 
111. If s E G(m,p, n), p # 1, m then 
I(s) = rank (s - 1) + i rank (ai - 1) - t 5 min (fn(m + l), 2n). 
i=l 
From [7] any element s E G(m,p, n) can be decomposed as follows: 
s=aa where aEA(m,p,n), OEES, 
where a = s,, . . . So, o = s,=+ , . . . sr8 so that s = s,., . . . srP where Z(s) = /3. 
Corresponding to each such decomposition of s, we define a graph r. r has 
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l(s) nodes, one corresponding to each root r r, . . . , rB. The nodes corresponding 
to distinct roots ri, rj are joined by a bond of weight (ri Irj) together with an 
arrow pointing to the node corresponding to the root rj. If (rilrj) is real, this 
arrow is omitted, as in [4]. 
If SE G(m,p, n) has a decomposition with graph r, then any conjugate of s 
also has a decomposition with graph r - if s = s’, . . . srO, then s1 SS; r = stl . . . sts 
where ti=Sl(ri). We say that r is associated with this conjugacy class. 
REMARKS. 1. The conjugacy class containing the identity element is repre- 
sented by the empty graph. 
2. Pairs of inverse classes are represented by the same diagram. 
3. The graphs representing the conjugacy classes of W containing the 
Coxeter (Cohen) elements of a subgroup WI, are the union of Dynkin and 
Cohen diagrams associated with some subgroup of W. 
0 3. 
DEFINITION. For k=2,3, . . . . we define a k-web to be a graph r,, with 
2(k- 1) nodes of the form 
where ai=+(l +t@) for i= 1, . . ..k- 1 and bi=+(-<‘i) for i= 1, . . ..k-2 where 
< is a primitive m-th root of unity, QiE { 1, . . . . m - l} and Qi#Qj for i#j. 
A node in the top row together with the node directly below it are called 
associated nodes. 1 
A single 2-web is a graph of the form 
and a double 2-web is a graph of the form 
where a=+(l+<@), b=+(-<@), where erz{l,...,m-l}, and <is a primitive 
m-th root of unity. 
Let r, be a k-web, and let fink be the subset of r’ containing all the nodes 
in the top row and one node in the bottom row, together with their bonds, such 
that 0, has k nodes containing only one pair of associated nodes. 
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Let r be a graph and let Q consist of 
(i) a sZk for each k-web in c 
(ii) all nodes not in webs in r. 
Let I+‘= G(m,p,n) for p= l,m, and let @ be its root system. 
DEFINITION. Let r be a graph, then r is an admissible diagram (for @) if 
(i) the nodes of Q correspond to a set of linearly independent roots of @ for 
every Q C r 
(ii) every subgraph of r which is a cycle is congruent to either a single a-web 
or a double 2-web with m = 2. 
[A subgraph of r in this context is obtained by deleting nodes from r, together 
with their associated nodes, if they exist, and all bonds joining these nodes.] 
LEMMA 3. Every admissible diagram without k-webs, for k> 2, and without 
double 2-webs, associated with a conjugacy class of W is the union of Dynkin 
and Cohen diagrams associated with some subgroup of W. 
PROOF. Let r be the graph, with nodes corresponding to a set of roots in @. 
Let rc’ be this set of roots and IV’ be the group generated by the reflections s, 
with r E 7t’. Let Q, = W(n’), then Q,’ is a sub-system of @ and IV’ is the “Weyl” 
group of @‘. Thus w’ is a subgroup of W. 
Now w’is either an imprimitive group or is the symmetric group from Cohen 
[4]. rcorresponds to a set of linearly independent roots. Now rmay be a union 
of disconnected graphs ri say, which satisfy the following: if r;: contains no 
single 2-webs, then ri is either of type A or B, and if l-i does contain single 
2-webs, then rj must be of type D. Thus r is the union of Dynkin and Cohen 
diagrams associated with some subgroup of W. q 
The graphs which are Cohen diagrams of “Weyl” subgroups may be 
obtained by an algorithm given in [6]. This involves the extended Cohen 
diagram, which is obtained from the Cohen diagram by the addition of one 
further node. The Cohen (Dynkin) diagrams of all possible “Weyl” subgroups 
are obtained as follows: take the extended Cohen diagram f’ and all equivalent 
graphs of r’ [6], then remove one or more nodes in all possible ways. Then 
repeat the process with the diagrams obtained, and continue any number of 
times. At any stage for the graphs BF, 0,” we may replace m by any divisor 
m’ of m. If, at any stage we have a Dynkin diagram, then the algorithm reduces 
to the standard algorithm, due to Bore1 and de Siebenthal [I] and to Dynkin [S]. 
We now consider admissible diagrams which contain k-webs for kz2, and 
double 2-webs. The following lemma reduces the classification for such graphs 
to the case in which ris an admissible diagram associated with @, but no proper 
sub-system of @. 
If r is an admissible diagram for @, then we also say that r is an admissible 
diagram for W, where W= W(Q). 
LEMMA 4. Let r be an admissible diagram for @. Then there exists an 
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admissible diagram i= without k-webs, for k>2 or double 2-webs, whose 
connected components Fi are Dynkin or Cohen diagrams, such that l-’ can be 
obtained from i= by replacing certain Fj by admissible diagrams with k-webs, 
for k>2 and double 2-webs associated with Wi = W(~i), but no proper sub- 
groups Of Wi. 
PROOF. Let rr, r2, . . . be a set of roots corresponding to the nodes of the graph 
ZY These roots split into disjoint subsets corresponding to the connected 
components of r, distinct subsets being orthogonal to one another. 
Let rl,r2, . . . . r be one of these subsets. Let @’ be the smallest root system in k 
@ containing rl, r2, . . . , r,. @’ is an indecomposable root system, thus we obtain 
subsystems @‘, @“, . . . of @ whose union has an admissible diagram for W, since 
each subsystem has a Cohen or Dynkin diagram pi which is admissible for W. 
The diagram of rl, . . . . rk is an admissible diagram for w’, the “Weyl” group 
of @‘, but for no “Weyl” subgroup of w’, since no subsystem of @’ contains 
all the roots rl, r2, . ..) rk. 0 
We therefore consider only diagrams admissible for W but for no IV’, 
W’c w. 
In order to classify the admissible diagrams for W, it is sufficient to deter- 
mine the admissible diagrams containing a web which are associated with W, 
but with no “Weyl” subgroup of W. 
Table 1 
- - -  
v-m 
where ci=+(l+<@), bi=+(--lei), Cf=, ai=n, for kern, and where 
@iE (1, *-*, m-l}, such that ei#ej(i#j) for i,j=l,...,k-I, and where [is a 
primitive m-th root of unity. 
THEOREM 1. Let r be an admissible diagram associated with the indecom- 
posable imprimitive root system @, but with no proper subsystem of @‘, such 
that rcontains a k-web for kz2, then, up to congruence, Tis one of the graphs 
in Table 1. 
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Table 2 
where q=+(l+~@l), bi=3(-Te’), Cf=, ~i=t~, for k<m, and where 
&?jE {l, -0.3 m-l}, such that ej#ej (ifj) for i, j= 1, . . ..k- 1, and where < is a 
primitive m-th root of unity. 
PROOF. Let l-’ contain a k-web for kg 2, then if r contains a root w say, of 
order 2 then I(ulw)l E {0,1/1/2} for any root u of order 2 from [4]. Thus r 
contains a subgraph congruent to 
which is linearly dependent. 
Thus all reflections are of order 2. If W(r) = G(2,1, n), then we obtain a 
subgraph as above, with m = 2. 
Thus W’(r) = G(m, m, n), and @ is of type 0,“. 
Suppose Sp is of type 0,” i.e. W= G(m, m, n). 
Consider an admissible diagram which is a k-web. A suitable choice of roots 
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is (up to a multiple of l/v/2), 
YE2 
1+5 
2 
5-b2 
E2-E3 
EZL 
- -- 
-a 
--- 
-a 
~,‘S2E, 
ck-1-ek 
23 
1+5k-I 
2 
-b 
-b 
Ep1-S 
k-l 
L .J 
where a=[/2, b=rke1/2. 
Linear independence implies k - 1 < m. If k - 1 = m, 
corresponding to &k-r - &k , &k- r - tk-‘&k give the 
diction. 
There are no more bonds in the k-web above; i.e. 
row, with associated nodes o/,/3’, y’ 
a B Y 
then the associated nodes 
same roots - a contra- 
if o,,P, y belong to the top 
y cannot be joined to a’, since y would also be joined to a which gives a,/?, y 
which is a linear dependent cycle. 
Independent roots may now be added at either side of the web, giving a graph 
congruent to 
Note that te = - 1 implies that (ala’) = 0, for any roots a, a’ corresponding to 
associated nodes. 
These arms may not be joined, for the diagram would contain a linear 
dependent set of roots (take the top row of the web). Also we cannot have more 
than one web in a diagram for we would obtain a subgraph of the form 1+p -- 2 s- 4 1+p 
2 
which is linearly dependent. 
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We may also add independent roots to each 3-web 
--- --- 
w-- -- --_ 
- -- - -- 
Linear independence implies that we cannot join a tower to a tower or an arm 
to a tower. A tower cannot contain a web as above. 
Thus the only connected admissible diagrams which contain a k-web are 
those contained in Table 1. We can verify that each of the diagrams do occur, 
and the number of nodes = y1+ (k - 2). 0 
0 
REMARK. If m = 2, the 2-web is 0 
and we obtain diagrams of the form 
as in Carter 131. 
0 4. 
DEFINITION. An m-set of partitions of n (A”), Ac2), . . . , A’“)) consists of parti- 
tions A(l) , . . . . A@) such that A(‘) = (A?), . . . , A(‘)) is a partition of lj, where si 
-5 m 
C lzj”)=& and C lj=n. 
j=l i=l 
There is a one-one correspondence between conjugacy classes of W(BF) and 
m-sets of partitions of II (see Kerber [S]). 
The elements of IV@,“) operate on the orthonormal basis ai, . . . , E, of V by 
permuting the basis vectors and multiplying arbitrary subsets of them by some 
m-th root of unity. Ignoring these multiples, each element of IV@;) deter- 
mines a permutation of { 1,2, . . . , n} which can be expressed in terms of disjoint 
cycles as usual. Then if (/cl&,. . . k,) is a cycle an element determining this 
permutation has shape 
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The lengths of the cycles together with the value C ei determine the type, and 
two elements of IV@,“) are conjugate iff they have the same type, as in Kerber 
[8, P. 441. 
We attach CT=, ei to the r-cycle above and Cl=, ei=e (mod m) and so we 
f? 
call the cycle a (54 r) cycle denoted by [Y 1. 
If @=O, then we have [Y] (as in type A, - see Carter [3, Prop. 231. 
Consider the cycle el +Q-+ . . . -+E,- 1 -*E,-*[@E,. This can be expressed as the 
product of elements 
(1 2)(2 3)...(r-1 r)..s, 
where s, changes E, into res, and fixes all other ei. These factors form a 
complete set of fundamental reflections of the “Weyl” subgroup of type BF 
where 
m/e if elm, 
me= 
m otherwise, 
and so this (<@,r) cycle is represented by an admissible diagram BF. 
Now an arbitrary element of W(Br) can be expressed as a product of 
disjoint ([@, r) cycles. Since disjoint cycles operate on orthogonal subspaces of 
V, the admissible diagram splits into connected components corresponding to 
the cycle decomposition, and has the form 
C (Bz+Bz+...+Bz) where C g &=n. 
elm 0 elm i=l 
Thus we have the following: 
PROPOSITION 1. Let W= G(m, 1, n), there is a one-one correspondence 
between conjugacy classes and admissible diagrams of the form 
C (Bz+BG+... 
elm 
+B[;) where C i A,,=n 
e elm i=l 
where 
m/e if elm 
me= 
m otherwise. 
If m = 1, then W= S, and if m = 2 then W is the Weyl group of type C, and 
putting m = 1,2 in Proposition 1, we recover the results of Carter 131. 
Now W(B,“) contains a “Weyl” subgroup W(o,“) and so 0,” is an admis- 
sible diagram for W(B,“) but since admissible diagrams of the above form are 
in one-one correspondence with m-sets of partitions of n, we do not consider 
ones of this form. 
The following Theorem uses the definitions and notation of Read [9]. 
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THEOREM 2. Let d(s) = df(&), f(&), . . . , j-(0,), 11, . . . , I,,p) where s = e1 . . .Br E 
E G(m, 1, n). Then if s E G(m,p, n) the conjugacy class of s in G(m, 1, n) splits 
into the union of d(s) conjugacy classes in G(m,p, n) where plm. 
PROOF. See Read [lot. cit.] 
We deal with the case p = m, so that we consider the group G(m, m, n) gene- 
rated by n reflections as in 9 1. Now an element s E G(m, 1, n) lies in G(m, m, n) 
if f(s)=0 (mod m). 
PROPOSITION 2. Let W= G(m,m,n). A ({“,k) cycle [k] is represented by the 
rP 
admissible diagram & 1, the pair [k l] by Dp$ 1, where r is an m,-th root of 
r r Fk 
UUlty and the Set [f$ a2.. . ak 1 by D2,,...47, where Cf=, ai = r. 
The admissible diagram representing any other class is obtained by splitting 
an element s E W into t mutually orthogonal elements sIs2.. . st where si E Wand 
t is greatest, and then taking the union of the admissible diagrams corre- 
sponding to each Si. 
PROOF. Now conjugate elements have the same type and are represented by 
the same admissible diagram. From Read [lot. cit.] conjugacy classes of type 
B split into d(s) classes, and corresponding to each class we have the same 
graph, since all elements are conjugate in G(m, 1, n), and G(m, m, n) is a normal 
subgroup of G(m, 1, n). 
Hence there are d(s) admissible diagrams for this type. 
A k-cycle [k] is, as in Carter [3] represented by Ak- 1. Consider the element 
(12)(23)...(k k+l)s,+, where Sk+1 changes &k into <m,&,&+l,&k+l into &,,,&k 
and fixes all the other basis vectors. This element is the product of a complete 
set of fundamental reflections of a Weyl subgroup of type Dp$ 1 and is 
rr 
represented by this graph. Its type is [k 11 where r is an m,-th root of unity. 
r r Pk 
Finally consider an element of type [ala2 . . . ak 1, where < is an m-th root 
of unity ai> 2, i E _k. Such an element may be obtained by considering the set 
of roots 
I Q I 
y-1 f 
--- 
a -1 1 
9 1 T , 
: ak-l -1 I 
.---_ 0 
ak-1 ------I 
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We divide these roots into three subsets A, S1, S, where A is the web, where 
the roots are taken in pairs corresponding to pairs of associated nodes, and 
St, S, chosen so that each set is mutually orthogonal and AS, = $A. Take the 
product 
and we obtain an element with type [ala2 . . . ak 1. Thus the conjugacy class is 
represented by this graph. 
We may have more than one graph representing a conjugacy class since it is 
possible to split a given element s into slsz . . . S, such that t is greatest in several 
ways. For example, the graphs Dr +D&2 and Dy + Dc1,2 represent the same 
conjugacy class. 
Also if d(s) > 1, we have more than one conjugacy class associated with a 
given graph. 
NOTATION. Let n(s) denote the number of nodes in the admissible diagram 
representing the conjugacy class containing S. 
PROPOSITION 3. Let W be an n dimensional imprimitive reflection group 
generated by n reflections, then for s E W we have n(s) = Z(s). 
PROOF. For W= G(m, 1, n), we have n(s) = rank (s- 1) = I(s). 
For W= G(m, m, n), let SE W be decomposed into t mutually orthogonal 
elements sls2.. . S, where si E W and t is greatest, then n(s) = cf=, n(q) and 
l(s) = cf= I I&) from [7]. 
We therefore need to prove n(si) = I(sj) since t is greatest by definition. 
Now n(si) = rank (si- 1) + kj-- 2 (from diagram) and f(Si) = rank (si - 1) + 
+ ki - 2 (from [7]). 
Thus n(si) = l(s$ 0 
EXAMPLE 1. 
Admissible cVi.agi-am _----_---...------.m... Cycle type -------I-- 
[I 1 1 II 
w -. 
_“&& 
wwww w* Lo* w* w2 
[ 1 1 1 I] [I 1 1 I] 
; zj d 
wwww* w*w*w* w 
[ 1 1 1 I] [I 1 1: II 
,A2 w w tl?w* 
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Admissible diagram -----------.----t-- Cycle type ---------- 
6 
2 
6 3 
d 
0 6 6 
odd 
0 6 
0 
w 
Lo-0 
6 
2 
6 3 
b3-0 
w 
o--o 6 
www 
[I 1 1 I] 
w ww2 
[I 1 1 I] 
[I 1 VI 
2 
[I 1 vi] 
[I 1 1 I;; 
www 
[Z I,11 
w ww2 
[2 1 11 
W W2W2 
12 1 11 
ww 
L2 I211 
[4 Y I] 
[2 U] 
2 
(2 YI;; 
[;I I] 
[2 Y II 
E2 1 11 
1: :I 
ri I;;’ 
r: 11 
t3 (;‘I 
13 11 
w2w2w2 
[I I 1 I] 
w2w2 w 
[I 1 1 II 
w2w2 
[I 1 I II 
W2 
[I I 1 II 
d w2w2 
[2 1 II 
w2w2 w 
l-2 1 II 
w2w w 
[2 1 11 
w2w2 
[2 I 11 
2 
; ?I1 
w2w2 
P 1 11 
w2 
12 1 II 
[2 $11 
w2w2 
I3 11 
i2Y1 
w2 
[3 1 I 
W2 
[3 1 I 
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1 
where 
-z w denotes ($+J 
EXAMPLE 2. 
W3,4) 
w 
83 
w* -- -- 
2 
-9 
2 
w 
-; -z 
88 
www w*w*w* 
II 1 1 II [I 1 1 I] 
w w w*w* 
II 1 1 I] 
2 
[I 1 Yi] 
ww w w*w*w* 
[2 1 I] [2 1 I] 
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0 
0 12 1 11 
w Id* 6.l* w 
if [3 I][3 I] O-3 0 0 r311 
+ 
2 -- z” r;:, 
0 0 r2 21 
c43 
8 5. 
In this section we give some remarks on the groups G(m,p,n) for ~lrn, 
pz Lm. 
Attach a node of order q to the k-web given in § 3 as follows 
-l/J2 @c- -l/J2 --- --- 
or with this node at the other end 
and we call any one of these graphs a (k, q)-web. We may also define a single 
(2,q)-web and a double (2,q)-web to be the graphs 
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Now W= G(m,p, n) for p# 1, m is an n dimensional reflection group which 
needs n + 1 generating reflections, thus we do not have a root graph (see Cohen 
[4]) for W. The vector graph for W [lot. cit.] is 
---- 
where q = m/p as in 0 1, denoted by Dzp. 
Deleting the node of order q, leaves us with a root graph D,“, for G(m, m, n). 
Now from [6] we have an extended Cohen diagram which is 
Inspired by this we define the extension of D,“,p to be 
+----a 
which is obtained from DFp by the addition of two further nodes. Denote the 
nodes of this graph as follows 
ed9&Z4- - - --+en+3 
e3 
(i) If we delete a node e4, . . . , e, then we obtain the graphs DFp+ D,“lpr for 
F-12. 
(ii) If we delete a node from D, m,p then we obtain the graphs 0,” or B,4 of 
rank n. 
Thus to obtain the subsystems of the root system @ for W, we perform (i) 
and (ii) and at any stage may replace m and q by any divisor of m and q 
respectively. Then take the extensions of the diagrams obtained and repeat (i) 
and (ii) as often as we like. 
We may extend the (k, q)-web in the same way as we extended the k-web and 
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we obtain the grap hs in Table 2 which are the same as the graphs in Table 1 
but with the k-web replaced by (k, q)-webs. 
< < ,y-k+l 
Consider an element of type [ala2 . . . ak I, where < is an m-th root of 
unity, a,r2, i= 1 , . . . , k. Such an element may be obtained by considering the 
set of roots 
Dividing these roots into three subsets as in § 4, where A is the (k, q)-web, 
r 5 (4-k” 
we obtain an element of type [ala2 . . . ak 
represented by this graph. 
1. Thus the conjugacy class is 
We can modify the lemmas and the definition of admissible diagram in 5 3, 
and using the above algorithm, we can prove that if r is an admissible diagram 
associated with @, but with no proper subsystem of @, such that r contains a 
(k, q)-web, then r is contained in Table 2. 
In the following table we give the characteristic polynomials associated with 
the admissible diagrams. 
Characteristic Polynomials Admissible diagram 
ATI 
Bm Cn 
D, 
D,(ai) 
B,m 
0,” 
D”‘>P 
D&],...,Uk 
D&?,,...,l& 
where Q, l is a primitive p, m-th root of unity, respectively. 
Let gE W, where W is an imprimitive reflection group, then the conjugacy 
class of g is associated with an admissible diagram r. If r is disconnected, then 
the characteristic polynomial of g is obtained by multiplying together the 
characteristic polynomials of the connected components. If an admissible 
diagram has fewer than n nodes, then we multiply the characteristic polynomial 
by the appropriate power of I - 1. 
329 
REFERENCES 
1. Borel, A. and J. de Siebenthal - Les sous-groupes fermes connexes de rang maximum des 
groupes de Lie ~10s. Comm. Math. Helv. 23, 200-21 (1949). 
2. Bourbaki, N. - Groupes et Algtbres de Lie IV, V, VI. Hermann, Paris (1968). 
3. Carter, R.W. - Conjugacy classes in the Weyl group. Compositio Math. 25, 1-59 (1972). 
4. Cohen, A.M. - Finite Complex Reflection Groups. Annales Scientifiques de L’ecole Normale 
Superieure 9, 379-436 (1976). 
5. Dynkin, E. - Semisimple subalgebras of semisimple Lie algebras. A.M.S.‘Trans. (2) 6, 11 l-244 
(1957). 
6. Hughes, M.C. - The Representations of Complex Reflection Groups. Thesis, University of 
Wales (1981). 
7. Hughes, M.C. - On decompositions in complex imprimitive reflection groups. Proc. Kon. 
Ned. Akad. v. Wet. A 88, 207-219 (1985). 
8. Kerber, A. - Representations of Permutation Groups I. Springer-Verlag (LNM 240), (1971). 
9. Read, E.W. - On the finite imprimitive unitary reflection groups. J. Algebra 45, No. 2 439-452 
(1977). 
330 
