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a b s t r a c t
Chen et al. proposed in 2004 a new hierarchy structure, called the enhanced pyramid
network (EPM), by replacing each mesh in a pyramid network (PM) with a torus. Recently,
some topological properties and communication on an EPM have been investigated or
derived. Their measurement results indicate that an EPM is an attractive alternative to
a PM. This study investigates the node-disjoint paths between any two distinct nodes
and computes upper and lower bounds of ω-wide diameters of an EPM. After minimizing
upper bounds and maximizing lower bounds, ω-wide diameters of an EPM can then be
determined.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Topological properties of an interconnection network determine the performance of the network [36]. Embedding, fault
tolerance, routing, and wide diameter in some sense are the most important properties of an interconnection network for
simulation and communication. In the recent decades, there has been a great deal of research on topological properties of
interconnection networks, such as Hamiltonicity [4,6,7,12,13,18,20,23,35], pancyclicity [3,9,19,22,27], fault tolerance [1,14,
15,20–22,24,33], wide diameter [31], Rabin numbers [28,29], routing [16,34], broadcasting [5,17,32], and container [1,14,
30,31]. Pyramid networks have conventionally been adopted for image processing [11,26], computer vision [11], parallel
computing [9,10] and network computing [1]. A pyramid network (PM) is a hierarchy structure based on meshes. Note that
the node degree of a PM is from 3 to 9, and both node connectivity and edge connectivity are 3 [1,35]. To establish a PM
in expandable VLSI chips, each of its nodes should be configured as a 9-port component or too many different components
should be designed and fabricated. In other words, those nodes of degree less than 9 have unused ports. These ports can
be used for further expansion or I/O communication. To modify a well-known network a little bit the resulting network
has better topological properties. Chen et al. in 2004 proposed a variant network of a PM, named the enhanced pyramid
network, by reconnecting some of the unused ports [8].
An enhanced pyramid network (EPM), suggested byChen et al. [8], is a supergraph of a PMwith the samenode set. Restated,
a PM is a spanning subgraph of an EPM. An EPM can be constructed by replacing each mesh of a PMwith a torus. Therefore,
the hardware cost of an EPM would be slightly more expensive than a PM because some extra edges have to be added
in the VLSI chips. Some topological properties and communication on an EPM, including the number of nodes/edges [8],
node connectivity [8], edge connectivity [8], diameter, routing algorithm [8], a simple broadcasting algorithm [5], and fault
tolerant Hamiltonicity [4,6] have been determined or derived. Their measurement results show that the EPM has better
topological properties than the PM such as larger node/edge connectivity and better fault tolerance ability.
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The topological structure of an interconnection network (network for short) can be modeled by a graph [2,13–15,18–24,
27–30,33,36]. The vertices and edges of a graph, respectively, correspond to nodes and links (edges) of an interconnection
network. The length of a path is the number of edges, which the path passes through. Given a source node s and a destination
node t in a network G, the distance between them, denoted by d(G; s, t), is the length of their shortest path. For simplicity,
the distance between nodes s and t in an EPM is denoted as d(s, t). The diameter of a network G, denoted by d(G), is defined
as the maximum of d(G; s, t) among all pairs of distinct nodes in G. Obviously, the length of each shortest path between any
two distinct nodes in a network Gwould be bounded above by d(G).
A container between two nodes s and t in G, denoted byC(s, t), is a set of node-disjoint (disjoint for short) paths between
s and t [25]. Thewidth of C(s, t) is its cardinality. The ω-wide container, denoted by Cω(s, t), is a C(s, t) of widthω. Notably,
by Menger’s theorem, ω is at most the node connectivity of G [24,36]. The length of Cω(s, t), denoted by l(Cω(s, t)), is the
length of the longest path in Cω(s, t). The total length of Cω(s, t), denoted by lT (Cω(s, t)), is the sum of the lengths of the
ω paths in Cω(s, t). The ω-wide distance between s and t in G, denoted by dω(G; s, t), is minimum among all l(Cω(s, t))
[25]. A best container of width ω between s and t , denoted by C∗ω(s, t), is the Cω(s, t) whose length is dω(s, t). The ω-wide
diameter of G, written as dω(G), is the maximum ofω-wide distance among all pairs of distinct nodes in G [25]. Significantly,
d(G; s, t) ≤ dω(G; s, t), d(G) ≤ dω(G), and dω(G; s, t) ≤ dω(G). For simplicity, the ω-wide distance between s and t in an
EPM is denoted as dω(s, t) and the ω-wide diameter of an EPM is denoted as dω (EPM).
Parallel transmission is a one-to-one communication in a network and the messages can be transmitted from a source
node to a destination node via a container between them to enhance the transmission performance and/or improve fault
tolerance ability of the communication. Notably, the parallel transmission delay is bounded above by the ω-wide diameter
of the network. This work determines the ω-wide diameter of an EPM. First, a set of disjoint paths of width ω (or ω-wide
container) is constructed for every two distinct nodes in an EPM. Second, an upper bound of dω(EPM) can be determined
by computing the maximum length of the constructed containers. Third, a lower bound of dω(EPM) can be obtained by
determining the lower bound of the length of a best container between a specific pair of nodes in an EPM. Finally, it can be
shown that the computed upper and lower bounds of dω(EPM) are the same and thereby dω(EPM) can be determined.
The remainder of this paper is organized as follows. Section 2 describes the structure and terms of an EPM, and some
notations and definitions in graphs. Section 3 constructs a ω-wide container between every two distinct nodes in an EPM
and then based on the constructed containers an upper bound of dω(EPM) can be determined. Additionally, a lower bound
of dω(EPM) is obtained by computing the lower bound of the ω-wide distance of a specific node pair. Thus, dω(EPM) can be
determined. Finally, conclusions are made in Section 4.
2. Structures of an EPM
This section formally describes the structure of an EPM and then defines some notations and definitions in graphs that
are used in the rest of this work.
Let V (G) (E(G)) denote the node (edge) set of a network G. The node set of a meshM(m, n) is V (M(m, n)) = {(x, y) | 0 ≤
x < m, 0 ≤ y < n}. Two nodes (x1, y1) and (x2, y2) are joined by an edge iff |x1 − x2| + |y1 − y2| = 1, where (x1, y1) and
(x2, y2) belong to V (M(m, n)). An n-layer pyramid network, denoted by PM[n], is a hierarchy structure based on meshes.
The node set of a PM[n] is V (PM[n]) = {(l; x, y) | 0 ≤ l ≤ n and 0 ≤ x, y < 2l}. A node (l; x, y) ∈ V (PM[n]) is said to be a
node at layer lwith coordinate (x, y) in anM(2l, 2l). The nodes at layer l are connected as anM(2l, 2l).
The EPM is a conjunction of a quad tree and tori. The node set of a torus T (m, n) is V (T (m, n)) = {(x, y) | 0 ≤ x < m,
0 ≤ y < n} = V (M(m, n)). Let uv denote the edge connecting nodes u and v of a network. The edge set E(T (m, n)) =
E(M(m, n)) ∪ {(x, 0)(x, n − 1), (0, y)(m − 1, y) | 0 ≤ x < m, 0 ≤ y < n}. In other words, an EPM can be constructed by
replacing each mesh in a PMwith a torus. The nodes at layer l are connected as a T (2l, 2l) (Tl for short). Notably, anM(2, 2)
is also a T1 in some sense.
An enhanced pyramid network of n layers is denoted by EPM[n]. The node set of an EPM[n] is V (EPM[n]) = {(l; x, y) |
0 ≤ l ≤ n, 0 ≤ x, y < 2l} = V (PM[n]), where n ≥ 2. In general, the node (0; 0, 0) is called the apex of an EPM[n] (apex for
short). For ease of discussion, some symbols are defined in the following.
For a node v = (lv; xv, yv) at layer 1 ≤ lv ≤ nwith coordinate (xv, yv) in an EPM[n], the coordinate of its parent, denoted
by P(v), is given by (lv − 1; ⌊xv/2⌋, ⌊yv/2⌋). Conversely, v is a child of P(v). Moreover, each node in an EPM[n] has a parent
(four children) except the apex and the nodes at layer n. More generally, the kth ancestor of v, denoted by Pk(v), is recursively
defined as follows:
(1) k = 1, P1(v) = P(v) is simply the parent of v.
(2) k > 1, Pk(v) = (lv − k; ⌊xv/2k⌋, ⌊yv/2k⌋) is the parent of Pk-1(v).
For a node v = (l; x, y) at layer 0 ≤ l < n in an EPM[n], a child of v is denoted as C(v), and the coordinates of its four
children are given by (l+ 1; 2x, 2y), (l+ 1; 2x+ 1, 2y), (l+ 1; 2x, 2y+ 1), and (l+ 1; 2x+ 1, 2y+ 1). Conversely, v is the
parent of its children. Also, a kth descendant of v is denoted as Ck(v).
For simplicity, let (a)b denote a modulo b. For a node v = (l; x, y) at layer 2 ≤ l ≤ n in an EPM[n], (l; (x + 1)2l , y),
(l; x, (y + 1)2l), (l; (x − 1)2l , y) and (l; x, (y − 1)2l) are the coordinates of its four neighbors, and they are also denoted by
N0(v),N1(v),N2(v), andN3(v), respectively. Notably, each node v at layer 1 has twoneighbors and the apex has noneighbors.
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Fig. 1. P ∗(u, P(u)),P #(Ni(u),Ni(P(u))) and P #(N(i+2)4 (u), N(i+2)4 (P(u))). (a) P(u) = P(Ni(u)). (b) P(u) ≠ P(Ni(u)).
The node v is also a neighbor of its neighbors conversely. Significantly, the apex has no parent, or neighbors, but has four
children. In other words, the degree of the apex is 4. Obviously, the node degree of an EPM[n] is from 4 to 9. Both the node
connectivity and edge connectivity of an EPM[n] are 4 [8].
3. Disjoint paths
To describe how to construct ω disjoint paths between any pair of nodes in an EPM[n], some lemmas are first presented.
These lemmas related to how to route paths in an EPM[n] are stated in Section 3.1. With the aid of these lemmas, a shortest
path between any pair of nodes is first constructed and then the ω disjoint paths can be built based on the shortest path.
Section 3.2 describes how to construct theseω disjoint paths,where 2 ≤ ω ≤ 4. Aω-wide container is built between any two
distinct nodes in an EPM[n]. Based on the constructed containers, an upper bound of dω(EPM) can be determined. Section 3.3
computes dω(EPM). First, a lower bound of dω(EPM) can be obtained by determining the lower bound of the length of a best
container between a specific node pair in an EPM[n]. Finally, dω(EPM) can be determined because the computed upper and
lower bounds of dω(EPM) are the same.
3.1. Routing in an EPM[n]
Let P (G; u, v) (P ∗(G; u, v)) denote a path (shortest path) between two nodes u and v in a network G. For simplicity, a
path (shortest path) between two nodes u and v in an EPM is denoted asP (u, v) (P ∗(u, v)). Let l(P ) denote the length of a
path P . Let P1 • P2 denote the path of concatenating path P2 to the tail of path P1. Some results derived by Chen et al. [8]
are described first.
Lemma 1 ([8]). The node connectivity of an EPM[n] is 4.
By Menger’s theorem [36] and Lemma 1, there is a 4-wide container between any pair of nodes in an EPM[n].
Lemma 2 ([8]). If u and v are two nodes at layer l of an EPM[n], then d(u, P i(u)) + d(Tl−i; P i(u), P i(v)) ≤ d(Tl; u, v) +
d(v, P i(v)), for 1 ≤ i < l.
Lemma 2 indicates that P (Tl; u, v) • P (v, P i(v)) can be replaced by P ∗(u, P i(u)) • P ∗(Tl−i; P i(u), P i(v)) without
increasing length. With the aid of Lemma 2, eventually obtain the following Corollary 3.
Corollary 3. If u and v are two nodes at layer l of an EPM[n], then d(Tl; u, v) < d(u, C i(u))+d(Tl+i; C i(u), C i(v))+d(C i(v), v),
for l+ i ≤ n.
Corollary 3 shows thatP ∗(u, C i(u))•P ∗(Tl+i; C i(u), C i(v))•P ∗(C i(v), v) can be replaced by a shorter pathP ∗(Tl; u, v).
Lemma 4 ([8]). If d(Tl; u, v) < 2+ d(Tl−1; P(u), P(v)) then d(u, v) = d(Tl; u, v) ≤ 4.
According to Lemma 4, we have the following lemma.
Lemma 5 ([8]). Given two nodes u and v at layers l and m in an EPM[n], respectively, where 0 ≤ m ≤ l ≤ n. Then, there is a
P ∗(u, v) with the form P ∗(u, P l−m+i(u)) • P ∗(Tm−i; P l−m+i(u), P i(v)) • P ∗(P i(v), v), where o ≤ i ≤ m.
Lemma 5 indicates the shape of a shortest path P ∗(u, v)which is the basis of constructing Cω(u, v).
A path P #(Ni(u),Ni(Pk(u))), where 0 ≤ i ≤ 3, disjoint to P ∗(u, Pk(u)) can be recursively built as follows:
(1) k = 1: If P(u) = P(Ni(u)), then P #(Ni(u),Ni(P(u))) = P ∗(Ni(u),Ni(Ni(u))) • P ∗(Ni(Ni(u)),Ni(Pi(u))), otherwise
P #(Ni(u),Ni(P(u))) = P ∗(Ni(u),Ni(P(u))).
(2) k > 1 : P #(Ni(u),Ni(Pk(u))) = P #(Ni(u),Ni(P(u))) • P #(Ni(P(u)),Ni(Pk(u))).
Significantly, if P(u) = P(Ni(u)), then l(P #(Ni(u),Ni(P(u)))) = 2 and l(P #(N(i+2)4(u),N(i+2)4((P(u)))) = 1 as
shown in Fig. 1(a), otherwise l(P #(Ni(u),Ni(P(u)))) = 1 and l(P #(N(i+2)4(u),N(i+2)4(P(u)))) = 2 as shown in Fig. 1(b).
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Fig. 2. The structure of a C2(s, t). The dotted line is P 2(s, t) and the solid line is P 22 (s, t).
Therefore, l(P #(Ni(u),Ni(P(u)))) + l(P #(N(i+2)4(u),N(i+2)4(P(u)))) = 3. Fig. 1 depicts the relation of three disjoint paths
P ∗(u, P(u)),P #(Ni(u),Ni(P(u))) andP #(N(i+2)4(u),N(i+2)4(P(u))). Apparently,P
#(Ni(u),Ni(Pk(u))) can be easily derived
according to Fig. 1. Naturally, P #(Ni(u),Ni(Pk(u))) and P #(Ni(Pk(u)),Ni(u)) are the same.
Lemma 6. l(P #(Ni(u),Ni(Pk(u))))+ l(P #(N(i+2)4(u),N(i+2)4(Pk(u)))) = 3k.
Proof. Based on the structure of an EPM[n], referring to Fig. 1, l(P #(Ni(u),Ni(P(u))))+l(P #(N(i+2)4(u),N(i+2)4(P(u)))) = 3.
Consequently, l(P #(Ni(u),Ni(Pk(u))))+ l(P #(N(i+2)4(u),N(i+2)4(Pk(u)))) = 3k. 
3.2. ω-wide containers
This section constructs a ω-wide container between any pair of nodes in an EPM[n]. For ease of discussion, let s =
(l; xs, ys), t = (m; xt , yt) be any two distinct nodes in an EPM[n] for n ≥ 4, where 2 ≤ m ≤ l ≤ n. Obviously,
d(Tm; P l−m(s), t) = min{|xt − ⌊xs/2l−m⌋|, 2m − |xt − ⌊xs/2l−m⌋|} +min{|yt − ⌊ys/2l−m⌋|, 2m − |yt − ⌊ys/2l−m⌋|}. Without
loss of generality, assume |xt − ⌊xs/2l−m⌋| ≤ 2m−1, |yt − ⌊ys/2l−m⌋| ≤ 2m−1, and yt − ⌊ys/2l−m⌋| ≤ |xt − ⌊xs/2l−m⌋|
then d(Tm; P l−m(s), t) = |xt − ⌊xs/2l−m⌋| + |yt − ⌊ys/2l−m⌋|. PathP1(s, t) is aP ∗(s, t) and built according to Lemma 5. Let
ℓ1 = min{l | v = (l; x, y) ∈ V (P1(s, t))}, s′ = P l−ℓ1(s) and t ′ = Pm−ℓ1(t). For ease of constructingC2(s, t), if d(s′, t ′) = 0, ℓ1
is first set to ℓ1 + 1 and P1(s, t) is then rebuilt as P ∗(s, P l−ℓ1(s)) • P ∗(Tℓ1; P l−ℓ1(s), Pm−ℓ1(t)) • P ∗(Pm−ℓ1(t), t).
Let Cω(s, t) = {P ω1 (s, t), . . . ,P ωω (s, t)}, where 2 ≤ ω ≤ 4. A C2(s, t) can be built based on P1(s, t) by Algorithm
Build_C2(s, t) provided later. Let l = max{min{l | v = (l; x, y)V (P 21 (s, t))},min{l | v = (l; x, y) ∈ V (P 22 (s, t))}} such that
s" = P l−ℓ(s) and t" = Pm−ℓ(t) which are two reference nodes for building a C2(s, t). In a C2(s, t),P 21 (s, t) = P ∗(s, s") •
P (s",Nj(t")) • P #(Nj(t),Nj(t")) • P ∗(Nj(t), t) and P 22 (s, t) = P ∗(s,Ni(s)) • P #(Ni(s),Ni(s")) • P (Ni(s"), t") • P ∗(t", t) as
shown in Fig. 2, for 0 ≤ i, j ≤ 3. Notably, Algorithm Build_C2(s, t) can build a C2(s, t) for each pair of i and j, and P ∗(s, s")
and P ∗(t", t) are subpaths of P1(s, t). Naturally, the built P (s",Nj(t")) and P (Ni(s"), t") should be disjoint to each other so
that P 21 (s, t) and P
2
2 (s, t) are possibly disjoint to each other.
The desired C2(s, t) is the shortest one among up to sixteen C2(s, t)s constructed by Algorithm Build_C2(s, t). The
algorithm first determines ℓ according to P1(s, t). Then, the algorithm constructs a container based on ℓ. Algorithm
Build_C2(s, t) is formally stated as follows.
Algorithm Build_C2(s, t) // Construct a 2-wide container based on P1(s, t)
// Input: P1(s, t), ℓ1, i, and j.
// Output: A C2(s, t) = {P 22 (s, t),P 22 (s, t)}
{
Step 1: // Determine l for constructing P (s",Nj(t")) and P (Ni(s"), t").
IF (max{d(Tl1; s′, t ′), d(Tl1;Ni(s′),Nj(t ′)), d(Tl1; s′,Nj(t ′)), d(Tl1;Ni(s′), t ′)} ≥ 3) THEN
l ← ℓ1;
ELSE
ℓ← ℓ1 + 1; // To simplify the construction of P (s",Nj(t")) and P (Ni(s"), t").
ENDIF // After Step 1, l ≥ 2, s" = P l−ℓ(s) and t" = Pm−ℓ(t).
Step 2: // Build P (s",Nj(t")) and P (Ni(s"), t").
Case 1. (A P ∗(Tl; s",Nj(t")) is disjoint to a P ∗(Tℓ;Ni(s"), t")):
P (s",Nj(t"))← P ∗(Tl; s",Nj(t"));
P (Ni(s"), t")← P ∗(Tℓ;Ni(s"), t");
Case 2. (Every P ∗(Tl; s",Nj(t")) is not disjoint to any P ∗(Tℓ;Ni(s"), t")):
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// Define two paths for ease of description and then one of them is included in the built C2(s, t).
P1 ← P ∗(s", P(s")) • P ∗(Tl−1; P(s"), P(Nj(t"))) • P ∗(P(Nj(t")),Nj(t"));
P2 ← P ∗(Ni(s"), P(Ni(s"))) • P ∗(Tℓ−1; P(Ni(s")), P(t")) • P ∗(P(t"), t");
Case 2.1. (P1 is disjoint to a P ∗(Tℓ;Ni(s"), t")):
P (s",Nj(t"))← P1;
P (Ni(s"), t")← P ∗(Tℓ;Ni(s"), t");
Case 2.2. (P2 is disjoint to a P ∗(Tl; s",Nj(t")))
P (s",Nj(t"))← P ∗(Tl; s",Nj(t"));
P (Ni(s"), t")← P2;
Case 2.3. (Otherwise): // No container is built.
Break;
Step 3: // Paths construction.
P 21 (s, t)← P ∗(s, s") • P (s",Nj(t")) • P #(Nj(t"),Nj(t)) • P ∗(Nj(t), t);
P 22 (s, t)← P ∗(s,Ni(s)) • P #(Ni(s),Ni(s")) • P (Ni(s"), t") • P ∗(t", t);
} // End of Algorithm Build_C2(s, t).
Let the desired C2(s, t) be the shortest one among all C2(s, t)s constructed by Algorithm Build_C2(s, t). Significantly, if
the length of some C2(s, t)s are the same, the desired C2(s, t) is the one with the smallest total length. In the following,
Lemma 7 shows that P 21 (s, t) and P
2
2 (s, t) constructed by Algorithm Build_C2(s, t) form a C2(s, t).
Lemma 7. P 21 (s, t) and P
2
2 (s, t) constructed by Algorithm Build_C2(s, t) form a C2(s, t).
Proof. As mentioned above, P 21 (s, t) (P
2
2 (s, t)) is composed of P
∗(s, s"),P (s",Nj(t")),P #(Nj(t"),Nj(t)) and P ∗(Nj(t), t)




P #(Nj(t"),Nj(t)),P ∗(Nj(t), t),P ∗(s,Ni(s)),P #(Ni(s),Ni(s")) and P ∗(t", t) are naturally disjoint to each other except for
nodes s and t . Furthermore, P (s",Nj(t")) (P (Ni(s"), t")) is also disjoint to all nodes at layer greater than l. Therefore, to
prove P 21 (s, t) and P
2
2 (s, t) are disjoint, only need to show that P (s",Nj(t")) and P (Ni(s"), t") are disjoint.
Based on the conditions of Cases 1 and 2 of Step 2 of Algorithm Build_C2(s, t),P (s",Nj(t")) and P (Ni(s"), t") are clearly
disjoint to each other.
Therefore, P 21 (s, t) and P
2
2 (s, t), constructed by Algorithm Build_C2(s, t), are disjoint to each other and form a
C2(s, t). 
For simplification, the desired C2(s, t) is denoted as C2(s, t) in the rest of Section 3.2. To compute the upper bound of
d2(EPM[n]), the length of C2(s, t) is calculated in the proof of Lemma 8.
Lemma 8. l(C2(s, t)) ≤ 2n+ ⌊n/2⌋ − 1 and lT (C2(s, t)) ≤ 4n+ 2⌊n/2⌋ − 2.
Proof. Asmentioned above,P 21 (s, t) is composed ofP
∗(s, s"),P (s",Nj(t")),P #(Nj(t"),Nj(t)) andP ∗(Nj(t), t), andP 22 (s, t)
is composed ofP ∗(s,Ni(s)),P #(Ni(s),Ni(s")),P (Ni(s"), t") andP ∗(t", t). Clearly, l(P ∗(s, s")) = l−ℓ, l(P ∗(t", t)) = m−ℓ,
and l(P ∗(s,Ni(s))) = l(P ∗(Nj(t), t)) = 1.
In the following, first derive upper bound equations of l(P 21 (s, t)) and l(P
2
2 (s, t)). Second, calculate the upper bound of
the length of each path contained in these two equations. Finally, upper bounds of l(C2(s, t)) and lT (C2(s, t)) can be obtained.
According to Lemma 6, l(P #(N(j+2)4(t"),N(j+2)4(t))) + l(P #(Nj(t"),Nj(t))) = l(P #(N(j+1)4(t"),N(j+1)4(t))) +
l(P #(N(j−1)4(t"),N(j−1)4(t))) = 3(m − ℓ). Since P (s",Nj(t")) • P #(Nj(t"),Nj(t)) is the shortest one among P (s",Nj(t")) •
P #(Nj(t"),Nj(t)),P (s",N(j+2)4(t")) • P #(N(j+2)4(t"),N(j+2)4(t")),P (s",N(j+1)4(t")) • P #(N(j+1)4(t),N(j+1)4(t)), and P (s",
N(j−1)4(t")) •P #(N(j−1)4(t"),N(j−1)4(t")), l(P (s",Nj(t")))+ l(P #(Nj(t"),Nj(t))) ≤ ⌊(l(P (s",Nj(t")))+ l(P #(Nj(t"),Nj(t)))+
l(P (s",N(j+2)4(t"))) + l(P #(N(j+2)4(t"),N(j+2)4(t))) + l(P (s",N(j+1)4(t"))) + l(P #(N(j+1)4(t),N(j+1)4(t))) + l(P (s",
N(j−1)4(t"))) + l(P #(N(j−1)4(t"),N(j−1)4(t))))/4⌋. Hence, l(P (s",Nj(t"))) + l(P #(Nj(t"),Nj(t))) ≤ ⌊(6(m − ℓ) +
l(P (s",Nj(t"))) + l(P (s",N(j+2)4(t"))) + l(P (s",N(j+1)4(t"))) + l(P (s",N(j−1)4(t"))))/4⌋ = (m − ℓ) + ⌊(2(m − ℓ) +
l(P (s",Nj(t"))) + l(P (s",N(j+2)4(t"))) + l(P (s",N(j+1)4(t"))) + l(P (s",N(j−1)4(t"))))/4⌋. Thus, l(P 21 (s, t)) = l(P ∗(s, s")) +
l(P (s",Nj(t")))+l(P #(Nj(t),Nj(t)))+l(P ∗(Nj(t), t)) ≤ (l−ℓ)+(m−ℓ)+⌊(2(m−ℓ)+l(P (s",Nj(t")))+l(P (s",N(j+2)4(t")))+
l(P (s",N(j+1)4(t"))) + l(P (s",N(j−1)4(t"))))/4⌋ + 1. Similarly, l(P 22 (s, t)) = l(P ∗(s,Ni(s"))) + l(P #(Ni(s),Ni(s")) +
l(P (Ni(s"), t"))+ l(P ∗(t", t)) ≤ 1+ (l− ℓ)+ ⌊(2(l− ℓ)+ l(P (Ni(s"), t"))+ l(P (N(i+2)4(s"), t"))+ l(P (N(i+1)4(s"), t"))+
l(P (N(i−1)4(s"), t")))/4⌋ + (m− ℓ).
According to Algorithm Build_C2(s, t), only l ≥ 2 is necessary to be considered for determining l(C2(s, t)). This proof
computes the upper bounds of l(P 21 (s, t)) and l(P
2
2 (s, t)) according to each case of Step 2 of Algorithm Build_C2(s, t). With
the aid of Lemma 4, d(Tℓ; s", t") ≤ 4. Notably, this upper bound is frequently used in the rest of this proof.
In Case 1 of Step 2 of Algorithm Build_C2(s, t), two cases for computing upper bounds of l(P 21 (s, t)) and l(P
2
2 (s, t)) are
discussed below.
Case A1. (xs" = xt" or ys" = yt"): Since d(Tℓ; s", t") ≤ 2ℓ − d(Tℓ; s", t"), l ≥ 1+ lg d(Tℓ; s", t").
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Fig. 3. Two possible P (s",N(j+2)4 (t"))s are shown in dotted line and solid line, respectively.
Fig. 4. A case of P (s",Nj(t")) and two possible P (s",N(j+2)4 (t"))s.
Case A1.1. (P ∗(Tℓ; s", t") is a subpath of a P (s",Nj(t"))) : l(P (s",Nj(t"))) = d(Tℓ; s", t") + 1. Fig. 3 shows two possible
P (s",N(j+2)4(t"))s. Notably, l(P
∗(Tl−1; P(s"), P(N(j+2)4(t")))) ≤ (d(Tℓ; s", t") + 1 + 2)/2. Thus, l(P (s",N(j+2)4(t"))) ≤
min{2ℓ− d(Tℓ; s", t")+ 1, ⌊(d(Tℓ; s", t")+ 1+ 2)/2⌋+ 2}. Similarly, one of l(P (s",N(j+1)4(t"))) and l(P (s",N(j−1)4(t"))) is at
most min{2ℓ− (d(Tℓ; s", t")+1), ⌊(d(Tℓ; s", t")+1+2)/2⌋+2}, and the other one is d(Tℓ; s", t")−1. l(P (s",N(j+1)4(t")))+
l(P (s",N(j−1)4(t"))) ≤ d(Tℓ; s", t")−1+min{2l− (d(Tℓ; s", t")+1), ⌊(d(Tℓ; s", t")+1+2)/2⌋+2}. Recall that l(P 21 (s, t)) ≤
(l− ℓ)+ (m− ℓ)+⌊(2(m− ℓ)+ l(P (s",Nj(t")))+ l(P (s",N(j+2)4(t)))+ l(P (s",N(j+1)4(t")))+ l(P (s",N(j−1)4(t"))))/4⌋+1.
Replace l(P (s,Nj(t"))), l(P (s",N(j+2)4(t"))) and l(P(s",N(j+1)4(t"))) + l(P (s",N(j−1)4(t"))) with d(Tℓ; s", t") + 1,min{2l −
d(Tℓ; s", t")+1, ⌊(d(Tℓ; s, t)+1+2)/2⌋+2}, and d(Tℓ; s", t")−1+min{2l−(d(Tℓ; s", t")+1), ⌊(d(Tℓ; s, t)+1+2)/2⌋+2},
respectively. Hence, l(P 21 (s, t)) ≤ (l−ℓ)+ (m−ℓ)+⌊(2(m−ℓ)+2d(Tℓ; s", t")+min{2l−d(Tℓ; s", t")+1, ⌊(d(Tℓ; s", t")+
1+ 2)/2⌋+ 2}+min{2l− (d(Tℓ; s", t")+ 1), ⌊(d(Tℓ; s", t")+ 1+ 2)/2⌋+ 2}))/4⌋+ 1. Because each d(Tℓ; s", t") ≤ 4 has its
relative ℓ, every d(Tℓ; s", t") should be checked for computing the upper bound of l(P 21 (s, t)). If d(Tℓ; s", t") ≤ 2, then ℓ ≥ 2
and l(P 21 (s, t)) ≤ l + m + ⌊m/2⌋ − 2. If 3 ≤ d(Tℓ; s", t") ≤ 4, then ℓ ≥ 3 and l(P 21 (s, t)) ≤ l + m + ⌊(m − 1)/2⌋ − 2.
Therefore, l(P 21 (s, t)) ≤ l+m+ ⌊m/2⌋ − 2.
Case A1.2. (P (s",Nj(t")) is a subpath of a P ∗(Tℓ; s", t")): Similar to Case A1.1, l(P (s",N(j+2)4(t"))) ≤ min{2ℓ −
(d(Tℓ; s", t")+ 1), ⌊(d(Tℓ; s", t")+ 1+ 2)/2⌋ + 2}. Both P (s",N(j+1)4(t")) = P ∗(Tℓ; s",N(j+1)4(t")) and P (s",N(j−1)4(t")) =
P ∗(Tℓ; s,N(j−1)4(t")) are disjoint to P (s",Nj(t")), so that l(P (s",N(j+1)4(t"))) = l(P (s",N(j−1)4(t"))) = d(Tℓ; s", t") + 1.
Hence, l(P 21 (s, t)) ≤ (l− ℓ)+ (m− ℓ)+ ⌊(2(m− ℓ)+ 3d(Tℓ; s", t")+ 1+min{2ℓ − (d(Tℓ; s", t")+ 1), ⌊(d(Tℓ; s", t")+ 1+
2)/2⌋ + 2}))/4⌋ + 1. After checking each possible value of d(Tℓ; s", t") and its relative ℓ, l(P 21 (s, t)) ≤ l+m+ ⌊m/2⌋ − 2.
Similarly, l(P 22 (s, t)) ≤ l+m+ l/2− 2.
Case A2. (Otherwise): ℓ ≥ lg d(Tℓ; s", t"). If d(Tℓ; s",Nj(t")) < d(Tℓ; s",N(j+2)4(t")), then referring to Fig. 4 and similar
to Case A1.1, l(P (s",Nj(t"))) = d(Tℓ; s", t") − 1 and l(P (s",N(j+2)4(t"))) ≤ min{⌊(d(Tℓ; s", t") + 1 + 2)/2⌋ + 2, 2 × 2ℓ −
(d(Tℓ; s", t") + 1)}. Otherwise, l(P (s",Nj(t"))) ≤ min{⌊(d(Tℓ; s", t") + 1 + 2)/2⌋ + 2, 2 × 2ℓ − (d(Tℓ; s", t") + 1)} and
l(P (s",N(j+2)4(t"))) = d(Tℓ; s", t")−1. Thus, l(P (s",Nj(t")))+ l(P (s",N(j+2)4(t"))) ≤ min{⌊(d(Tℓ; s", t")+1+2)/2⌋+2, 2×
2ℓ−(d(Tℓ; s", t")+1)}+d(Tℓ; s", t")−1. Similarly, l(P (s,N(j+1)4(t")))+l(P (s",N(j−1)4(t"))) ≤ min{⌊(d(Tℓ; s", t")+1+2)/2⌋+
2, 2×2ℓ−(d(Tℓ; s", t")+1)}+d(Tℓ; s", t")−1. Hence, l(P 21 (s, t)) ≤ (l−ℓ)+(m−ℓ)+⌊(2(m−ℓ)+min{⌊(d(Tℓ; s", t")+1+
2)/2⌋+2, 2×2ℓ−(d(Tℓ; s", t")+1)}+min{⌊(d(Tℓ; s", t")+1+2)/2⌋+2, 2×2ℓ−(d(Tℓ; s", t")+1)}+2d(Tℓ; s", t")−2)/4⌋+1.
After checking each possible value of d(Tℓ; s", t") and its relative ℓ, l(P 21 (s, t)) ≤ l+m+⌊m/2⌋−1. Similarly, l(P 22 (s, t)) ≤
l+m+ ⌊l/2⌋ − 1.
Therefore, when C2(s, t) is built according to Case 1 of Step 2 of Algorithm Build_C2(s, t), l(C2(s, t)) ≤ 2n+ ⌊n/2⌋ − 1
and lT (C2(s, t)) ≤ 4n+ 2⌊n/2⌋ − 2.
In Case 2.1 of Step 2 of Algorithm Built_C2(s, t), two cases for computing upper bounds of l(P 21 (s, t)) and l(P
2
2 (s, t)) are
discussed below.
Case B1. (xs" = xt" or ys" = yt"): Since d(Tℓ; s",Nj(t")) = d(Tℓ; s", t")+1 < 2ℓ−(d(Tℓ; s", t")+1), ℓ > 1+lg(d(Tℓ; s", t")+
1), l(P (s",Nj(t"))) ≤ ⌊(d(Tℓ; s", t") + 1 + 2)/2⌋ + 2 and l(P (s",N(j+2)4(t"))) = d(Tℓ; s", t") − 1. Both P (s",N(j+1)4(t")) =
P ∗(Tℓ; s",N(j+1)4(t)) and P (s",N(j−1)4(t")) = P ∗(Tℓ; s",N(j−1)4(t")) have a length of d(Tℓ; s", t") + 1. Hence, l(P 21 (s, t)) ≤
(l−ℓ)+(m−ℓ)+⌊(2(m−ℓ)+3d(Tℓ; s", t")+1+⌊(d(Tℓ; s", t")+1+2)/2⌋+2}))/4⌋+1. After evaluating each possible value
of d(Tℓ; s", t") and its relative ℓ, l(P 21 (s, t)) ≤ l+m+⌊(m− 1)/2⌋− 3. Also bothP (N(i+1)4(s"), t") = P ∗(Tℓ;N(i+1)4(s"), t")
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andP (N(i−1)4(s"), t") = P ∗(Tℓ;N(i−1)4(s"), t") have a length of d(Tℓ; s", t")+ 1. Moreover, l(P (Ni(s"), t")) = d(Tℓ; s", t")− 1
and l(P (N(i+2)4(s"), t")) ≤ min{⌊(d(Tℓ; s", t") + 1 + 1)/2⌋ + 2, 2ℓ+1 − (d(Tℓ; s", t") + 1)}. Recall that l(P 22 (s, t)) ≤
1+ (l−ℓ)+⌊(2(l−ℓ)+ l(P (Ni(s"), t"))+ l(P (N(i+2)4(s"), t"))+ l(P (N(i+1)4(s"), t"))+ l(P (N(i−1)4(s"), t")))/4⌋+ (m−ℓ) ≤
1+ (l− ℓ)+⌊(2(l− ℓ)+ 3d(Tℓ; s", t")+ 1+min{⌊(d(Tℓ; s", t")+ 1+ 1)/2⌋+ 2, 2ℓ+1− (d(Tℓ; s", t")+ 1)})/4⌋+ (m− ℓ).
After checking each possible value of d(Tℓ; s", t") and its relative ℓ, l(P 22 (s, t)) ≤ l+m+ ⌊(l− 1)/2⌋ − 3.
Case B2. (Otherwise): ℓ > lg d(Tℓ; s", t"). Referring to the construction in Case A2, both l(P (s",Nj(t"))) +
l(P (s",N(j+2)4(t"))) and l(P (s",N(j+1)4(t"))) + l(P (s",N(j−1)4(t"))) are at most min{⌊(d(Tℓ; s", t") + 1 + 2)/2⌋ + 2, 2 ×
2ℓ − (d(Tℓ; s", t") + 1)} + d(Tℓ; s", t") − 1. Hence, l(P 21 (s, t)) ≤ (l − ℓ) + (m − ℓ) + ⌊(2(m − ℓ) + 2min{⌊(d(Tℓ; s", t") +
1+ 2)/2⌋ + 2, 2× 2ℓ − (d(Tℓ; s", t")+ 1)} + 2d(Tℓ; s", t")− 2)/4⌋ + 1. After evaluating each possible value of d(Tℓ; s", t")
and its relative ℓ, l(P 21 (s, t)) ≤ l+m+ ⌊m/2⌋ − 2. Similarly, l(P 22 (s, t))l+m+ ⌊l/2⌋ − 2.
Therefore, when C2(s, t) is built according to Case 2.1 of Step 2 of Algorithm Built_C2(s, t), l(C2(s, t)) ≤ 2n+ ⌊n/2⌋ − 2
and lT (C2(s, t)) ≤ 4n+ 2⌊n/2⌋ − 4.
Similarly, when C2(s, t) is built by Case 2.2 of Step 2 of Algorithm Built_C2(s, t), l(C2(s, t)) ≤ 2n + ⌊n/2⌋ − 2 and
lT (C2(s, t)) ≤ 4n+ 2⌊n/2⌋ − 4.
Therefore, after checking Cases A1, A2, B1 and B2, l(C2(s, t)) ≤ 2n+ ⌊n/2⌋ − 1 and lT (C2(s, t)) ≤ 4n+ 2⌊n/2⌋ − 2. 
Before forming C3(s, t) and C4(s, t), P3(s, t) and P4(s, t) can be built by Algorithm Build_2_P (s, t) as follows.
Algorithm Build_2_P (s, t) // Constructing P3(s, t) and P4(s, t) based on C2(s, t).
// Input: C2(s, t) = {P 21 (s, t),P 22 (s, t)}.
// Output: P3(s, t) and P4(s, t).
{
Let g ∈ {(i+ 1)4, (i− 1)4} and h ∈ {(j+ 1)4, (j− 1)4}.
Step 1: Determine g and h such that they satisfy the following three conditions.
1. Both Ng(s") and Nh(t") are not in C2(s, t).
2. Both Ng(s") and Nh(t") are not in the unique P ∗(Tℓ;N(g+2)4(s"),N(h+2)4(t")). Notably, there may be more than
one P ∗(Tℓ;N(g+2)4(s"),N(h+2)4(t")).
3. Path P ∗(Tℓ+1;N(g+2)4(P l−ℓ−1(s)),N(h+2)4(Pm−ℓ−1(t))) is disjoint to C2(s, t).
Under above three conditions, the g and h are preferable, if a P ∗(Tℓ;Ng(s"),Nh(t")) is disjoint to C2(s, t).
Additionally, the g(h) is preferable, if l(P #(Ng(s),Ng(s"))) ≤ l(P #(N(g+2)4(s),N(g+2)4(s")))(l(P #(Nh(t),Nh
(t"))) ≤ l(P #(N(h+2)4(t),N(h+2)4(t")))).
Step 2: // Build P (Ng(s"),Nh(t")) and determine ℓ4.
ℓ4 ← ℓ+ 1;
Case 1. (A P ∗(Tℓ;Ng(s"),Nh(t")) is disjoint to C2(s, t)):
P (Ng(s"),Nh(t"))← P ∗(Tℓ;Ng(s"),Nh(t"));
IF (A P ∗(Tℓ;N(g+2)4(s"),N(h+2)4(t")) is disjoint to C2(s, t) and P (Ng(s"),Nh(t"))) THEN
ℓ4 ← ℓ;
ENDIF
Case 2. (Every P ∗(Tℓ;Ng(s"),Nh(t")) is not disjoint to C2(s, t)):
Case 2.1. (A P (Ng(s"),Nh(t")) = P ∗(Ng(s"), P(Ng(s"))) • P ∗(Tℓ−1; P(Ng(s")), P(Nh(t")))
• P ∗(P(Nh(t")),Nh(t"))) is disjoint to C2(s, t) : P (Ng(s"),Nh(t"))← P ∗(Ng(s"), P(Ng(s")))
• P ∗(Tℓ−1; P(Ng(s")), P(Nh(t"))) • P ∗(P(Nh(t")),Nh(t"));
Case 2.2. (Otherwise):P (Ng(s"),Nh(t"))← P ∗(Tℓ;Ng(s"),N(i+2)4(Ng(s")))•P ∗(Tℓ;N(i+2)4(Ng(s")),N(i+2)4(N(i+2)4
(Nh(t")))) • P ∗(Tℓ;N(i+2)4(N(i+2)4(Nh(t"))),Nh(t"));
// Build paths P3(s, t) and P4(s, t) such that P3(s, t) is the shorter one of them.
Step 3: // Built P3(s, t) and P4(s, t).
P3(s, t)← P ∗(s,Ng(s)) • P #(Ng(s),Ng(s")) • P (Ng(s"),Nh(t")) • P #(Nh(t"),Nh(t)) • P ∗(Nh(t), t);
P4(s, t) ← P ∗(s,N(g+2)4(s)) • P #(N(g+2)4(s),N(g+2)4(P l−ℓ4(s))) • P ∗(Tℓ4;N(g+2)4(P l−ℓ4(s)),N(h+2)4(Pm−ℓ4(t))) •
P #(N(h+2)4(P
m−ℓ4(t)),N(h+2)4(t)) • P ∗(N(h+2)4(t), t);
IF (l(P3(s, t)) > l(P4(s, t))) THEN
P3(s, t)↔ P4(s, t); // Let P3(s, t) be the shorter one.
ENDIF
} // End of Algorithm Build_ 2 _P (s, t).
For ease of discussion, without loss of generality, assume that P3(s, t) is P ∗(s,Ng(s)) • P #(Ng(s),Ng(s")) •
P (Ng(s"),Nh(t")) • P #(Nh(t"),Nh(t)) • P ∗(Nh(t), t);P4(s, t) is P ∗(s,N(g+2)4(s)) • P #(N(g+2)4(s),N(g+2)4(P l−ℓ4(s))) •
P ∗(Tℓ4;N(g+2)4(P l−ℓ4(s)),N(h+2)4(Pm−ℓ4(t))) • P #(N(h+2)4(Pm−ℓ4(t)),N(h+2)4(t)) • P ∗(N(h+2)4(t), t), and l(P3(s, t)) ≤
l(P4(s, t)).
The existence of g and h in Step 1 of Algorithm Build_2_P (s, t) should be first proved such thatP3(s, t) andP4(s, t) can
be established accordingly.
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Lemma 9. There is one g and h pair in Step 1 of Algorithm Build_2_P (s, t).
Proof. Without loss of generality, assume xs" ≤ xt",≤ ys" ≤ yt", and yt" − ys" ≤ xt" − xs". If ys" = yt" = yNi(s") = yNj(t"),
then both g and h are assigned to (i − 1)4. Otherwise, when i is even (odd), g is assigned to 3 (2), and when j is even
(odd), h is assigned to 1 (0). Let v ∈ {V (P ∗(Tℓ; s",Nj(t"))) ∪ V (P ∗(Tℓ;Ni(s"), t")) ∪ V (P ∗(Tℓ;N(g+2)4(s"),N(h+2)4(t")))}.
According to the selection of g and h, for each v, either xNg (s") > xv or xNg (s") < xv , or either yNg (s") > yv or yNg (s") <
yv . Therefore, the Ng(s") is not in C2(s, t) and the unique P ∗(Tℓ;N(g+2)4(s"), N(h+2)4(t")). Similarly, the Nh(t") is not in
C2(s, t) and the unique P ∗(Tℓ; N(g+2)4(s"),N(h+2)4(t")). Moreover, only four nodes P
l−ℓ−1(s), Pm−ℓ−1(t),Ni(P l−ℓ−1(s)) and
Nj(Pm−ℓ−1(t)) at layer ℓ + 1 belong to C2(s, t) and they are not in a P ∗(Tℓ+1;N(g+2)4(P l−ℓ−1(s)),N(h+2)4(Pm−ℓ−1(t))).
Therefore, P ∗(Tℓ+1;N(g+2)4(P l−ℓ−1(s)),N(h+2)4(Pm−ℓ−1(t))) is disjoint to the built C2(s, t). 
Lemma 9 shows the existence of g and h. Based on the selected g and h, P3(s, t) and P4(s, t) can be built after C2(s, t)
is constructed. In the following, Lemma 10 demonstrates that after running Algorithm Build_2_P (s, t) the upper bounds of
l(P 21 (s, t))+ l(P 22 (s, t))+ l(P3(s, t)) and l(P 21 (s, t))+ l(P 22 (s, t))+ l(P3(s, t))+ l(P4(s, t)) can be computed. Based on the
result, C3(s, t) and C4(s, t) can then be built by Algorithms Build_C3(s, t) and Build_C4(s, t), respectively.
Lemma 10. l(P 21 (s, t))+l(P 22 (s, t))+l(P3(s, t)) ≤ 6n+4⌊n/2⌋−4, and l(P 21 (s, t))+l(P 22 (s, t))+l(P3(s, t))+l(P4(s, t)) ≤
10n+ 2⌊n/2⌋ − 6.
Proof. After running Algorithm Build_2_P (s, t),P3(s, t) is P ∗(s,Ng(s)) • P #(Ng(s),Ng(s")) • P (Ng(s"),Nh(t")) •
P #(Nh(t"),Nh(t))•P ∗(Nh(t), t). If aP ∗(Tℓ;Ng(s"),Nh(t")), aP ∗(Tℓ;N(g+2)4(s"),N(h+2)4(t")) andC2(s, t) are disjoint to each
other, then P4(s, t) is P ∗(s,N(g+2)4(s)) • P #(N(g+2)4(s),N(g+2)4(P l−ℓ(s))) • P ∗(Tℓ4;N(g+2)4(P l−ℓ(s)),N(h+2)4(Pm−ℓ(t))) •
P #(N(h+2)4(P
m−ℓ(t)),N(h+2)4(t")) • P ∗(N(h+2)4(t), t). l(P3(s, t)) + l(P4(s, t)) ≤ 2 + 3(l − ℓ) + l(P (Ng(s"),Nh(t"))) +
d(Tℓ;N(g+2)4(s"),N(h+2)4(t"))+3(m−ℓ)+2 = 3(l−ℓ)+3(m−ℓ)+ l(P (Ng(s"),Nh(t")))+d(Tℓ;N(g+2)4(s"),N(h+2)4(t"))+4.
Otherwise,P4(s, t) isP ∗(s,N(g+2)4(s))•P #(N(g+2)4(s),N(g+2)4(P l−ℓ−1(s)))•P ∗(Tℓ4;N(g+2)4(P l−ℓ−1(s)),N(h+2)4(Pm−ℓ−1(t)))
• P #(N(h+2)4(Pm−ℓ−1(t)),N(h+2)4(t)) • P ∗(N(h+2)4(t), t). Since d(Tℓ+1;N(g+2)4(P l−ℓ−1(s)),N(h+2)4(Pm−ℓ−1(t))) ≤ 2d(Tℓ;
N(g+2)4(s"),N(h+2)4(t"))+2,P #(Ng(P l−ℓ−1(s)),Ng(s")) ≤ 2, andP #(Nh(t"),Nh(Pm−ℓ−1(t))) ≤ 2, l(P3(s, t))+ l(P4(s, t)) ≤
2 + (3(l − ℓ − 1) + 2) + l(P (Ng(s"),Nh(t")))) + (2d(Tℓ;N(g+2)4(s"),N(h+2)4(t")) + 2) + (3(m − ℓ − 1) + 2) + 2 =
3(l−ℓ)+3(m−ℓ)+ l(P (Ng(s"),Nh(t")))+2d(Tℓ;N(g+2)4(s"),N(h+2)4(t"))+4. To compute upper bounds of l(P3(s, t)) and
l(P3(s, t))+ l(P4(s, t)) only ℓ, l(P (Ng(s"),Nh(t"))) and d(Tℓ;N(g+2)4(s"),N(h+2)4(t")), need to be determined. According to
Lemma 4, d(Tℓ; s", t") ≤ 4.
Case 1 (Both P ∗(Tℓ;Ng(s"),Nh(t")) and P ∗(Tℓ;N(g+2)4(s"),N(h+2)4(t")) are disjoint to C2(s, t)): Clearly, ℓ ≥ lg
d(Tℓ; s", t"), and l(P (Ng(s"),Nh(t"))) = d(Tℓ;Ng(s"),Nh(t")) = d(Tℓ;N(g+2)4(s"),N(h+2)4(t")) = d(Tℓ; s", t") − 2. Recall
that l(P3(s, t)) + l(P4(s, t)) ≤ 3(l − ℓ) + 3(m − ℓ) + l(P (Ng(s"),Nh(t"))) + d(Tℓ;N(g+2)4(s"),N(h+2)4(t")) + 4 when
P ∗(Tℓ;N(g+2)4(s"),N(h+2)4(t")) is disjoint to C2(s, t). Replace both l(P (Ng(s"),Nh(t"))) and d(Tℓ;N(g+2)4(s"),N(h+2)4(t"))
with d(Tℓ; s", t") − 2. Hence, l(P3(s, t)) + l(P4(s, t)) ≤ 3(l − ℓ) + 3(m − ℓ) + 2d(Tℓ; s", t"). After checking each
possible value of d(Tℓ; s", t") and its relative ℓ, l(P3(s, t)) + l(P4(s, t)) ≤ 3l + 3m − 4. Since both l and m are at most
n, l(P3(s, t)) + l(P4(s, t)) ≤ 6n − 4. Moreover, l(P3(s, t)) ≤ 3n − 2, because l(P3(s, t)) ≤ l(P4(s, t)). Specially,
if d(Tℓ; s", t") = 4 and ℓ = 2, then d(T2;Ng(s"),Nh(t")) = 2, 0 ≤ g, h ≤ 3. According to Step 1 of Algorithm
Build_2_P (s, t), l(P #(Ng(s),Ng(s"))) + d(T2;Ng(s"),Nh(t")) ≤ l(P #(N(g+2)4(s),N(g+2)4(s"))) + d(T2;N(g+2)4(s"),Nh(t")).
Because d(T2;Ng(s"),Nh(t")) = d(T2;N(g+2)4(s"),Nh(t")), l(P #(Ng(s),Ng(s"))) ≤ l(P #(N(g+2)4(s),N(g+2)4(s"))). With the
aid of Lemma 6, l(P #(Ng(s),Ng(s"))) + l(P #(Ng+2(s),Ng+2(s"))) = 3(l − 2). Thus, l(P #(Ng(s),Ng(s"))) ≤ l + ⌊l/2⌋ − 3.
Similarly, l(P #(Nh(t),Nh(t"))) ≤ m+⌊m/2⌋−3. Therefore, l(P3(s, t)) ≤ 1+ (l+⌊l/2⌋−3)+2+ (m+⌊m/2⌋−3)+1 =
l+m+ ⌊l/2⌋ + ⌊m/2⌋ − 2 ≤ 2n+ 2⌊n/2⌋ − 2.
Case 2 (P ∗(Tℓ;Ng(s"),Nh(t")) is disjoint to C2(s, t) and P ∗(Tℓ;N(g+2)4(s"),N(h+2)4(t")) is not disjoint to C2(s, t)):
d(Tℓ;Ng(s"),Nh(t")) ≤ d(Tℓ; s", t") + 2, d(Tℓ;N(g+2)4(s"),N(h+2)4(t")) ≤ d(Tℓ; s", t"), and ℓ ≥ lg d(Tℓ; s", t") + 2. Recall
that l(P3(s, t)) + l(P4(s, t)) ≤ 3(l − ℓ) + 3(m − ℓ) + l(P (Ng(s"),Nh(t"))) + 2d(Tℓ;N(g+2)4(s"),N(h+2)4(t")) + 4 when
P ∗(Tℓ;N(g+2)4(s"),N(h+2)4(t")) is not disjoint to C2(s, t).
Case 2.1 (d(Tℓ;Ng(s"),Nh(t")) = d(Tℓ; s", t") + 2 and d(Tℓ;N(g+2)4(s"),N(h+2)4(t")) = d(Tℓ; s", t")) : ℓ ≥ lg(d(Tℓ;
s", t") + 2). After substitution, l(P3(s, t)) + l(P4(s, t)) ≤ 3(l − ℓ) + 3(m − ℓ) + 3d(Tℓ; s", t") + 6. After checking each
possible value of d(Tℓ; s", t") and its relative ℓ, l(P3(s, t))+ l(P4(s, t)) ≤ 3l+ 3m− 3 ≤ 6n− 3 and l(P3(s, t)) ≤ 3n− 2.
Case 2.2 (Otherwise): Since either d(Tℓ;Ng(s"),Nh(t")) = d(Tℓ;N(g+2)4(s"),N(h+2)4(t")) = d(Tℓ; s", t") or
d(Tℓ;Ng(s"),Nh(t")) = d(Tℓ; s", t") + 2 and d(Tℓ;N(g+2)4(s"),N(h+2)4(t")) = d(Tℓ; s", t") − 2, d(Tℓ;Ng(s"),Nh(t")) +
d(Tℓ;N(g+2)4(s"),N(h+2)4(t")) = 2d(Tℓ; s", t"). After substitution, l(P3(s, t))+l(P4(s, t)) ≤ 3(l−ℓ)+3(m−ℓ)+3d(Tℓ; s", t")+
4. After checking each possible value of d(Tℓ; s", t") and its relative ℓ, l(P3(s, t))+ l(P4(s, t)) ≤ 3l+ 3m− 5 ≤ 6n− 5 and
l(P3(s, t)) ≤ 3n− 3.
Case 3 (Both P ∗(Tℓ;Ng(s"),Nh(t")) and P ∗(Tℓ;N(g+2)4(s"),N(h+2)4(t")) are not disjoint to C2(s, t)) : ℓ > 1 + lg
(d(Tℓ; s", t") + 1). A P (Ng(s"),Nh(t")) = P ∗(Ng(s"), P(Ng(s"))) • P ∗(Tℓ−1; P(Ng(s")), P(Nh(t"))) • P ∗(P(Nh(t")),Nh(t")))
is disjoint to C2(s, t), d(Tℓ;Ng(s"),Nh(t")) = d(Tℓ; s", t") + 2, l(P (Ng(s"),Nh(t"))) ≤ ⌊(d(Tℓ; s", t") + 2 + 2)/2⌋ + 2 =
⌊d(Tℓ2; s", t")/2⌋ + 4, and d(Tℓ;N(g+2)4(s"),N(h+2)4(t")) = d(Tℓ; s", t")− 2. Recall that l(P3(s, t))+ l(P4(s, t)) ≤ 3(l− ℓ)+
3(m− ℓ)+ l(P (Ng(s"),Nh(t")))+ 2d(Tℓ;N(g+2)4(s"),N(h+2)4(t"))+ 4 whenP ∗(Tℓ;N(g+2)4(s"),N(h+2)4(t")) is not disjoint to
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Fig. 5. The construction of C3(s, t). The dotted line is P 31 (s, t), the solid line is P
3
2 (s, t), and the dashed line is P
3
3 (s, t). (a) l(P3(s, t)) ≤ 2n+ ⌈(4⌊n/2⌋ −
1)/3⌉ − 1. (b) l(P3(s, t)) > 2n+ ⌈(4⌊n/2⌋ − 1)/3⌉ − 1.
C2(s, t). Thus, l(P3(s, t))+ l(P4(s, t)) ≤ 3(l− ℓ)+ 3(m− ℓ)+ 2d(Tℓ; s", t")+ ⌊d(Tℓ−2; s", t")/2⌋ + 4. After checking each
possible value of d(Tℓ; s", t") and its relative ℓ, l(P3(s, t))+ l(P4(s, t)) ≤ 3l+ 3m− 9 ≤ 6n− 9 and l(P3(s, t)) ≤ 3n− 5.
According to each case of the proof of Lemma 8 and the description above, l(P 21 (s, t)) + l(P22 (s, t)) + l(P3(s, t)) ≤
6n+ 4⌊n/2⌋ − 4, and l(P 21 (s, t))+ l(P 22 (s, t))+ l(P3(s, t))+ l(P4(s, t)) ≤ 10n+ 2⌊n/2⌋ − 6. 
Naturally, P3(s, t) and P4(s, t) constructed by Algorithm Build_2_P (s, t) may be much longer than both P 21 (s, t) and








2 (s, t),P3(s, t)
and P4(s, t)). Obviously, l(C3(s, t)) (l(C4(s, t))) is at least ⌈(l(P 21 (s, t)) + l(P 22 (s, t)) + l(P3(s, t)))/3⌉ (⌈(l(P 21 (s, t)) +
l(P 22 (s, t))+ l(P3(s, t))+ l(P4(s, t)))/4⌉). Therefore, according to Lemma 10, the upper bound of l(C3(s, t)) (l(C4(s, t))) is
at least ⌈(6n+ 4⌊n/2⌋− 4)/3⌉ = 2n+ (⌈(4⌊n/2⌋− 1)/3⌉− 1 (⌈(10n+ 2⌊n/2⌋− 6)/4⌉ = 2n+⌈(n+⌊n/2⌋− 1)/2⌉− 1).
Although 2n+⌈(4⌊n/2⌋− 1)/3⌉− 1 (2n+⌈(n+⌊n/2⌋− 1)/2⌉− 1) is not the real upper bound of l(C3(s, t)) (l(C4(s, t))),
it is used to determine the form of C3(s, t) (C4(s, t)) for minimizing the upper bound of l(C3(s, t)) (l(C4(s, t))).
Lemma 11. P 21 (s, t), P
2
2 (s, t) and P3(s, t) form a C3(s, t).
Proof. Similar to Lemma 7, to prove P 21 (s, t), P
2
2 (s, t) and P3(s, t) are disjoint to each other, only need to show
P (s",Nj(t")),P (Ni(s"), t") and P (Ng(s"),Nh(t")) are disjoint to each other.
According to Lemma 7,P (s",Nj(t")) andP (Ni(s"), t") are disjoint to each other. In Cases 1 and 2.1 of Step 2 of Algorithm
Build_2_P (s, t), P (Ng(s"),Nh(t")) is disjoint to C2(s, t). In Case 2.2 of Step 2 of Algorithm Build_2_P (s, t), all nodes of
P (Ng(s"),Nh(t")) are at layer ℓ and bypass all nodes ofP (s",Nj(t")) andP (Ni(s"), t"), such that all nodes ofP (Ng(s"),Nh(t"))
are not in P (s",Nj(t")) and P (Ni(s"), t"). Thus, P (s",Nj(t")), P (Ni(s"), t") and P (Ng(s"),Nh(t")) are disjoint to each other.
Therefore, P 21 (s, t),P
2
2 (s, t) and P3(s, t) form a C3(s, t). 
If l(P3(s, t)) ≤ 2n + ⌈(4⌊n/2⌋ − 1)/3⌉ − 1, then let P 31 (s, t) = P 21 (s, t),P 32 (s, t) = P 22 (s, t) and P 33 (s, t) =
P3(s, t) as shown in Fig. 5(a). According to Lemma 11, these three paths form a C3(s, t), and thus l(C3(s, t)) ≤
2n + ⌈(4⌊n/2⌋ − 1)/3⌉ − 1. Otherwise, P 31 (s, t),P 32 (s, t) and P 33 (s, t) can be built based on P 21 (s, t),P 22 (s, t) and
P3(s, t) by Algorithm Build_C3(s, t). Let w = (lw;wx, wy) = P l−lw (s), P(w) = P(Ng(w)), z = (lz; zx, zy) =
Pm−ℓz (t), and P(z) = P(Nh(z)). The determination of w and z is accomplished by Algorithm Determine_w&z, which is
presented later. After applying Algorithm Build_C3(s, t),P 31 (s, t) = P ∗(s, w) •P (w,Ng(P(w))) •P #(Ng(P(w)),Ng(s")) •
P (Ng(s"),Nh(t")) • P #(Nh(t"),Nh(P(z))) • P (Nh(P(z)), z) • P ∗(z, t), P 32 (s, t) = P ∗(s,Ni(s)) • P #(Ni(s),Ni(s")) •
P (Ni(s"), t") • P ∗(t", P(z)) • P (P(z),Nh(z)) • P #(Nh(z),Nh(t)) • P ∗(Nh(t), t) and P 33 (s, t) = P ∗(s,Ng(s)) • P #(Ng(s),
Ng(w)) • P (Ng(w), P(w)) • P ∗(P(w), s") • P (s",Nj(t")) • P #(Nj(t"),Nj(t)) • P ∗(Nj(t), t) as shown in Fig. 5(b). Naturally,
the built P (Ng(w), P(w)),P (w,Ng(P(w))),P (P(z),Nh(z)) and P (Nh(P(z)), z) should be disjoint to each other, so that
P 31 (s, t),P
3
2 (s, t) and P
3
3 (s, t) are possibly disjoint to each other.
With the determined w and z, a C3(s, t) can be built by Algorithm Build_C3(s, t). Algorithm Build_C3(s, t) is formally
stated in the following.
Algorithm Build_C3(s, t) // Constructing C3(s, t) based on P 21 (s, t),P
2
2 (s, t) and P3(s, t).
// Input: P 21 (s, t),P
2
2 (s, t) and P3(s, t),w and z.
// Output: A C3(s, t) = {P 31 (s, t),P 32 (s, t),P 33 (s, t)}.
{
Step 1. // Build P (Ng(w), P(w)),P (w,Ng(P(w))),P (P(z),Nh(z)) and P (Nh(P(z)), z).
P (Ng(w), P(w))← P ∗(Ng(w), P(w)); // Notably, l(P (Ng(w), P(w))) = 1.
IF (P(N(i+2)4(w)) = P(w)) THEN // See Fig. 6(a)
P (w,Ng(P(w)))← P ∗(w,N(i+2)4(w)) • P ∗(N(i+2)4(w),Ng(N(i+2)4(w))) •
P ∗(Ng(N(i+2)4(w)),Ng(Ng(N(i+2)4(w)))) • P ∗(Ng(Ng(N(i+2)4(w))),Ng(P(w)));
ELSE // See Fig. 6(b)
P (w,Ng(P(w)))← P ∗(w,N(i+2)4(w)) • P ∗(N(i+2)4(w), P(N(i+2)4(w))) • P ∗(P(N(i+2)4(w)),Ng(P(N(i+2)4(w))))• P ∗(Ng(P(N(i+2)4(w))),Ng(P(w)));
ENDIF // Notably, l(P (w,Ng(P(w)))) = 4.
P (P(z),Nh(z))← P ∗(P(z),Nh(z)); // Notably, l(P (P(z),Nh(z))) = 1.
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Fig. 6. The constructions of P (Ng (w), P(w)) and P (w,Ng (P(w))). (a) P(N(i+2)4 (w)) = P(w). (b) P(N(i+2)4 (w)) ≠ P(w).
IF (P(N(j+2)4(z) = P(z)) THEN
P (Nh(P(z)), z)← P ∗(Nh(P(z)),Nh(Nh(N(j+2)4(z))))) • P ∗(Nh(Nh(N(j+2)4(z))),Nh(N(j+2)4(z)))• P ∗(Nh(N(j+2)4(z)),N(j+2)4(z)) • P ∗(N(j+2)4(z), z);
ELSE
P (Nh(P(z)), z)← P ∗(Nh(P(z)),Nh(P(N(j+2)4(z)))) • P ∗(Nh(P(N(j+2)4(z))), P(N(j+2)4(z))) • P ∗(P(N(j+2)4(z)),
N(j+2)4(z)) • P ∗(N(j+2)4(z), z);
ENDIF // Notably, l(P (Nh(P(z)), z)) = 4.
Step 2. // Build P 31 (s, t),P
3
2 (s, t) and P
3
3 (s, t).
P 31 (s, t)← P ∗(s, w) • P (w,Ng(P(w))) • P #(Ng(P(w)),Ng(s")) • P (Ng(s"),Nh(t")) • P #(Nh(t"),
Nh(P(z))) • P (Nh(P(z)), z) • P ∗(z, t);
P 32 (s, t)← P ∗(s,Ni(s)) • P #(Ni(s),Ni(s")) • P (Ni(s"), t") • P ∗(t", P(z)) • P (P(z),Nh(z)) • P #(Nh(z),Nh(t))• P ∗(Nh(t), t);
P 33 (s, t)← P ∗(s,Ng(s)) • P #(Ng(s),Ng(w)) • P (Ng(w), P(w)) • P ∗(P(w), s") • P (s",Nj(t")) • P #(Nj(t"),Nj(t))• P ∗(Nj(t), t);
} // End of Algorithm Build_C3(s, t).
According to the structures of P (Ng(w), P(w)),P (w,Ng(P(w))),P (P(z),Nh(z)) and P (Nh(P(z)), z) constructed by
Algorithm Build_C3(s, t), l(P (Ng(w), P(w))) = l(P (P(z),Nh(z))) = 1 and l(P (w,Ng(P(w)))) = l(P (Nh(P(z)), z)) = 4.
In the following, Lemma 12 reveals that P 31 (s, t),P
3
2 (s, t) and P
3
3 (s, t) form a C3(s, t).
Lemma 12. P 31 (s, t),P
3
2 (s, t) and P
3
3 (s, t) constructed by Algorithm Build_C3(s, t) form a C3(s, t).
Proof. According to Lemma 11 and the structures ofP 31 (s, t),P
3
2 (s, t) and P
3
3 (s, t) as shown in Fig. 5(b),P (Ng(s"),Nh(t")),
P (Ni(s"), t") and P (s",Nj(t")) are disjoint to each other. To prove P 31 (s, t), P
3
2 (s, t) and P
3
3 (s, t) are disjoint to
each other, two more parts are necessary to be proved. First, P (w,Ng(P(w))) and P (Ng(w), P(w)) are disjoint
to each other, and P (w,Ng(P(w))) (P (Ng(w), P(w))) is disjoint to P 32 (s, t) and P
3
3 (s, t) (P
3
1 (s, t) and P
3
2 (s, t)).
Second, P (P(z),Nh(z)) and P (Nh(P(z)), z) are disjoint to each other, and P (P(z),Nh(z)) (P (Nh(P(z)), z)) is disjoint to
P 31 (s, t) and P
3
3 (s, t) (P
3
2 (s, t) and P
3
3 (s, t)).
According to the structures of P (w,Ng(P(w))) and P (Ng(w), P(w)) built by Algorithm Build_C3(s, t), all nodes
of P (w,Ng(P(w))) (P (Ng(w), P(w))) are not included in P 32 (s, t) and P
3
3 (s, t) (P
3
1 (s, t) and P
3
2 (s, t)). There-
fore, P (w,Ng(P(w))) and P (Ng(w), P(w)) are disjoint to P 32 (s, t) and P
3
3 (s, t) (P
3
1 (s, t) and P
3
2 (s, t)). Moreover,
P (Ng(w), P(w)) only includes Ng(w) and P(w) which are not included in P (w,Ng(P(w))). Therefore, P (w,Ng(P(w)))
and P (Ng(w), P(w)) are disjoint to each other.
Similarly, P (P(z),Nh(z)) and P (Nh(P(z)), z) are disjoint to each other, and P (P(z),Nh(z)) (P (Nh(P(z)), z)) is disjoint
to P 31 (s, t) and P
3
3 (s, t) (P
3
2 (s, t) and P
3
3 (s, t)).
Therefore, P 31 (s, t),P
3
2 (s, t) and P
3
3 (s, t) constructed by Algorithm Build_C3(s, t) are disjoint to each other and form a
C3(s, t). 
The goal of Algorithm Determine_w&z is to determine both w and z, such that C3(s, t) is as short as possible. Referring
to Fig. 5(b), l(P 31 (s, t)) = l(P3(s, t)) − l(P ∗(s,Ng(s))) − l(P #(Ng(s),Ng(w))) − l(P #(Ng(w),Ng(P(w)))) + d(s, w) +
l(P (w,Ng(P(w)))) − l(P #(Nh(P(z)),Nh(z))) − l(P #(Nh(z),Nh(t))) − l(P ∗(Nh(t), t)) + l(P (Nh(P(z)), z)) + d(z, t) =
l(P3(s, t)) − 1 − l(P #(Ng(s),Ng(w))) − 2 + (l − lw) + 4 − 2 − l(P #(Nh(z),Nh(t))) − 1 + 4 + (m − lz) = l(P3(s, t)) −
l(P #(Ng(s),Ng(w))) + (l − lw) − l(P #(Nh(z),Nh(t))) + (m − lz) + 2. Similarly, l(P 32 (s, t)) = l(P 22 (s, t)) − (m −
lz) + l(P #(Nh(z),Nh(t))) + 1, and l(P 33 (s, t)) = l(P 21 (s, t)) − (l − lw) + l(P #(Ng(s),Ng(w))) + 1. Hence, l(P 31 (s, t)) +
l(P 32 (s, t)) + l(P 33 (s, t)) = l(P 21 (s, t)) + l(P 22 (s, t)) + l(P3(s, t)) + 4. To minimize l(C3(s, t)), the number of torus
edges in P #(Ng(s),Ng(w)) is ⌈(l(P 22 (s, t)) + l(P3(s, t)) − 2l(P 21 (s, t)) + 1)/3⌉ or ⌈(l(P3(s, t)) − l(P 21 (s, t)) + (m −
lz)− l(P #(Nh(z),Nh(t)))+ 1)/2⌉ depended on l(P #(Ng(s),Ng(s"))), and the number of torus edges in P #(Nh(z),Nh(t)) is
⌈(l(P 21 (s, t)) + l(P3(s, t)) − 2l(P 22 (s, t)) + 1)/3⌉ or ⌈(l(P3(s, t)) − l(P 22 (s, t)) + (l − lw) − l(P #(Ng(s),Ng(w))) + 1)/2⌉
depended on l(P #(Nh(t"),Nh(t))). Algorithm Determine_w&z is formally stated in the following.
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Algorithm Determine_w&z // Determine w and z for reconstructing paths.
// Input: P 21 (s, t),P
2
2 (s, t) and P3(s, t).
// Output:w and z;
{
Step 1:
IF l(P #(Ng(s),Ng(s"))) ≥ ⌈(l(P 22 (s, t))+ l(P3(s, t))− 2l(P 21 (s, t))+ 1)/3⌉ + (l− ℓ) THEN
w is the node in P ∗(s, s") such that P(w) = P(Ng(w)) and there are exactly ⌈(l(P 22 (s, t)) + l(P3(s, t)) −
2l(P 21 (s, t))+ 1)/3⌉ torus edges in P #(Ng(s),Ng(w)).
ENDIF
IF l(P #(Nh(t"),Nh(t))) ≥ ⌈(l(P 21 (s, t))+ l(P3(s, t))− 2l(P 22 (s, t))+ 1)/3⌉ + (m− ℓ) THEN
z is the node inP ∗(t", t) such that P(z) = P(Nh(z)) and there are exactly ⌈(l(P 21 (s, t))+l(P3(s, t))−2l(P 22 (s, t))+
1)/3⌉ torus edges in P #(Nh(z),Nh(t)).
ENDIF
Step 2:
IF l(P #(Ng(s),Ng(s"))) < ⌈(l(P 22 (s, t))+ l(P3(s, t))− 2l(P 21 (s, t))+ 1)/3⌉ + (l− ℓ) THEN
w is the node in P ∗(s, s") such that P(w) = P(Ng(w)) and there are exactly ⌈(l(P3(s, t)) − l(P 21 (s, t)) + (m −
lz)− l(P #(Nh(z),Nh(t)))+ 1)/2⌉ torus edges in P #(Ng(s),Ng(w)).
ENDIF
IF l(P #(Nh(t"),Nh(t))) < ⌈(l(P 21 (s, t))+ l(P3(s, t))− 2l(P 22 (s, t))+ 1)/3⌉ + (m− ℓ) THEN
z is the node in P ∗(t", t) such that P(z) = P(Nh(z)) and there are exactly ⌈(l(P3(s, t))− l(P 22 (s, t))+ (l− lw)−
l(P #(Ng(s),Ng(w)))+ 1)/2⌉ torus edges in P #(Nh(z),Nh(t)).
ENDIF
} // End of Algorithm Determine_w&z.
Restated, w and z should be determined for Algorithm Build_C3(s, t) only if l(P3(s, t)) > 2n + ⌈(4⌊n/2⌋ − 1)/3⌉ − 1.
Lemma 13 shows that at least one of two IF statements in Step 1 of Algorithm Determine_w&z is true. In other words,w or
z can be determined in Step 1 of Algorithm Determine_w&z.
Lemma 13. When l(P3(s, t)) > 2n+⌈(4⌊n/2⌋−1)/3⌉−1, l(P #(Ng(s),Ng(s"))) ≥ ⌈(l(P 22 (s, t))+l(P3(s, t))−2l(P 21 (s, t))+
1)/3⌉ + (l− ℓ) or l(P #(Nh(t"),Nh(t))) ≥ ⌈(l(P 21 (s, t))+ l(P3(s, t))− 2l(P 22 (s, t))+ 1)/3⌉ + (m− ℓ).
Proof. Suppose l(P #(Ng(s),Ng(s"))) < ⌈(l(P 22 (s, t))+l(P3(s, t))−2l(P 21 (s, t))+1)/3⌉+(l−ℓ) and l(P #(Nh(t"),Nh(t))) <
⌈(l(P 21 (s, t)) + l(P3(s, t)) − 2l(P 22 (s, t)) + 1)/3⌉ + (m − ℓ). Recall that P3(s, t) is P ∗(s,Ng(s)) • P #(Ng(s),Ng(s")) •
P (Ng(s"),Nh(t")) • P #(Nh(t"),Nh(t)) • P ∗(Nh(t), t). Thus, l(P3(s, t)) ≤ 1 + (⌈(l(P 22 (s, t)) + l(P3(s, t)) − 2l(P 21 (s, t)) +
1)/3⌉ + (l − ℓ) − 1) + l(P (Ng(s"),Nh(t"))) + (⌈(l(P 21 (s, t)) + l(P3(s, t)) − 2l(P 22 (s, t)) + 1)/3⌉ + (m − ℓ) − 1) + 1 ≤
(2l(P3(s, t)) − l(P 21 (s, t)) − l(P 22 (s, t)))/3 + l(P (Ng(s"),Nh(t"))) + (l − ℓ) + (m − ℓ) + 2 < 1 + l(P #(Ng(s),Ng(s"))) +
l(P (Ng(s"),Nh(t")))+ l(P #(Nh(t"),Nh(t)))+ 1 = l(P3(s, t)). It is a contradiction. This lemma follows. 
Lemma 13 indicates at least one of w and z can be determined in Step 1 of Algorithm Determine_w&z, and any
undetermined of them can be determined in Step 2 of Algorithm Determine_w&z. According to the determined w and z,
P 31 (s, t),P
3
2 (s, t) andP
3
3 (s, t) can be built by AlgorithmBuild_C3(s, t). Lemma14 shows that l(C3(s, t)) ≤ 2n+⌈4⌊n/2⌋/3⌉.
Lemma 14. l(C3(s, t)) ≤ 2n+ ⌈4⌊n/2⌋/3⌉.
Proof. By definition, l(C3(s, t)) ≤ max{l(P 31 (s, t)), l(P 32 (s, t)), l(P 33 (s, t))}. As mentioned, when l(P3(s, t)) ≤ 2n +⌈(4⌊n/2⌋ − 1)/3⌉ − 1, l(C3(s, t)) ≤ 2n+ ⌈(4⌊n/2⌋ − 1)/3⌉ − 1. When l(P3(s, t)) > 2n+ ⌈(4⌊n/2⌋ − 1)/3⌉ − 1, C3(s, t)
is built according to Algorithm Build_C3(s, t). After applying Algorithm Determine_w&z, a C3(s, t) can be constructed by
Algorithm Build_C3(s, t). Recall that l(P 31 (s, t)) = l(P3(s, t)) − l(P #(Ng(s),Ng(w))) + (l − lw) − l(P #(Nh(z),Nh(t))) +
(m − lz) + 2, l(P 32 (s, t)) = l(P 22 (s, t)) − (m − lz) + l(P #(Nh(z),Nh(t))) + 1 and l(P 33 (s, t)) = l(P 21 (s, t)) − (l − lw) +
l(P #(Ng(s),Ng(w)))+ 1. According to Algorithm Determine_w&z and Lemma 13, three cases are necessary to be discussed
based on l(P #(Ng(s),Ng(s"))) and l(P #(Nh(t"),Nh(t))).
Case 1. (l(P #(Ng(s),Ng(s"))) ≥ ⌈(l(P 22 (s, t)) + l(P3(s, t)) − 2l(P 21 (s, t)) + 1)/3⌉ + (l − lw) and l(P #(Nh(t"),Nh(t))) ≥
⌈(l(P 21 (s, t))+l(P3(s, t))−2l(P 22 (s, t))+1)/3⌉+(m−lz)): Referring to AlgorithmDetermine_w&z, l(P #(Ng(s),Ng(w))) =
⌈(l(P 22 (s, t)) + l(P3(s, t)) − 2l(P 21 (s, t)) + 1)/3⌉ + (l − lw) and l(P #(Nh(z),Nh(t))) = ⌈(l(P 21 (s, t)) + l(P3(s, t)) −
2l(P 22 (s, t))+ 1)/3⌉ + (m− lz). After substitution, l(P 31 (s, t)) = l(P3(s, t))− (⌈(l(P 22 (s, t))+ l(P3(s, t))− 2l(P 21 (s, t))+
1)/3⌉+ (l− lw))+ (l− lw)− (⌈(l(P 21 (s, t))+ l(P3(s, t))−2l(P 22 (s, t))+1)/3⌉+ (m− lz))+ (m− lz)+2 = ⌊(l(P 21 (s, t))+
l(P 22 (s, t))+l(P3(s, t))+1)/3⌋+1. Similarly, l(P 32 (s, t)) = l(P 33 (s, t)) = ⌈(l(P 21 (s, t))+l(P 22 (s, t))+l(P3(s, t))+1)/3⌉+1.
According to Lemma 10, l(C3(s, t)) ≤ ⌈(6n+ 4⌊n/2⌋)/3⌉ = 2n+ ⌈4⌊n/2⌋/3⌉.
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Fig. 7. The construction of C4(s, t) for P #(Ng (s),Ng (s")) is not shorter than P #(N(g+2)4 (s),N(g+2)4 (s")). The dotted line is P
4
1 (s, t); the dashed line is
P 42 (s, t) ; the solid line is P
4
3 (s, t), and the remainder line is P
4
4 (s, t).
Case 2. (l(P #(Ng(s),Ng(s"))) ≥ ⌈(l(P 22 (s, t)) + l(P3(s, t)) − 2l(P 21 (s, t)) + 1)/3⌉ + (l − lw) and l(P #(Nh(t"),Nh(t))) <
⌈(l(P 21 (s, t))+l(P3(s, t))−2l(P 22 (s, t))+1)/3⌉+(m−lz)): Referring to AlgorithmDetermine_w&z, l(P #(Ng(s),Ng(w))) =
⌈(l(P 22 (s, t))+ l(P3(s, t))−2l(P 21 (s, t))+1)/3⌉+ (l− lw) and l(P #(Nh(z),Nh(t))) = ⌈(l(P3(s, t))− l(P 22 (s, t))+ (l− lw)−
l(P #(Ng(s),Ng(w))) + 1)/2⌉ + (m − lz). After substitution, l(P 31 (s, t)) = ⌊(⌊(2(l(P 21 (s, t)) + l(P 22 (s, t)) + l(P3(s, t))) −
1)/3⌋ + 1)/2⌋ + 1 ≤ ⌊(l(P 21 (s, t))+ l(P 22 (s, t))+ l(P3(s, t))+ 1)/3⌋ + 1, l(P 32 (s, t)) = ⌈(⌊(2(l(P 21 (s, t))+ l(P 22 (s, t))+
l(P3(s, t)))− 1)/3⌋ + 1)/2⌉ + 1 ≤ ⌈(l(P 21 (s, t))+ l(P 22 (s, t))+ l(P3(s, t))+ 1)/3⌉ + 1 and l(P 33 (s, t)) = ⌈(l(P 21 (s, t))+
l(P 22 (s, t))+ l(P3(s, t))+ 1)/3⌉ + 1. Hence, according to Lemma 10 l(C3(s, t)) ≤ ⌈(6n+ 4⌊n/2⌋)/3⌉ = 2n+ ⌈4⌊n/2⌋/3⌉.
Case 3. (l(P #(Ng(s),Ng(s"))) < ⌈(l(P 22 (s, t)) + l(P3(s, t)) − 2l(P 21 (s, t)) + 1)/3⌉ + (l − lw) and l(P #(Nh(t"),Nh(t))) ≥
⌈(l(P 21 (s, t))+l(P3(s, t))−2l(P 22 (s, t))+1)/3⌉+(m−lz)): Referring to AlgorithmDetermine_w&z, l(P #(Ng(s),Ng(w))) =
⌈(l(P3(s, t))− l(P 21 (s, t))+ (m− lz)− l(P #(Nh(z),Nh(t)))+ 1)/2⌉ + (l− lw) and l(P #(Nh(z),Nh(t))) = ⌈(l(P 21 (s, t))+
l(P3(s, t))−2l(P 22 (s, t))+1)/3⌉+ (m− lz). After substitution, l(P 31 (s, t)) = ⌊(⌊(2(l(P 21 (s, t))+ l(P 22 (s, t))+ l(P3(s, t)))−
1)/3⌋ + 1)/2⌋ + 1 ≤ ⌊(l(P 21 (s, t))+ l(P 22 (s, t))+ l(P3(s, t))+ 1)/3⌋ + 1, l(P 32 (s, t)) = ⌈(⌊(2(l(P 21 (s, t))+ l(P 22 (s, t))+
l(P3(s, t)))− 1)/3⌋ + 1)/2⌉ + 1 ≤ ⌈(l(P 21 (s, t))+ l(P 22 (s, t))+ l(P3(s, t))+ 1)/3⌉ + 1 and l(P 33 (s, t)) = ⌈(l(P 21 (s, t))+
l(P 22 (s, t))+ l(P3(s, t))+ 1)/3⌉ + 1. Hence, according to Lemma 10 l(C3(s, t)) ≤ ⌈(6n+ 4⌊n/2⌋)/3⌉ = 2n+ ⌈4⌊n/2⌋/3⌉.
Therefore, l(C3(s, t)) ≤ 2n+ ⌈4⌊n/2⌋/3⌉. 
If l(P3(s, t)) ≤ 2n+⌈(n+⌊n/2⌋−1)/2⌉−1, thenP 43 (s, t) = P3(s, t) andP 41 (s, t),P 42 (s, t) andP 44 (s, t) canbe built based
onP 21 (s, t),P
2
2 (s, t) andP4(s, t) byAlgorithmBuild_C3(s, t). Lemma15 showsP3(s, t) and the builtC3(s, t) form aC4(s, t),
and l(C4(s, t)) ≤ max{2n+⌈(2n−1)/3⌉, 2n+⌈(n+⌊n/2⌋−1)/2⌉−1}. Otherwise,P 41 (s, t),P 42 (s, t),P 43 (s, t) andP 44 (s, t)
can be built based on P 21 (s, t),P
2
2 (s, t),P3(s, t) and P4(s, t) by Algorithm Build _C4(s, t) described later.
Lemma 15. When l(P3(s, t)) ≤ 2n + ⌈(n + ⌊n/2⌋ − 1)/2⌉ − 1,P 41 (s, t),P 42 (s, t) and P 44 (s, t) built by Algorithm
Build_C3(s, t) andP 43 (s, t) = P3(s, t) form aC4(s, t) and l(C4(s, t)) ≤ max{2n+⌈(2n−1)/3⌉, 2n+⌈(n+⌊n/2⌋−1)/2⌋−1}.
Proof. Similar to Lemmas 12 and 14, only regard P4(s, t) as P3(s, t). The built P 41 (s, t),P
4
2 (s, t) and P
4
4 (s, t) form a
temporary C3(s, t), and l(C3(s, t)) ≤ 2n+ ⌈(2n− 1)/3⌉.
To prove the temporary C3(s, t) andP 43 (s, t) = P3(s, t) form a C4(s, t), only need to show thatP 43 (s, t) is disjoint to the
temporaryC3(s, t). Moreover, according to the proof of Lemma 12 and the structure ofP 43 (s, t), only need to prove that both
P #(Ng(w)), (Ng(P(w))) and P #(Nh(z)), (Nh(P(z))) are disjoint to P (w,N(g+2)4(P(w))),P (N(g+2)4P(w)),P (P(z),N(h+2)4
(z)) and P (N(h+2)4(P(z)), z).
According to Lemma6, l(P #(Ng(w)), (Ng(P(w))))+ l(P #(N(g+2)4(w),N(g+2)4(P(w)))) = 3 and l(P #(Nh(z)),(Nh(P(z))))
+ l(P #(N(h+2)4(z),N(h+2)4(P(z)))) = 3. Thus, according to Algorithm Build_C3(s, t), l(P #(N(g+2)4(w), (N(g+2)4(P(w))))) =
2 and l(P #(N(h+2)4(z), (N(h+2)4(P(z))))) = 2, and nodes of P #(Ng(w),Ng(P(w))) and P #(Nh(z),Nh(P(z))) are Ng(w),
Ng(P(w)),Nh(z) andNh(P(z))which are not included in anyP (w,N(g+2)4(P(w))),P (N(g+2)4(w), P(w)),P (P(z),N(h+2)4(z))
andP (N(h+2)4(P(z)), z). Therefore, the temporaryC3(s, t) andP
4
3 (s, t) formaC4(s, t). Since l(P3(s, t)) ≤ 2n+⌈(n+⌊n/2⌋−
1)/2⌉ − 1 and l(C3(s, t)) ≤ 2n+ ⌈(2n− 1)/3⌉, l(C4(s, t)) ≤ max{2n+ ⌈(2n− 1)/3⌉, 2n+ ⌈(n+ ⌊n/2⌋ − 1)/2⌉ − 1}. 
In order to shorten C4(s, t), two cases are considered in Algorithm Build_C4(s, t). In Case 1, P #(Ng(s), (Ng(s")) is not
shorter thanP #(N(g+2)4(s), (N(g+2)4(s")),P
4
1 (s, t) andP
4
4 (s, t) are constructed based onP
2
1 (s, t) andP4(s, t), andP
4
2 (s, t)
and P 43 (s, t) are formed based on P
2
2 (s, t) and P3(s, t) as shown in Fig. 7. In Case 2, P
#(Ng(s), (Ng(s")) is shorter than
P #(N(g+2)4(s), (N(g+2)4(s")),P
4
1 (s, t) andP
4
3 (s, t) are constructed based onP
2
1 (s, t) andP3(s, t), andP
4
2 (s, t) andP
4
4 (s, t)
are established based on P 22 (s, t) and P4(s, t).
After applying Algorithm Build_C4(s, t), P 41 (s, t) = P ∗(s, w) • P (w,Nα(P(w))) • P #(Nα(P(w)),Nα(s")) • P (Nα(s"),
N(β+2)4(t)) • P #(N(β+2)4(t"),N(β+2)4(t)) • P ∗(N(β+2)4(t), t);P 42 (s, t) = P ∗(s,Ni(s)) • P #(Ni(s),Ni(s")) • P (Ni(s"), t") •
P ∗(t", P(z))•P (P(z),Nβ(z))•P #(Nβ(z),Nβ(t))•P ∗(Nβ(t), t);P 4ε (s, t) = P ∗(s,N(α+2)4(s))•P #(N(α+2)4(s),N(α+2)4(s"))•
3670 H.-J. Hsieh, D.-R. Duh / Theoretical Computer Science 412 (2011) 3658–3675
P (N(α+2)4(s"),Nβ(t"))•P #(Nβ(t"),Nβ(P(z)))•P (Nβ(P(z)), z)•P ∗(z, t), andP 4χ (s, t) = P ∗(s,Nα(s))•P #(Nα(s),Nα(w))
•P (Nα(w), P(w))•P ∗(P(w), s")•P (s",Nj(t"))•P #(Nj(t"),Nj(t))•P ∗(Nj(t), t), whereα is (g+2)4 (g), β , is h ((h+2)4), ϵ
is 3 (4), and χ is 4 (3) in Case 1 (2). Algorithm Build_C4(s, t) is formally stated as follows.
Algorithm Build_C4(s, t) // Constructing C4(s, t) based on P 21 (s, t),P
2
2 (s, t),P3(s, t) and P4(s, t).
// Input: P 21 (s, t),P
2
2 (s, t),P3(s, t) and P4(s, t).
// Output: A C4(s, t) = {P 41 (s, t),P 42 (s, t),P 43 (s, t),P 44 (s, t)}.
{
Step 1: // Determine the reconstruction scheme, and nodesw and z.
Case 1.
(l(P #(Ng(s),Ng(s"))) ≥ l(P #(N(g+2)4(s),N(g+2)4(s")))) :
χ = 4, α = (g + 2)4 and ρ = ⌈(l(P4(s, t))− l(P2(s, t)))/2⌉;
ε = 3, β = h and σ = ⌈(l(P3(s, t))− l(P 22 (s, t)))/2⌉;
Case 2. (Otherwise):
χ = 3, α = g and ρ = ⌈(l(P3(s, t))− l(P 21 (s, t)))/2⌉;
ε = 4, β = (h+ 2)4 and σ = ⌈(l(P4(s, t))− l(P 22 (s, t)))/2⌉;
Similar to Algorithm Determine_w&z, determinew(z)with desired ρ(σ) torus edges in
P #(Nα(s),Nα(w)) (P #(Nβ(t),Nβ(z))).
Step 2: // Build P (Nα(w), P(w)),P (w,Nα(P(w))),P (P(z),Nβ(z)) and P (Nβ(P(z)), z).
P (Nα(w), P(w))← P ∗(Nα(w), P(w)); // Notably, l(P (Nα(w), P(w))) = 1.
IF (P(N(i+2)4(w)) = P(w)) THEN
P (w,Nα(P(w)))← P ∗(w,N(i+2)4(w)) • P ∗(N(i+2)4(w),Nα(N(i+2)4(w)))
•P ∗(Nα(N(i+2)4(w)),Nα(Nα(N(i+2)4(w)))) • P ∗(Nα(Nα(N(i+2)4(w))),Nα(P(w)));
ELSE
P (w,Nα(P(w)))← P ∗(w,N(i+2)4(w)) • P ∗(N(i+2)4(w), P(N(i+2)4(w))) • P ∗(P(N(i+2)4(w)),Nα(P(N(i+2)4(w)))) •
P ∗(Nα(P(N(i+2)4(w))),Nα(P(w)));
ENDIF // Notably, l(P (w,Nα(P(w)))) = 4.
P (P(z),Nβ(z))← P ∗(P(z),Nβ(z)); // Notably, l(P (P(z),Nβ(z))) = 1.
IF (P(N(j+2)4(z) = P(z)) THEN
P (Nβ(P(z)), z)← P ∗(Nβ(P(z)),Nβ(Nβ(N(j+2)4(z)))) • P ∗(Nβ(Nβ(N(j+2)4(z))),Nβ(N(j+2)4(z)))
•P ∗(Nβ(N(j+2)4(z)),N(j+2)4(z)) • P ∗(N(j+2)4(z), z);
ELSE
P (Nβ(P(z)), z)← P ∗(Nβ(P(z)),Nβ(P(N(j+2)4(z)))) • P ∗(Nβ(P(N(j+2)4(z))), P(N(j+2)4(z)))
•P ∗(P(N(j+2)4(z)),N(j+2)4(z)) • P ∗(N(j+2)4(z), z);
ENDIF // Notably, l(P (Nβ(P(z)), z)) = 4.




3 (s, t) and P
4
4 (s, t).
P 41 (s, t)← P ∗(s, w) • P (w,Nα(P(w))) • P #(Nα(P(w)),Nα(s")) • P (Nα(s"),N(β+2)4(t"))
•P #(N(β+2)4(t"),N(β+2)4(t)) • P ∗(N(β+2)4(t), t);
P 42 (s, t)← P ∗(s,Ni(s)) • P #(Ni(s"),Ni(s")) • P (Ni(s"), t") • P ∗(t", P(z)) • P (P(z),Nβ(z))
•P #(Nβ(z),Nβ(t)) • P ∗(Nβ(t), t);
P 4ε (s, t)← P ∗(s,N(α+2)4(s)) • P #(N(α+2)4(s),N(α+2)4(s")) • P (N(α+2)4(s"),Nβ(t"))
•P #(Nβ(t"),Nβ(P(z))) • P (Nβ(P(z)), z) • P ∗(z, t);
P 4χ (s, t)← P ∗(s,Nα(s)) • P#(Nα(s),Nα(w)) • P (Nα(w), P(w)) • P ∗(P(w), s") • P (s",Nj(t"))
•P #(Nj(t"),Nj(t)) • P ∗(Nj(t), t);
} // End of Algorithm Build_C4(s, t).
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3 (s, t) and P
4
4 (s, t) form a C4(s, t).




3 (s, t) and P
4
4 (s, t) constructed by Algorithm Build_C4(s, t), form a C4(s, t).
Proof. Only l(P #(Ng(s),Ng(s"))) ≥ l(P #(N(g+2)4(s),N(g+2)4(s"))) is discussed, and the other case is omitted, since it is
similar to this case. According to Algorithm Build_C4(s, t) and Fig. 7, P 41 (s, t) = P ∗(s, w) • P (w,N(g+2)4(P(w))) •
P #(N(g+2)4(P(w)),N(g+2)4(s")) • P (N(g+2)4(s"),N(h+2)4(t")) • P #(N(h+2)4(t"),N(h+2)4(t)) • P ∗(N(h+2)4(t), t),P 42 (s, t) =
P ∗(s,Ni(s))•P #(Ni(s),Ni(s"))•P (Ni(s"), t")•P ∗(t", P(z))•P (P(z),Nh(z))•P #(Nh(z),Nh(t))•P ∗(Nh(t), t),P 43 (s, t) =
P ∗(s,Ng(s)) • P #(Ng(s),Ng(s")) • P (Ng(s"),Nh(t")) • P #(Nh(t"),Nh(P(z))) • P (Nh(P(z)), z) • P ∗(z, t) and P 44 (s, t) =
P ∗(s,N(g+2)4(s)) • P #(N(g+2)4(s),N(g+2)4(w)) • P (N(g+2)4(w), P(w)) • P ∗(P(w), s") • P (s",Nj(t")) • P #(Nj(t"),Nj(t)) •
P ∗(Nj(t), t).
Similar to Lemmas 7 and 12, this proof first shows thatP (N(g+2)4(w), P(w)) andP (w,N(g+2)4(P(w))) are disjoint to each
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3 (s, t) and
P 44 (s, t)). Then, prove thatP (P(z),Nh(z)) andP (Nh(P(z)), z) are disjoint to eachother, andP (P(z),Nh(z)) (P (Nh(P(z)), z))
is disjoint to P 41 (s, t),P
4
3 (s, t) and P
4




2 (s, t) and P
4
4 (s, t)).
According to the structure of P (N(g+2)4(w), P(w)) (P (w,N(g+2)4(P(w)))) as shown in Fig. 7, nodes of P (N(g+2)4(w),
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Moreover, P (N(g+2)4(w), P(w)) only includes N(g+2)4(w) and P(w) which are not included in P (w,N(g+2)4(P(w))).
Therefore, P (N(g+2)4(w), P(w)) and P (w,N(g+2)4(P(w))) are disjoint to each other.
Similarly, P (P(z),Nh(z)) and P (Nh(P(z)), z) are disjoint to each other, and P (P(z),Nh(z)) (P (Nh(P(z)), z)) is disjoint
to P 41 (s, t),P
4
3 (s, t) and P
4




2 (s, t) and P
4
4 (s, t)).




3 (s, t) and P
4
4 (s, t) constructed by Algorithm Build_C4(s, t) form a C4(s, t). 
Lemma 17. l(C4(s, t)) ≤ 2n+ ⌈(n+ ⌊n/2⌋ − 1)/2⌉, for n ≥ 4.
Proof. By definition, l(C4(s, t)) ≤ max{l(P 41 (s, t)), l(P 42 (s, t)), l(P 43 (s, t)), l(P 44 (s, t))} . By Lemma 15, when l(P3(s, t)) ≤
2n+⌈(n+⌊n/2⌋−1)/2⌉−1, l(C4(s, t)) ≤ max{2n+⌈(2n−1)/3⌉, 2n+⌈(n+⌊n/2⌋−1)/2⌉−1} ≤ 2n+⌈(n+⌊n/2⌋−1)/2⌉.
According to Algorithm Build_C4(s, t), two cases are considered for l(P3(s, t)) > 2n+ ⌈(n+ ⌊n/2⌋ − 1)/2⌉ − 1 as follows.
Case 1. (l(P #(Ng(s),Ng(s"))) ≥ l(P #(N(g+2)4(s),N(g+2)4(s")))): Referring to Algorithm Build_C4(s, t), P 41 (s, t)
and P 44 (s, t) (P
4
2 (s, t) and P
4
3 (s, t)) are constructed based on P
2
1 (s, t) and P4(s, t)(P
2
2 (s, t) and P3(s, t)). Referring
to Fig. 7, P 41 (s, t) can be restated as P
∗(s, w) • P (w,N(g+2)4(P(w))) • P #(N(g+2)4(P(w)),N(g+2)4(P l−ℓ4(s))) •
P ∗(Tℓ4;N(g+2)4(P l−ℓ4(s)),N(h+2)4(Pm−ℓ4(t))) • P #(N(h+2)4(Pm−ℓ4(t)),N(h+2)4(t)) • P ∗(N(h+2)4(t), t) and P 44 (s, t) can be
rewritten as P ∗(s,N(g+2)4(s)) • P #(N(g+2)4(s),N(g+2)4(w)) • P (N(g+2)4(w), P(w)) • P ∗(P(w), s") • P (s",Nj(t")) •
P #(Nj(t"),Nj(t)) • P ∗(Nj(t), t). Thus, l(P 41 (s, t)) = l(P4(s, t)) − d(s,N(g+2)4(s)) − l(P #(N(g+2)4(s),N(g+2)4(w))) −
l(P #(N(g+2)4(w),N(g+2)4(P(w))))+ d(s, w)+ l(P (w,N(g+2)4(P(w)))) = l(P4(s, t))− 1− l(P #(N(g+2)4(s),N(g+2)4(w)))−
2 + (l − lw) + 4 = l(P4(s, t)) − l(P #(N(g+2)4(s),N(g+2)4(w))) + (l − lw) + 1. Similarly, l(P 44 (s, t)) =
l(P 21 (s, t)) − (l − lw) + l(P #(N(g+2)4(s),N(g+2)4(w))) + 1. Since P 21 (s, t) is the shortest among all paths with
the form P ∗(s, s") • P (s",Nj(t")) • P #(Nj(t"),Nj(t)) • P ∗(Nj(t), t), l(P 21 (s, t)) ≤ (l − ℓ) + l(P (s",Nh(t"))) +
l(P #(Nh(t"),Nh(t))) + 1. With the aid of Lemma 6, l(P #(Nh(t"),Nh(t))) = 3(m − ℓ) − l(P #(N(h+2)4(t"),N(h+2)4(t))).
Recall that P4(s, t) is P ∗(s,N(g+2)4(s)) •P #(N(g+2)4(s),N(g+2)4(P l−ℓ4(s))) •P ∗(Tℓ4;N(g+2)4(P l−ℓ4(s)),N(h+2)4(Pm−ℓ4(t))) •
P #(N(h+2)4(P
m−ℓ4(t)),N(h+2)4(t)) • P ∗(N(h+2)4(t), t). Hence, l(P #(N(h+2)4(Pm−ℓ4(t)),N(h+2)4(t))) = l(P4(s, t)) − 1 −
l(P #(N(g+2)4(s),N(g+2)4(P
l−ℓ4(s))))−d(Tℓ4;N(g+2)4(P l−ℓ4(s)),N(h+2)4(Pm−ℓ4(t)))−1. Since l(P #(N(h+2)4(t"),N(h+2)4(t))) =
l(P #(N(h+2)4(t"),N(h+2)4(P
m−ℓ4(t)))) + l(P #(N(h+2)4(Pm−ℓ4(t)),N(h+2)4(t))), l(P #(Nh(t"),Nh(t))) = 3(m − ℓ) −
l(P4(s, t))+ 1+ l(P #(N(g+2)4(s),N(g+2)4(P l−ℓ4(s))))+ d(Tℓ4;N(g+2)4(P l−ℓ4(s)),N(h+2)4(Pm−ℓ4(t)))+ 1− l(P #(N(h+2)4(t"),
N(h+2)4(P
m−ℓ4(t)))). Thus, l(P 21 (s, t)) ≤ (l− ℓ)+ l(P (s",Nh(t")))+ 3(m− ℓ)− l(P4(s, t))+ 1+ l(P #(N(g+2)4(s),N(g+2)4
(P l−ℓ4(s))))+d(Tℓ4;N(g+2)4(P l−ℓ4(s)),N(h+2)4(Pm−ℓ4(t)))+1− l(P #(N(h+2)4(t"),N(h+2)4(Pm−ℓ4(t))))+1 = (l−ℓ)+3(m−
ℓ) + l(P (s",Nh(t"))) − l(P4(s, t)) + l(P #(N(g+2)4(s),N(g+2)4(P l−ℓ4(s)))) + d(Tℓ4;N(g+2)4(P l−ℓ4(s)),N(h+2)4(Pm−ℓ4(t))) −
l(P #(N(h+2)4(t"),N(h+2)4(P
m−ℓ4(t)))) + 3. Two subcases are considered to determine l(P 41 (s, t)) and l(P 44 (s, t)) by first
computing l(P 21 (s, t)).
Case 1.1 (ℓ4 = ℓ): Clearly, l(P #(N(g+2)4(s),N(g+2)4(P l−ℓ4(s)))) = l(P #(N(g+2)4(s),N(g+2)4(s"))) and l(P #(N(h+2)4(t"),
N(h+2)4(P
m−ℓ4(t)))) = 0. With the aid of Lemma 6, l(P #(N(g+2)4(s),N(g+2)4(P l−ℓ4(s)))) ≤ (l − ℓ) + ⌊(l − ℓ)/2⌋.
Hence, l(P 21 (s, t)) ≤ (l− ℓ)+ 3(m− ℓ)+ l(P (s",Nh(t")))− l(P4(s, t))+ (l− ℓ)+ ⌊(l− ℓ)/2⌋ + d(Tℓ4;N(g+2)4(P l−ℓ4(s)),
N(h+2)4(P
m−ℓ4(t))) + 3 = 2(l − ℓ) + 3(m − ℓ) + ⌊(l − ℓ)/2⌋ + l(P (s",Nh(t"))) − l(P4(s, t)) + d(Tℓ4;N(g+2)4(P l−ℓ4(s)),
N(h+2)4(P
m−ℓ4(t))) + 3. According to the structures of P ∗(Tℓ; s", t"),P ∗(Tℓ; s",Nh(t")) and P ∗(Tℓ4;N(g+2)4(P l−ℓ4(s)),
N(h+2)4(P
m−ℓ4(t))), d(Tℓ; s",Nh(t")) is neither d(Tℓ; s", t") nor d(Tℓ4;N(g+2)4(P l−ℓ4(s)),N(h+2)4(Pm−ℓ4(t))). Because P (s",
Nh(t")) is either P ∗(Tℓ; s",Nh(t")) or P ∗(s", P(s")) • P ∗(Tℓ−1; P(s"), P(Nj(t"))) • P ∗(P(Nj(t")),Nj(t")), l(P (s",Nh(t"))) =
max{d(Tℓ; s",Nh(t")), 1 + ⌊(d(Tℓ; s",Nh(t")) + 2)/2⌋ + 1 = ⌊d(Tℓ; s",Nh(t"))/2⌋ + 3}. Moreover, according to values of g
and h stated in the proof of Lemma 9, d(Tℓ4;N(g+2)4(P l−ℓ4(s)),N(h+2)4(Pm−ℓ4(t))) ≤ d(Tℓ; s", t").
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Case 1.1.1 (d(Tℓ; s", t") > d(Tℓ; s",Nh(t")) > d(Tℓ4;N(g+2)4(P l−ℓ4(s)),N(h+2)4(Pm−ℓ4(t)))) : ℓ ≥ lg d(Tℓ; s", t") and
d(Tℓ4;N(g+2)4(P l−ℓ4(s)),N(h+2)4(Pm−ℓ4(t))) = d(Tℓ; s", t") − 2. Moreover, d(Tℓ; s",Nh(t")) = d(Tℓ; s", t") − 1 and thus
l(P (s",Nh(t"))) ≤ max{d(Tℓ; s", t") − 1, ⌊(d(Tℓ; s", t") − 1)/2⌋ + 3}. After checking each possible value of d(Tℓ; s", t") and
its relative ℓ, l(P 21 (s, t)) ≤ 2l+ 3m+ ⌊l/2⌋ − 3− l(P4(s, t)).
Case 1.1.2 (d(Tℓ; s",Nh(t")) > d(Tℓ; s", t") > d(Tℓ4;N(g+2)4(P l−ℓ4(s)),N(h+2)4(Pm−ℓ4(t)))) : d(Tℓ4;N(g+2)4(P l−ℓ4(s)),
N(h+2)4(P
m−ℓ4(t))) = d(Tℓ; s", t") − 2 and d(Tℓ; s",Nh(t")) = d(Tℓ; s", t") + 1. Hence, ℓ ≥ 1g(d(Tℓ; s", t") + 1) and
l(P (s",Nh(t"))) ≤ max{d(Tℓ; s", t")+ 1, ⌊(d(Tℓ; s", t")+ 1)/2⌋ + 3}. Thus, l(P 21 (s, t)) ≤ 2l+ 3m+ ⌊l/2⌋ − 3− l(P4(s, t)).
Case 1.1.3 (d(Tℓ4;N(g+2)4(P l−ℓ4(s)),N(h+2)4(Pm−ℓ4(t))) = d(Tℓ; s", t")):d(Tℓ; s",Nh(t")) ≤ d(Tℓ; s", t") + 1, ℓ ≥
1g(d(Tℓ; s", t") + 1) and l(P (s",Nh(t"))) ≤ max{d(Tℓ; s", t") + 1, ⌊(d(Tℓ; s", t") + 1)/2⌋ + 3}. Specially, when xs" = xt"
and (xNi(s") ≠ xs" or xNj(t") ≠ xt") (ys" = yt" and (yNi(s") ≠ ys" or yNj(t") ≠ yt")), according to the proof of Lemma 9
d(Tℓ;Ng(s"),Nh(t")) = d(Tℓ; s", t")+ 2 and ℓ ≥ 1g(d(Tℓ; s", t")+ 2). Hence, l(P 21 (s, t)) ≤ 2l+ 3m+⌊l/2⌋− 3− l(P4(s, t)).
Eventually, l(P 21 (s, t)) ≤ 2l + 3m + ⌊l/2⌋ − 3 − l(P4(s, t)) ≤ 5n + ⌊n/2⌋ − 3 − l(P4(s, t)). According to Algorithm
Determine_w&z, l(P #(N(g+2)4(s),N(g+2)4(w))) ≤ ⌈(l(P4(s, t)) − l(P 21 (s, t)))/2⌉ + (l − lw) ≤ ⌈(l(P4(s, t)) − (5n +
⌊n/2⌋ − 3 − l(P4(s, t))))/2⌉ + (l − lw) = l(P4(s, t)) − 2n + ⌈(n − ⌊n/2⌋ + 1)/2⌉ + 1. After substitution, l(P 41 (s, t)) ≤
⌊(5n+ ⌊n/2⌋ − 3)/2⌋ + 1 = 2n+ ⌊(n+ ⌊n/2⌋ − 1)/2⌋, and l(P 44 (s, t)) ≤ 2n+ ⌈(n+ ⌊n/2⌋ − 1)/2⌉.
Case 1.2 (ℓ4 = ℓ + 1): Clearly, l(P #(N(h+2)4(t"),N(h+2)4(Pm−ℓ4(t)))) ≥ 1 and l(P #(N(g+2)4(s),N(g+2)4(P l−ℓ4(s)))) =
l(P #(N(g+2)4(s),N(g+2)4(s"))) − l(P #(N(g+2)4(P l−ℓ4(s)),N(g+2)4(s"))) ≤ (l − ℓ) + ⌊(l − ℓ)/2⌋ − 1. Thus, l(P 21 (s, t)) ≤
2(l−ℓ)+3(m−ℓ)+⌊(l−ℓ)/2⌋+l(P (s",Nh(t")))−l(P4(s, t))+d(Tℓ4;N(g+2)4(P l−ℓ4(s)),N(h+2)4(Pm−ℓ4(t)))+1. Similar to Case
1.1, l(P 21 (s, t)) ≤ 2l+3m+⌊l/2⌋−5− l(P4(s, t)) ≤ 5n+⌊n/2⌋−5− l(P4(s, t)), l(P 41 (s, t)) ≤ 2n+⌊(n+⌊n/2⌋−1)/2⌋−1
and l(P 44 (s, t)) ≤ 2n+ ⌈(n+ ⌊n/2⌋ − 1)/2⌉ − 1.
Thus, l(P 41 (s, t)) ≤ 2n + ⌊(n + ⌊n/2⌋ − 1)/2⌋ and l(P 44 (s, t)) ≤ 2n + ⌈(n + ⌊n/2⌋ − 1)/2⌉. Similarly, l(P 42 (s, t)) ≤
2n+ ⌊(n+ ⌊n/2⌋ − 1)/2⌋ and l(P 43 (s, t)) ≤ 2n+ ⌈(n+ ⌊n/2⌋ − 1)/2⌉. Thus, l(C4(s, t)) ≤ 2n+ ⌈(n+ ⌊n/2⌋ − 1)/2⌉.
Case 2. (Otherwise): Referring to Algorithm Build_C4(s, t),P 41 (s, t) and P
4
3 (s, t) (P
4
2 (s, t) and P
4
4 (s, t)) are constructed
based on P 21 (s, t) and P3(s, t) (P
2
2 (s, t) and P4(s, t)). Similar to Case 1, l(C4(s, t)) ≤ 2n+ ⌈(n+ ⌊n/2⌋ − 1)/2⌉.
Therefore, l(C4(s, t)) ≤ 2n+ ⌈(n+ ⌊n/2⌋ − 1)/2⌉. 
Each of Lemma 8, Lemma 14 and Lemma 17 indicates an upper bound of dω(EPM[n]) for eachω. In the following, a lower
bound of ω-wide distance between a special pair of nodes for each ω is calculated, and then the lower bound of dω(EPM[n])
can be obtained.
3.3. ω-wide diameters
Let s = (n; a, a) and t = (n; 2n−1 + a, 2n−1 + a), where a = an−1an−2 . . . a1a0 in binary, an−1 = 0 and aγ = ¬aγ+1,
0 ≤ γ ≤ n − 2, so that ∀u ∈ P ∗(s, t), l(P #(Ni(u),Ni(P2(u)))) = 3. Assume l(P #(Ni(u),Ni(Pk(u)))) ≤ l(P #(N(i+2)4(u),
N(i+2)4(P
k(u)))), with the aid of Lemma 6 l(P #(Ni(u),Ni(Pk(u)))) = k + ⌊k/2⌋ and l(P #(N(i+2)4(u),N(i+2)4(Pk(u)))) =
k+⌈k/2⌉. For ease of discussion, in the rest of this section, allP (s, t)s are disjoint to aP ∗(s, t), where s and t ∈ V (EPM[n]).
Before determining a lower bound of dω(s, t), some properties of paths are shown in the following lemmas.
Lemma 18. l(P (s, t)) ≥ 2n+ 2⌊n/2⌋ − 2.
Proof. Let a and b ∈ V (P (s, t)), la = lb = l = min{lv|v ∈ V (P (s, t))}, be nodes in P (s, t) nearest to Pn−l(s) and Pn−l(t),
respectively, andP (s, t) = P (s, a) •P (Tl; a, b) •P (b, t). If a (b) is not a neighbor of Pn−l(s) (Pn−l(t)), then apply Lemma 2
and Corollary 3 toP (s, a) (P (b, t)) and thus a (b) can be replaced by a′ = Ni(Pn−l(s)) (b′ = Nj(Pn−l(t))) without increasing
the length ofP (s, t). Hence,P (s, t) can be rebuilt asP ∗(s,Ni(s))•P #(Ni(s), a′)•P ∗(Tl; a′, b′)•P #(b′,Nj(t))•P ∗(Nj(t), t)
without increasing its length and is still disjoint to P ∗(s, t). As mentioned above, the rebuilt P (s, t) is the shortest one
among all P (s, t)s with min{lv | v ∈ V (P (s, t))} = l. Notably, l(P #(Ni(s), a′)) ≥ (n − l) + ⌊(n − l)/2⌋, d(Tl; a′, b′) =
2l − 2 and l(P #(b′,Nj(t))) ≥ (n− l)+ ⌊(n− l)/2⌋. In other words, under this condition, l(P (s, t)) is at least 1+ (n− l)+
⌊(n− l)/2⌋ + (2l − 2)+ (n− l)+ ⌊(n− l)/2⌋ + 1 = 2× ((n− l)+ ⌊(n− l)/2⌋)+ 2l. To minimize l(P (s, t)), l should be 2
and thus l(P (s, t) ≥ 2n+ 2⌊n/2⌋ − 2. 
The proof of Lemma 18 reveals that the layers of all nodes in every P (s, t) are at least 2 and any P (s, t) can be rebuilt
as P ∗(s,Ni(s)) •P #(Ni(s),Ni(Pn−2(s))) •P ∗(T2;Ni(Pn−2(s)),Nj(Pn−2(t))) •P #(Nj(Pn−2(t)),Nj(t)) •P ∗(Nj(t), t)without
increasing its length and is still disjoint to P ∗(s, t).
Lemma 19. Given a P (s, t) = P ∗(s,Ni(s)) • P #(Ni(s),Ni(Pn−2(s))) • P ∗(T2;Ni(Pn−2(s)),Nj(Pn−2(t))) • P #(Nj(Pn−2(t)),
Nj(t)) •P ∗(Nj(t), t), l(P (s, t)) = 2n+ 2⌊n/2⌋ − 2 (2n+ 2⌈n/2⌉ − 2) if l(P #(Ni(s),Ni(P(s)))) = l(P #(Nj(P(t)),Nj(t))) =
1 (2) and l(P (s, t)) = 3n− 2 if l(P #(Ni(s),Ni(P(s)))) = 1 and l(P #(Nj(P(t)),Nj(t))) = 2 or l(P #(Ni(s),Ni(P(s)))) = 2 and
l(P #(Nj(P(t)),Nj(t))) = 1.
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Proof. Clearly, l(P ∗(s,Ni(s))) = l(P ∗(Nj(t), t)) = 1. According to the coordinates of s and t , Pn−2(s) = (2; 0, 0), Pn−2(t) =
(2; 2, 2) and d(T2;Ni(Pn−2(s)),Nj(Pn−2(t))) = 2. Two cases are first discussed for calculating l(P #(Ni(s),Ni(Pn−2(s)))), and
then l(P #(Nj(Pn−2(t)),Nj(t))) can be similarly determined.
Case 1. (n is even): Since l(P #(Ni(u),Ni(P2(u)))) = 3 where u ∈ P ∗(s, t), l(P #(Ni(s),Ni(Pn−2(s)))) = 3(n − 2)/2 =
n+ n/2− 3.
Case 2. (n is odd): Restate P #(Ni(s),Ni(Pn−2(s))) as P #(Ni(s),Ni(P(s))) • P #(Ni(P(s)),Ni(Pn−3(P(s)))). Hence,
l(P #(Ni(P(s)),Ni(Pn−3(P(s))))) = 3(n − 3)/2 = n + (n − 1)/2 − 4 and therefore l(P #(Ni(s),Ni(Pn−2(s)))) = n + (n −
1)/2− 3 (n+ (n+ 1)/2− 3) if l(P #(Ni(s),Ni(P(s)))) = 1 (2).
Combining Cases 1 and 2, l(P #(Ni(s),Ni(Pn−2(s)))) = n+ ⌊n/2⌋ − 3 (n+ ⌈n/2⌉ − 3) if l(P #(Ni(s),Ni(P(s)))) = 1 (2).
Similarly, l(P #(Nj(Pn−2(t)),Nj(t))) = n + ⌊n/2⌋ − 3 (n + ⌈n/2⌉ − 3) if l(P #(Nj(P(t)),Nj(t))) = 1 (2). Therefore,
if l(P #(Ni(s),Ni(P(s)))) = l(P #(Nj(P(t)),Nj(t))) = 1, l(P (s, t)) = l(P ∗(s,Ni(s))) + l(P #(Ni(s),Ni(Pn−2(s)))) +
l(P ∗(T2;Ni(Pn−2(s)),Nj(Pn−2(t))))+ l(P #(Nj(Pn−2(t)),Nj(t)))+ l(P ∗(Nj(t), t)) = 1+ (n+⌊n/2⌋−3)+2+ (n+⌊n/2⌋−
3)+ 1 = 2n+ 2⌊n/2⌋ − 2. Similarly, l(P (s, t)) = 2n+ 2⌈n/2⌉ − 2 if l(P #(Ni(s),Ni(P(s)))) = l(P #(Nj(P(t)),Nj(t))) = 2,
and l(P (s, t)) = 3n − 2 if l(P #(Ni(s),Ni(P(s)))) = 1 and l(P #(Nj(P(t)),Nj(t))) = 2 or l(P #(Ni(s),Ni(P(s)))) = 2 and
l(P #(Nj(P(t)),Nj(t))) = 1. 
Given a Cω(s, t) in which every path is disjoint to a P ∗(s, t), according to the proof of Lemma 18, every P (s, t) can
be reconstructed as P ∗(s,Ni(s)) • P #(Ni(s),Ni(Pn−2(s))) • P ∗(T2;Ni(Pn−2(s)),Nj(Pn−2(t))) • P #(Nj(Pn−2(t)),Nj(t)) •
P ∗(Nj(t), t). The ω reconstructed P (s, t)s form a C ′ω(s, t) and let lT (C ′ω(s, t)) denote the total length of C ′ω(s, t). Every
P (s, t) in C ′ω(s, t) is refined again to include subpaths of P ∗(s, Pn−2(s)) and P ∗(Pn−2(t), t) for shortening its length. Let
Cω"(s, t) denote the refined C ′ω(s, t) and lT (Cω"(s, t)) denote the total length of Cω"(s, t). Notably, each of C ′ω(s, t) and
Cω"(s, t) is not necessary to be a container. There are fs disjoint subpaths of P ∗(s, Pn−2(s)) and ft disjoint subpaths of
P ∗(Pn−2(t), t), which are included in the Cω"(s, t). Significantly, both fs and ft are at least 1 and fs + ft is at least ω.
Let ∆ls and ∆lt denote the decreases of the total length after including subpaths of P ∗(s, Pn−2(s)) and P ∗(Pn−2(t), t),
respectively. Also let cs and ct denote the costs of including subpaths of P ∗(s, Pn−2(s)) and P ∗(Pn−2(t), t), respectively.
Eq. (1) is used to formally describe the relationship of lT (Cω"(s, t)) and lT (C ′ω(s, t)).
lT (Cω"(s, t)) = lT (C ′ω(s, t))−∆ls −∆lt + cs + ct . (1)
Notably, applying the reconstruction of the proof of Lemma 18 to each P (s, t) in a Cω(s, t), lT (C ′ω(s, t)) equals to the
total length of all resulting paths. According to (1), after minimizing cs and ct , and maximizing ∆ls and ∆lt , lT (Cω"(s, t)) ≤
lT (C∗ω(s, t)). In the following, let ρι denote the length of the ιth subpath of P ∗(s, Pn−2(s)) , where 1 ≤ ι ≤ fs. Given node u
in aP ∗(s, Pn−2(s)) such thatP #(Ni(u),Ni(Pρι(u))) is a subpath of a path in C ′ω(s, t)with l(P #(Ni(Pρι−1(u)),Ni(Pρι(u)))) =
2,P #(Ni(u),Ni(Pρι(u))) is replaced with P ∗(Ni(u), u) • P ∗(u, Pρι(u)) • P ∗(Pρι(u),Ni(Pρι(u))) during C ′ω(s, t) is
transforming into Cω"(s, t). When l(P #(Ni(u),Ni(P(u)))) = 2 (1), l(P #(Ni(u),Ni(Pρι(u)))) = ρι + ⌈ρι/2⌉ (ρι + ⌊ρι/2⌋).
Hence, including the subpath with length ρι has the benefit of (ρι + ⌈ρl/2⌉) − ρι = ⌈ρι/2⌉ (⌊ρι/2⌋) if l(P #(Ni(u),
Ni(P(u)))) = 2 (1), and costs 2 for P ∗(Ni(u), u) and P ∗(Pρι(u),Ni(Pρι(u))).
Lemma 20. lT (C2"(s, t)) ≥ 4n+ 2⌊n/2⌋ + 2fs + 2ft − 6, for n ≥ 4.
Proof. According to (1), cs, ct ,∆ls, and∆lt are first determined, and then lT (C2"(s, t)) can be computed. Two cases are first
discussed for calculating cs, and then ct can be similarly determined.
Case A1. (P ∗(s, P(s)) is inC2"(s, t)): According to Lemma2, include the first subpathP ∗(s, Pρ1(s)) into theC2"(s, t)without
any cost. Since eachP (s, t) in C ′2(s, t) is disjoint to aP ∗(s, t), including the other fs− 1 subpaths into the C ′2(s, t)
costs 2(fs − 1) edges. In other words, cs = 2(fs − 1).
Case A2. (Otherwise): Including fs subpaths of P ∗(s, Pn−2(s)) need 2fs torus edges as cost. In other words, cs = 2fs.
Thus, cs is at least 2(fs−1), and ct is at least 2(ft−1) similarly. Obviously,∑fsι=1 ρι ≤ (n−2)−(fs−1) = n−fs−1.Without
loss of generality, let two paths in theC ′2(s, t) beP ∗(s,N0(s))•P #(N0(s),N0(Pn−2(s)))•P ∗(T2;N0(Pn−2(s)),N0(Pn−2(t)))•
P #(N0(Pn−2(t)),N0(t)) • P ∗(N0(t), t) and P ∗(s,N1(s)) • P #(N1(s),N1(Pn−2(s))) • P ∗(T2;N1(Pn−2(s)),N1(Pn−2(t))) •
P #(N1(Pn−2(t)),N1(t)) • P ∗(N1(t), t), and l(P #(N0(s),N0(P(s)))) ≥ l(P #(N1(s),N1(P(s)))) and l(P #(N0(P(t)),N0(t)))
l(P #(N1(P(t)),N1(t))). Significantly, the longest path in C ′2(s, t) is the best choose to refine for getting highest benefit.
Based on the structure of C ′2(s, t), four cases are first discussed for calculating∆ls and then∆lt is similarly obtained. Hence,
lT (C2"(s, t)) can then be computed.
Case B1. (l(P #(N0(s),N0(P(s)))) = l(P #(N0(P(t)),N0(t))) = 1) : ∆ls ≤ ⌊ρ1/2⌋+∑fsι=2⌈ρι/2⌉ ≤ (∑fsι=1 ρι+ fs− 1)/2 ≤
n/2 − 1. Thus, ∆ls ≤ ⌊n/2⌋ − 1 because ∆ls is an integer. Similarly, ∆lt ≤ ⌊n/2⌋ − 1. According to Lemma 19,
lT (C ′2(s, t)) ≥ 2(2n+ 2⌊n/2⌋ − 2). Therefore, according to (1), lT (C2"(s, t)) ≥ 2(2n+ 2⌊n/2⌋ − 2)− 2(⌊n/2⌋ −
1)+ 2(fs − 1)+ 2(ft − 1) = 4n+ 2⌊n/2⌋ + 2fs + 2ft − 6.
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Case B2. (l(P #(N0(s),N0(P(s)))) = l(P #(N0(P(t)),N0(t))) = 2) : ∆ls ≤ ∑fsι=1⌈ρι/2⌉ ≤ (∑fsι=1 ρι + fs)/2 ≤ (n − 1)/2.
Thus,∆ls ≤ ⌊(n− 1)/2⌋ = ⌈n/2⌉ − 1. Similarly,∆lt ≤ ⌈n/2⌉ − 1. According to Lemma 19, lT (C ′2(s, t)) ≥ (2n+
2⌈n/2⌉−2)+(2n+2⌊n/2⌋−2) = 6n−4. Therefore, lT (C2"(s, t)) ≥ (6n−4)−2(⌈n/2⌉−1)+2(fs−1)+2(ft−1) =
4n+ 2⌊n/2⌋ + 2fs + 2ft − 6.
Case B3. (l(P #(N0(s),N0(P(s)))) = 1 and l(P #(N0(P(t)),N0(t))) = 2): Similar to Cases B1 and B2, ∆ls ≤ ⌊n/2⌋ − 1 and
∆lt ≤ ⌈n/2⌉−1. According to Lemma 19, lT (C ′2(s, t)) ≥ (2n+2⌊n/2⌋−2)+(3n−2) = 5n+2⌊n/2⌋−4. Therefore,
lT (C2"(s, t)) ≥ (5n+2⌊n/2⌋−4)−(⌊n/2⌋−1)−(⌈n/2⌉−1)+2(fs−1)+2(ft−1) = 4n+2⌊n/2⌋+2fs+2ft−6.
Case B4. (l(P #(N0(s),N0(P(s)))) = 2 and l(P #(N0(P(t)),N0(t))) = 1): Similar to Case B3, lT (C2"(s, t)) ≥ 4n+ 2⌊n/2⌋ +
2fs + 2ft − 6.
Therefore, lT (C"2(s, t)) ≥ 4n+ 2⌊n/2⌋ + 2fs + 2ft − 6. 
Lemma 21. lT (C "ω(s, t)) ≥ 2ωn+ 2(ω − 3)⌈n/2⌉ + 4⌊n/2⌋ + 2fs + 2ft − 2ω − 2, for n ≥ 4, 3 ≤ ω ≤ 4.
Proof. In a C ′ω(s, t), there are at least (ω − 2) P #(Ni(s),Ni(Pn−2(s)))s (P #(Nj(t),Nj(Pn−2(t)))s) of length ⌈3(n − 2)/2⌉
and at most 2 P #(Ni(s),Ni(Pn−2(s)))s (P #(Nj(t),Nj(Pn−2(t)))s) of length ⌊3(n − 2)/2⌋, where 0 ≤ i, j ≤ 3. Hence,
lT (C ′ω(s, t)) ≥ 2× 2(⌊3(n− 2)/2⌋)+ 2(ω− 2)(⌈3(n− 2)/2⌉)+ω× (1+ 2+ 1) = 2ωn+ 2(ω− 2)⌈n/2⌉+ 4⌊n/2⌋− 2ω.
Similar to Case B2 in the proof of Lemma 20, ∆ls ≤ ⌈n/2⌉ − 1 and ∆lt ≤ ⌈n/2⌉ − 1. Similar to Case A1 in the proof of
Lemma 20, cs ≥ 2(fs − 1) and ct ≥ 2(ft − 1). Thus, according to (1), lT (C"ω(s, t)) ≥ (2ωn + 2(ω − 2)⌈n/2⌉ + 4⌊n/2⌋ −
2ω)− 2(⌈n/2⌉ − 1)+ 2(fs − 1)+ 2(ft − 1) = 2ωn+ 2(ω − 3)⌈n/2⌉ + 4⌊n/2⌋ + 2fs + 2ft − 2ω − 2, for 3 ≤ ω ≤ 4. 
Lemma 22. d2(s, t) ≥ 2n+ ⌊n/2⌋ − 1, d3(s, t) ≥ 2n+ ⌈4⌊n/2⌋/3⌉ and d4(s, t) ≥ 2n+ ⌈(n+ ⌊n/2⌋ − 1)/2⌉, for n ≥ 4.
Proof. By Lemma20, lT (C"2(s, t)) ≥ 4n+2⌊n/2⌋−2, d2(s, t) ≥ 2n+⌊n/2⌋−1. According to Lemmas 14 and17, l(C3(s, t)) ≤
2n+ ⌈4⌊n/2⌋/3⌉ and l(C4(s, t)) ≤ 2n+ ⌈(n+ ⌊n/2⌋ − 1)/2⌉. In the following, dω(s, t) is determined, where 3 ≤ ω ≤ 4.
Suppose fs + ft ≥ 5, according to Lemma 21, l(C"3(s, t)) ≥ 2n+ ⌈(4⌊n/2⌋ + 2)/3⌉ and l(C"4(s, t)) ≥ 2n+ ⌊n/2⌋ + ⌈n/4⌉.
They contradict to their upper bound. Hence, ω ≤ fs + ft ≤ 4.
Case 1. (fs = ft): Since ω ≤ fs + ft ≤ 4, fs = ft = 2. According to Lemma 21, lT (C"3(s, t)) ≥ 6n + 4⌊n/2⌋ and
lT (C"4(s, t)) ≥ 10n+2⌊n/2⌋−2. Therefore, d3(s, t) ≥ 2n+⌈4⌊n/2⌋/3⌉ and d4(s, t) ≥ 2n+⌈(n+⌊n/2⌋−1)/2⌉.
Case 2. (Otherwise): Without loss of generality, assume fs > ft . Sinceω ≤ fs+ ft ≤ 4, ft = 1 andω−1 ≤ fs ≤ 3. Restated,
P ∗(Pn−2(t), t) is included in one of the ω paths, and fs subpaths of P ∗(s, Pn−2(s)) are included in the other ω− 1
paths. Hence, the path including P ∗(Pn−2(t), t) in C"ω(s, t) is shorter than others. Thus, only ω − 1 paths are
considered to determine l(C"ω(s, t)). Similar to (1), since∆ls ≤ ⌈n/2⌉ − 1 and cs ≥ 2(fs − 1) ≥ 2(ω− 1− 1), the
total length of the otherω−1 paths is at least 2×2(⌊3(n−2)/2⌋)+2(ω−3)(⌈3(n−2)/2⌉)+(ω−1)(1+2+1)−
(⌈n/2⌉−1)+2(ω−1−1) = 2(ω−1)n+(2ω−7)⌈n/2⌉+4⌊n/2⌋−1. Thus, l(C"3(s, t)) ≥ 2n+(3⌊n/2⌋−1)/2⌉ and
l(C"4(s, t)) ≥ 2n+ ⌈(⌈n/2⌉ + 4⌊n/2⌋ − 1)/3⌉. According to Lemma 21, they contradict to their upper bound. 
By Lemmas 8, 14, 17 and 22, we can easily obtain the following theorem.
Theorem 23. d2(EPM[n]) = 2n+⌊n/2⌋−1, d3(EPM[n]) = 2n+⌈4⌊n/2⌋/3⌉, and d4(EPM[n]) = 2n+⌈(n+⌊n/2⌋−1)/2⌉,
for n ≥ 4.
It is easy to check that d2(EPM[1]) = 2, d3(EPM[1]) = 3, d3(EPM[2]) = d4(EPM[2]) = 4, d3(EPM[3]) = 6, and
d4(EPM[3]) = 7.
4. Concluding remarks
Parallelism, transmission delay and fault tolerance are very important issues for parallel communication on an
interconnection network. The ω-wide diameter of an interconnection network is a metric of evaluating parallel
communication performance and reliability of the network. This work computes dω(EPM[n]) for 2 ≤ ω ≤ 4. It is found that
d2(EPM[n]) = 2n+ ⌊n/2⌋ − 1, d3(EPM[n]) = 2n+ ⌈4⌊n/2⌋/3⌉, and d4(EPM[n]) = 2n+ ⌈(n+ ⌊n/2⌋ − 1)/2⌉, for n ≥ 4.
Furthermore, d2(EPM[1]) = 2, d3(EPM[1]) = 3, d3(EPM[2]) = d4(EPM[2]) = 4, d3(EPM[3]) = 6, and d4(EPM[3]) = 7.
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