A specific example of the Ikehara Tauberian theorem is extended to the case where the zeta function has a pole of order p > 1 at the first singularity. And we have an application to asymptotic behavior of eigenvalues for some partial differential operator. 0. Introduction. In order to study the asymptotic behavior of eigenvalues for some differential or pseudodifferential operators, one frequently uses a specific example of Ikehara's Tauberian theorem. To be more precise, let P be a positive definite self-adjoint operator on a separable Hubert space H with the domain of definition K which is dense in H. If we denote the spectral resolution associated to P by {E(λ)} 9 we can define complex powers of P:
N(λ) = ^^^(log^-U-^l +o(l)) as λ-+oo.
By this proposition, we could get the first term of N(λ). However, we cannot find the coefficients of the term (\ogλ) J 'λ" a (j < p -1). The purpose of this paper is to determine the coefficients C, of the asymptotic behavior of the form:
for some δ > 0 as λ -• oo. The proof is more complicated than that of Proposition 2 and essentially due to the inverse Mellin transformation.
(cf. Duistermaat-Guillemin [6] .) The plan of this paper is as follows. In § 1, we give the main theorem. Section 2 is devoted to the proof of the main theorem. Section 3 gives an example to illustrate our theory. Finally in Appendix, we shall discuss analytic continuation of a zeta function which is used in §3. 1. Statement. Let H be a separable Hubert space and P a densely defined positive self-adjoint operator on H with the domain of definition K. We regard K equipped with the graph norm as a Hubert space. We assume:
(H) The canonical injection from K to H is compact. Since the domain of definition K of P is imbedded compactly to H, the spectrum σ(P) of P is discrete, i.e., both the following hold: (1.1) λ e σ(P) is an isolated point of σ{P).
(1.2) λ € σ(P) is an eigenvalue of finite multiplicity.
Thus we can denote the sequence of eigenvalues by 0 < λ\ < λι < • , λk -> oo (k -> oc) with repetition according to multiplicity.
Since complex powers of P is defined by (0. 
7=1 "
as λ-> +oc.
Here it is said that s = a is the first singularity of Z P (s) if Z P (s) is holomorphic in {s e C; Res > a -δ} for some δ > 0, except a pole at s = a. 
Proof of
In the sequel, we shall study the asymptotic behavior of Ij{μ) and Rc o {μ) as μ -• +00. In order to do so, we prove the following four lemmas. Proof Since {d/ds)J(ε + it)~s = {ε + it)~s"(-log(e + it))J, it suffices to prove that:
and the integral in the right-hand side in (2.8) is uniformly convergent on B r (l/2) . By virtue of the mean value theorem, there exists θ e (0,1) such that
If we choose δ > 0 so that r + δ < 1/2, there exists a constant C independent of ε and s e B r {\/2) such that
for all \t\ > 
it suffices to prove:
The integration by parts leads to
r denotes the derivative of Fp. We first estimate the third term of (2.12) . Noting that for arbitrary δ (0 < δ < 1 -b) there exists a constant C > 0 independent of ε such that |(ε + ιί)-*(log(e + iή^FpYiήe^l < C\t\-b~δ in supp {Fp) 1 , it is easily seen that the third term is of O(μ~ι) as μ -• +oc uniformly when ε [ 0.
Next, we consider the first and second terms of (2.12). Since we may suppose supρ(iτ?) c {-N, N) for some N> 0, we can write /»oo (2.13) 
Thus, taking £ > 0 small enough, there exist constants C and C independent of ε such that
Similarly taking δ > 0 small enough shows that we also have
J\t\>N

\ f \ί\>N J\t\>N
Hence we see that the second and third terms in the right-hand side in (2.13) are of 0(1) as μ -> +00 uniformly in ε. Now, the integration by parts yields that , -π/2 < θ < 0, it follows from the same argument that
J-oo
Therefore
I+(s) + I-(s) = i{Γ
This completes the proof.
Finally we consider the asymptotic behavior of the remainder term 
Proof. If ZQ(S)Γ(S)
has a pole at s = SQ such that 0 < s 0 < c 0 < 1/2, the above lemmas show that there exist some δ > 0 and c\ (0 < c\ < SQ) such that Rl(μ) = ϋ^ (//j + O^-1 / 2 -^). Thus in the definition (2.4) of R Co (z) we may assume that CQ > 0 is arbitrary. Moreover, if ZQ(S)Γ(S) has a pole at s = 0, there exist some d < 0 and sufficiently small e > 0 such that i?co(*) = #(*) + Λ</(*) where lπι J\s\=
We show that there exists δ > 0 such that It is clear that the second term in the parenthesis of (2.16) is of 0 (1) .
) as μ -> oo. Consequently it follows that for some δ > 0, i?o(μ) = Oί//"^" 1 / 2 ) as // -> oo. Thus we are reduced to prove that for some
) as // ~> oo. But this fact follows from the same arguments in [3] (cf. [6] ). This completes the proof.
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End of the proof of Theorem.
By virtue of the above lemmas, we have, modulo O{μ~χ/ 2~δ ) for some δ > 0 as μ -• +oc,
Here, taking Remark 2.2 and Lemma 2.4 into consideration,
By the well known equation: sinsπΓ(s)Γ(l -s) = π, we have
Now it follows from Helίfer [7] that there exists a constant C such that
Thus we have In combination with the well known equation Proof. Let g be a complex valued function belonging to C ι [0, 2] , Then, the integration by parts leads to 
