A concept of expressive equivalence for planning formalisms based on polynomial transformations is de ned. It is argued that this definition is reasonable and useful both from a theoretical and from a practical perspective; if two languages are equivalent, then theoretical results carry over and, more practically, we can model an application problem in one language and then easily use a planner for the other language. In order to cope with the problem of exponentially sized solutions for planning problems an even stronger concept of expressive equivalence is introduced, using the novel ESP-reduction. Four di erent formalisms for propositional planning are then analyzed, namely two variants of STRIPS, ground TWEAK and the SAS + formalism. Although these may seem to exhibit di erent degrees of expressive power, it is proven that they are, in fact, expressively equivalent under ESP reduction. This means that neither negative goals, partial initial states nor multi-valued state variables increase the expressiveness of standard' propositional STRIPS.
Introduction
This report analyzes and compares four formalisms for propositional planning with respect to expressive power. The reason for this analysis is twofold. Firstly, if two formalisms can be proven equally expressive, under some reasonable notion of expressive equivalence, then various theoretical results will carry over between these formalisms. We may, for instance, desire that complexity results carry over. Furthermore, there will also be the more practical consequence that a planning algorithm designed for one of the formalisms can be easily used also for planning in the other formalism. Secondly, by formally analysing the expressive power of the formalisms, we are able to prove or disprove some`folklore' assumptions about the relative expressiveness of the formalisms.
There is hardly any consensus about what expressive equivalence between formalisms means. We have chosen in this report to say that two planning formalisms are expressively equivalent if the planning problem expressed in one of the formalisms can be polynomially transformed into the planning problem expressed in the other formalism. (Actually, we will use an even stronger form of polynomial reduction for the equivalence proofs in this article). That is, an instance of the planning problem in one formalism can be converted to an equivalent instance of the planning problem in the other formalism in polynomial time. Although other de nitions may also be reasonable from some perspective, our de nition is very appealing. It gives us the properties we wished above, that is, complexity results carry over immediately and a planning algorithm designed for one formalism can be easily and reasonably e ciently used also for another formalism.
The four formalisms we have chosen to analyze are all propositional variants of the STRIPS formalism 14]. The rst two formalisms are both plain propositional variants of STRIPS, di ering only in whether negative preconditions and goals are allowed or not. We refer to these formalisms as Common Propositional STRIPS (CPS) and Propositional STRIPS with Negative goals (PSN) respectively. The third formalism is the ground (ie. propositional) variant of TWEAK 11] and it is, thus, closely related to the rst two formalisms. We refer to this formalism as Ground TWEAK (GT). The fourth, and nal, formalism in our analysis is the extended simpli ed action structures (SAS + ) formalism 2, 3, 6, 17], which derives from the SAS formalism 4, 5] and the original action structures formalism 23] . These four formalism seem to form a sequence of successively more and more expressive power, in the order presented above. The PSN formalism adds to the CPS formalism the capability of expressing negative goals and subgoals (preconditions), ie. we may not only state what must be true in the goal, but also what must not be true. The GT formalism further adds incomplete initial states, ie., the truth value of a proposition may be unde ned not only in the goal state but also in the initial state. The SAS + formalism, nally, generalizes the propositions to multi-valued state variables. All these features are summarized in Table 1. 1 Although it looks as if the four formalisms actually are of di erent and increasing expressive power, this turns out not to be the case. All four formalisms are, in fact, equally expressive for planning, as we will prove in Section 4 of this report. That is, neither of the features listed in Table 1 (negative goals and subgoals, incomplete initial states and multi-valued state variables) adds to the expressiveness of propositional planning. 1 This does not necessarily imply that we should always restrict ourselves to using one of these formalism only, perhaps elevating one of them to the status of being à standard'. There may be good reasons for using either formalism, depending on the purpose. One formalism may, for conceptual reasons, be better suited than another for modelling a certain application|perhaps making it easier and more natural to model this application. How the equivalence results should be interpreted is rather as follows. There is no a priori reason for choosing one formalism over the other; rather, knowing that they are all equally expressive, we know that it does not matter which one we use to model an application, we can always transform and compare our modelling to others done in the other formalisms. For instance, we may nd it conceptually appealing and natural to use state variables, that is, the SAS + formalism, to model a certain application. At the same time, we may have a very good planning system for, say, the CPS formalism, perhaps providing us with a good user interface and other facilities. We then know that this is no con ict; we can go ahead and model our application in the SAS + formalism and it is then trivial to convert this modelling automatically to an equivalent modelling in the CPS formalism. That is, we can use both our favourite formalism for modelling and our favourite formalism for planning even when these do not coincide.
Since all four formalisms analyzed in this report are very basic and simple it may perhaps deserve some motivation why it is interesting to restrict an analysis to these four only. One reason is that much of the theoretical work in planning is still based on these formalisms, for good reasons; they are simple and clean enough for analyzing various theoretical issues, most of which could not be analyzed for more complex formalisms until sorted out for these simpler ones. Furthermore, even for these restricted formalisms, the relative expressive power is not obvious to most people. Hence, this analysis provides a good starting point for carrying on with analysing other features of planning formalisms.
The rest of this article is laid out as follows. Section 2 formally de nes the four planning formalisms and Section 3 formally de nes the concepts of planning problem and equal expressiveness. In Section 4 the four formalisms are proven expressively equivalent and Section 5 ends the article with a brief discussion and conclusions.
Four Planning Formalisms
This section introduces formally the four formalisms mentioned in the introduction. In order to simplify the analysis, we will only be concerned with total-order plans (linear plans) in this report. This does not restrict the analysis, however, since the set of partial-order plans solving an instance of a planning problem can be viewed as a compact representation of the set of total-order plans solving the same instance. Before introducing the four formalisms, we de ne some formalism-independent concepts. The initial state and any state resulting from executing an operator is represented by a set of atoms|interpreted such that an atom is true in this state i it is present there. The goal state is interpreted as a positive partial state, ie., those atoms mentioned in the goal must be true. The atoms not mentioned are interpreted as`don't care', ie., we do not commit ourselves to any particular truth value for these; they may be either true or false after executing the plan. The goal is, thus, not the exact state we want to hold after executing the plan, but a minimum requirement for what that state must look like. The preconditions act as subgoals and are, thus, interpreted in the same way as the goal state. An operator can be executed in a state if its precondition is satis ed there|ie., the precondition is a minimum requirement for what must hold in the state where the operator is executed. Finally, if an operator is executed in a state where its precondition is satised, then the resulting state is calculated from the current state by adding those atoms mentioned in the add list and removing those mentioned in the delete list. Hence, all atoms that are not explicitly deleted remain true after executing an operator|the so called STRIPS assumption.
The Propositional STRIPS with Negative Goals (PSN) formalism 3 is a generalization of the CPS formalism, allowing negative goals and negative preconditions. Hence, we cannot only specify what atoms must be true in the nal state, but also which atoms must be false there. This is done by dividing the goal into one set of atoms that must be present in the nal state and one set of atoms that must not be present in the nal state. Preconditions are divided in the same way. Note that both the goal and the preconditions are still partial states since an atom need not be mentioned at all; such an atom may be either true or false.
Since the the CPS formalism can be viewed as a restriction of the PSN formalism, we de ne the PSN formalism rst. The CPS planning problem can now be de ned as the restriction of the PSN planning problem to instances having no negative goals and operator sets consisting only of operators with no negative preconditions.
De nition 2. 
Ground TWEAK
The Ground TWEAK (GT) formalism is the ground (or propositional) version of the TWEAK formalism 11], that is, the TWEAK formalism restricted to only ground literals. 4 In this formalism the initial state and the intermediate states resulting from executing operators are also partial states. 5 Hence, we can distinguish between atoms that are true, false and unknown respectively also in these states. Since TWEAK uses literals, an operator need only be modelled by a precondition and a postcondition, both being sets of literals, that is, partial states. The initial state and the goal state are also partial states. We require states to be consistent, ie., we do not allow both an atom and its negation to be present in a state. 
The SAS + Formalism
There are two main di erences between the SAS + formalism and the other three formalisms. The rst one is that the SAS + formalism uses partial, multi-valued state variables instead of propositional atoms or literals. In the GT formalism, an atom can, in principle, have three possible values in a state, namely true, false and unknown, depending on whether p, :p or neither respectively is present in the state. In the SAS + formalism, this is generalized so that a state variable can have an arbitrary number of de ned values in addition to the unde ned value u. The second di erence is that the operators have a prevail-condition in addition to the usual pre-and postconditions. This makes it possible to distinguish easily between those variables in the (STRIPS) precondition that are changed by the operator and those that remain unchanged. 6 That is, the (SAS + ) precondition of an operator speci es those state variables which must have a certain de ned value in order to execute the operator and that will also be changed to some other value by the operator. The prevail-condition, on the other hand, speci es those state variables that must have a certain value but will remain unchanged after executing the operator. An operator can be executed in a state if both the pre-and prevail-condition are satis ed there, that is, all variables having some de ned value in either of these conditions (a variable cannot be de ned in both these conditions) has the same value in the state. When the operator is executed, then every variable that is de ned in the postcondition of the operator will have that particular value in the resulting state; all other variables will have the same value as they had in the state the operator was executed in, which essentially is the STRIPS assumption.
In this report we will present a somewhat simpli ed and modi ed account of the SAS + formalism, ignoring all technical details not absolutely necessary for the proofs in Section 4. De nition 3.1 Given a planning formalism X, the (general) planning problem in X (X-GPP) consists of a set of instances, each instance having an associated set Sol( ) of solutions. Furthermore, given a solution set Sol( ), for each k 0, Sol k ( ) denotes the subset of Sol( ) restricted to solutions of length k only (ie. valid plans with k operators).
We specialize this problem into the corresponding bounded and unbounded decision (ie. existence) and search (ie. generation) problems. The bounded problems are the optimization versions, ie. nding or deciding the existence of a minimal-length plan.
De nition 3.2 Given a planning formalism X, the planning problem in X can be specialized as follows. The plan existence problem in X (X-PE) is: given an instance , decide whether Sol( ) 6 = ; or not, ie. whether has a solution or not. The bounded plan existence problem in X (X-BPE) takes an integer k 0 as an additional parameter and asks if Sol n ( ) 6 = ; for some n k, ie. whether has a solution of length k or shorter. The plan generation problem in X (X-PG) is: given an instance , nd a member of Sol( ) or answer that Sol( ) is empty. The bounded plan generation problem in X (X-BPG) takes an integer k 0 as an additional parameter and returns a member of Sol n ( ) for some n k or answers that Sol n ( ) is empty for all n k.
As mentioned in the introduction, we have chosen to de ne the concept equal expressiveness using polynomial transformations. 7 As long as we consider only the (bounded) plan existence problems, it is straightforward to de ne equal expressiveness under polynomial transformation.
De nition 3. The motivation for this de nition of equal expressiveness is as follows.
If we know that formalisms X and Y are equally expressive with respect to plan existence, then a proof that X-PE belongs to a certain complexity class immediately allows us to conclude that also Y -PE belongs to that complexity class, and vice versa. Similarly, hardness and completeness results for complexity classes also carry over immediately.
We are mostly interested in nding a plan, however, not only nding out whether one exists. Hence, we must also consider expressive equivalence with respect to plan generation. Usually there is a strong relationship between a decision problem and its corresponding search problem. For instance, if a decision problem is NP-complete, then the search problem is usually NPequivalent and if two search problems can be polynomially transformed into each other, then the corresponding search problems can usually be Turing reduced to each other. Furthermore, the bounded plan generation problem can be solved by employing an oracle (or an algorithm) for the bounded plan existence problem and using pre x search 8, 15] . For most problems, such a pre x search strategy is a Turing reduction. This is not the case for the planning, however, since instances of the planning problems may have even minimal solutions of exponential length in the size of the instance 2, 6]. It has been argued that such instances should be regarded as unrealistic in most cases 2, 15] . Yet, such instances are allowed by the formalisms considered in this report and it seems non-trivial (or even impossible) to restrict the planning problem to instances with polynomially sized minimal solutions only. Hence, we must take these exponential solutions into account, even if they are not of any practical interest. For the formalisms considered in this report we will prove expressive equivalence in a very strong sense, using the novel exact structure-preserving reduction (ESP-reduction). This reduction is a modi cation of the structure-preserving reduction invented by Ausiello, D'Atri and Protasi 1] and is de ned as follows.
De nition 3.4 Given two planning formalisms X and Y , an ESP-reduction of X-GPP into Y -GPP, with instance sets Inst X and Inst Y respectively, is a polynomial-time computable function f : Inst X ! Inst Y s.t. for all 2 Inst X , (1) f( ) 2 Inst Y and (2) for all k 0, jSol k ( )j = jSol k (f( ))j.
We denote ESP-reducibility by ESP . ESP-reductions enjoy the usual properties for reductions and imply polynomial transformability between existence problems. Using ESP-reductions, an even stronger concept of equal expressiveness of planning formalisms can be de ned, preserving the size distribution of the solution set, thus also preserving exponentially sized solutions.
De nition 3.6 Given two planning formalisms X and Y , we say that X is at least as expressive as Y under ESP-reduction if Y -GPP ESP X-GPP.
Further, X and Y are equally expressive under ESP reduction i both X-GPP ESP Y -GPP and Y -GPP ESP X-GPP.
We will use this concept of expressive equivalence for the formalism considered in this paper. However, in general this may be an overly strong condition for expressive equivalence, since it requires that the structure of the solution set is preserved, and a more general and tolerant concept which still preserves exponentially sized solutions can be found in B ackstr om 2, Section 5]. However, from another perspective, it may, to the contrary, seem that basing the concept of equal expressiveness on polynomial reductions of various kinds is too weak, for the following reason. Suppose A is an algorithm solving size n instances of Y -PG in O(f(n)) time, for some function f, and is an ESP reduction converting size n instances of X-PG to size O(p(n)) instances of Y -PG, for some polynomial p. Then we can solve a size n instance of X-PG with at most a polynomial blow-up in instance size, ie. in time O(f(p(n))), by solving the instance ( ) using algorithm A. If we could solve directly also in O(f(n)) time by some algorithm A 0 for X-PG, which need not be possible, and f is an exponential function, then we risk an exponential slow-down by applying A to ( ) instead of solving directly using A 0 . It thus seems desirable to base a concept of equal expressiveness on an even more ne grained criterion. However, it seems hard to de ne such a criterion and our de nition at least preserves membership in the usual complexity classes. Finally, the de nition of equal expressiveness should ideally also be accompanied by some requirement for constructive evidence that a su ciently simple and natural ESP-reduction exists. Otherwise, we would get very contrived cases like the language of quanti ed Boolean formulae, considered as a planning formalism, being expressively equivalent to the CPS language since the existence problems are PSPACE-complete in both cases. Such equivalences were not intended by our concept, but are non trivial to de ne away since we can hardly de ne what \simple and natural" means. However, all equivalence proofs in this article are constructive, providing simple and straightforward reductions.
Equivalence Proofs
In this section we will prove 8 that the four formalisms de ned in Section 2 are all equally expressive under ESP-reduction, that is, we will prove that the planning problem expressed in any of the four formalisms ESP-reduces to the planning problem expressed in either of the other three formalisms. More speci cally, we will explicitly construct the ESP-reductions shown in Figure 1 where each X Y is an ESP-reduction from X-GPP to Y -GPP. The rest follows from transitivity. Bylander 9, 10] has shown that plan existence is PSPACE-complete for both CPS plan existence and PSN plan existence. Hence, we know that there exist polynomial transformations between these problems, but we have no idea what these may look like. That is, we do not know how to solve one of these problems given an algorithm for the other one, with only polynomial overhead; we only know that this is possible. In contrast, the proofs given below are constructive in the sense that they provide explicit transformations. That is, they tell us how to convert a problem instance in one formalism to an equivalent instance in another formalism. Furthermore, they also handle the (bounded) plan generation problem implicitly by using ESP-reduction instead of polynomial transformations. Reducing CPS instances into equivalent PSN instances and PSN instances into equivalent GT instances respectively is straightforward. This ends the induction, so it follows that PSN GT is an ESP-reduction. 2
GT planning can be straightforwardly ESP-reduced into SAS + planning by mapping each propositional atom onto a binary state variable. Also, the precondition of an operator has to be split into the pre-and prevailconditions for the corresponding operator type depending on whether this atom appears in the postcondition or not, but this is straightforward. otherwise.
De nition 4.5 (GT to SAS
To prove that GT SAS + is an ESP-reduction, we rst need to prove some properties of the function . Lemma 4.6 The following properties hold for the function :
1. The inverse ?1 of is de ned for all states s 2 S + , ie. is a bijection from the set of consistent states in L P to S + . 2. For all S; T L P , S T i (S) v (T). Induction: Suppose the claim holds for all n k for some k 0. We prove that the claim holds also for n = k + 1. Basis: For the case where n = 0 it is su cient to prove that t v s i (t) (s), which is immediate from Lemma 4.9, parts 1 and 2.
Induction: Suppose the claim holds for all n k for some k 0. We prove that the claim holds also for n = k + 1, tacitly using Lemma 4.9(1). A perhaps more surprising result is that GT planning ESP-reduces to CPS planning. The trick used is to represent each literal in a GT problem instance with a unique atom in the corresponding CPS problem instance.
De nition 4.11 (GT to CPS) Given Basis: The case where n = 0 is trivial. Induction: Suppose the claim holds for all n k for some k 0. We prove that the claim holds also for n = k + 1. Interreducibility between all pairs of formalisms then follows from transitivity of ESP-reductions.
Corollary 4.14 The formalisms CPS, PSN, GT and SAS + are equally expressive under ESP-reduction.
The equalities are not invariant with respect to further restrictions, though. For example, negative preconditions do add to the expressiveness if the delete lists are required to be empty. 11 
Discussion
Although the analysis in this report is restricted to four very basic formalisms, the results are nevertheless interesting. Many planning researchers seem to have assumed that at least some of these formalism exhibit di erent expressive power. The discovery that this is, in fact, not the case lead us to pose the question of which features actually do add to the expressiveness of a planning formalism. Complexity analyses have been presented 6, 9, 12] for restricted versions of the formalisms in this report, thus telling us something about the relative expressive power of restricted cases within some of the formalisms. However, even the unrestricted cases considered in this report are often considered too limited for most practical applications. One may, hence, ask which of the features that have been added to these basic formalisms in the literature actually do increase the expressive power.
It is beyond the scope of this report to make a thorough investigation of all such additions, but some observations are fairly easy to make. For instance, one simple extension to the GT formalism would be to allow sets of disjunctions of literals in the precondition, ie. allowing preconditions in conjunctive normal form. The only obvious way to encode such an extended GT operator in the`standard' GT formalism seems to be to split it into several operators for each disjunction, resulting in an exponential blow-up of the problem instance. There seems to be no way of avoiding this exponentiality and it is thus highly unlikely that there should exist a polynomial transformation from the GT plan existence problem to this extended GT plan existence problem, allowing disjunctive preconditions. That is, disjunctive preconditions most likely increase the expressive power.
Another common and simple extension is to add variables to the GT formalism, resulting in the standard TWEAK formalism 11]. Allowing innite variable domains makes plan existence undecidable 11, 13] and, thus, trivially adds to the expressive power. For most real-world applications it will likely su ce to use nite variable domains, though, which, in principle, would correspond to the propositional case. Things are not quite that simple, however, since it seems that a TWEAK operator with the precondition P(x), say, must be split into a number of operators, one for each object in the domain. That is, the operator with P(x) in its preconditions must be replaced with several operators having preconditions P(c 1 ); : : :; P(c n ) respectively, where c 1 ; : : :; c n are constants denoting the objects in the domain. If an operator has several variables in its precondition, we get an exponential blow-up also in this case. Hence, it seems that variables also add to the expressive power of the planning formalisms, even if restricted to nite domains. To conclude, we have argued that it is appealing and useful to base the concept of expressive equivalence of formalisms on the concept of polynomial transformations. Using this de nition, we have, further, proven that four common propositional planning formalisms that seem to exhibit various degrees of expressive power are in fact equally expressive. We believe that this may serve as a starting point for asking and analysing which of all the features incorporated into planning formalisms in the literature actually do add to the expressive power. It may, of course, be motivated to add a certain feature for conceptual reasons, making it easier and more natural to model certain applications. However, if claiming that this addition is necessary, one should also prove that it indeed adds to the expressive power.
