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We present a model study of carbon monoxide for 1988-1997 using the GEOS-Chem 3-D model driven by 
assimilated meteorological data, with time-varying emissions from biomass burning and from fossil fuel 
and industry, overhead ozone columns, and methane. The hydroxyl radical is calculated interactively using 
a chemical parameterization to capture chemical feedbacks. We document the inventory for fossil fuels/
industry and discuss major uncertainties and the causes of differences with other inventories that give 
significantly lower emissions. We find that emissions hardly change from 1988 to 1997, as increases in 
Asia are offset by decreases elsewhere. The model reproduces the 20% decrease in CO at high northern 
latitudes and the 10% decrease in the North Pacific, caused primarily by the decrease in European 
emissions. The model compares well with observations at sites impacted by fossil fuel emissions from 
North America, Europe, and east Asia suggesting that the emissions from this source are reliable to 25%, 
and we argue that bottom-up emission estimates are likely to be too low rather than too high. The model 
is too low at the seasonal maximum in spring in the southern tropics, except for locations in the Atlantic 
Ocean. This problem may be caused by an overestimate of the frequency of tropical deep convection, a 
common problem in models that use assimilated meteorological data. We argue that the yield of CO from 
methane oxidation is near unity, contrary to some other studies, based on removal rates of intermediate 
species. 
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[1] We present a model study of carbon monoxide for 1988–1997 using the GEOS-Chem
3-D model driven by assimilated meteorological data, with time-varying emissions
from biomass burning and from fossil fuel and industry, overhead ozone columns, and
methane. The hydroxyl radical is calculated interactively using a chemical
parameterization to capture chemical feedbacks. We document the inventory for fossil
fuels/industry and discuss major uncertainties and the causes of differences with other
inventories that give significantly lower emissions. We find that emissions hardly change
from 1988 to 1997, as increases in Asia are offset by decreases elsewhere. The model
reproduces the 20% decrease in CO at high northern latitudes and the 10% decrease in the
North Pacific, caused primarily by the decrease in European emissions. The model
compares well with observations at sites impacted by fossil fuel emissions from North
America, Europe, and east Asia suggesting that the emissions from this source are reliable
to 25%, and we argue that bottom-up emission estimates are likely to be too low rather
than too high. The model is too low at the seasonal maximum in spring in the southern
tropics, except for locations in the Atlantic Ocean. This problem may be caused by an
overestimate of the frequency of tropical deep convection, a common problem in models
that use assimilated meteorological data. We argue that the yield of CO from methane
oxidation is near unity, contrary to some other studies, based on removal rates of
intermediate species.
Citation: Duncan, B. N., J. A. Logan, I. Bey, I. A. Megretskaia, R. M. Yantosca, P. C. Novelli, N. B. Jones, and C. P. Rinsland
(2007), Global budget of CO, 1988–1997: Source estimates and validation with a global model, J. Geophys. Res., 112, D22301,
doi:10.1029/2007JD008459.
1. Introduction
[2] Carbon monoxide plays important roles in atmospheric
chemistry. Reactionwith carbonmonoxide (CO) provides the
dominant sink for the hydroxyl radical (OH), the main
tropospheric oxidant, and oxidation of CO provides a source
or a sink for ozone, depending on levels of nitrogen oxides
(NOx) [e.g., Levy, 1971; Crutzen, 1973; Logan et al., 1981].
Changes in emissions of CO have the potential to influence
climate by affecting methane and other radiatively important
gases that are removed by OH, and by affecting tropospheric
ozone itself [e.g., Daniel and Solomon, 1988; Mickley et al.,
1999].
[3] Carbon monoxide increased in the Northern Hemi-
sphere (NH) from the 1950s until the 1980s and decreased
from the late 1980s until mid-1997 [Zander et al., 1989;
Khalil and Rasmussen, 1994; Novelli et al., 1994, 1998,
2003]. There were large increases in CO in the NH associated
with anomalously large forest fires in 1998, 2002, and 2003;
however, levels in 2000 and 2001 were similar to those in
1997 [Novelli et al., 2003; Yurganov et al., 2004, 2005]. Part
of the downward trend in CO in the early 1990s has been
attributed to the effects of the Mount Pinatubo eruption in
June 1991, when ozone levels in the lower stratosphere were
reduced and tropospheric OH was enhanced [Bekki et al.,
1994; Novelli et al., 1994; Dlugokencky et al., 1996].
[4] The temporal behavior of CO is best documented by
surface measurements from the NOAA Earth System Re-
search Laboratory, Global Monitoring Division (GMD) that
started in 1988 [Novelli et al., 1994, 1998, 2003], and by
column measurements at a few locations [e.g., Mahieu et
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al., 1997; Zhao et al., 1997; Rinsland et al., 1998, 1999,
2000; Zhao et al., 2000; Yurganov et al., 2004]. In this
paper we use these data to test current understanding of the
CO budget. In a companion paper, we investigate the causes
of trends and interannual variability (IAV) of CO from 1988
to 1997 (B. N. Duncan and J. A. Logan, Model analysis of
the factors regulating the trends of carbon monoxide, 1988–
1997, manuscript in preparation, 2007, hereinafter referred
to as Duncan and Logan, manuscript in preparation, 2007).
[5] We selected the period 1988–1997 for analysis for
several reasons. There were major changes in the distribu-
tions of anthropogenic emissions because of the economic
contraction of the former Soviet Union and the rapid indus-
trialization of east Asia [U.S. Environmental Protection
Agency (U.S. EPA), 1997; European Monitoring Environ-
mental Programme (EMEP), 1997; Marland et al., 1999;
United Nations, 1998]. Stratospheric O3 columns decreased
from about 1980 until themid-1990s and reached record lows
after the eruption of Mount Pinatubo in June 1991 [World
Meteorological Organization (WMO), 1999]. Changes in the
O3 column affect the tropospheric distributions of trace gases
that react with OH, including CO [Bekki et al., 1994; Novelli
et al., 1994; Dlugokencky et al., 1996, 1998]. Several large
tropical biomass burning events occurred during 1988–
1997, including major fires in Indonesia in 1997 [Levine,
1999; Duncan et al., 2003b], but there were not large
perturbations to CO from major boreal fires as in later years
[Yurganov et al., 2004, 2005].
[6] Fossil fuel combustion provides the dominant source
of CO at northern midlatitudes, while the main sources in
the tropics are oxidation of CH4 and biogenic nonmethane
hydrocarbons (NMHC), and biomass burning [e.g., Logan
et al., 1981; Holloway et al., 2000]. There are significant
uncertainties in the magnitude and spatial distribution of
most sources. An intercomparison of 3-D chemical transport
models (CTMs) a few years ago showed that a wide range
of emission rates for CO were being used, and that many of
the models’ results did not agree with observations at the
GMD sites [Kanakidou et al., 1999]. A new intercompar-
ison of 26 CTMs also showed a wide range of simulated CO
distributions, even though the models all used the same
emissions for fuel combustion, industry, and biomass burn-
ing [Shindell et al., 2006]; the differences resulted in part
from the OH fields in the models. Here we summarize
results from recent CTM studies that focused on constrain-
ing the CO budget and on explaining trends and IAV.
Emissions used in these studies are given in Tables 1 and 2.
[7] Holloway et al. [2000] performed a detailed study
using a CTM driven by winds from a general circulation
model, with specified OH distributions. They found that
CH4 oxidation provides a uniform CO background of about
25 ppbv everywhere (as did Granier et al. [2000]). Their
model underestimated CO in spring at sites in the northern
extratropics, which they attributed to an underestimate of
their emissions from fossil fuel/industry, 300 Tg/a. Sev-
eral studies using inverse modeling techniques, with similar
magnitudes for the fossil fuel/industrial source as their prior,
also found that this source appears to be underestimated
[Bergamaschi et al., 2000a, 2000b; Kasibhatla et al., 2002;
Pétron et al., 2002, 2004; Arellano et al., 2004, 2006;
Müller and Stavrakou, 2005]. These studies relied on the
EDGAR inventory [Olivier et al., 1996] for their prior, and
their inversions give a range of 642–870 Tg CO/a for direct
emissions from fuel combustion and industry (Table 2).
Most of these global inversion analyses found that fossil
and biofuel sources from Asia are significantly underesti-
mated by the EDGAR inventory, although their results
differ in detail. The new intercomparison study of Shindell
et al., which was based on the EDGAR inventory, found
that all forward models underestimated CO in the northern
extratropics. Analyses of the aircraft data downwind of Asia
imply that emissions of CO from China are much too low in
the Streets et al. [2003] inventory [Carmichael et al., 2003;
Palmer et al., 2003; Allen et al., 2004]. A new bottom-up
inventory, motivated by these studies, gives emissions for
China that are 36% higher than the earlier study [Streets et
al., 2006].
Table 1. Budget for CO Sources in the GEOS-Chem Model With Comparison to the Budget of Holloway et
al. [2000]a
This Work
Holloway et al. [2000]: SumDirect Emissionb Photochemical Oxidationb,c Sum
Combustion
Fossil fuels 391–411 72–76 464–487 300d
Biofuels 159 30 189 162d,e
Biomass burning 406–516 45–57 451–573 586d,e
Biogenic NMHC
Isoprene – 170–184 170–184 648
Monoterpenes – 68–71 68–71 24
Methanol – 95–103 95–103 –
Acetone – 21 21 –
CH4 oxidation – 778–861 778–861 760
Ocean – – – –
Sum 956–1086 1279–1403 2236–2489 2491
aUnit is Tg/a.
bThe range given represents the range of CO production rates for the entire model simulation time period (1988–1997).
cPhotochemical oxidation of NMHC or CH4.
dDoes not include CO produced from the photochemical oxidation of anthropogenic NMHC.
eSum of CO from biomass burning categories of forests, savannas, agricultural residues and biofuel categories of
fuelwood, domestic crop residues, and dried animal wastes [Galanter et al., 2000].
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[8] Holloway et al. [2000] found reasonable agreement
between their model and surface measurements in the
tropics. However, they invoke a high CO source from
isoprene oxidation (650 Tg CO/a), assuming that most
of the carbon is oxidized to CO in a low-NOx environment.
Most other studies assume a lower yield of CO based on
laboratory measurements [e.g., Paulson and Seinfeld, 1992;
Miyoshi et al., 1994;Granier et al., 2000]. Bergamaschi et al.
[2000a] and Pétron et al. [2002] used a much higher CO
source from biomass burning than is given by bottom-up
inventories ofOlivier et al. [2001] andDuncan et al. [2003a],
and their inversion results imply a larger biomass burning
source (606–722 Tg CO/a) than those from other inversions
(359–580 Tg CO/a) as shown in Table 2. Pétron et al. and
Kasibhatla et al. found that the biomass burning source is not
well constrained in their inversions using GMD data.
[9] Allen et al. [1996a] investigated the influence of IAV
in transport on CO for 1988–1993, using assimilated
meteorological fields, but with the same emissions and
OH fields for the entire period. They found that transport-
induced variability explained over 80% of the variances and
short-term trends at sites in (or near) the north Atlantic
influenced by continental pollution, but much less of the
variances at remote sites.
[10] Karlsdóttir et al. [2000] used a CTM with interactive
chemistry to study the effects of trends in fossil fuel
emissions on CO for 1980–1996, using 1 a of meteorolog-
ical fields. Their model gave a small upward trend in OH,
but did not capture the observed downward trend in CO in
the first half of the 1990s in the NH.
[11] In this paper and its companion (Duncan and Logan,
manuscript in preparation, 2007), we investigate the uncer-
tainties in the budget of CO, and the causes of its trends and
IAV from 1988 to 1997, using the GEOS-Chem 3-D model
driven by assimilated meteorological fields from Goddard
Earth Observing System Global Modeling and Assimilation
Office (GEOS GMAO). Unlike previous studies, we allow
for IAV in sources from fossil fuel use and from biomass
burning, and we allow for feedback between CO and OH.
We also account for IAV in the overhead ozone column and
for the observed trend in CH4. We first document the
emissions used in the model and discuss their uncertainties.
We then discuss the model’s ability to reproduce observa-
tions, including trends and IAV, with a focus on (1) under-
standing which sources contribute to the observed
distributions in various regions and (2) providing constraints
on the emission inventories. We conduct simulations to
demonstrate the sensitivity of CO to OH and to emissions.
[12] In our companion paper, we explore the causes of
trends and IAV of CO from 1988 to 1997 (Duncan and
Logan, manuscript in preparation, 2007). Using a series
of sensitivity simulations, we deconvolve the impacts
Table 2. CO Sources Derived From Inversion Analysesa
Bergamaschi
et al. [2000a]b
Pétron et
al. [2002]c
Pétron et
al. [2004]
Müller and
Stavrakou [2005]d
Kasibhatla et
al. [2002]e
Arellano et
al. [2004]
Arellano et
al. [2006]
Model TM2 IMAGES MOZART IMAGES GEOS-Chem GEOS-Chem GEOS-Chem
Data constraint GMD GMD MOPITTf GMD GMD MOPITTg MOPITTg
Year of data 1993–1995 1990–1996 Apr 2000 to
Mar 2001
1997 1993–1995 2000 Apr 2000 to
Apr 2001
Type of source
for FF, BF, BBh
DE DE DE DE DE+HCOx DE+HCOx DE+HCOx
Fossil fuel (FF), industrial 309 365
Biofuel (BF) 561i 318
FF + BF 642 870 683 760 857 (768) 844–923 841
Anthropogenic HC oxidation 166
Biomass burning (BB) 722 606 408 359 561 (467) 508–579 501
Biogenic, soils 167 142 – –
Oxidation of biogenic HCs 507 477 (362) 175–209 394
Oxidation of all HCs 774
Ocean 23 20 23 – –
CH4 oxidation 830 870 949 (709) 767 820
Total surface emission 1364 1663,
1528–1694
1091 1261 1418 (1235) 1352–1502 1342
Total oxidation source 1503 1461–1536 1650 1644
Total source 2891 2960–3067 2741 2928 2846 (2306) 2294–2478 2556
OH sink 2597 2630 2388 2618
CO deposition 294 203 – – –
MCF tropospheric lifetime, a 5.1 4.41 5.1 (6.4) 6.6 6.4
aNote that not all budget terms were available for each study.
bS2 base scenario, CH4 source was fixed in inversion.
cResults from second iteration.
dCase A, inverting for CO only.
eValues in parentheses are for the OH field reduced by 20%.
fMOPITT data at 700 hPa used in the inversion.
gMOPITT column data used in the inversion.
hDifferent studies give either the source of CO or the source of CO plus the CO derived from coemitted NMHC for the fossil fuel, biofuel, and biomass
burning sources of CO. DE, direct emission; DE + HCOx, direct emission plus CO from NMHC oxidation.
iIncludes agricultural waste burning.
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on CO of IAV and trends in biomass burning and fossil fuel
emissions, the overhead ozone column, methane, and me-
teorology. We also investigate the impact of these causal
factors on OH.
[13] The model is described in section 2. In section 3, we
describe sources of CO used in the simulations, while
observations used for model evaluation are described in
section 4. We discuss the contributions from different
sources to the total burden of CO in section 5.1. We discuss
the major features in CO over the 10-a simulation period
and evaluate the model using observations in sections 5.2–
5.4. The sensitivity of CO to changes in OH and emission
sources is explored in section 6. A discussion and con-
clusions are given in section 7.
2. Model Framework
[14] The GEOS-Chem 3-D model was first described by
Bey et al. [2001a]. Here we describe a new CO-only version
of the model that includes an online OH parameterization
[Duncan et al., 2000]. We also document in detail the
sources of CO, including those not included in the early
version of GEOS-Chem (CO from oxidation of mono-
terpenes, methanol, and NMHC emitted by biofuel
consumption).
[15] The model is driven by assimilated meteorological
data from the GEOS GMAO [Schubert et al., 1993, 1995;
Takacs et al., 1994; Takacs, 1995]. Two versions of GEOS
products were used in this study: GEOS-1 (January 1988 to
November 1995) and GEOS-STRAT (December 1995 to
December 1997). These meteorological fields are provided
on a sigma coordinate system with 20 vertical levels for
GEOS-1, 1000–10 hPa, and 46 levels for GEOS-STRAT,
1000–0.1 hPa. For computational expedience, we degrade
the vertical resolution for GEOS-STRAT by merging the
vertical levels above the lower stratosphere, retaining a total
of 26 levels. The sigma levels of the model are given by Bey
et al. [2001a] and are similar for both GEOS versions in the
troposphere. All meteorological data were regridded from
2 by 2.5 (latitude by longitude) to the horizontal resolu-
tion used here, 4 by 5. We used version 5.02 of the GEOS-
Chem model for transport (http://www-as.harvard.edu/
chemistry/trop). This version of model transport conserves
tracer mass, as described by Wang et al. [2004].
[16] The model uses the advection scheme of Lin and
Rood [1996], and the moist convective mixing scheme of
Allen et al. [1996b] applied to the GEOS convective
updraft, entrainment, and detrainment mass fluxes from
the relaxed Arakawa-Schubert algorithm [Arakawa and
Schubert, 1974; Moorthi and Suarez, 1992]. These transport
schemes were evaluated with a simulation of 222Rn by Allen
et al. [1996b] and of 210Pb and 7Be by Liu et al. [2001].
Allen et al. [1997] evaluated deep convective mixing in
GEOS-1 and found that the locations of deep convection are
reasonable, though their frequency is generally overesti-
mated in the tropics. Molod et al. [1996] found that the
seasonal shift in the Intertropical Convergence Zone (ITCZ)
is well reproduced, but that the ITCZ is too broad. Inter-
hemispheric mixing was examined with simulations of 85Kr,
and found to be satisfactory, with an exchange time of 1.0 a
for GEOS-1 and 1.1 a for GEOS-STRAT [Wang et al.,
2004].
[17] The global average cloud optical depths (COD) in the
GEOS-1 and GEOS-STRAT fields are too low by a factor of
4–5 as compared to satellite retrieval products for column
COD from MODIS and ISCCP (H. Liu et al., Sensitivity of
photolysis rates and key oxidants in the troposphere to cloud
vertical distributions and optical properties in a global three-
dimensional chemical transport model, manuscript in prepa-
ration, 2007). The tropical CODs are about a factor of two too
low. By comparing simulations with clear sky and with
clouds, Liu et al. found that the radiative effect of clouds
on global mean OH is not very sensitive to the column COD,
but that it is sensitive to the cloud vertical distribution.
GEOS-1 and GEOS-STRAT fields have similar vertical
distributions of clouds. Thus, although the CODs are signif-
icantly too low in GEOS-1 and GEOS-STRAT, this likely has
little effect on global mean OH. We discuss the credibility of
our model OH further below.
[18] The only sink for CO that we consider is reaction
with OH. We do not simulate the uptake of CO by micro-
organisms since this pathway is uncertain and likely coun-
terbalanced to some degree by the degradation of plant
matter, as discussed in section 3.4. Tropospheric OH is
calculated interactively in the model at every time step
using a chemical parameterization scheme [Duncan et al.,
2000]. The parameterization is derived from the chemical
mechanism described by Bey et al. [2001a], and the rate
constant for reaction of CO with OH is taken from Sander et
al. [2003]. The parameterized chemistry decreases the
model run time as compared to the kinetic solver used by
Bey et al. [2001a] by over a factor of 10, allowing us to
perform sensitivity studies with decade-long simulations.
Removal of CO by OH in the stratosphere is calculated
using loss frequencies from a 2-d stratospheric model
[Schneider et al., 2000; D. Jones, personal communication,
2000]; the production rate of CO from CH4 oxidation in the
stratosphere is taken from the same model. About 3% of CO
loss occurs in the stratosphere. The atmospheric loss of
model CO varies from 2231 to 2366 Tg CO/a.
[19] The parameterization accurately represents OH pre-
dicted by a full chemical mechanism as a set of high-order
polynomials in variables such as ozone, CO, NOx, CH4,
NMHC, H2O, temperature, ozone column, and latitude
Figure 1. Zonal mean OH (105 molecules cm3) simu-
lated by the parameterization of OH for (a) January and
(b) July 1994.
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[Duncan et al., 2000]. The model’s zonal mean OH for
January and July 1994 is shown in Figure 1. Meteorological
and physical variables needed by the parameterization (e.g.,
temperature, pressure, H2O) are taken from the assimilated
meteorology. Chemical variables (e.g., ozone, NOx, iso-
prene) are monthly averages from a simulation of GEOS-
Chem with the kinetic solver for 1988 to 1997 [Duncan and
Bey, 2004]. The monthly mean surface albedo in the
ultraviolet is taken from Herman et al. [1999]. Methane
mixing ratios are specified as annual mean values for 1988–
1997 using NOAA/GMD measurements from remote sites
[Dlugokencky et al., 1998], and assumed to be uniform
vertically and longitudinally in four semihemispheres. We
allow for seasonal and interannual variability in the ozone
column, using monthly mean vertical ozone profiles from
Logan [1999a, 1999b] that are scaled to gridded monthly
data for the total column (http://code916.gsfc.nasa.gov/
Data_services/merged/data/toms_sbuv.v3.78-02.5x10.
v7.txt) [Fioletov et al., 2002].
[20] The radiative and heterogeneous chemical effects of
aerosols were accounted for using the results of Martin et
al. [2003] and a 3-D global distribution of aerosols from
Chin et al. [2002] for September 1996 to August 1997. By
relating the distributions of OH of Martin et al. with and
without aerosols we obtained a set of correction factors for
the parameterization. Typical correction factors at the sur-
face of the Sahara Desert reduce OH by 55–90% in July
and up to 80% over parts of India; reductions are 13% and
4% on average in the Northern and Southern Hemisphere
(SH), respectively [Martin et al., 2003].
[21] Our global mean tropospheric OH for 1988 to 1997
is 0.87–0.93  106 molecules/cm3. The atmospheric life-
time for CH3CCl3 is 4.7–5.0 a, calculated using a lifetime
of 34 a with respect to loss in the stratosphere [e.g., Volk et
al., 1997] and 80 a for uptake by the oceans [Butler et al.,
1991]. Prinn et al. [2005] reported an atmospheric lifetime
of 4.9 (±0.3) a and Spivakovsky et al. [2000] reported 4.6 a.
The lifetimes with respect to tropospheric OH in the present
study are 5.8–6.3 a, 5.8–6.3 a in the SH and 5.7–6.3 a in
the NH; these values are for the entire atmospheric burden
of CH3CCl3, assuming a uniform mixing ratio. Our life-
times are similar to that given for tropospheric loss by Prinn
et al., 6.0 (+0. 5, 0.4) a, and Spivakovsky et al., 5.7 a.
3. Sources of CO
[22] The overall budget for model CO from 1988 to 1997
in the present version of GEOS-Chem is given in Table 1.
The typical tropospheric burden is 350 Tg in January and
305 Tg in July. Here we discuss the magnitudes, spatial
distributions, and the seasonal and interannual variations of
the sources, and we highlight some of the reasons for
differences between our emission inventories and those
used in other studies. We discuss the IAV of the CO sink
and its causes in Duncan and Logan (manuscript in prep-
aration, 2007).
3.1. Emissions of CO From Fossil Fuel Combustion
and Industry
[23] We used the same emissions from fossil fuel and
industry as Wang et al. [1998] and Bey et al [2001a]. This
inventory was developed in the early 1990s for the base
year of 1985. Emissions for later years were scaled to
emissions in 1985 as described below. Since the develop-
ment of the inventory was described only briefly byWang et
al. [1998], we give more details here. We also provide
comparison to the EDGAR2 inventory for CO for 1990
[Olivier et al., 1996, 1999] and to the EDGAR3 inventories
for 1990 and 1995 [Olivier et al., 2001], which have been
used in several studies of CO, and to the inventories of
Streets et al. [2003, 2006] for Asia in 2000. We highlight
the important sources of uncertainty in this large CO source.
The inventory may be obtained by contacting J. A. Logan.
3.1.1. Emissions of CO in 1985
[24] The standard method for estimating emissions from
fossil fuel and industrial activity is to multiply the combus-
tion rate, or activity level, by an emission factor (EF) for the
particular use. Emission factors for CO depend on the
efficiency of combustion, and values vary by a factor of
at least 300. For example, very little CO is produced by
electricity generating plants that are designed to be efficient
combustors, while large quantities are produced by unreg-
ulated internal combustion engines. Clearly, detailed infor-
mation is required on how fuels are used. The principal
global sources from fossil fuel combustion are gasoline
vehicles and residential use of coal [Logan et al., 1981;
Veldt, 1991].
[25] Emissions were developed on a national basis. They
were spatially disaggregated using a population map with
resolution of 1 latitude  1 longitude that we developed,
as described by Benkovitz et al. [1996]. Emissions from
fossil fuel and industry for the United States (U.S.) and
Canada in 1985 were taken from the Environmental Pro-
tection Agency (EPA) Trends Report [U.S. EPA, 1994], and
were spatially disaggregated with the same pattern as the
NAPAP (National Acid Precipitation Assessment Program)
inventory for 1985 [U.S. EPA, 1989]. The U.S. source from
fossil fuel/industry given by U.S. EPA [1994] for 1985,
95 Tg CO/a, is significantly higher than that given by U.S.
EPA [1989], 55 Tg/a, because of changes in estimates of
past emissions from transportation made by EPA in the
early 1990s.
[26] For the global inventory, fossil fuel statistics were
taken from an electronic database compiled by the United
Nations (UN) Office of Energy Statistics which gives con-
sumption data by country for each fuel (e.g., coal, lignite,
gasoline, diesel) in 32 categories (e.g., power plants, road
transport, household). The breakdown of fuel use by catego-
ries is missing for some countries, including China, and for
these cases we supplemented the UN data with fuel statistics
provided the International Energy Agency (IEA) of the
Organization for Economic Development and Cooperation
(OECD) [1990, 1991a]. The statistics given by the IEA for
China appear to be taken directly from the Chinese national
statistics. Bashmakov [1992] was used for the breakdown of
fuel use in the former Soviet Union (FSU), as this informa-
tion was not provided by the UN energy statistics. If no
specific information could be found for the consumption
pattern for individual fuels in a given country, we used
regional averages.
[27] We considered four categories of coal and lignite use:
residential combustion, electricity and heat generation,
conversion to coke, and all other uses (total consumption
minus the first three). In 1985, on a global basis, 11% of
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solid fuel was used in residences, 15% was converted to
coke, 52% was used to generate power, and 22% was used
in other ways. In North America and Europe coal is used
primarily to generate electricity, and very little is used in
residences. In China 25% of coal was consumed in resi-
dences and 45% by industry, primarily by small users, in
1985. Emission factors adopted for coal are given in Table 3;
they are similar to values used in the EDGAR2 inventory.
The value for residential use was taken from Veldt [1991];
5000 g/GJ corresponds to about 9% of the carbon being
emitted as CO. Emission factors for the other categories
were taken from the EPA’s compendium, AP-42 [U.S. EPA,
1985, 1993], and from values recommended for the Euro-
pean CORINAIR inventory [Bouscaren, 1991]. It seemed
inappropriate to use EFs measured in developed countries
(see Table 3) for industrial combustion in China in 1985,
since at that time thermal efficiencies were low, units were
small, and technology often dated back to the 1930s and
1940s [World Bank, 1985]. We arbitrarily selected an EF of
2500 g/GJ, half that for residential use, for China alone.
Streets et al. [2003] adopted an EF of 3400 g/GJ for
residential use of coal in China, based on the more recent
measurements by Zhang et al. [1999, 2000], and they used
half this value for industrial use of coal in China.
[28] Residential use of coal provides the largest source of
CO from solid fuel. In 1985, 68% of the residential
combustion of coal occurred in China (42%) and the FSU
(26%), while 20% occurred in Poland, North and South
Korea, and East Germany. The other large source from coal
is from industry in China, but this is based on a rough
estimate for the EF.
[29] Emissions from motor vehicles are typically calcu-
lated by models such as MOBILE in the U.S. [U.S. EPA,
1985] and COPERT in Europe [Samaras and Zierock,
1989]. These models use as input EFs given in g/km for
different vehicle types (passenger cars, light and heavy
trucks, etc). Since EFs depend on driving patterns, speed,
temperature, age of vehicle, control technology, and quality
of maintenance, these models require detailed input for
these variables, as well as vehicle statistics and distance
driven [e.g., Sawyer et al., 2000]. We chose instead to use
EFs given in terms of fuel consumption, i.e., gm CO/kg
fuel. There are two advantages to this approach: gasoline
statistics are more readily available on a global basis than
information on distance driven, and emission rates are more
constant on a fuel basis than on a distance basis [Sawyer et
al., 2000].
[30] We used EFs from the COPERT model given by
Samaras and Zierock [1989] for both gasoline and diesel
vehicles for 12 Western European countries. They give
national EFs in terms of g CO/kg, as well as g/km. For
most other parts of the world, we relied on EFs for
unregulated vehicles [U.S. EPA, 1985; Samaras and Zierock,
1989], and knowledge of the predominant type of vehicle in
various countries (e.g., light trucks in China [World Bank,
1985]). Emission factors adopted for gasoline in our inven-
tory are given in Table 4, and are compared to those used in
the EDGAR2 inventory by Olivier et al. [1996, 1999]. The
EDGAR2 inventory used EFs for gasoline provided by
Samaras for 1990, and they are rather similar to those used
here. Values given by Samaras and Zierock [1989] for
diesel vehicles in 1985 are about a factor of two smaller
than those recommended for 1990 (Table 4). However,
diesel fuel is a relatively small source of CO compared to
gasoline.
[31] Our inventory did not include a source of CO from
kerosene and diesel use (mixed with gasoline) in two-stroke
engines in India, as proposed by Dickerson et al. [2002];
they estimate that the appropriate EF for vehicles in India is
800 g CO/kg. Streets et al. [2003] used a version of the
MOBILE model to estimate emissions from motor vehicles
in Asia. Their estimate of emissions from gasoline vehicles
in China, combined with national gasoline use from the
National Bureau of Statistics of China [1998], implies an
average EF of about 1000 g CO/kg. We derive the same
average value from estimates of vehicular emissions for
Chinese cities given in Fu et al. [2001], whose work is the
basis of the estimates by Streets et al. [2003]. These values
are much higher than those we adopted for developing
countries, 450–520 g CO/kg (Table 4).
[32] The national average EF given in Table 4 for
gasoline vehicles in the U.S. was calculated from CO
emissions given by U.S. EPA [1994] and total gasoline
use in the U.S. given by the Department of Transportation
(DOT) [1986]. It is about 30% smaller than values in
Western Europe because vehicle emissions were regulated
starting in the 1970s in the U.S., but not until the 1980s in
Europe. We include the U.S. value for comparison purpo-
ses; it was not used in the inventory. Gasoline use in the
U.S. and Western Europe accounted for 64% of global use
in 1985.
[33] Industrial processes provided 9% of the total source
of CO in the U.S. prior to regulation (pre-1970) [U.S. EPA,
1992], and 19% of the source in West Germany [Welzel and
Davids, 1978]. The largest contributor in both countries was
the iron and steel industry, with carbon black production
Table 3. Emission Factors for Solid Fuela
This Study EDGAR2
Streets et al. [2003],
China
Residential 5000 3800–6000 3400
Power plants 15 15–20 –
Coke 25 –
Other/industrial 100 20–150 –
Other/industrial in China 2500 150 1700
aUnit is g CO/GJ.
Table 4. Emissions Factors for Gasolinea
This Study 1985 EDGAR2 1990b
United States 265c 258
W. Europe (country specific) 376.5d (300–470) 346
USSR/CIS 518 538
Other E. Europe 480 588
China 520 467
Japan 154 160
Australia, New Zealand 376.5 291
Other 450 450–610
aUnit is g/kg.
bAverage values for region. Country specific values were used.
cNational average calculated from on- and off-road emissions from
gasoline for the U.S. for 1985 [U.S. EPA, 1994] and total gasoline use in the
U.S. [DOT, 1986].
dAverage values for region. Country specific values were used for 12
countries.
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and catalytic cracking of petroleum providing important
sources in the U.S. Emissions of CO from these processes
are controlled in the U.S., to conserve energy and reduce air
pollution. The degree of control was unknown for most
countries, so educated guesses were made. Emissions from
other minor industrial processes were made using EFs for
the U.S. [U.S. EPA, 1985, 1991].
[34] Emission factors adopted here are given in Table 5.
Values for the iron and steel industry are based on those
used in the national inventories for the U.S. [U.S. EPA,
1985, 1991], West Germany [Welzel and Davids, 1978; C.
Veldt, personal communication, 1992], and East Germany
[Bethkenhagen et al., 1988]. We selected the higher of the
two EFs used in the U.S. and West Germany for most
countries. Uncontrolled EFs from U.S. EPA [1985], or the
values recommended for East Germany, were adopted for
the FSU, Eastern Europe, and China. Emissions were
estimated using national statistics for sinter production,
pig iron, scrap iron and steel, and for crude steel production
by furnace type [International Iron and Steel Institute,
1987; World Bank, 1985; U.S. Bureau of Mines, 1987;
United Nations, 1991]. Emissions from other industries
were calculated with production data from the Industrial
Statistics Yearbook [United Nations, 1991]. Our emission
estimates for CO from industrial processes are summarized
in Table 6. The iron and steel industry emits 50 Tg CO,
while other industries emit 16 Tg CO.
[35] Our estimate of CO emissions from fossil fuel and
industry for 1985 is 390 Tg, with a breakdown by sector
given in Table 7 and a regional breakdown in Table 8. This
estimate uses national emission estimates for the U.S. and
Canada [U.S. EPA, 1994], rather than the EFs given in
Tables 2–4; because of this, our total of 390 Tg includes
7 Tg CO from use of wood fuel in the U.S. and Canada.
Gasoline use provided the largest source, 232 Tg CO,
followed by residential use of coal, 53 Tg, and the iron
and steel industry, 50 Tg. North America provides the
largest regional source, 28%, followed by the FSU and
Eastern Europe, 25%, and Western Europe and Japan, 18%.
Only 5% of emissions are in the SH.
[36] Our estimate of CO emissions from fossil fuel in
1985, 317 Tg, is larger than that in the EDGAR2 inventory
for 1990, 263 Tg, as is our estimate for emissions from
industry, 66 Tg verses 35 Tg. We compare our estimates
with those of the EDGAR2 inventory in Table 9, using their
sectors [Olivier et al., 1999]. Our estimates are larger for all
sectors, with differences of less than 15% for transportation
and residential use of fuel. Our estimate is significantly
larger for other uses of solid fuel, because of the high EF we
adopted for industrial use on China. It is 30% larger for the
iron and steel industry. The EDGAR2 inventory omitted
other industrial processes that generate CO, except for
aluminum production, a minor source. The source of CO
from fossil fuel and industry in the more recent EDGAR3.2
inventory is 319 Tg for 1990, 20 Tg larger than their earlier
estimate; the EDGAR3.2 estimate for 1995 is 310 Tg for
1995 [Olivier et al., 2001]. The EDGAR inventories rely on
energy statistics from the IEA/OECD. These inventories,
and that of Streets et al. [2003], are developed in more detail
for some CO sources, such as transportation, but the same
fundamental uncertainties remain in EFs.
[37] Holloway et al. [2000] developed an inventory for
CO by scaling the NOx inventory for 1985 of Benkovitz et al.
Table 5. Emission Factors for Industrial Processes
This Study,
g CO/kg
EDGAR2, 1990,
g CO/kg
Iron and steel
Basic oxygena 16 (69) 15
Electric arca 9(30) 10
Open hearth 70 50
Sinter 30 25
Blast furnaces 2 10
Iron foundriesa 72.5 (450)
Catalytic cracking of petroleumb 1.56–9 (39.2) kg/103 l
Carbon blackc 1525
Primary aluminum smelting 164 4
Kraft pulp and paper 20.5
aValues in parentheses were used in the USSR, Eastern Europe and
China.
b1.56 kg/103 l was used for the U.S. and Japan, 39.2 kg/103 l was used
for the FSU and China and values of 6–9 kg/103 l elsewhere, based on data
from U.S. EPA [1985, 1989], and D. Mobley (personal communication,
1992). Values given are for fluidized bed catalytic cracking.
cAssumes 90% produced by the oil furnace process (EF = 1400 g/kg) and
10% by the gas process (EF + 2650 g/kg) as in the U.S. in 1985.
Table 6. Emissions CO From Industrial Processes in 1985
Production, Tg Emissions of CO, Tg CO
Iron and steel industry
Sinter 560 16.7
Basic oxygen 400 9.5
Electric arc 179 2.2
Open hearth 140 9.8
Pig iron in blast furnaces 500 1.0
Foundries: pig iron/scrap 52 11.2
Subtotal 50.4
Catalytic cracking of petroleum 502 3.3
Carbon black 1 6.8
Primary aluminum 15 2.5
Kraft pulp and paper 76 1.5
Organic chemicals
Ammonia 86 8
Total 66.5
Table 7. Global Emissions of CO From Fossil Fuel and Industry
Sector CO, Tg/a
Gasoline vehicles 232
Solid fuel: residential 53
Solid fuel: all other uses 22
Iron and steel industry 50
Other industry 16
Diesel vehicles 6
Diesel: other uses 4
Totala 390
aThe total includes other sectors from the U.S. and Canadian inventories,
including wood fuel (6 Tg) and waste disposal (2 Tg).
Table 8. CO Emissions by Region
CO, Tg
U.S. and Canada 110
FSU and E. Europe 97
W. Europe and Japan 71
China 55
Other N. Hemisphere 37
Other S. Hemisphere 20
Total 390
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[1996]. They first extrapolated the NOx inventory from
1985 to 1990 using energy statistics, and substituted the
Asian NOx emissions of van Aardenne et al. [1999]. They
used a molar CO:NOx ratio of 6.7, derived from the EPA
inventory for the U.S. in 1990, to convert NOx to CO.
This procedure gives an estimate of 300 Tg CO, similar to
the EDGAR inventory, but must give a different spatial
distribution.
[38] We compared our results to those of regional inven-
tories for fossil fuel and industrial sources of CO. Our
estimate for European countries is 8% larger than values
given for 1985 in the EMEP database [Vestreng and Storen,
2000], and 10% larger than the CORINAIR European
inventory for 1990 [U.S. EPA, 1994]. Our estimate for
China, 56 Tg, is much larger than that given by Streets
and Waldhoff [2000] for 1990, 32 Tg. Streets et al. [2003]
provide an estimate for Chinese emissions of 64 Tg for
2000, and comment that emissions have likely been stable
in recent years. In a new study, which focuses on improving
estimates particularly for the industrial sector, Streets et al.
[2006] give an estimate of 101 Tg for China in 2001. The
estimate for China (and a few Asian countries with small
emissions) in EDGAR2 is 35 Tg. Our estimate for the FSU
is 74 Tg, EDGAR2 gives 46 Tg, EMEP gives 29 Tg, and
Bashmakov [1992] gives 44 Tg for 1988. In this case, our
estimate is larger than that of EDGAR2 mainly because of
differences for transportation (14 Tg) and the iron and steel
industry (12 Tg). On a global basis, 60% of the difference in
our estimate and that of EDGAR2 arises from values for
China and the FSU.
[39] There have been very few estimates of global CO
emissions from fossil fuel and industry, although many
secondary sources have been cited in the literature and in
Intergovernmental Panel on Climate Change (IPCC) and
World Meteorological Organization (WMO) assessments,
with a range of 300–550 Tg appearing in recent reports
[Intergovernmental Panel on Climate Change, 1996; WMO,
1999]. The estimates from earlier inventories are as follows:
360 Tg for 1970 [Jaffe, 1973]; 640 Tg for 1971, based on
adding a rough estimate of other sources to the work of Jaffe
[Seiler, 1974]; 440 Tg for 1976 [Logan et al., 1981]; and
784 Tg for 1979 [Cullis and Hirschler, 1989]. Cullis and
Hirschler’s total is so high in part because they estimate that
the petroleum refineries produce 256 Tg CO, a factor of 80
larger than our estimate for this industry. Omitting this
source from Cullis and Hirschler, the primary estimates
are in the range 360 to 530 Tg for 1970 to 1979.
[40] How reliable are estimates of global CO emissions
from fossil fuel and industry? The greatest source of
uncertainty lies in the EFs, most of which were measured
or estimated for conditions in the U.S. and Europe. If the
estimates for CO from transportation in the U.S. and
Western Europe are reliable for 1985, this implies that we
could be confident about emissions from 65% of the world’s
gasoline use. In a recent review of the U.S. situation,
Sawyer et al. [2000] conclude that large and significant
uncertainties exist in current mobile source emissions in-
ventories, and that they exist for all vehicle types. Their
review of tunnel studies shows a range of a factor of two in
CO EFs for 1992–1995, 53–123 g CO/kg for light duty
vehicles. Another difficulty in making reliable estimates is
that the distribution of emissions is highly skewed, with
10% of the vehicles (usually those about 10 a old) providing
50% of CO emissions. Other sources of error are that the
EFs in g/km are derived from laboratory measurements of a
specific driving cycle that do not adequately characterize
real world conditions, and that information on vehicle
activity is not necessarily accurate [Sawyer et al., 2000].
The same difficulties are only magnified when making
estimates for developing countries, when issues such as
poorly maintained vehicles and adulteration of fuel must be
considered [Dickerson et al., 2002], as well as slow speeds
caused by congestion in megacities. Beaton et al. [1992]
found that average emissions of vehicles in Mexico City
were 475 g CO/kg, larger than unregulated vehicles in the
U.S., and that in Mexico 25% of the vehicles provided 50%
of the emissions. In a similar study, Bradley et al. [1999]
reported even higher values for Nepal and Thailand.
[41] Recent measurements of CO emissions from coal-
burning household stoves in China give a mean EF of
3400 g/TJ with a range of 1150–7500 g/TJ [Zhang et al.,
2000], suggesting our mean value for residential combus-
tion of 5000 g/TJ may be high, but also indicating large
uncertainty. It is also likely that emission factors in China
may be different from those for residential combustion of
coal in Russia and Eastern Europe. Another potential source
of error lies in assuming that industrial combustion is highly
efficient globally, emitting very little CO as in the U.S. and
Western Europe. We showed above that this could be an
important source in China, but data are lacking for small-
scale industrial combustion in the developing world. Sim-
ilarly, the emissions from the iron and steel industry could
be significantly in error. Coke oven batteries and blast
furnaces generate large amounts of CO, which is used as
a fuel, and the EFs for the U.S. and Western Europe assume
that little of this escapes to the atmosphere. This may not be
the case for older technology used in Eastern Europe and
China. Indeed, the latest analysis by Streets et al. [2006]
focuses on estimating emissions from small-scale industry
in China, including inefficient combustion of coal in small
devices such as kilns, and production of coke, iron, and
steel, and it is these sectors that are responsible for most of
the increase in emissions compared to their previous work
[Streets et al., 2003].
[42] Another potential source of error in estimating emis-
sions from China is the underlying energy statistics, which
show a decline in coal use starting in 1996. Sinton [2001]
argues that the statistics are relatively good for the early
1990s, but that their quality has declined since the mid
1990s.
3.1.2. Emissions of CO From Fossil Fuel and Industry
in 1988 to 1997
[43] Emissions for individual countries were scaled from
the 1985 values in the base inventory as described by Bey et
al. [2001a]. We used annual emissions estimates provided
by U.S. EPA [1997] for the U.S. and by EMEP [1997] for
European countries for the scaling factors. For countries
without emission regulations, we scaled CO emissions for a
particular year to carbon dioxide (CO2) emissions from
liquid fuels [United Nations, 1998; Marland et al., 1999].
This approach is reasonable for most countries where
transportation provides the largest source of CO. For China,
where most CO emissions in 1985 were from coal combus-
tion, this approach increased the source from 55.5 Tg in
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1985 to 68 Tg in 1988, and to 103 Tg in 1997, an increase
by a factor of 1.88 in 13 a. We were concerned that this
might be an overestimate. Although transportation was not a
major source in China in 1985, gasoline use increased by a
factor of 2.4 between 1985 and 1997 [China Statistical
Information and Consultancy Service Centre, 1988; National
Bureau of Statistics of China, 1998]. If we had adopted the
mean EFs for coal combustion and gasoline use in China
used by Streets et al. [2003], our estimate for 1985 would be
50 Tg CO; employing the trends in coal use by sector in
China shown by Sinton and Fridley [2000] and in gasoline
use given above would lead to an increase by a factor of
1.66 in 1997, to 82 Tg CO. This is smaller than the increase
used here by only 16 Tg.
[44] The total direct annual emissions of CO from fossil
fuels and industry decreased from 411 Tg in 1988 to 391 Tg
in 1995, and increased slightly to 404 Tg in 1997 (Figure 2).
Emissions decreased by only 2–3% globally over the
decade, as increases in eastern Asia of 51% caused by rapid
economic development were offset by declines in Europe
and North America. The largest decline was in Eastern
Europe (45%) caused largely by economic contraction of
the FSU. There were smaller declines in Western Europe
(32%) and North America (17%) caused primarily by
increasing levels of emissions control on vehicles. The
implications of these regional changes in emissions on
CO are discussed by Duncan and Logan (manuscript in
preparation, 2007).
[45] Production of CO from the oxidation of anthropo-
genic NMHC provides an extra 72–76 Tg CO/a, bringing
the total source from fossil fuels/industry to 464–487 Tg/a.
The method used to estimate CO from anthropogenic
NMHC is described in section 3.6.
[46] The seasonal variation of fossil fuel emissions of CO
and NMHC is caused in part by emissions from transpor-
tation. We estimate that the emissions from cars in winter
are about 14% higher than the annual mean and about 14%
lower in summer. Our estimate accounts for the enhanced
vehicle emissions of CO and NMHC in winter because the
efficiency of emission control devices are temperature-
dependent [Stump et al., 1989] and the higher number of
total vehicle miles traveled during the summer months
[Federal Highway Administration, 2001]. Since mobile
sources contribute 57% of the total emissions from the
U.S. [U.S. EPA, 2000], our estimate of the seasonal varia-
tion in fossil fuel emissions is ±8% about the annual mean.
We vary the fossil fuel emissions north of 30N latitude in
the model accordingly. This estimate of the seasonal vari-
ation in fossil fuel emissions is likely to represent the
variation in emissions for Europe, but may be an underes-
timate in China where coal is used for heating in winter.
Streets et al. [2003] estimate that emissions from China are
much higher in November to February than in the rest of the
year, because of residential use of coal and biofuel for
heating. Their work suggests that we may be underestimat-
ing the seasonality of emissions north of 30N by at least a
factor of two. We chose not to impose seasonality for the
residential sector as our estimate is rather uncertain because
of the paucity of data for emission factors.
3.2. Biofuels
[47] Emissions of CO from biofuels were estimated from
the inventory and EFs of Yevich and Logan [2003]. Biofuels
included in the inventory are fuel wood, charcoal, agricul-
tural residues and dung. The annual emission rate in the
developing world is 159 Tg/a, to which we add 30 Tg/a
from photochemical oxidation of NMHC produced by
biofuel combustion (Table 1). We assume no seasonal
variation in biofuel use, as these fuels are used largely in
the tropics for cooking. There is likely some seasonal
variation in use for heating at high altitudes in the tropics,
and in northern China. The EDGAR2 inventory gives a
global source of 181 Tg in 1990, while EDGAR3.2 gives
216 Tg for 1990 and 232 Tg in 1995, with only 15 Tg of
this in the developed world [Olivier et al., 1996, 1999]. We
do not allow for IAV in biofuel combustion. Emissions may
have increased by as much as 20% in the tropics from 1985
to 1995 [Yevich and Logan, 2003], but Chinese statistics
suggest a decrease since 1990 [Streets et al., 2001].
Table 9. Comparison of Estimates for CO Emissions From Fossil
Fuel and Industry
CO, Tg, 1985,
This Work
CO, Tg, 1990,
EDGAR2
Road transport 238 208
Residential fuel 53 49
Other fossil fuel combustion 26 6
Iron and steel industry 50 35
Other industry 16 0
Figure 2. Total direct emissions (Tg CO/a) from fossil
fuel use and industry from Europe (solid line with plus
symbols; 38–70N; 15W–75E and 52–70N; 75E–
180), North America (fine solid line; 28–70N; 170–
50W), east Asia (heavy solid line; 8–44N; 75–150E),
and the rest of the world (dashed line). The global total is
shown as a heavy solid line with plus symbols. The
emissions from Eastern Europe (>22E) and Western
Europe (<22E) are also shown (solid lines with plus
symbols).
D22301 DUNCAN ET AL.: GLOBAL BUDGET OF CO, 1988–1997
9 of 29
D22301
3.3. Biomass Burning
[48] One of the largest uncertainties in the budget of CO
is the magnitude of emissions from biomass burning, as
well as its IAV. Estimates ranged from 450 to 920 Tg CO/a
in the model intercomparison of Kanakidou et al. [1999].
Galanter et al. [2000] showed that six estimates used in
CTMs vary from 3260 to 10,450 Tg DM (dry matter)
burned annually.
[49] The emissions inventory used in this study is sum-
marized by Lobert et al. [1999] and Duncan et al. [2003a],
with a detailed assessment of agricultural waste burning
given by Yevich and Logan [2003]. Categories in the
inventory are deforestation, shifting cultivation, agricultural
residues burned in the field, savanna burning, and forest
fires. A total of 5525 Tg DM is consumed annually,
representing a mean for 1980 to 1990. This is larger than
the estimate of Hao and Liu [1994] for tropical burning,
4610 Tg DM/a, which was used in the EDGAR2 inventory.
Emissions were determined by applying EFs for each of the
above categories to give a mean emission rate of 437 Tg
CO/a [Duncan et al., 2003a].
[50] We constrained the timing of emissions as described
by Duncan et al. [2003a]. Specifically, we used the Total
Ozone Mapping Spectrometer (TOMS) Aerosol Index data
(AI) product [e.g., Herman et al., 1997; Torres et al., 1998]
and fire counts from the Along Track Scanning Radiometer
(ATSR) World Fire Atlas [Arino and Rosaz, 1999] as
surrogates for the timing of biomass burning. For Africa
only, the timing of burning was based on a climatology due
to limitations of the method of Duncan et al. [2003a]. The
spatial pattern of burning within each region was the same
for 1988 through mid-1996, but it varied from mid-1996
through 1997 on the basis of the locations of fire counts,
except in Africa, as discussed by Duncan et al. [2003a]. In
contrast to Yung et al. [1999], we found no large-scale,
long-term trends in biomass burning during our simulation
period, but that there is significant IAV. Our source varies
from 406 to 516 Tg CO/a from 1988 to 1997, with highest
emissions in 1991, 1994, and 1997. Adding 45–57 Tg/a
from the oxidation of NMHC associated with biomass
burning brings the totals to 451–573 Tg/a (Table 1; see
section 3.6).
3.4. Direct Emissions That Were Not Included
[51] We do not simulate the direct emission of CO from
plants, degrading plant matter, or the ocean since these
pathways are uncertain and the magnitudes of these sources
are relatively small. Recent estimates of the emissions from
plants and degrading organic matter range from 75 to
380 Tg/a [Kanakidou et al., 1999, and references therein].
We expect these emissions are roughly balanced with the
amount consumed by soils, 115–240 Tg/a [Sanhueza et al.,
1998], and that they exert no significant net influence on
CO. Measurements of CO in the surface ocean typically
indicate supersaturation with respect to equilibrium, indi-
cating an oceanic source, with estimates as high as 120 (±80)
Tg/a in the literature [e.g., Linnenbom et al., 1973; Seiler,
1974; Seiler and Schmidt, 1974; Conrad et al., 1982]. Bates
et al. [1995] reported an ocean source at the low end of
previous estimates, 6–30 Tg/a, based on analysis of data
from six trans-Pacific cruises. We believe these estimates to
be reliable.
3.5. Methane Oxidation
[52] The source of CO from CH4 oxidation is calculated
using measurements of specified mixing ratios of CH4
(section 2.1), OH calculated by the parameterization
scheme, and the rate constant for CH4 + OH given by
Sander et al. [2003]. Production rates in the stratosphere
were calculated off-line with a 2-D model [Schneider et al.,
2000; D. B. Jones, personal communication, 2000]. We
assume that the yield of CO per molecule of CH4 oxidized,
aCH4, is 1.0. We find that production ranges from 778 to
861 Tg CO/a from 1988 to 1997, about one third of the total
source (Table 1). Only 2% of this source lies in the
stratosphere.
[53] Values reported for aCH4 are significantly lower than
unity. Logan et al. [1981] gave a value of 0.78, assuming
that intermediate products are removed efficiently by wet
deposition. Solubility data for methylhydroperoxide,
CH3OOH, and formaldehyde, CH2O, were lacking until
the mid-1980s [Lind and Kok, 1986; Bretterton and
Hoffmann, 1988]. Tie et al. [1992] reported an aCH4 of
0.82 on the basis of the assumptions of Logan et al.
[1981]. Manning et al. [1997] deduced a value of 0.7 from
measurements of CO isotopes in the SH, while Bergamaschi
et al. [2000b] estimated an a posteriori average aCH4 of 0.86
in an inversion study of CO isotopes. Novelli et al. [1999]
examined the yields of H2 and CO from CH4 oxidation and
proposed a mean aCH4 = 0.95, with 5% of CH2O lost to dry
deposition.
[54] We assume aCH4 to be 1.0 for both high- and low-
NOx chemical environments [Kleinman, 1994], on the basis
of the following considerations. In a high-NOx environ-
ment, oxidation of CH4 leads rapidly to production of CH2O
without involving relatively long lived intermediates. Form-
aldehyde has a Henry’s law constant that puts it on the
threshold of efficient scavenging in deep convective clouds
[Mari et al., 2000], but there are no observations that
provide evidence of significant scavenging in clouds or
fogs [Jacob, 2000]. Its photochemical lifetime is hours,
shorter than the typical frequency of deep convective
events. The lifetime with respect to deposition is long
(months). Thus CH2O is likely to photolyze or to react
with OH, leading to a yield of 1 for CO. In a low-NOx
environment, oxidation leads to the production of CH2O via
CH3OOH, a relatively long lived intermediate. Wet scav-
enging of CH3OOH is likely small because it has low
solubility [Magi et al., 1997]; it will photolyze or react
with OH, producing CH2O, and a yield of 1 for CO. In a
sensitivity study, we found that reducing aCH4 to 0.9 in our
model results in a decrease in CO of <5 ppbv globally, and
by <10% in the tropics and SH where CH4 oxidation is a
major contributor to total CO.
3.6. Secondary Production From NMHC
[55] The oxidation of NMHC provides an important
source of CO [Zimmerman et al., 1978; Logan et al.,
1981; Kanakidou and Crutzen, 1999; Granier et al.,
2000]. We account for NMHC emitted by fossil fuel use
and industry, biofuels, biomass burning, and vegetation.
Production is derived by multiplying the emission rate of
each NMHC by a yield of CO per carbon oxidized
(aNMHC), with yields taken from Altshuller [1991]
(Table 10); individual aNMHC do not account for the loss
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of intermediate trace gases by deposition, so we may
overestimate some yields. The resulting CO is emitted
directly, which may overpredict the contribution from
longer-lived NMHC in source regions in winter. The as-
sumption of immediate formation is more reasonable for the
short-lived biogenic species, isoprene and monoterpenes.
We find that anthropogenic NMHC contribute about 7% to
the total source, while biogenic NMHC contribute about
15% (Table 1).
3.6.1. Anthropogenic NMHC
[56] Emissions were taken from the inventory of Piccot et
al. [1992], which includes both fossil and wood fuels. For
the latter they relied on vegetal fuel use statistics from the
International Energy Agency [OECD, 1990, 1991b], which
give significantly lower biofuel amounts than Yevich and
Logan [2003]. We subtracted the biofuel emissions from the
Piccot et al. inventory, so that we could use the biofuel
inventory of Yevich and Logan. Biofuel emissions of 12 Tg
C/a paraffins and 7 Tg C/a olefins were removed from the
former inventory. We developed emissions estimates for
biofuel and biomass burning by applying the EFs for
individual NMHC compounds from Andreae and Merlet
[2001] to the inventories described in sections 3.2 and 3.3.
Applying the yields in Table 10, we find that oxidation of
anthropogenic NMHC results in a source of CO that
amounts to 19%, 19% and 11% of the direct emission of
CO from fossil fuels/industry, biofuels and biomass burn-
ing, respectively. The direct emissions from these three
source categories are increased by these amounts to account
for the indirect source from oxidation of coemitted NMHC.
3.6.2. Biogenic NMHC
[57] Biogenic emissions of isoprene, monoterpenes,
methanol, and acetone are included as sources of CO. These
produce 354–379 Tg/a (Table 1). Their oxidation makes up
71% of the photochemical source from NMHC, with the
remainder from fossil fuel (14%), biomass burning (9%),
and biofuel sources (6%) (Table 10).
[58] Isoprene emissions are based on a modified version
of the inventory of Guenther et al. [1995], and are depen-
dent on solar radiation and temperature. The modifications
are described by Wang et al. [1998] and Bey et al. [2001a].
The global isoprene emission rate of the modified inventory,
397 Tg C/a for 1994, is about 20% lower than the inventory
of Guenther et al., 503 Tg C/a.
[59] The yield of CO from isoprene oxidation, aisop, is
dependent on local NOx [Miyoshi et al., 1994]. We esti-
mated this yield using results from a CTM simulation with a
carbon accounting scheme to track the carbon in isoprene
oxidized to CO (A. C. Fusco, personal communication,
2000). We calculated aisoprene according to the following
equation: aisop = 0.16 * [NOx (ppbv)] + 0.12, with a
maximum aisop of 0.42 and a minimum of 0.16. The global
average value for aisop is 0.2 in our model, with values of
0.4 for polluted regions and generally <0.2 for clean tropical
regions. The resulting production is 170–184 Tg CO/a
(Table 1), significantly lower than the estimates adopted by
Bergamaschi et al. [2000a], 400 Tg/a, and Holloway et al.
[2000], 648 Tg/a. They both used the unmodified inventory
of Guenther et al. [1995], and they assume higher values for
aisop, 0.34 for the former and 0.55 for the latter (T. Holloway,
personal communication, 2001).
[60] Monoterpene emissions are taken from Guenther et
al. [1995] as modified by Wang et al. [1998]. The emission
rate in the modified inventory, 150 Tg C/a, is about 18%
higher than the original, 127 Tg C/a. The yield of CO from
monoterpene oxidation, amono, is assumed to be 0.24
[Hatakeyama et al., 1991; Vinckier et al., 1998], giving
emissions of 68–71 Tg CO/a for 1988–1997. The emis-
sions given by Bergamaschi et al. [2000a] and Holloway et
al. [2000] are taken from Guenther et al. [1995] (Tables 1
and 2). Holloway et al. assumed amono to be 0.08 and
Bergamaschi et al., 0.33.
[61] Singh et al. [2000] estimated a methanol source of
28–79 Tg C/a of which about 19–47 Tg C/a is of biogenic
origin with an additional 4–15 Tg C/a from decaying plant
Table 10. NMHC Emissions Budget With Total Production of CO by Oxidation
Chemical
Tracers
Biogenics,a
Tg C/a
Biomass Burning,b
Tg C/a
Biofuels,b
Tg C/a
Fossil Fuels,a
Tg C/a
Sum,
Tg C/a aNMHC
c
Total Production,
Tg CO/a
Ethane – 1.9 2.6 5.2 9.7 0.56 12.6
Propane – 0.7 1.2 5.5 7.4 0.61 10.5
C4 alkanes – 0.6 0.78 24 25.8 0.50–0.72 31.3
C3 alkenes – 3.9 6.5 7.8 18.0 0.25–0.74 25.2
Formaldehyde – 1.9 0.50 0.0 2.4 1.00 5.5
C3 aldehydes – 2.6 0.67 0.0 3.3 0.49–0.56 3.9
Acetone 16 1.8 0.5 0.85 19.1 0.67 29.9
C4 ketones – 3.6 1.4 0.81 5.8 0.54 7.3
Isoprened 397 – – – 397 0.20d 180
Ethyne – 1.6 1.3 – 2.8 0.60 3.9
Ethene – 5.2 3.2 4.8 13.2 0.89 27.4
Alcohols 43e 3.6 1.6 – 48.7 0.68–1 109
Aromatics – 3.2 5.7 10.9 19.8 0.09 4.2
Monoterpenesf 150 – – – 150 0.20 70
Total 606 30.5 25.9 60.0 723 521
aThe fossil fuel and biogenic emissions are for 1994.
bThe biofuel and biomass burning emissions are annual average emissions.
cYield of CO per atom C of NMHC oxidized.
dAverage yield is a function of the NOx concentration; the range of yields is 0.16 to 0.42. The emission rate is dependent on solar radiation and
temperature; based on the inventory of Guenther et al. [1995] with modifications described by Wang et al. [1998] and Bey et al. [2001a].
eMethanol only.
fThe emission rate is dependent on temperature; based on the inventory of Guenther et al. [1995] with modifications described by Wang et al. [1998].
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Table 11. Statistical Comparison With Observations for the Base Simulation
Station ID Station Location
Latitude,
deg
Longitude,
deg
Altitude,
m Na
D,b
ppbv D,c %
Standard
Error,d ppbv R2e Rds
2f Rdst
2g
Trend
Model,h %/a
Trend
Data,h %/a
High Northern Hemisphere
ALT Alert, Canada 82N 62W 210 67 4.8 4.2 1.5 0.88 0.29 0.12 1.3 ± 0.5 1.7 ± 0.6
MBC Mould Bay, Canada 76N 119W 58 63 7.3 4.6 2.1 0.86 0.49 0.35 1.4 ± 0.9 1.2 ± 0.8
BRW Barrow, Alaska 71N 36W 11 112 NS NS 1.6 0.84 0.48 0.16 1.8 ± 0.5 1.9 ± 0.3
ICE Heimaey, Iceland 63N 20W 100 59 6.2 5.3 1.9 0.75 NSk NS NS NS
Europe
MHD Mace Head, Ireland 53N 9W 25 79 9.9 8.2 2.6 0.66 0.45 0.45 NS NS
HUN Hegyhatsal, Hungary 46N 16E 248 57 NS NS 6.1 0.62 NS 0.29 2.5 ± 1.0 2.8 ± 2.0
North America and North Atlantic
CMO Cape Meares, Oregon 45N 123W 30 62 7.7 7.5 2.6 0.62 0.16 0.12 1.6 ± 1.1 NS
NWR Niwot Ridge, Colorado 40N 105W 3475 107 NS NS 1.4 0.51 0.10 0.10 0.8 ± 0.3 NS
ITN Grifton, North Carolina 35N 77W 505 66 14 6.0 4.1 0.29 0.07 NS 0.9 ± 0.7 NS
BMW Southhampton, Bermuda 32N 65W 30 71 NS NS 2.2 0.69 0.09 0.16 0.7 ± 0.7 1.9 ± 1.3
IZO Tenerife, Canary Islands 28N 16W 2300 72 7.6 5.8 1.2 0.79 0.31 0.19 1.0 ± 0.5 3.1 ± 1.0
RPB Ragged Pt., Barbados 13N 59W 3 69 NS NS 1.1 0.66 0.22 0.22 0.5 ± 0.5 1.3 ± 0.9
East Asia and North Pacific
CBA Cold_Bay, Alaska 55N 162W 25 69 12 9.0 1.4 0.85 0.12 NS 0.9 ± 0.5 0.8 ± 0.6
TAP Tae-ahn, S. Korea 36N 126E 20 79 48 23 8.1 0.17 NS NS 1.7 ± 1.2 NS
WLG Mount Waliguan, PRC 36N 100E 3810 78 4.9 6.1 2.2 0.39 0.06 NS NS NS
MID Sand Island, Midway 28N 177W 4 72 17 13 1.3 0.90 0.17 0.20 1.1 ± 0.9 NS
MLO Mauna Loa, Hawaii 19N 155W 3397 102 11 11 1.1 0.72 0.09 0.05 1.0 ± 0.5 1.1 ± 0.8
GMI Guam, Mariana Islands 13N 144E 2 99 21 19 1.6 0.55 0.21 0.16 0.7 ± 0.6 1.0 ± 1.0
GMIi 99 14 13 1.0 0.76 0.30 0.28 0.7 ± 0.6 1.1 ± 0.8
Southern Hemisphere Tropics
SEY Mahe Island, Seychelles 4S 55E 3 80 18 19 1.5 0.73 0.40 0.37 NS NS
ASC Ascension Island 7S 14W 54 107 NS NS 1.7 0.42 NS NS NS 2.3 ± 0.8
ASCi 107 NS NS 1.5 0.48 0.17 0.13 NS 1.2 ± 0.7
SMO American Samoa 14S 170W 42 112 6.9 10 0.68 0.27 0.29 0.31 NS 1.0 ± 0.6
Middle and High Southern Hemisphere
CPTj Cape Point, South Africa 34S 18E 210 120 2.0 2.9 0.43 0.71 0.14 0.18 0.34 ± 0.25 0.37 ± 0.34
CGO Cape Grim, Tasmania 40S 144E 94 78 1.8 4.9 0.70 0.54 NS NS NS 0.8 ± 0.7
SYOv Syowa, Antarctica 69S 39E 11 59 NS NS 0.59 0.73 0.19 NS 1.4 ± 0.3 2.0 ± 0.7
aN is the number of monthly mean observations coincident with model output.
bThe bias is the mean of (model-observed)/observed for the entire time series.
cMean bias (%) relative to the mean observed CO.
dStandard error of mean bias (D).
eR is the linear correlation coefficient between model and observations.
fRds is the linear correlation coefficient between deseasonalized model and observations.
gRdst is the linear correlation coefficient between deseasonalized and detrended model and observations.
hThe annual trend is given in %/a ± two standard errors.
iNOAA/GMD data for the site flagged as being ‘‘nonbackground’’ were not included.
jData provided by Ernst Brunke and Eckhart Scheel [Brunke et al., 1990].
kNS, not significant.
Table 12. Station Information for Observed CO Column Data With Statistical Comparison to Model Output
Station
Latitude,
deg
Longitude,
deg
Altitude
Range, km
Time
Period Na Db D,c %
Standard
Errord R2e Rds
2f Rdst
2g
Trend
Model,h %/a
Trend
Data,h %/a
Jungfraujoch 46.5N 8.0E >3.6 88–99 100 NSi NS 0.009 0.72 0.27 0.26 0.8 ± 0.3 0.6 ± 0.4
Rikubetsu 43.5N 143.8E 0.2–12 95–00 30 NS NS 0.04 0.70 0.20 0.19 – –
Mauna Loa 19.5N 155.6W 3.4–16 95–98 21 NS NS 0.02 NS NS – – –
Lauder 45.0S 169.7E >0.37 94–00 39 0.064 5.9 0.01 0.65 NS 0.12 – –
aN is the number of measurement points coincident with model output.
bThe bias (1018 molecules cm2) is the mean of (model-observed)/observed for the entire time series.
cMean bias (%) relative to the mean observed CO.
dStandard error of mean bias (D).
eR is the linear correlation coefficient between model and observations.
fRds is the linear correlation coefficient between deseasonalized model and observations.
gRdst is the linear correlation coefficient between deseasonalized and detrended model and observations.
hThe annual trend is given in %/a ± two standard errors.
iNS, not significant.
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matter. The yield of CO from methanol oxidation is about 1
since CH2O is the longest-lived intermediate species in the
oxidation process (see section 3.5). We include a biogenic
methanol source of 43 Tg C/a distributed according to
emissions of isoprene; this results in production of 95–
103 Tg CO/a (Table 1). Primary acetone emissions from
biogenic sources are about 16 Tg C/a [Jacob et al., 2002].
The yield of CO from its oxidation is assumed to be 0.66 on
the basis of degradation pathways given by Orlando et al.
[2000] and Reissell et al. [1999], resulting in a source of
21 Tg/a (Table 1), which is distributed following Jacob et
al. [2002].
4. Observations Used for Model Evaluation
[62] Model results were evaluated with observations from
the NOAA/GMD surface network, various aircraft cam-
paigns, total column stations, and from the space shuttle.
4.1. NOAA/GMD Flask Sampling Program
[63] Carbon monoxide is measured weekly at a global
network of surface sites as part of the NOAA/GMD flask
sampling program [Novelli et al., 1992, 1998]. The stations
Figure 3. Model CO (ppbv) for 1994 at the surface in (a) January and (b) July and at sigma level 9
(500 mbar) in (c) January and (d) July.
Figure 4. Lifetime of CO (days) at (a) the surface in January 1994, (b) 500 mbar (sigma level 9) in
January, (c) the surface in July, and (d) 500 mbar in July.
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used in this analysis are given in Table 11; they were
selected because of their longer records. Data for Cape
Point, South Africa, are continuous and from Brunke et al.
[1990].
[64] As part of the GMD data selection, flask pairs are
flagged as nonbackground if they deviate by more than 3
sigma from a smooth curve fit to the data. We include these
data points, as long as they are duplicated, because we do
not screen for nonbackground air in our model. We calcu-
lated monthly means from the weekly means. For Guam and
Ascension Island, we show monthly CO calculated only
with data for background conditions because of obvious
contamination of the sampled air with CO from local
sources on some occasions. We also use background data
only for GMD shipboard data. Several surface sites employ
a protocol to sample clean air, e.g., onshore winds for island
and coastal sites. We did not account for selective wind
sampling in the model. However, we sample from an
adjacent grid box for locations with continental emissions
within the box containing the site. These include the box to
the south for Tae-ahn and the box to the southwest for Cape
Grim and Cape Point. We also sample model output above
the surface level for stations located at high elevation on
mountain peaks: Niwot Ridge (level 5), Mount Waliguan
(level 3), Tenerife (level 5), and Mauna Loa (level 7). We
sample Grifton, located on a radio tower, at level 2.
Figure 5. Contribution by source to model CO for 1994. The dotted black line represents NOAA/GMD
CO observations for 1994, and total model CO is represented by a solid black line. CO from fossil fuels,
biofuels, and biomass burning are shown as dashed red line, solid red line, and dotted blue line,
respectively. CO from CH4 oxidation is shown as a solid blue line and from biogenic NMHC as a solid
green line.
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4.2. Aircraft Campaigns
[65] Observations from various aircraft campaigns were
averaged over the same chemically and geographically
coherent regions as described by Bey et al. [2001a]. Com-
parisons of vertical profiles of monthly averaged observed
and model CO shown below use mean values for the same
month and year that the field missions took place. These
observations are not statistically representative for the
particular month, but give useful information on vertical
gradients in different regions and seasons.
4.3. Column Measurements
[66] We use column abundances of CO to evaluate the
model at the following locations (see Table 12): Jungfrau-
joch, Switzerland [Mahieu et al., 1997; Rinsland et al.,
2000]; Rikubetsu and Moshiri, Japan [Zhao et al., 1997,
2000]; Mauna Loa, Hawaii, U.S. [Rinsland et al., 1999];
and Lauder, New Zealand [Rinsland et al., 1998]. The
number of daily observations used to create the monthly
averages typically ranged from 3 to 20.
4.4. Measurement of Air Pollution From Satellites
(MAPS)
[67] Column measurements of CO were made from the
space shuttle from 9 to 19 April and 30 September to
11 October 1994 [Connors et al., 1999]. The instrument
is most sensitive between 600 and 200 hPa. Connors et al.
reported that the MAPS data agreed with in situ observa-
tions within ±10% while Reichle et al. [1999] found that the
data are biased high by 10%. We use the MAPS 5  5
interpolated, mission-averaged data product and compare to
the average model CO for the same time period, after it is
vertically integrated and weighted following Reichle et al.
5. Model Results and Evaluation
[68] Figure 3 shows model CO for January and July 1994,
at the surface and at 500 hPa. In January, there is a strong
latitudinal gradient at both levels. The lifetime is long in
winter, allowing CO from fossil fuel/industry to accumulate
in the NH. Conversely, in the SH, CO approaches its
seasonal minimum because its lifetime is short in austral
summer (Figure 4) and biomass burning activities are at a
minimum. By July, the latitudinal gradient is weaker be-
cause the CO lifetime is shorter (weeks to months) over
most of the NH, the biomass burning season is beginning in
the SH, and the lifetime is long at southern midlatitudes.
[69] There are strong surface gradients near the industri-
alized regions of North America, Europe, and east Asia in
January, and regions with biomass burning, especially
northern Africa in January and southern Africa in July.
There are also gradients at 500 hPa over regions with
Figure 6. Time series of model surface CO with observations from the NOAA/GMD measurement
stations. The model CO is represented by a heavy solid line, and the observations are represented by a
dashed line with circles. Station locations are in Table 11. For the Guam and Ascension Island stations,
the fine solid line represents the monthly averaged CO without data flagged as ‘‘nonbackground.’’
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biomass burning, indicating that vertical transport in these
tropical regions is important for pollutant dispersion. On the
other hand, CO at 500 hPa in January is well mixed in the
NH extratropics, as horizontal advection in the prevailing
westerlies is the dominant mechanism for mixing.
5.1. Source Apportionment
[70] The contribution of various sources to surface CO is
shown for selected sites in Figure 5. These contributions were
calculated using taggedCO tracers [Bey et al., 2001b] for each
source andmonthly meanOH fields from our simulation with
all sources. The apportionment of sources in our model is
similar to the apportionment in the model of Holloway et al.
[2000]. Methane oxidation contributes 25–30 ppb CO ev-
erywhere, year-round. Fossil fuel emissions are the largest
contributor to the CO burden in the northern extratropics. Our
model’s burden from fossil fuels is up to 50% larger than that
reported by Holloway et al. [2000], because they used a
smaller fossil fuel source. The seasonal contribution from
biomass burning at the tropical stations is generally equal to or
less than that from CH4 oxidation (Figure 5). Holloway et al.
[2000] found the reverse, because of higher emissions in their
work. The contribution of biogenic NMHC at all stations is
less than that reported byHolloway et al. [2000] as a result of
higher emissions in their work (Table 1).
5.2. Time Series (1988–1997)
[71] We present here an evaluation of the model (Figures 6
and 7). Our goals are (1) to test the emission inventories
used here, (2) to show the ability of the model to reproduce
observed CO, and (3) to quantify the ability of the model to
reproduce CO trends and IAV. We show the trends here, and
focus on their causes in the work by Duncan and Logan
(manuscript in preparation, 2007). In what follows we give
a brief overview of our results and then discuss our findings
by region.
[72] Several quantitative measures of model performance
are given: the bias, the correlation coefficient between
simulated and observed time series (R), and the trend. Since
a large part of the correlation is driven by the model’s ability
to capture the seasonal cycle of CO, we use the correlation
for the deseasonalized time series (Rds) to quantify IAV; and
since there are significant trends at several sites, we use
deseasonalized and detrended time series (Rdst) to indicate
the model’s ability to capture the residual IAV that is not
caused by trends. Seasonal trends were calculated using
linear regression as described in Appendix A. We focus
below on trends at sites with longer records; for short
records, the trends can easily be skewed by a few outliers.
5.2.1. Overview
[73] There are no consistent regional biases in the extra-
tropics, and biases are mostly less than ±10% in the NH and
±5% in the SH (Table 11). However, model CO is low at
many tropical sites with biases of zero to 19%. The model
captures well the phase and amplitude of the seasonal
variation of CO. Model and observed CO are highly
correlated, with R2 > 0.5 for 80% of sites, and >0.7 for half.
Figure 6. (continued)
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[74] The simulation captures well the observed decrease in
CO at northern high latitudes (2%/a for 1988–1997) and
over the subtropical Pacific (1%/a for 1989–1997), but
underestimates the decrease over the Atlantic (approximately
2%/a for 1991–1997), as discussed further below. The
model explains a significant fraction of the variance in the
deseasonalized time series for most stations, with R2ds in
the range 5–49%; the highest values are generally for stations
with a significant decrease in observed CO. Once the trend is
removed, the model explains a smaller (but significant)
fraction of the variance at these stations (Rdst in Table 11).
5.2.2. High Northern Hemisphere
[75] Fossil fuels/industry provides the dominant source of
CO in this region (Figure 5), and the model captures the
decrease in CO that is associated with the decline in these
emissions outside Asia, particularly in Europe [Duncan and
Bey, 2004; Duncan and Logan, manuscript in preparation,
2007]. The mean model bias is small, 5%, and tends to be
largest in winter. This may be caused by our scaling of the
direct emission of CO from fossil fuels and biofuels by 1.19
to account for CO from the oxidation of coemitted NMHC,
which in reality are long-lived in winter (section 3.6.1).
5.2.3. Europe
[76] Mace Head, on the west coast of Ireland, is influ-
enced by relatively clean oceanic air and polluted air from
Europe [Simmonds et al., 1997; Cape et al., 2000]. The
model matches the transport-induced variability well, with
Rdst
2 = 0.47 [see also Allen et al., 1996a]. This variability is
partly associated with the North Atlantic Oscillation (NAO)
[Duncan and Bey, 2004]. The strong emissions reduction in
Eastern Europe and Russia is not apparent at Mace Head
because these emissions are generally downwind and the
meteorological variability effectively masks the impact of
the emissions reduction [Duncan and Bey, 2004]. However,
there is a small decrease in column CO over Switzerland
(0.6%/a at Jungfraujoch), also found in the model.
[77] Hegyhatsal (Hungary) is a regionally polluted site
with CO values 2–3 times higher than at remote sites. The
model captures the IAV there (Rdst
2 = 32%), as it does for
the column measurements at Jungfraujoch (Rdst
2 = 25%). The
model and observed trends at Hegyhatsal are of opposite
signs for 1993–1997, the time when data are available,
because of a low bias in the winter of 1993–1994 and a high
bias in the winter of 1996–1997. The IAV at this site
effectively masks the 15–20% decrease in emissions in
Western Europe during this time.
[78] European fossil fuel use provides the largest source
of CO to the European and high-latitude sites. This source
generally contributes more than 40% to the total burden
[Duncan and Bey, 2004] and even more when the contri-
Figure 7. Comparison of observed (dots) and total model columns (line) of CO (1018 molecules cm2)
for (a) Jungfraujoch, (b) Rikubetsu, (c) Mauna Loa, and (d) Lauder. Station locations are in Table 12.
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bution from methane oxidation (20–25 ppbv) is removed.
The good agreement between the model and observations
suggests that errors in our estimate for this European source
are relatively small.
5.2.4. North America and North Atlantic
[79] Model CO is a few percent higher than observations
at most U.S. stations, including those with shorter records
not shown in Figure 6 (in Wisconsin and Utah). We do not
reproduce sampling protocols at Cape Meares, Oregon and
Niwot Ridge, Colorado (westerly winds for both), which
may explain the relatively low values for R2 (0.62, 0.51).
The model does not reproduce CO well at Grifton, North
Carolina, with a negative bias of 6% and R2 = 0.29. The
model may perform poorly there because it does not
simulate local pollution episodes well.
[80] The model performs well at the North Atlantic
stations, with no bias for Bermuda or Barbados and a bias
of 6% for the Canary Islands. All three sites show a
decrease in CO for their short records (6 a). The model
underestimates the trends, but is within the error bounds
except for the Canary Islands. It captures the IAV well at the
latter site, with Rds
2 = 0.31; some of the IAV in model CO
may be associated with the NAO as the CO burden from
European sources tends to be higher over the North Atlantic
when the NAO is in the negative phase, and lower when it is
in the positive phase [Duncan and Bey, 2004]. Fossil fuels
from North America provide the largest source of CO at the
U.S. sites and at Bermuda (40–50% when the source from
CH4 oxidation is excluded), and the small biases lend
support to the inventory for North American emissions.
5.2.5. East Asia and North Pacific
[81] Tae-ahn, Korea, lies in a region of high fossil fuel
emissions. The model is much too high in winter and spring,
when Asian outflow is at a maximum, but the station data
are sampled to avoid such outflow, likely causing the high
bias (23%) and low R2, 0.17. The CO column over
Rikubetsu, Japan, has no bias (Table 12). Mount Waliguan
is in a region with a strong gradient in Asian fossil fuel
emissions. The model is too high in late summer and fall,
causing the small bias (6%) and a relatively low value for
R2, 0.39.
[82] The model is low (approximately 11%) for the
Pacific sites of Cold Bay, Midway, and Mauna Loa,
particularly in January–March when the contribution from
fossil fuels is highest (Figure 5); however there is no bias
for the CO column above Mauna Loa (Table 12). The model
matches the decrease in CO for the longer records, 1%/a,
caused by the decrease in European emissions (Duncan and
Logan, manuscript in preparation, 2007). Fossil fuel emis-
sions (from Europe, Asia, and North America) and biomass
burning are the largest CO sources for these sites (Figure 5).
The negative biases suggest that emissions from east Asia
are somewhat underestimated, as there is no indication that
European and North American emissions are low. There are
also low biases in shipboard data from the eastern Pacific in
spring from 10–30N (Figure 8a). However, there are high
biases for shipboard data near southern Asia for 18–21N in
spring when outliers are excluded, but not when they are
included (Figure 8b).
[83] The model underestimates CO at low latitudes in the
Pacific as shown by the shipboard data (Figure 8) and
results for Guam; here also the biases are largest in winter
and spring, except for the south China Sea, where the biases
are largest in August to October. There appear to be local
sources on Guam, and the bias for background data there is
13%. The model reproduces the small decrease in CO,
1%/a.
5.2.6. Southern Hemisphere Tropics
[84] The model performs best at Ascension Island, the site
most sensitive to emissions from fires (Figure 5), with no
bias but a relatively low R2 (0.42). The model results are
slightly better when only background data are used. Weekly
measurements are unlikely to capture the true variability for
this location, which is caused by mixing of more polluted
air from above. Aircraft measurements show a highly
layered structure, with values above the boundary layer
much greater than those below [Talbot et al., 1996]. The
observations show a decrease in CO, 2.3%/a, while the
model gives no trend; biomass burning emissions are the
same each year in Africa in the model, as their IAV could
not be determined reliably [Duncan et al., 2003a].
[85] The model performs poorly at Samoa. It does not
capture the seasonal cycle (Figure 5, R2 = 0.27) and is
biased low by 10%. Samoa is located near the South Pacific
Convergence Zone (SPCZ) [Merrill, 1989], and the data
show considerably variability in austral spring. Aircraft
measurements for this season show that CO is much higher
south of the SPCZ than to the north, because of transport of
emissions from fires in Africa and South America in the
subtropics [Gregory et al., 1999]. Allen et al. [1997]
reported that the spatial extent of deep convective mixing
is overestimated in the model from June to August in the
vicinity of the SPCZ, and Samoa is in a region of deep
convective mixing in the model. This acts to reduce the
variability and concentration of CO in the boundary layer.
[86] The model also performs poorly at the Seychelles, in
the Indian Ocean, with a bias of 19%; it is too low by up
to 40 ppb in January–February, the seasonal maximum. At
this time of year the station is effectively in the NH, with the
ITCZ to the south, allowing it to be affected by pollution
from south Asia [Lelieveld et al., 2001]. A recent assess-
ment of CO from mobile sources in India indicates that
kerosene provides a significant source [Dickerson et al.,
2002], not accounted for in the inventory used here. The
Seychelles may also be influenced by emissions from
northern biomass burning, but the model transports less
than 5 ppb of this source to the site. The data show a
secondary maximum in September–October during the SH
biomass burning season, particularly in 1991, 1994, and
1997, when the site is influenced by emissions from fires in
Indonesia [Duncan et al., 2003a, 2003b]; the contribution is
less than 10 ppbv except in 1997, when there were unusu-
ally intense fires. The maximum is caused by transport of
emissions from fires from N. Africa and S.E. Asia, and from
fossil and biofuel use in south Asia. The model simulates
the timing of this peak quite well, but not the magnitude. It
captures much of the IAV, with Rds
2 = 0.4. The model
simulates the transport from different source regions and
its variability rather well.
[87] The tropical sites alone do not offer strong con-
straints on biomass burning emissions, because of transport
issues for Samoa, and the complexity of sources for the
Seychelles. Ascension is the site most sensitive to these
emissions, and does not imply an error in their magnitude.
D22301 DUNCAN ET AL.: GLOBAL BUDGET OF CO, 1988–1997
18 of 29
D22301
However, the shipboard data from the tropical Pacific show
a strong underestimate in austral spring (Figure 8a), which
must result either from low emissions from fires or from
deficiencies in transport.
5.2.7. Middle and High Southern Hemisphere
[88] There are only small biases for the stations in this
region, 3% to 5%, and for the column over Lauder, –6%.
However, the model is usually low in August to November,
the season when transport of biomass burning emissions is
an important source (Figure 5). The model peaks about one
month early. This could be caused by the biomass burning
season ending too early, but this seems unlikely as the
timing of fires is based on satellite observations [Duncan et
al., 2003a]. The enhanced CO in the model in fall at Cape
Grim is from fires in Australia, but samples are collected in
marine air. We removed Australian sources, and improved
significantly the model in austral fall (not shown). There are
small downward trends at Cape Grim (0.8%/a) and Cape
Point (0.37%/a) that are not seen in the model.
[89] The underestimate of the seasonal maximum in the
southern extratropics, coupled with the Pacific ship data,
further supports the idea that the emissions from biomass
burning may be too low in the SH and/or there are
deficiencies in transport.
Figure 8a. Comparison of model CO (thin line) with shipboard observations (thick line) in the Pacific
Ocean. The model CO is averaged over the time period of the observations. Model CO from North
American, Asian, and European fossil fuel sources is shown as dashed, dotted and dashed-dotted lines,
respectively. The vertical bars show the maximum and minimum values of model CO (fine line) and
observations (thick line). The observations do not include data marked as outliers.
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5.3. Aircraft Campaigns
[90] Model results compare well with observations for
most regions, capturing the lack of vertical gradient in the
tropics and SH (except near sources) and the decrease with
altitude in the more polluted northern locations (Figure 9).
The model is within the range of the data for North
America, except it is biased low over Maine above the
boundary layer. However, it is systematically high immedi-
ately downwind of Asia, on the basis of data from 1991 and
1994. The model agrees well with the data from the
southern tropical Atlantic and Pacific during the biomass
burning season (September 1992 and 1994). The outflow of
CO from Africa to the Atlantic is too low in altitude, but is
of about the right magnitude.
5.4. Space-Based Data
[91] The MAPS data provided the first global pictures
(albeit brief) of CO [Reichle et al., 1999]. The model
reproduces well the strong gradient with latitude and the
relatively small gradient with longitude in April 1994 (not
shown), with no global bias and R2 = 0.87. However, model
CO is slightly high in the NH, and low at southern midlat-
itudes, where it is less variable than the observations.
[92] The model is systematically low in October 1994 in
the southern tropics (Figure 10) where biomass burning is
occurring, especially in areas typically influenced by out-
flow from Indonesia (i.e., the tropical Indian Ocean and
Africa, the regions of the subtropical jets over the Pacific
Ocean [Duncan et al., 2003b]). This implies that the
emissions from biomass burning are too low, particularly
those from Indonesia. The model uses monthly mean
emissions, so it cannot reproduce transport of CO from
specific fires seen by MAPS on its 10 d in orbit, possibly
giving rise to the low correlation between model and
observations. The low bias in October is also consistent
with the comparisons with SH surface data in October 1994
(Figure 6).
6. Sensitivity Studies
[93] Here we examine the sensitivity of CO to uncertainties
in OH and to emissions. We are motivated by the patterns
revealed in the model evaluation: biases at 11 northern
extratropical sites of 9% to 8%, with a mean bias of 2%
(excluding Tae-Ahn), either zero or negative biases in the
tropics, and small biases in the southern extratropics. Since
the model underestimates CO in much of the tropics even
though our lifetime for CH3CCl3 is reasonable (section 2), we
conducted a simulation with archived OH values decreased
by 20%. The EDGAR estimate for the source of CO from
fossil fuels and industry is about 25% smaller than that used
here (Table 9), and we ran simulations with this source
changed by ±25% (±25% FF below). There are larger
uncertainties in sources from biomass burning and biogenic
NMHC, so we ran simulations with these sources changed
by ±50% (±50%BB and ±50%BIO below). Figure 11 shows
the results of our sensitivity simulations for selected stations.
Detailed results, including results for more stations
(Figures S1–S31) and the mean biases for the surface
stations, are given in the auxiliary material.
Figure 8b. Same as Figure 8a except for shipboard data from the South China Sea. The red line
represents the monthly averaged observations when outliers are included.
1Auxiliary materials are available in the HTML. doi:10.1029/
2007JD008459.
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6.1. Lower Tropospheric OH
[94] Lower OH improves agreement between model and
observations in regions where the model is biased low, the
Pacific from 30N to 15S, and the Seychelles (Figures 11a
and S1). Conversely, lower OH degrades the model results
in the tropical and subtropical Atlantic, and in the extra-
tropics. The model fails to capture the seasonal maximum of
CO in the southern tropical Pacific (Samoa, and shipboard
data in Figure 8a), and underestimates the seasonal maxi-
mum in the northern Pacific (Cold Bay, Midway and Mauna
Figure 9. Comparison of observed (solid line) and simulated (dashed line) vertical profiles of CO. The
horizontal bars are the standard deviations of the observed values.
D22301 DUNCAN ET AL.: GLOBAL BUDGET OF CO, 1988–1997
21 of 29
D22301
Loa). These deficiencies are likely caused by problems with
sources or transport in the model, rather than by an
overestimate of tropical OH.
6.2. Fossil Fuels
[95] The base case gives the best agreement for stations in
North America, Europe, and the north Atlantic (Figures 11b
and S2). For the high latitudes the biases are also smallest
for the base case, but because the phase of the model’s
annual cycle is about a month early, the +25% FF case
agrees best in April to June, while the 25% FF case does
in August–December. The higher emissions improve the
overall biases in the Pacific from 55N to 13N. Emissions
from Europe and Asia contribute significantly to CO over
the north Pacific, so to reconcile the results for the entire
Pacific could require an increase in Asian emissions and a
decrease in European emissions. Some of the difficulties in
matching the seasonality of CO in the extratropics may be
caused by (1) our assumption that NMHC coemitted with
CO are an immediate source of CO, even in winter, while in
reality the NHMC are long-lived in winter (section 3.6.1),
and (2) an underestimate in the seasonality in emissions
from fossil fuel, as we did not allow for seasonality in the
residential sector (section 3.1.1).
[96] Where fossil fuels provide the largest source (north
of 30N), higher emissions increase CO by 14%, while
lower emissions decrease it by 14%, with largest effects
closest to source regions. The +25% FF case improves the
model biases by 6–10% in the northern tropics, but has
little effect in the SH. The effect of a 25% increase in fossil
fuel emissions is somewhat smaller than that of a 20%
decrease in OH at remote locations in the northern extra-
tropics while the converse is true near source regions. Our
results imply that our estimates of global CO emissions
from fossil fuels and industry are unlikely to be in error by
as much as +25%, unless our OH concentrations are too
high.
6.3. Biomass Burning
[97] Increasing biomass burning emissions by 50%
improves model CO at almost all tropical and subtropical
stations in local spring, except Ascension (Figures 11c and
S3). Ascension Island is the site most sensitive to fire
emissions and for most other tropical locations, biomass
burning provides at most 25–30% of CO. However, higher
emissions degrade the simulation in the southern extra-
tropics, except in October–December. Transport of emis-
sions from fire to the extratropics provides about 25% of the
CO there in the burning season. The effect of a 50%
increase in emissions is similar to that of a 20% decrease
in OH in the tropics and the SH, except near source regions.
[98] In the northern extratropics, where fires are a minor
source of CO except for boreal regions in May–August, the
+50% BB case improves the simulation slightly where the
base case has negative biases, while the 50% BB case
worsens it where the base case has positive biases, with
changes in the biases of only ±7%.
[99] Production of CO from biogenic NMHC oxidation,
another large tropical source, is not likely the cause of the
local spring underprediction as it does not have strong
seasonal variation. Changing this source by ±50% has
similar effects on model results at most stations to the
±50% BB cases as shown in Table S1, so results are not
discussed further.
7. Discussion and Conclusions
[100] We presented a comprehensive discussion of the
sources of CO, with a focus on uncertainties in the source
from fossil fuels and industry, and tested our budget with a
simulation of CO for 1988 to 1997 using a CO-only version
of the GEOS-Chem model. Unlike previous studies, we
simulated the interannual and seasonal variation of emis-
sions of fossil fuels and biomass burning, and allowed for
IAV in transport, the overhead ozone column, and methane.
Figure 10. (a) MAPS CO (ppbv) at 500 mbar observed from the space shuttle in October 1994 and
(b) model CO.
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[101] The model was evaluated with observations from the
NOAA/GMD surface sites, column measurements, aircraft
profiles, andMAPS data from the space shuttle. The ability of
the model to reproduce observations reasonably well offers
constraints on our source estimates, and lends confidence in
the use of the model as a tool to study interannual variations
and trends in CO. The parameterized chemistry decreases
significantly the model run time as compared to the simu-
lations with a kinetic solver, and permits multiple decade-
long sensitivity simulations. We evaluate the trends in CO
here, and present a more detailed study of the causes of the
trends and interannual variability in the work by Duncan and
Logan (manuscript in preparation, 2007).
7.1. Emissions of CO and Their Uncertainties
[102] Our estimate for the source of CO from fossil fuels
and industry is 390 Tg in 1985. North America and the
FSU/Eastern Europe provide the largest sources, 28% and
25% respectively, and only 5% of emissions are in the SH.
By scaling CO emissions to national inventories where
available, and to liquid fuel consumption elsewhere, we
estimate that the global source changed by only a few
percent from 1985 to 1997. However, the source from
eastern Asia increased by 51% from 1988 to 1997, driven
by economic expansion, while that in Eastern Europe
decreased by 45%, driven by economic contraction. There
were smaller decreases in Western Europe, 32%, and North
America, 17%, over the decade, as a result of regulation of
vehicular emissions. Our approach may have overestimated
the increase in China, but by only 16 Tg in 10 a.
[103] Our estimate for the direct CO source from fossil
fuels and industry in 1985, 390 Tg, is 30% larger than the
EDGAR 2 estimate for 1990, 298 Tg, and larger also than
the EDGAR 3.2 inventories, 319 Tg for 1990 and 310 Tg
Figure 11. (a) Comparison of model CO and observations from the NOAA/GMD stations for the
reduced OH sensitivity study. The model CO is averaged over the time period of the observations. The
heavy solid line represents observations, and the vertical bars are the maximum and minimum measured
values. The fine solid line with vertical bars represents the base simulation and the dotted line represents
the simulation with archived OH reduced by 20%. (b) Same as Figure 11a except for fossil fuel adjusted
by ±25% (dotted lines). The contribution of fossil fuel emissions to the burden for 1994 for the base
simulation is shown for Europe (fine line with diamonds), North America (fine line), and Asia (dashed
line). (c) Same as Figure 11b except for biomass burning adjusted by ±50% (dotted lines). The biomass
burning contribution in the 1994 base simulation burden is shown for Asia (fine line with diamonds),
Africa (fine line), boreal forests (heavy solid line), Indonesia and Australia (dashed line), and Latin
America (dotted line). The total burden from biomass burning is shown as a fine line with crosses.
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for 1995. We find higher emissions for all sectors compared
to EDGAR 2, but the difference results mainly from our
estimate for industrial sources, and for coal combustion in
the industrial sector, where we allowed for highly inefficient
combustion in China.
[104] The EDGAR 2 and EDGAR 3.2 inventories have
been used as the prior for the inversion analyses summa-
rized in Table 2. In all cases, the forward models under-
estimated CO significantly in the northern extratropics, and
the posterior emissions were significantly higher than the
prior. Most inversion studies that derived regional emissions
found that sources from Asia were seriously underesti-
mated, by as much as a factor of two [Kasibhatla et al.,
2002; Pétron et al., 2002, 2004; Arellano et al., 2004,
2006]. In some studies, sources from North America and
Europe required little adjustment, while in others the
inversion implied smaller sources than the prior.
[105] The latest work by Streets et al. [2006], based on
detailed Chinese statistics for fuel use by sector and new
data on EFs from China, gives emissions for China in 2001
that are very similar to the total used here for 1997. Their
detailed study is a major improvement over our crude
estimate, but it confirms our supposition, made over a
decade ago, that inefficient combustion in small-scale
industrial units is a major source of CO in China, and that
emissions from the iron and steel industry may be signifi-
cantly underestimated in the developing world. It is likely
that we underestimate emissions from industrial processes
and small-scale combustion in other Asian countries such as
India. As we emphasized in section 3.1.1, uncertainties
remain in emissions of CO for the transport section in
developed countries [Sawyer et al., 2000; Dickerson et
al., 2002], with even larger uncertainties for developing
countries.
[106] Inversion studies offer promise for constraining
CO emissions estimates, but they are no panacea, as shown
by the variable results in Table 2. Most inversions do not try
to infer the source from fossil fuel/industry separately from
the biofuel source, as they are colocated in Asia. We find
good agreement with observations in the northern extra-
tropics with a source from fossil fuels/industry and biofuels
of 633–676 Tg/a; this includes CO from the oxidation of
coemitted NMHC. The inversion studies infer a source of
760–923 Tg/a for this category, with the results depending
in part on the model OH, in part on the dynamical model,
and in part on the observations used as the constraint. For
example, two GEOS-Chem based inversions (using the
same OH distribution) give an estimate of 768 Tg/a with
GMD data as the constraint, but 844–923 Tg/a with
MOPITT data as the constraint (Table 2) [Kasibhatla et
al., 2002; Arellano et al., 2004].
[107] The source of CO from photochemical oxidation of
CH4 and NMHC represents more than half of the total source
of CO (Tables 1 and 2), larger than direct emissions from
biomass burning, fossil fuels, and biofuels. The yield of CO
from CH4 oxidation is a potentially major source of uncer-
tainty as CH4 oxidation accounts for 30% of the total CO
source (Tables 1 and 2).We argue that the yield of CO is close
to unity, in agreement with Novelli et al. [1999], because of
the low solubility of key intermediate products, CH2O and
CH3OOH. Others have argued that yields are as low as 0.7,
based on analysis of CO isotopes [Manning et al., 1997;
Bergamaschi et al., 2000b]. A simulation with a yield of 0.9
results in lower CO by <5 ppbv than our simulation with a
yield of 1. If the yield is indeed less than 0.9, then our model
CO would be too low in the tropics and SH.
[108] The most uncertain source of CO from NMHC
oxidation is from biogenic emissions, isoprene and terpenes
(250 Tg, 15% of the total source in Table 1); inversion
analyses give 175–507 Tg/a (Table 2), and offer little
constraint. Our sensitivity simulations to biogenic NMHC
also do not constrain the source used here, because of the
paucity of tropical observations. Oxidation of methanol
provides a nontrivial source of CO, 100 Tg.
[109] We find that oxidation of anthropogenic NHMCs
increases the source of CO from fossil fuel and industry by
19%, or 72–76 Tg in 1988–1997. It increases the source
from biofuels by 19% also (30 Tg), and the source from
biomass burning by 11% (45–57 Tg). Together, these
anthropogenic sources represent about 5% of the total CO
source (Table 1).
[110] Another uncertainty in the CO budgets in the
literature is the direct emissions of CO from plants, degrad-
ing plant matter, and the ocean (Table 2). We argue that the
source from the ocean is small on the basis of measurements
and that emissions from vegetation are roughly balanced by
soil consumption.
7.2. Evaluation of the CO Budget, Trends, and
Interannual Variability for 1988–1997
[111] We used comparisons between the model and obser-
vations by region to evaluate the emission inventories and
to identify potential shortcomings. Stations heavily influ-
enced by fossil fuel emissions from North America and
Europe compare well with observations, indicating that the
inventories for these regions are likely reasonable. Howev-
er, the model underestimates CO over the North Pacific,
particularly at the seasonal maximum, where emissions
from both Europe and Asia are important contributors.
While this could suggest that Asian emissions are too low,
the solution to this problem is likely more complex.
[112] Our sensitivity studies imply that our inventory for
fossil fuel and industry is in error by less than ±25%, unless
the model OH is also in error. Inevitably, uncertainties in
OH translate into uncertainties in constraints on CO sources.
The budget of CH3CCl3 provides a constraint on OH
primarily in the lower tropical troposphere, rather than on
midlatitude OH, the main sink region for this CO source.
Bottom-up estimates have tended to underestimate, rather
than overestimate emissions, by not accounting properly for
sources from inefficient combustion and small-scale indus-
try in developing countries. On the basis of this consider-
ation, and on inversion studies, we argue that our estimate is
unlikely to be too low.
[113] Our model reproduces the downward trend in CO at
high northern latitudes, 2%/a from 1988 to 1997. The
trend is caused primarily by the decrease in European
emissions. We found that the burden of CO at high latitudes
is more heavily influenced by the decrease in European
emissions than by the similar increase in Asian emissions
(Figure 2) because the former are emitted at higher latitudes
than the latter. Poleward export of European pollution leads
to wintertime accumulation [Duncan and Bey, 2004]. The
average lifetime of CO emitted from Europe is longer than
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that from Asia, leading to a larger impact on high-latitude
trends, as discussed further by Duncan and Logan (manu-
script in preparation, 2007). There is also a downward trend
in the northern Pacific, 1%/a from 1989 to 1997 that is
captured by the model, and reflects the impact of the
European source over this region.
[114] The IAV in CO in the northern extratropics has been
linked to emissions from boreal fires, which occur between
May and September [Wotawa et al., 2001; Novelli et al.,
2003; Yurganov et al., 2004, 2005; Kasischke et al., 2005].
There were massive boreal fires in 1998, 2002, and 2003,
primarily in Siberia, with emissions of 131, 118, and 90 Tg
CO given by Kasischke et al. [2005]. Their estimates for
emissions from boreal fires for 1992 and other years from
1995 to 2001 are <45 Tg/a. The CO record from Barrow,
plotted as monthly anomalies in Figure 12, shows no
evidence that boreal fires contributed significantly to the
IAV in CO from 1989 to 1997, while the impact of the huge
fires after our study period is clearly evident. There were
also large boreal fires in May 1987 [Cahoon et al., 1994]
prior to the GMD measurements.
[115] The primary deficiency of the model is that it
underestimates CO at the seasonal maximum in local spring
in remote regions that are impacted by long-range transport
of pollution: the tropics (excluding the Atlantic Ocean), the
southern extratropics, and in the Pacific Ocean south of
55N. This seasonal maximum results from transport of
emissions from biomass burning and, in the northern extra-
tropics, from the accumulation of CO during boreal winter,
primarily from fossil fuels/industry, and the seasonality in
OH removal. The agreement between model and observa-
tions is much better during the seasonal minimum where
CH4 oxidation provides half to two thirds of CO. The
underestimate of the seasonal maximum may reflect the
lack of seasonality of emissions from residential fuel use in
the model, and this should be included in future inventories
for CO, as was done for Streets et al. [2003] and Wang et al.
[2005] for China.
[116] The model’s underprediction in local spring in the
tropics and SH may result from deficiencies in transport, an
underestimate of emissions from tropical fires, and/or an
overestimate of OH in the tropics. We showed above that a
simple scaling of the OH fields does not solve this problem.
Our comparison with MAPS data suggests that fire emis-
sions were underestimated in October 1994, particularly in
Indonesia.
[117] Emissions from tropical fires are frequently lofted
by convection to the upper troposphere [e.g., Pickering et
al., 1996]. The frequency of tropical deep convective events
is too high in the model [Allen et al., 1997], a common
problem for assimilated fields [e.g.,Wild et al., 2003; Bloom
et al., 2005]. Allen et al. [1997] showed also that the vertical
extent of convection is too high over South America, and
that GEOS-1 lofted fire emissions to higher altitudes than
observed for a case study in September 1992. Consequently,
the model’s CO in the tropics may be excessively mixed in
the vertical. If emissions are indeed lofted too high over
Africa as well, they will be transported more effectively in
the westerlies over the Indian and Pacific Oceans, where the
excessively broad region of deep convection will vertically
redistribute the CO; this will allow for faster removal in the
lower troposphere, where OH is higher than in the upper
troposphere. We note that although model CO is systemat-
ically low at the surface in August to December in the
tropical south Pacific, the vertical profile in that region is
reproduced reasonably well in September 1996 (Figure 9).
Several other models, even when using posterior CO
emissions from an inversion, fail to capture the magnitude
of the seasonal maximum in the south tropical Pacific
[Bergamaschi et al., 2000a; Müller and Stavrakou, 2005;
Arellano et al., 2006].
[118] The sparseness of surface observations in the tropics
makes it difficult to constrain satisfactorily the magnitude of
the biomass burning source. Inverse analyses constrained by
MOPITT data give a source of 410–580 Tg for 2000,
similar to our bottom-up estimate of 450–570 Tg for
1988–1997 taken from Duncan et al. [2003a] (Tables 1
and 2). Arellano et al. [2006], using a later version of
GEOS-Chem (with GEOS-3 meteorological fields), per-
formed a seasonal inversion using MOPITT data; they
found that the biomass burning emissions given by Duncan
et al. [2003a] are too low in the southern tropics in
September and October. Given the large uncertainty in
bottom-up estimates of emissions from biomass burning,
inversion analyses using satellite observations offer the
most promise for constraining this source, but results
depend on the model’s dynamics and OH. Arellano and
Hess [2006] show that the results of inversions are partic-
ularly sensitive to the treatment of convection and to
transport out of the boundary layer in an intermodel
comparison. Furthermore, inversion results using MOPITT
data are not consistent with GMD surface data in the
extratropical SH where biomass burning is a key source
of CO [Arellano and Hess, 2006; P. Kasibhatla, personal
communication, 2006].
Figure 12. Observed monthly CO anomalies (%) at the GMD station, Barrow, Alaska, from 1988 to
December 2004.
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Appendix A: Trend Analysis
[119] We compute the seasonal trends for simulated and
observed CO for each station, and combined the seasonal
trends to form the annual trend. We use the following linear
regression model to calculate the trends from 1988 to 1997:
CO tð Þ ¼
X12
i¼1
mi * Ii month tð Þð Þ þ
X4
j¼1
aj * Ij season tð Þð Þ þ E tð Þ
ðA1Þ
where mi is the mean CO mixing ratio in month i, i = 1, . . .
12; CO(t) is the simulated CO in ppb as a function of time, t,
in months; Ii is an indicator series for month i of the year
which is equal to one if it corresponds to month i of the year
and zero otherwise; aj is the trend in ppb/a for season j; Ij is
the indicator series for season, j; and E(t) is the error term.
The model includes 12 monthly means and four seasonal
trends. The monthly means are weighted by the inverse of
the interannual monthly variance. The variances are
computed with two iterations after fitting the model, to
remove the variation due to the trend. The annual trend is
taken as the average of the four seasonal trends. The
covariance matrix of the seasonal trends is used to calculate
the standard error of the year-round trend. A trend is
deemed statistically significant to 95% confidence levels if
the absolute value of the trend is greater than two standard
errors.
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