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Abstract
We use a variety of careful numerical and semi-analytical methods to investigate two outstanding conjectures
on the solutions of the parametrised semi-linear elliptic equation 4u+ u+ u5 = 0; u¿ 0, where u is de7ned
to be zero on the boundary of a three dimensional domain. This equation is important in analysis and in
studies of combustion and polytropic gases. It is known that there is a value 0¿ 0 such that no solutions
exist for ¡0. McLeod and Schoen, and Bandle and Flucher have given di>erent estimates for 0; both
of which have been conjectured to be exact. We perform a semi-analytic study of solutions on cylindrical
domains and construct numerical approximations on cuboid domains using the 7nite element method combined
with a careful post-processing step to reduce the otherwise signi7cant errors. We compute these estimates for
cylindrical and cuboid domains, and show that on these domains the estimates do not agree. We conclude that
the conjecture of Bandle and Flucher is false. Our numerical computations on cuboid domains are consistent
with McLeod’s conjecture being true.
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1. Introduction
Nonlinear elliptic partial di>erential equations arise in very many problems and solving them
remains a signi7cant computational challenge. In [5], Brezis and Nirenberg introduced an interesting
class of parametrised semi-linear elliptic partial di>erential equations which have solutions which
develop isolated singularities as the parameter varies. These were given by the system
4u+ u+ u5 = 0 on  ⊂ R3;
u¿ 0 in ;
u= 0 on 9: (1.1)
where  is a compact domain in R3. This problem is of interest because of its applications in
combustion theory [3], stellar formation [9], the theory of polytropic gases [12] and in di>erential
geometry [16]. It plays a very important role in studies of the calculus of variations as techniques
for proving the existence of solutions of nonlinear elliptic partial di>erential equations in three
dimensions which are based upon variational methods break down when the nonlinearity grows like
u5 (or more rapidly) for large u. Signi7cantly from a computational standpoint, the breakdown in
the methods used for proving existence has a signi7cant e>ect on the error estimates of variationally
based numerical methods such as the 7nite element method.
For the problem above it is known [5], that there exist certain domains  (for example star
shaped domains) and a parameter 0¿ 0 such that u forms a sharply peaked singularity (a hot-spot
in combustion theory) such that ‖u‖∞ → ∞ as  → 0. No positive solution exists when ¡0.
Trying to calculate the regions of existence of problems such as (1.1) is important physically as
the values of  where no solution exist are often those where 7nite time blow-up will occur of the
associated parabolic equation, and this is a result of considerable importance in combustion theory
[3]. However, 7nding nonexistence regions is a very challenging task as the failure of a numerical
method to 7nd the solution of any problem may be due to a variety of reasons (such as the lack of a
suNciently good guess for the solution of the nonlinear equations arising from a discretisation) other
than nonexistence of the underlying solution. Furthermore, the existence of a solution of a numerical
scheme in no way guarantees the existence of an underlying solution and it is quite possible that a
spurious solution may have been calculated. This is especially likely in nonlinear problems of the
form (1.1) when error estimates may be large.
Much of the analysis of problem (1.1) described in the literature has concerned radially symmetric
solutions when  is a ball of radius R. In this case (1.1) reduces to an ordinary di>erential equation,
greatly simplifying the analysis and it is known [5] that 0 = 	2=4R2. As a result of this analysis
two conjectures have been made about the solution for more general domains.
Conjecture 1. McLeod [13] and Schoen [16] independently derived an upper bound ∗∗ for 0 using
the Green’s function of the Helmholtz operator, and conjectured that 0 = ∗∗.
Conjecture 2. Bandle and Flucher [2] derive an upper bound ∗∗∗, for 0 in terms of the Harmonic
Radius of , and conjectured that 0 = ∗∗∗.
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Both of these conjectures are true for the ball but remain unproven for more general domains.
The purpose of this paper is to make a numerical study of these two conjectures for cuboid domains
and to support this study with a semi-analytical investigation of cylindrical domains. Our analysis
will combine numerical methods and analytical estimates in a mutually self-supporting manner.
In [8] a numerical approximation of the solution of (1.1) in the cube, was constructed using a 7nite
element approximation of u. The main purpose of this paper was to obtain sharp error estimates for
this approximation close to the singularity. From these it was possible to extrapolate the numerical
solution and to make an estimate of 0. Here, we extend these calculations to a numerical study of
a one parameter family of square-based cuboid domains cub given by
cub = {(x; y; z): − X=2¡x¡X=2;−X=2¡y¡X=2;−Z=2¡z¡Z=2};
and a semi-analytical study of a related family of cylindrical domains cyl given by
cyl = {(x; y; z): 06 x2 + y2¡R2;−Z=2¡z¡Z=2}:
In particular, we seek to 7nd how 0 depends upon X; Z and R. There are signi7cant diNculties in
extending the methods of [8] to the cuboid, and the reward is a much clearer picture of the validity
of the above conjectures than would be available from a single calculation. The semi-analytical
calculations on the cylinder not only allow us to investigate the conjectures for a di>erent set of
domains, but permit us to check some of the numerical estimates for the cuboid—thus helping to
verify the full numerical calculations.
The computations presented in this paper are consistent (to numerical accuracy) with Conjecture 1
being true. In contrast both the semi-analytical and numerical results demonstrate that Conjecture 2
is false for a general domain, with ∗∗¡∗∗∗. Though we note that ∗∗ ≈ ∗∗∗ for all the domains
considered.
The 7rst half of this paper looks at the computation of ∗∗ and ∗∗∗. In Section 2 we will
describe the derivation of McLeod and Schoen’s estimate ∗∗ based upon the regular part of the
Green’s function, and present numerically computed values of ∗∗ on the cuboid and cylindrical
domains taking the respective limits of X large, R large and Z large. If 1() is de7ned to be the
principle eigenvalue of the negative Laplacian in , then these results support a further conjecture
of Wang [17]
Conjecture 3. For any domain  ⊂ R3 we have
1
4
6
∗∗
1
¡
4
9
: (1.2)
In Section 3 we will describe the derivation of Bandle and Flucher’s estimate ∗∗∗ based upon the
Harmonic Radius, and present numerically computed values of ∗∗∗ on the same domains as above.
For the cylindrical domains, when Z is 7xed and R→∞ we will show that
∗∗=1 → 4=9 = 0:444444444444 : : :¡ ∗∗∗=1 → log2(2) = 0:48045301392 : : : :
In the second part of the paper we proceed to calculate 0 numerically for the cuboid domains
cub. In Section 4 we review the 7nite element theory underlying our computations and in particular
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discuss the asymptotic theory behind the error estimates which we use to post process the numerical
computations, showing how the error estimates are rather larger than we would normally expect
due to the break down of the variational approach. In Section 5 we then present the numerical
computations of the solution of the full nonlinear problem (1.1) on two domains 1cub and 
2
cub near
the limits of the one-parameter family of domains cub considered, where 1cub is a domain with
ZX , and 2cub is a domain with XZ . Using the methods described in Section 5 we then process
these computations to obtain estimates for 0 and compare these with the estimates ∗∗ and ∗∗∗ of
the previous sections. Together these computations give support for Conjecture 1.
2. Critical values, ∗∗ , derived from the Green’s function of the Helmholtz operator
2.1. Background
For all of our calculations we will be interested in the limit of  close to 0. Here it is conjectured,
with strong numerical support, that as  → 0 the function u(x) forms an increasing narrow and
tall spike at a single point x = y with u small elsewhere. Our interest is to 7nd both 0 and y: As
u(x) forms a narrow spike it is not unreasonable to approximate the function −u5(x) by the delta
function −(x− y). For this elementary reason we are motivated, on substituting this approximation
into (1.1), to study the Green’s function for the Helmholtz operator which satis7es the equation
4G(x; y) + G(x; y) =−(x− y); x∈;
G(x; y) = 0; x∈ 9; (2.1)
(where all spatial derivatives are expressed in terms of x). We may write the solution of (2.1) in
the form
G(x; y) =
1
4	|x− y| + g(x; y); (2.2)
where the continuous but nonsmooth function g(x; y) is called the regular part of the Green’s
function. It follows from (2.1) and (2.2) that
4g(x; y) + g(x; y) =− 4	|x− y| ; x∈;
g(x; y) =− 14	|x− y| ; x∈ 9: (2.3)
Following [4] we de7ne the function
(x) ≡ g(x; x):
If  = 0 then −4	(x) is called the Robin’s function of  at x. McLeod [13] and Schoen [16]
showed independently that if (x)¿ 0 for some point x in  then (1.1) has a solution. In Brezis
[4] it is shown that (x) increases with  and hence there is a unique  = ∗∗ and an x0 ∈
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such that
max{(x): x∈}= (x0) = 0 if = ∗∗:
This gives the following result.
Lemma 2.1. Eq. (1.1) has a solution if ¿∗∗.
McLeod conjectured that ∗∗=0, with the singularity in u(x) forming at the point x=x0. For the
unit sphere centred on the origin, x0 = 0 and if 0¡¡1 then (0) = −1=2 cot(1=2)=4	 giving
∗∗ = 0 = 	2=4. So that the conjecture is true in this case. For less symmetric domains, both x0
and ∗∗ are hard to determine analytically except in special cases [17]. However, it is clear from
this discussion that a numerical computation of the function g(x; y) and hence of (x) has the
potential of giving much insight into the solutions of (1.1). This computation requires the solution
of a linear problem, which can be determined with great accuracy at relatively small cost. However,
to determine (x) at a single point x we must calculate g(x; y) over the whole of the domain .
This makes the determination of ∗∗ a formidable task for a domain in which x0 is not known a
priori. However, in cuboid domains, centred on the origin, symmetry arguments imply that x0 = 0
and hence, we need only consider the function (0) which is a much simpler computational task.
2.2. Computational methods
Eq. (2.3) has a singularity as |x − y| → 0 making direct computation diNcult and would lead
to large errors unless an adaptive method was used. To avoid these errors we make an a priori
regularisation of the problem by analytically removing the singularity. The resulting problem is then
regular and when computing on it we may make use of standard error estimates [10]. To make this
regularisation we write
G(x; y) = (x; y) + h(x; y); (2.4)
where
(x; y) =
cos(1=2|x− y|)
4	|x− y| : (2.5)
A simple calculation shows that
4(x; y) + (x; y) =−(x− y); (2.6)
and substituting (2.4) into (2.1) and using (2.6) we obtain the regular partial di>erential equation
4h(x; y) + h(x; y) = 0; x∈;
h(x; y) =−(x; y); x∈ 9: (2.7)
This is a Helmholtz equation and if y ∈ 9 then the function  is smooth on the boundary of
9. Thus, if ¡1, standard results from the theory of elliptic partial di>erential equations predict
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that the function h exists and (unlike g), is smooth in the interior of . Thus we may solve (2.7)
numerically to high precision. Having determined a solution then using (2.2) and (2.4) it follows
that
g(x; y) = (x; y)− 14	|x− y| + h(x; y)
=
1
4	|x− y| (cos(
1=2|x− y|)− 1) + h(x; y) (2.8)
Letting x→ 0 in (2.8) then gives
(0) = g(0; 0) = h(0; 0): (2.9)
2.2.1. Computations in the cuboid
To compute ∗∗ for cuboid domains with x0=0 we discretise the weak form of (2.7) for h(x; 0)
by using the 7nite element method. Because of the regularity of the problem we employ a regular
cubic mesh and use tri-linear basis functions. The resulting discretisation is then solved easily using
the conjugate gradient method. We denote the discrete solution by H: Having determined this, the
value of ∗∗ is found by using path following in  and interval bisection to 7nd the unique value
of ∗∗ such that ∗∗(0) = 0.
We note that as the function h is smooth, standard L∞ error estimates from the theory of the
7nite element method applied to regular elliptic PDEs in three dimensions [10] may be applied to
determine the accuracy of this computation. In particular this theory gives
‖H − h‖∞¡C2log() (2.10)
where  is the side of each of the elements in the mesh. As the value of  on 9 depends smoothly
upon , as does the inverse of the linear operator in (2.8), provided that  is not close to 1 the
7rst eigenvalue of the domain. The constant implied in (2.10) (unlike those in the calculation of the
nonlinear equation) are largely independent of  in the neighbourhood of ∗∗. It follows immediately
that if ∗∗ is the estimated value of ∗∗ then there is a constant D such that
|∗∗ − ∗∗|¡D2log() (2.11)
The results of the calculations of ∗∗ are shown in the following table for a variety of cuboids of
di>erent aspect ratio. A simple calculation shows that for these domains
1 = 	2
(
2
X 2
+
1
Z2
)
;
and for clarity of presentation, we have scaled X and Z so that 1 = 3	2 is the same for each. The
calculations are also presented in Fig. 1 where we plot the ratio of ∗∗=1 against the aspect ratio
Z=X of the box.
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Fig. 1. Graph of ∗∗=1 against the aspect ratio Z=X of the box.
X Z Grid ∗∗ ∗∗=1
∞ 0.57735 13.15947 0.444444
↑ ↑ ↑ ↑
8.55163 0.58 240× 240× 20 13.02671 0.439961
3.96429 0.59 170× 170× 26 12.59593 0.425412
3 0.6 150× 150× 30 12.18133 0.411409
1.77732 0.65 132× 132× 44 10.45127 0.352978
1.44399 0.7 120× 120× 60 9.280753 0.313446
1.17954 0.8 100× 100× 70 8.052492 0.271963
1.06436 0.9 100× 100× 84 7.603195 0.256788
1 1 100× 100× 100 7.503829 0.253432
0.931381 1.2 92× 92× 118 7.685691 0.259574
0.884652 1.5 84× 84× 144 8.121561 0.274295
0.852803 2 74× 74× 170 8.632497 0.291551
0.821995 5 54× 54× 330 9.279121 0.313391
0.817861 10 42× 42× 530 9.371609 0.316514
0.816837 20 34× 34× 840 9.392950 0.317234
0.816551 50 26× 26× 1300 9.393971 0.317269
↓ ↓
0.816497 ∞
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We note a number of interesting features from these results. Firstly, for all domains considered
the ratio ∗∗=1 satis7es the conjecture (1.2) of Wang [17], and in the limit as Z=X → 0 the
computed value of ∗∗=1 is converging to 49 as required by Wang’s result [17] that if Es;B ={x∈R3: − s¡x1¡s; (x2; x3)∈B} where B is any bounded domain then as s→ 0
∗∗(Es;B)
1(Es;B)
→ 4
9
:
Notice also that ∗∗=1 takes a minimum value slightly greater than 1=4 for the cube when X =
Y = Z = 1. This is to be expected since in the family of domains considered the cube has the most
symmetry and is closest to the case of a sphere for which it is known analytically that ∗∗=1 =1=4.
Note also from the table that ∗∗=1 appears to tend to a limit as the aspect ratio Z=X → ∞. The
value of this limit is very close to the estimate of ∗∗=1 now presented for in7nitely long cylindrical
domains.
2.3. Cylindrical domains
We make both analytic and semi-analytic calculations of ∗∗ for the following two cylindrical
domains:
1cyl = {(x; y; z): x2 + y2¡R2; −1=2¡z¡ 1=2}
and
2cyl = {(x; y; z): x2 + y2¡ 1; −Z=2¡z¡Z=2};
considering the respective limits of R large and Z large. These two limits correspond to considering
the cuboid domains with X large or Z large, respectively. Trivially we have that in the limit of
R; Z →∞
1(1cyl) = 	
2 and 1(2cyl) = j
2
1 = 5:78318596292
where j1 is the 7rst zero of the Bessel function J0(x).
2.3.1. The domain 1cyl
The calculation of ∗∗ analytically for 1cyl was considered in detail by Wang [17]. In particular
Wang showed that as R→∞
(0) =
1
2	
∞∑
k=1
(−1)k cos(k
√
)
k
=− 1
2	
log
(
2 cos
(√

2
))
:
Hence
(0) = 0 if ∗∗ =
4
9
	2:
For this domain we have that 1 = 	2 so that
∗∗=1 = 4=9 = 0:4444444 : : : :
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Observe that this is the same as the limit for the cuboid domain with X large giving support to this
earlier calculation.
2.3.2. The domain 2cyl
In this case we compute the critical values of  semi-analytically by using Fourier transforms in
z together with a numerical quadrature.
Setting r2 = x2 + y2 and seeking radially symmetric solutions h(r; z) of (2.7), we have that
hrr +
1
r
hr + hzz + h= 0; hr(0; z) = 0; (2.12)
and
− 4	h(1; z) = cos(
√

√
1 + z2)√
1 + z2
: (2.13)
A general solution of the di>erential equation (2.12) is given by
h(r; z) =
∫ √
0
a(!)J0(
√
− !2 r)cos(!z) d!+
∫ ∞
√

b(!)I0(
√
!2 −  r)cos(!z) d! (2.14)
where J0(x) and I0(x) are the regular and modi7ed Bessel functions of the 7rst kind [1]. The Fourier
transform of the right hand side of (2.13) is given in [11, p. 737] and from this we have
4	h(1; z) =
∫ √
0
Y0(
√
− !2)cos(!z) d!− 2
	
∫ ∞
√

K0(
√
!2 − )cos(!z) d!; (2.15)
where Y0(x) and K0(x) are the regular and modi7ed Bessel functions of the second kind [11]. Setting
r = 1 and comparing terms in (2.14) and (2.15) gives
4	a(!) =
Y0(
√
− !2)
J0(
√
− !2) and 4	b(!) =−
2
	
K0(
√
!2 − )
I0(
√
!2 − ) :
Substituting into (2.14) and setting r = z = 0 then gives
4	(0) =
∫ √
0
Y0(
√
− !2)
J0(
√
− !2) d!−
2
	
∫ ∞
√

K0(
√
!2 − )
I0(
√
!2 − ) d!: (2.16)
To determine the value of ∗∗ in this case we must consider using numerical quadrature. Both of the
integrands in (2.5) have a mild logarithmic singularity at !=
√
 but are otherwise regular. Further-
more, the second integrand converges exponentially rapidly to zero as ! → ∞. Using a numerical
method both integrals can thus both be evaluated readily. To do this we use a Clenshaw–Curtis
quadrature algorithm [15] which is particularly suited for problems with logarithmic singularities.
The particular implementation of this algorithm used was that given in the NAG routines D01APF,
D01AMF with the NAG routines S18ACF and S18CEF used to compute the appropriate Bessel
functions [14]. Having computed the integrals, the value of  for which (0) = 0 was determined
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by bisection. This calculation gives
(0) = 0 if ∗∗ = 1:8258462960:
For the in7nitely long cylinder 1 = j21 and hence
∗∗=1 = 0:315716338312:
This value is very close to the limiting value obtained in the calculation of the very long cuboid
domain. This again supports both calculations.
These values compare well with the limiting values obtained for the cuboid domains with X 7xed
and Z →∞.
3. Critical values, ∗∗∗ , derived from the Harmonic Radius
A second conjecture on the value of 0 is presented in [2] where it is bounded in terms of the
Harmonic Radius r(x) of the domain  at the point x, which, using the notation of Section 2, is
given by
r(x) =− 1
4	’0(x)
: (3.1)
Point(s) where r(x) is at a maximum are called Harmonic Centre(s). A review of the properties
of the Harmonic Radius and the Harmonic Centre is given in [2]. Since ’0(x)¡ 0 for all x∈,
both ’0(x) and r(x) take their maximum values at the same point, which by symmetry must be
the centre of the cuboid. (In [2] it is quoted that for a convex domain such as a cuboid then it
is expected that there is a unique harmonic centre which must be at the centre.) Thus to compute
max(r(x)), by (2.9), it is suNcient to compute h0(0; 0). Note that this leads to a much simpler
numerical computation than in Section 2, since in this section all our computations are performed
with =0, and we do not require interval bisection. By using the process of harmonic transplantation,
Bandle and Flucher obtained the following upper bound for 0 for domains with a bounded harmonic
radius.
Theorem 3.1. Let r =max(r(x)) then
06
	2
4r2
:
De7ning
∗∗∗ =
	2
4r2
(3.2)
leads to the conjecture
0 = ∗∗∗: (3.3)
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Table 1
X Z Grid ∗∗∗ ∗∗∗=1
∞ 0.57735
↑ ↑
8.55163 0.58 240× 240× 20 14.07009 0.4752
3.96429 0.59 170× 170× 26 13.61103 0.4597
3 0.6 150× 150× 30 13.16400 0.4446
1.77732 0.65 132× 132× 44 11.24027 0.3796
1.44399 0.7 120× 120× 60 9.832192 0.3321
1.17954 0.8 100× 100× 70 8.256828 0.2789
1.06436 0.9 100× 100× 84 7.665089 0.2589
1 1 100× 100× 100 7.534445 0.2545
0.931381 1.2 92× 92× 118 7.765307 0.2623
0.884652 1.5 84× 84× 144 8.289288 0.2800
0.852803 2 74× 74× 170 8.856933 0.2991
0.821995 5 54× 54× 330 9.527840 0.3218
0.817861 10 42× 42× 530 9.622361 0.3250
0.816837 20 34× 34× 840 9.643693 0.3257
0.816551 50 26× 26× 1300 9.643702 0.3257
↓ ↓
0.816497 ∞
For a symmetric domain centred on the origin we have
∗∗∗ = 4	4’0(0)2 (3.4)
and this value can be computed easily using the methods of the previous section. The results so
obtained are displayed in the following Table 1 for the same cuboid domains and associated meshes
as were used in the previous section.
In Fig. 2 we plot both the values of ∗∗∗ computed here and the values of ∗∗ from Section 2
against the aspect ratio Z=X of the domain. Clearly ∗∗∗¿∗∗ for all domains considered. This gives
numerical evidence for the conclusion that Bandle and Flucher’s conjecture that 0 = ∗∗∗ is false
for cuboid domains.
3.1. The cylindrical domain 1cyl
By extending the calculation of Wang we may now determine ∗∗∗ analytically for the domain
1cyl.
From
’(0) =
1
2	
∞∑
k=1
(−1)k cos(k
√
)
k
=− 1
2	
log
(
2 cos
(√

2
))
;
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Fig. 2. Graph of ∗∗=1 and ∗∗∗=1 against the aspect ratio Z=X of the box.
we have
’0(0) =− 12	 log(2)
and hence
∗∗∗ = log2(2)	2 so that ∗∗∗=1 = log2(2) = 0:48045301392 : : : :
Comparing this value with those in Table 1 we see that the limit of ∗∗∗=1 for the cuboid domains
with Z 7xed and X →∞, approaches a value close to that above. This is precisely to be expected, as
(following the argument in [17]) each such cuboid domain can be bounded both inside and outside
by a corresponding cylindrical domain provided that R is suNciently large. From this calculation it
is clear that for the domain 1cyl
∗∗¡∗∗∗
so that the second conjecture is false for this domain.
3.2. The cylindrical domain 2cyl
In the case of = 0, (2.5) simpli7es to
− 2	2’0(0) =
∫ ∞
0
K0(!)
I0(!)
d!: (3.5)
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Evaluating this integral using the same numerical method as before then gives
−2	20(0) = 1:3676768619 so that ∗∗∗ = 1:367676861912 = 1:8705399986
For the in7nite cylinder 1 = j21 and hence
∗∗∗=1 = 0:323444553;
which again compares well with the limiting values obtained for the cuboid domains with X 7xed
and Z →∞. We see again that for this domain
∗∗¡∗∗∗:
Although Conjecture 2 is false, we observe that for both 1cyl and 
2
cyl the value of ∗∗ is close to
∗∗∗.
4. Finite element computations on the full nonlinear problem
4.1. Asymptotic theory
We now proceed to calculate 0 for the cuboid domains. This calculation is similar to that reported
for the cube in [8] and we refer the reader to this paper for more details whilst giving a sketch
of the methods here. The aim of these calculations is to reproduce accurately the behaviour of the
solutions of (1.1) as  → 0 identifying 0 as the value of  at which sup(u) → ∞. Asymptotic
analysis of u for these values given in [8] implies that if sup(u) = * then u has a peak centred at
the origin of width O(*−2) where *= O(− 0)−1=2.
To perform our calculations we use the 7nite element method with a 7ne mesh of regular cubes
of side h close to the centre of the domain, where the solution is large, and a coarser mesh of
cuboid elements closer to the boundary. For a 7nite element basis we use piecewise linear functions
de7ned on this mesh. The solution u(x) of the partial di>erential equation is then approximated by
the piecewise linear function Uh(x) de7ned on the mesh and which satis7es the weak form of (1.1)
de7ned on the 7nite dimensional space Sh spanned by the basis functions. There are three main
problems in using such a 7nite element discretisation.
1. As the domains are three dimensional, relatively coarse meshes lead to a nonlinear algebraic
problem with a large number of unknowns. If a Newton–Raphson method is used to solve this,
the solution of the linear systems is hard.
2. The narrowness of the peak implies that we can only hope to resolve any structure if the cubes
close to the centre are small. A naive analysis based upon the length scales of the peak would
imply that if the cubes have side h then we should have h=O(*−2). In fact the analysis presented
in [8] shows owing to the special singular nature of the problem, that to maintain a small error
we require that h = O(*−4). Even for moderate values of * say * = 10 this places a signi7cant
restriction on the mesh size. In [6] an adaptive approach is considered in an attempt to reduce
the computational cost. However this is still very expensive as to cover the support of the peak
with the 7ne mesh we require *−2=*−4 = *2 cubes close to the origin, regardless of the size of
the cuboids close to the boundary.
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3. A subtle feature of our approach is the fact that it can be proven (using the mountain pass
theorem) [8], that whilst the continuous equation (1.1) has no positive solution for ¡0 the
discrete 7nite element equations (on a 7xed i.e. nonadaptive) mesh have solutions for all ¡1.
Thus any positive solution computed for ¡0 is spurious and misleading to the computation.
Despite these inherent diNculties, it was shown in [8,7] that provided *2h1 and a regular mesh
of cubes is used close to the peak, then there is suNcient regularity in the discretisation to allow
the establishment of asymptotic scaling laws for the discrete solution. In particular the following
formal results are established in the above papers by using matched asymptotic methods based upon
rescaling arguments.
Formal Proposition 4.1. Suppose that *=sup(Uh(x)), -=sup(u(x)) with *1; -1. Furthermore,
suppose that h is su@ciently small so that *2h1 then
(a) if  = 0, there is a constant C which depends upon the elements used (for cubic elements
C = 0:0018674:) such that
* ≈
(
0
C
)1=8
h−1=4; (4.1)
with similar behaviour observed for ¡0.
(b) If ¿0 then
(- − *)
*
≈ C*
8h2
2
(4.2)
and
- ≈ *∗(*; h) = *√
1− Ch2*8= : (4.3)
We see the e>ects of spuriosity in (4.1). Observe that a discrete solution exists when = 0 but
that this solution becomes in7nite (slowly) as h→ 0. In (4.2) we see that the error is large if * is
large. The result (4.3) is most useful. It allows us to post-process the results of the calculation so that
given an approximation * to - a much better approximation *∗ can be found by applying (4.3). This
procedure was used very successfully in [8,7]. It should be emphasised that the asymptotic results
above which were derived in [8] for the cube, apply equally well for cuboid domains, provided that
a regular mesh of cubes is used close to the origin. However, their accuracy also depends upon the
mesh used away from the origin, which for the cuboid comprises elongated elements.
4.2. Implementation and performance
The basic implementation of the 7nite element method with regular cubic meshes to solve (1.1)
on cubic domains was described in [8], and we will not repeat the details here. The only di>erence
in the implementation here, for solving on cuboid domains, is that we also consider irregular but
topologically regular meshes. These meshes are obtained by slicing the domain in the 3 planes
aligned to the planes de7ned by the coordinates axes. If the slices are all equal this results in a
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Fig. 3. Two-dimensional projection of a topologically regular mesh.
regular mesh. We are limited by computational power to meshes of at most approximately 106
elements. However the theory of Section 4.1 allows us to compute more accurate solutions with the
same number of elements by using a mesh which concentrates more elements near to the centre of
the domain where the numerical solution develops a spike. We do this in the simplest possible way,
thus in each coordinate direction we take regular narrow slices near the centre of the domain and
regular wider slices near the boundaries. Such a mesh is shown in Fig. 3. Note that the mesh is
always set up to have a 7ne regular array of cubic elements around the centre of the domain, with a
node at the centre of the domain. Near the corners of the domain we have a regular array of coarse
elements. These elements are also cubic for the domain 1cub below, but are only roughly cubic for
the domain 2cub (which has an irrational aspect ratio). Note that near the centres of the faces of the
domain cuboid elements with bad aspect ratios may result. The e>ect of these on the computation
is studied below.
Solutions are computed by path following in . At each value of , by extrapolating from the
solutions at the two previously computed (nearby) values of , we obtain a very good initial ap-
proximation to the solution, and so a variant of Newton’s method is appropriate to 7nd the solution.
Newton’s method itself is inappropriate because the meshes we use are so large (106 elements) that,
even using sparse storage techniques, it would require several Gigabytes of RAM to store the Jaco-
bian matrix. Thus we use an approximation to the Jacobian matrix which results in an approximate
Newton’s method. This approximation uses an element-by-element sparse storage structure and ex-
ploits the fact that the terms in the Jacobian resulting from the linear terms in (1.1) are independent
of Uh and only depend on the element’s geometry, and since we use topologically regular meshes
we only have a very small number of di>erent elements and so this part of the Jacobian can be
stored very cheaply. To deal with the nonlinear terms in the Jacobian resulting from the u5 term we
diagonalise the resulting element sub-matrices similar to product approximation (but note that our
approach di>ers from product approximation in that we do not modify the equations to be solved).
This approach would work well if Uh was smooth with 0¡Uh1, but unfortunately as → 0, Uh
develops a ‘spike’ at the centre of the domain, and so neither condition is satis7ed, and the Newton
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iteration fails to converge with this approximation. However, away from the centre of the domain
Uh is smooth with 0¡Uh1, and so we adopt the approach of using product approximation to
diagonalise the sub-matrices corresponding to elements away from the centre of the domain, whilst
using Gaussian quadrature to exactly compute the element sub-matrices near to the centre of the
domain. In practice, it is suNcient to do the full computation over only 103 of the 106 elements,
and our approximate Jacobian matrix retains the symmetry of but only requires 1=36 of memory
of the exact Jacobian. Although, we lose the quadratic convergence of Newton’s method, by using
the approximate Jacobian, because we have a good initial approximation to the solution and our
approximate Jacobian has very similar action to the Jacobian we obtain fast linear convergence with
convergence constant k typically between 10−2 and 10−3.
At each step of the Newton iteration we need to invert the approximate Jacobian matrix, and
we do this using an un-preconditioned conjugate gradient (CG) iteration. Although the CG method
is only robust for positive de7nite problems, and our Jacobian matrix is mildly inde7nite no con-
vergence problems were observed, and CG consistently outperformed a MINRES iteration which is
robust in this situation. We did not use pre-conditioning as simple ILU pre-conditioners cannot be
used as we only have a sparse representation of the matrix, moreover the inde7niteness means that
many standard pre-conditioners do not improve the computation, and 7nally the convergence of the
un-preconditioned CG was found to be adequate.
With a CG iteration nested within a Newton iteration for the sake of eNciency some care needs
to be taken in the choice of the CG tolerance. The initial guess for the CG update is taken to be
0 and so has the same residual as the approximate solution from the Newton iteration. Now since
we are using an approximate Jacobian matrix which will only give the Newton update accurate to
several signi7cant 7gures, there is no point in computing these updates to a higher accuracy than
this, and so we use a CG tolerance which is based on the Newton update residual multiplied by a
factor (usually 0.003). This was found to save many thousands of CG iterations compared to using
an absolute CG tolerance over the length of the path following interval, and did not degrade the
convergence of the approximate Newton iteration.
The following table details run-time data that allows us to consider the eNciency of this im-
plementation. Three separate computations with di>erent regular meshes on the domain 1cub are
displayed. (The results of these computations are described in Section 5.1 below.)
Mesh Elements Newton its CG its CGs per N Time
50× 50× 10 2:5× 104 241 6887 28.6 48 m 33 s
100× 100× 20 2:0× 105 213 10948 51.4 11 h 23 m 17 s
150× 150× 30 6:75× 105 215 16448 76.5 44 h 13 m 9 s
These computations use path following from the bifurcation point =1 to =0 with Uh computed
at each of 60 di>erent values of . Thus for the 150 × 150 × 30 mesh the computation involved
7nding 643 829 unknowns to de7ne Uh 60 times. At each value of  on average only 3.63 Newton
iterations were required with 76:5 CG iterations per Newton iteration. Nevertheless in total this results
in 16 448 CG iterations over the whole computation which took 44 hours on a single 200 MHz
processor 192 MB RAM Silicon Graphics Indy.
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To consider the e>ect of the elements with bad aspect ratios which arise in the topologically
regular meshes we will consider the 132 × 132 × 60 mesh used in Section 5.1. Noting above that
the total number of Newton iterations for the regular meshes is roughly constant whilst the number
of CG iterations is proportional to N 1=3els where Nels is the number of elements, and also since most
of the time in the matrix vector multiplication (which takes most of the time in the CG iteration)
is taken in multiplying by the sti>ness matrices and this work is proportional to N we can make
the following estimates. Firstly if the poor aspect ratios had no a>ect on the performance of the
algorithm since the 132× 132× 60 mesh has 1.5488 times more elements than the 150× 150× 30
mesh we would expect the computation to need 1:54881=3 × 16448 = 19030 CG iterations and to
take 1:54884=3 × 44 = 79 h. Secondly, if we had used a regular 300 × 300 × 60 mesh which has
the same 7neness at the centre of the domain as the irregular mesh we would expect it to take
2× 16448 = 32 896 CG iterations and 24 × 44 = 704 h. The actual computation required 229 h and
69 038 CG iterations. Thus this computation is much faster than the computation on the regular
mesh would be if it were possible (we have insuNcient memory to perform such a computation),
but requires roughly a factor of 10=3 more time and CG iterations than a regular mesh with the
same number of elements; 10=3 being the aspect ratio of the worst elements in this mesh.
If it were necessary to compute the full length of the bifurcation branch from 1 to the value of
 at which we required a solution on each mesh the computations would be prohibitively expensive,
however this is not necessary. Given an estimate of ‖Uh‖∞ for any value of  away from the
bifurcation point 1 (from a computation on a coarser mesh for example) we can compute Uh(x)
over the entire mesh for this value of  very quickly, and subsequently path follow from this solution
if required. In [8] it is argued that at the centre of the domain Uh(x) is close to w*(x) where
w*(x) =
*
(1 + 13 *
4|x|2)1=2
with * = ‖Uh‖∞ is a solution of the Cauchy problem 4u + u5 = 0. In fact the agreement between
w*(x) and Uh(x) is so good that for a given value of  we can use w*(x) with an approximate value
of ‖Uh‖∞ to start the numerical computation. Even for moderate values of *, we have 0¡w*(x)¡ 1
on 9 so that although the initial approximation is not good here for both the initial approximation
and the solution 0¡u51 so that the u5 term does not make a signi7cant contribution, and near
to 9 the problem is essentially linear, and Newton’s method converges in one iteration on linear
problems. Meanwhile, w*(x) is a good approximation to Uh near to the centre of the domain, and
so on reQection it is not surprising that the approximate Newton iteration converges rapidly to the
solution branch in this case.
5. Results
5.1. Numerics on a short fat domain: 1cub
In this section we present numerical computations for the full nonlinear problem (1.1) on the
cuboid domain 1cub for which X = 3 and Z = 0:6 so that X is rather larger than Z .
As described in Section 4.2, the computations described are carried out on 7xed
irregular but topologically regular meshes with cuboid elements. For coarse mesh computations
76 C.J. Budd, A.R. Humphries / Journal of Computational and Applied Mathematics 151 (2003) 59–84
we use regular meshes with cubic elements. The meshes uses are given in the following
table.
Core Core mesh Core h Complete mesh ‘h’
3× 3× 0:6 50× 50× 10 0:06 — —
3× 3× 0:6 100× 100× 20 0:03 — —
3× 3× 0:6 150× 150× 30 0:02 — —
0:6× 0:6× 0:6 40× 40× 40 0:015 160× 160× 40 0:02
0:6× 0:6× 0:6 50× 50× 50 0:012 146× 146× 50 0:025
0:6× 0:6× 0:6 60× 60× 60 0:01 132× 132× 60 0:0333
0:6× 0:6× 0:6 70× 70× 70 0:0086 122× 122× 70 0:0462
0:45× 0:45× 0:6 60× 60× 80 0:0075 116× 116× 80 0:0455
The 7rst column of the table gives the size of the central core of the domain on which we use a
cubic mesh, the second column gives the mesh used on this central core displayed as the number of
elements in each coordinate direction, and the third column the resulting mesh size h across the core.
The three coarsest meshes are regular. For the 7ner irregular meshes the fourth column gives the
mesh used across the whole domain, again displayed as the number of elements in each coordinate
direction, and the 7nal column gives the mesh size h given as the largest length of a side of an
element. Thus for example, the fourth mesh has three di>erent shaped elements; all elements in the
central core are cubic of side length 0:015, whilst elements which are not in the central core are
either 0:015×0:02×0:015, 0:02×0:015×0:015 or 0:02×0:02×0:015. Note that on the 7ner meshes
this results in elements with progressively worse aspect ratios (where the aspect ratio is given by
dividing the two values of h given in the table). However, since the numerical solution is close to
zero uniformly across the elements with bad aspect ratios (since they are not at the centre of the
domain), they do not a>ect the computation adversely. Finally, we emphasise that for each of the
irregular meshes there are two di>erent measures of h in the table, which have di>erent functions. The
value of h given in the third column gives the mesh size across the central core where the numerical
solution develops a spike. It is this measure of h which is used in the asymptotic theory of Section
4, and hence we see structure in the convergence pattern of Fig. 4 as this measure of h is re7ned.
In Fig. 4 we plot the in7nity norm of the numerical solution Uh against  on various meshes.
The resulting graph has a similar structure to the graphs in [8] for the cube. Note that on the
course meshes h¿ 0:6=40 for which h*2 is not small, there is little agreement between the numer-
ical solutions on the di>erent meshes for 6 20, which indicates that the numerical solutions on
these meshes are highly inaccurate. On the 7ner meshes h¡ 0:6=40 there is better agreement for
156 6 20 whilst for lower values of  it appears that ‖Uh‖∞ is increasing monotonically as h is
re7ned. Indeed for 06 ¡0 we showed in Section 4 that ‖Uh‖∞ → ∞ as h → 0 but that since
from (4.1) ‖Uh‖∞ = O(h−1=4) it follows that ‖Uh‖∞ is only increasing very slowly as h is re7ned.
Moreover, the convergence of ‖Uh‖∞ to the exact value ‖u‖∞ given by (4.2) is also very slow in
the region ¿0 as h. Thus in Fig. 4 we are unable to distinguish visually between the two regions
¡0 and ¿0. Nevertheless, in Section 5.3 we will use the asymptotic theory of Section 4 to
obtain good approximations to 0.
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Fig. 4. Graph of ‖Uh‖∞ against  for various meshes on the domain 1cub.
In Figs. 5 and 6 we present numerical computations for the 7nite element approximation to the
solution of (1.1) on the 7nest mesh in the table at  = ∗∗, where we computed ∗∗ in Section 2.
In Fig. 5 we give surface plots of Uh(x) obtained on two-dimensional cross-sections of the domain
by taking a horizontal and a vertical slice through the centre of the domain. The corresponding
contour plots are also displayed above the surface. In Fig. 6 we display the same two contour plots
together, but this time plotted on the relevant cross-sections within the domain. We observe that a
narrow peak has developed as predicted. Note that this solution has a high degree of radial symmetry
close to the centre of the domain where the singularity is developing. The formal asymptotic theory
presented in [8] links such radial symmetry closely with McLeod’s conjecture.
5.2. Numerics on a long thin domain: 2cub
In this section we present numerical computations for the full nonlinear problem (1.1) on the
domain 2cub with X =
√
200=299 and Z = 10 for which Z is now rather larger than Z . Again, we
use a 7xed topologically regular meshes with cuboid elements all of whose edges are aligned with
the coordinate axes. We take regular spaced nodes in the xy-plane for all meshes. On the 4 7nest
meshes we take the same regular spacing in the z-direction over the central core of the domain to
give a regular cubic mesh over the centre of the domain. Over the rest of the domain we also take
a regular but coarser spacing of the nodes to give coarser cuboid elements. Since the lengths of the
sides of 2cub are not rationally related we cannot take a regular cubic mesh over the domain for
our coarse meshes. Thus for the coarser meshes (with the exception of the coarsest mesh) we again
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Fig. 5. Two cross sections of Uh through the centre of the domain 2cub at = ∗∗ and corresponding contour plots (with
contour levels 0:01; 0:02; 0:05; 0:1; 0:2; 0:5; 1; 2; 5; 10); (i) through z = 0:3, (ii) through x = 1:5.
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Fig. 6. Contour plots on horizontal and vertical cross sections through the centre of the domain 1cub at  = ∗∗ with
contour levels 0:01; 0:02; 0:05; 0:1; 0:2; 0:5; 1; 2; 5; 10.
take a regular cubic mesh over the centre of the domain, and take elements of approximately the
same size over the rest of the domain. The meshes uses are given in the following table.
Core Core mesh Core h Complete mesh ‘h’
0:817861× 0:817861× 10 10× 10× 100 0:1 — —
0:817861× 0:817861× 0:817861 20× 20× 20 0:04089 20× 20× 240 0:04174
0:817861× 0:817861× 0:817861 30× 30× 30 0:02726 30× 30× 370 0:02726
0:817861× 0:817861× 0:817861 40× 40× 40 0:02045 40× 40× 480 0:02087
0:817861× 0:817861× 0:817861 50× 50× 50 0:01636 50× 50× 450 0:02296
0:817861× 0:817861× 0:817861 60× 60× 60 0:01363 60× 60× 300 0:03826
0:817861× 0:817861× 0:817861 70× 70× 70 0:01168 70× 70× 220 0:06121
0:817861× 0:817861× 0:817861 80× 80× 80 0:01022 80× 80× 180 0:09182
The meanings of the entries in the table are the same as in the corresponding table in Section 5.1.
Thus for example, the 7fth mesh has two di>erent shaped elements; all elements in the central core
are cubic of side length 0:01636, whilst all other elements are 0:01636 × 0:01636 × 0:02296. Once
again, on the 7ner meshes this results in elements with progressively worse aspect ratios, but as
Section 5.1 this does not a>ect the computation. Finally, note that again as in Section 5.1, there
are two di>erent measures of h in the table, with the 7rst value of h for the central portion of the
domain governing the asymptotic convergence theory of Section 4, and the second value being a
measure of the mesh size.
In Fig. 7 we plot the in7nity norm of the numerical solution Uh against  on various meshes. The
resulting graph has a similar structure to Fig. 4 for the domain 1cub and to the graphs in [8] for the
cube. Note that, similar to 1, on the course meshes there is little agreement between the numerical
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Fig. 7. Graph of ‖Uh‖∞ against  for various meshes (where X =
√
200=299 = 0:817861) on the domain 2cub.
solutions on the di>erent meshes for 6 18, whilst on the 7ner meshes there is better agreement
for 136 6 18 whilst for lower values of  it appears that ‖Uh‖∞ is increasing monotonically as
h is re7ned. Again, as in the case of 1cub, we are unable to distinguish visually between these two
regions 06 ¡0 where (1.1) has no solution, and the region ¿0 on which Uh is converging
to the exact solution of (1.1). Nevertheless, in Section 5.3 we will use the asymptotic theory of
Section 4 to obtain good approximations to 0.
In Figs. 8 and 9 we present numerical computations for the 7nite element approximation to the
solution of (1.1) on the 7nest mesh in the table at  = ∗∗, where we computed ∗∗ in Section
2. In Fig. 8 we give surface plots of Uh(x) obtained on two-dimensional cross-sections of the
domain by taking a horizontal and a vertical slice through the centre of the domain. The corre-
sponding contour plots are also displayed above the surface. In Fig. 9 we display the same two
contour plots together, but this time plotted on the relevant cross-sections within the central por-
tion of the domain. Again we see a high degree of radial symmetry close to the centre of the
domain.
5.3. Post-processed numerical solutions
Using the asymptotic theory of Section 4 we can post-process our 7nite element solutions to
obtain better approximations to the solution u of (1.1). Taking formulae (4.3) we obtain Fig. 10 for
the extrapolated values of *∗ for the domains 1cub and 
2
cub respectively.
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Fig. 8. Two cross sections of Uh through the centre of the domain 1cub at = ∗∗ and contour plots (with contour levels
0:01; 0:02; 0:05; 0:1; 0:2; 0:5; 1; 2; 5); (i) through z = 5, (ii) through x =
√
50=299.
Note that for both these domains bounded positive solutions Uh for the 7nite element approxi-
mation to (1.1) continue to exist for values of ¡∗∗, however the in7nity norm of the processed
numerical solution becomes large at a value of  very close to ∗∗, suggesting that 0 = ∗∗. The
discrepancy here is very likely due to higher order errors in the asymptotic formulae. Similar results
have already been presented in [8] for the cube.
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Fig. 9. Contour plots on horizontal and vertical cross sections through the centre of the domain 2cub at  = ∗∗ with
contour levels 0:01; 0:02; 0:05; 0:1; 0:2; 0:5; 1; 2; 5.
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Fig. 10. Graph of ‖Uh‖∞ and the post-processed in7nity norm against  with ∗∗ also marked, (i) for the domain 1cub
with h= 0:6=80, (ii) for the domain 2cub with h= 0:81786082=80.
Since we expect ‖u‖∞ to become unbounded at the values of  for which the denominator of
the right hand-side of (4.3) vanishes, we can modify our 7nite element program to perform interval
bisection to 7nd the value of  such that
= Ch2‖Uh‖8∞ (5.1)
which gives us a numerical approximation to 0. In the following table we display results 0(h)
for the domain 1cub (on the h = 0:6=80 mesh described in Section 5.1), the domain 
2
cub (on the
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h=0:81786082=80 mesh described in Section 5.2) and on the unit cube with a regular mesh of size
h= 1=80, together with the previous computed values of ∗∗ and ∗∗∗.
Domain 0(h) ∗∗ ∗∗∗
1 = 3× 3× 0:6 11.9986 12.1813 13.1640
 = 1× 1× 1 7.42225 7.50383 7.53445
2 =
√
200=299×√200=299× 10 9.25307 9.37161 9.62236
Clearly the computed value of 0(h) is closer to ∗∗ than to ∗∗∗ and these computations lead us
to believe that ∗∗ = 0. The di>erence in the computed values of 0(h) and ∗∗ we believe arises
from two sources in the computation of 0(h). Firstly, from the neglected terms in the asymptotic
analysis of Section 4 which leads to (4.3), and secondly, due to computational limitations, from our
application of this formula to meshes with h only moderately 7ne. Recall that the computed value
of ∗∗ comes from the solution of a linear problem and is thus highly accurate.
Finally we investigate the dependence on the estimated value 0(h) of 0 on the mesh size h. To
do this, we compute 0(h) as above for the unit cube  on regular meshes h= 1=10; 1=20; : : : :
1=h 0(h)
10 12.35761
20 9.36494
30 8.32328
40 7.87946
50 7.65899
60 7.53778
70 7.46637
80 7.42225
90 7.39412
100 7.37586
Clearly (4.3) is inaccurate for large values of h¿ 1=50, but the values appear to be converging on
the 7ner meshes. This value is lower than the calculated value of ∗∗. A more careful calculation
based upon the results in [8] implies that the value of - becomes in7nite when
= Ch2‖Uh‖8∞(1 + O(h2‖Uh‖4∞)):
At 0 we also have from the results of Section 5 that
h2‖Uh‖4∞ ≈ 60h:
Even for the 7nest meshes considered, this error term is not especially small and certainly consistent
with the di>erence between the numerical estimate and that of ∗∗. We contrast this with the estimate
for ∗∗ and ∗∗∗ which is far more accurate.
84 C.J. Budd, A.R. Humphries / Journal of Computational and Applied Mathematics 151 (2003) 59–84
6. Conclusions
We have presented both numerical and analytic estimates for 0, ∗∗ and ∗∗∗ for a variety of reg-
ular star-shaped domains. These results are consistent (up to the errors in the numerical calculations)
with the result that
0 = ∗∗¡∗∗∗
for domains other than the ball. At present we seem to be at the limit of computational accuracy
for these domains. For a further investigation we propose to investigate less regular domains which
are not star-shaped and to consider the validity of the conjectures in these cases as well.
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