Abstract. For the Choquard equation, which is a nonlocal nonlinear Schrö-dinger type equation, 
with Γ being the Euler gamma function. Equation (1.1) with p = 2, N = 3 and V constant, seems to appear in the literature in the 1950s with the work of S. Pekar on quantum theory of the polaron [14] . Later rediscovered by Choquard in the context of Hartree-Fock theory of one component plasma and attracted attention of the mathematical community in late 1970s with the papers of E. Lieb [6] and P.L. Lions [8, 9] which opened the way to an intensive study of (1.1), related problems, generalizations and extensions, see [13] for a survey. Indeed, equations of the form (1.1) show up as well in the context of self-gravitating matter [15] and in the study of pseudo-relativistic boson stars [4] . The richness of plenty of applications have just in part contributed to the mathematical success and longevity of the interest in this kind of problems, as nonlocal Schrödinger type equations have been carrying over new mathematical challenges. Beyond physical motivations, ground state solutions to (1.1) are of particular interest because of connections with stochastic analysis [3] . The energy functional related to the Choquard equation (1.1) is given for u :
and in the case of constant potential V ≡ 1 it is well defined and C 1 (H 1 (R N )), by means of the Hardy-Littlewood-Sobolev inequality [5] , provided the following condition holds
Actually the range (1.2) turns out to be sharp for the existence of variational solutions [11] . Indeed, at the endpoints, sometimes called respectively lower and upper critical exponents for the Hardy-Littlewood-Sobolev inequality, a Pohozaev type identity prevent finite energy solutions to exist. As in the local Sobolev critical case, typical scaling invariance phenomena show up together with explicit one parameter family of extremal functions to the Hardy-Littlewood-Sobolev inequality, see Section 2.
The case in which a more general nonlinearity has upper critical growth has been recently considered in [2] where Brezis-Nirenberg type perturbations allow to obtain ground state solutions as well as to study the singularly perturbed associated problem. In fact, in the upper critical case no reasonable perturbations of the constant potential have influence on the ground state energy level. The lack of compactness in the upper critical case occurs regardless of the properties of the external potential.
In this paper, we consider the lower critical case, namely the following problem
where the external Schrödinger potential V µ,ν : R N → R is a perturbation of the constant potential defined as
This class of potentials has been considered in [12] where the authors prove that (1.3) admits a ground state solution provided
The upper bound is equivalent to requiring V µ,ν ≥ 0 and this was not explicitly assumed in [12] . Moreover, in [12] is also proved that no nontrivial solutions do exist when µ <
. A natural question is whether (1.3) admits a ground state solution in the range
Following Lions [7] , the strategy in [12] to proving the existence of ground state solutions to (1.3) is to establish the existence of minimizers to the constraint minimization problem
where
and eventually removing the Lagrange multiplier by some appropriate scaling. In Section 2 below, we show that c µ,ν ≤ 0 if µ ≥ µ ν , where µ ν is the best constant of the embedding
Clearly, µ ν ≥ ν 2 and by Hardy's inequality,
+ ν 2 , since the infimum µ ν is achieved by some function u 0 ∈ H 1 (R N ) \ {0} (see Section 2) and then
It can be proved as in [12] that c µ,ν is achieved and gives by rescaling a groundstate to (
A natural question is whether (1.3) admits a ground state solution when µ ≥ µ ν . The main purpose of this paper is to make advances in the understanding of the picture presented above, by partially answering to the open questions raised so far and opening the way to new challenges. Our main results are the following: 
, then (1.3) admits a ground state solution (necessarily sign changing).
As a consequence of Theorem 1.3, the four quantities µ ν , µ ν , , do there exist nontrivial solutions for (
, µ ν ) ?
For ν = 1 and N ∈ {3, 4, 5}, one has
.
Problem 3. Does one have
in general?
A negative answer would suggest a further problem.
, do exist ground state solutions to (1.3)
In Theorem 1.2 the restriction 3 2 < α < 3 and ker(−∆ + V µ,ν ) = {0} when N = 3, is only used to guarantee that the ground state level is strictly below the first level at which the Palais-Smale compactness condition fails (see Section 3). More precisely, if Λ denotes the spectrum of the eigenvalue problem Finally, the necessity of the assumption on α is not clear. Before proving Theorem 1.1, we introduce some preliminary results. First, the following Hardy-Littlewood-Sobolev inequality will be frequently used in the sequel. 
In particular, if s = r = 2N/(N + α), the sharp constant is given by
The energy functional associated to the Choquard equation (1.3) is given by Proof. For every u ∈ H 1 (R N ), we observe that
the conclusion follows by taking the infimum over the functions
where the second integral will be positive if either
The Nehari manifold N µ,ν associated to (1.3) is given by
It is easy to show that the set N µ,ν is a C 1 -manifold of codimension 1 for any µ, ν > 0. Moreover, N µ,ν is regular in the sense that zero is isolated in N µ,ν . In fact, for any u ∈ N µ,ν ,
By virtue of the Hardy-Littlewood-Sobolev inequality (Lemma 2.1), there exists C > 0 depending on µ and ν such that u ≥ C for any u ∈ N µ,ν . Let us denote the least energy by m µ,ν := inf
Proof. We observe that if µ < µ ν , then
then G(u t ) = 1 and by (3.1),
On the other hand, for every
Up to a subsequence, there exists
and by the weak lower-semicontinuity of the norm,
which implies that u 0 is a minimizer of µ ν . Therefore, c µ ν ,ν = 0. Since u 0 = 0, we reach the conclusion by a suitable scaling of u 0 . , it follows that c µ,
, by Lemma 2.2, there exists
Next we show that c µ,ν > 0 if µ ν < µ < µ ν . Indeed, assume by contradiction that for some µ ν < µ < µ ν , one has c µ,ν = 0. Let {v n } n∈N be a minimizing sequence for c µ,ν , then
and then v n → 0 strongly in
ν , by virtue of [12, Theorem 3] , the level c µ,ν is achieved and m µ,ν as well.
Finally, to conclude the proof, it remains to proveing that for any (N −2) 2 /4 < µ < µ ν , c µ,ν cannot be achieved. In fact, otherwise by the equality case in Lemma 2.2, we would have c λ,ν < c ∞ if λ > µ, contradicting the very definition of µ ν .
Proof of Theorem 1.2
For µ > µ ν , the set N µ,ν is still a C 1 -manifold of codimension 1. However, in contrast to the case µ < µ ν , the manifold N µ,ν is no longer regular for µ > µ ν . Precisely, we next show that for µ > µ ν , 0 is adherent to N µ,ν , which in turn implies inf u∈Nµ,ν J µ,ν (u) ≤ 0. This is a main obstruction in proving the existence of a nontrivial critical point.
Next we show that actually d µ = 0. Clearly,
On the other hand, for any µ > µ ν , there exists
By the continuity ofγ, there exists a sequence {γ(
As a consequence, we get d µ = 0 and there exists {λ n } with λ nγ (t n ) ∈ N µ,ν and λ n → 0, as n → ∞. 
Eigenvalues and eigenfunctions.
Consider the eigenvalue problem
Obverse that this problem is equivalent to the eigenvalue problem
is continuous. Then T is compact and self-adjoint, which implies that there exist a sequence of eigenvalues {λ n } with finite multiplicity and such that
and the associated normalized eigenfunctions {ϕ n } satisfy for any i, j ∈ N and i = j,
Moreover, noting that for any n,
From now on, we assume µ >
3.2. Energy estimates. For any ε > 0, set
is a minimizer of c ∞ . Following [12] , we have
. Then, for ε > 0 small enough, we have
and
Proof. Observe that
For some c > 0, by Lebesgue's dominated convergence theorem, if µ >
we obtain
Let us recall for the convenience of the reader the following two elementary lemmas:
Lemma 3.3. [10] Define
Proof. We need to prove the triangle inequality. By the Hardy-LittlewoodSobolev inequality, for any u ∈ L 2 (R N ) one has
We also observe that by the semigroup property of Riesz potentials, we have
. By the Minkowski integral inequality, we have for almost every
and thus by integrating and using again the Minkowski inequality we get
Lemma 3.4. For p ∈ (1, 2) and a, b ∈ R, we have
Proof. We have
We observe that the integrand is maximal when ta = b 2
, and thus
Proof. By Lemma 3.4, we have for every x ∈ R N , ε > 0, v ∈ E − and t > 0
By the Hardy-Littlewood-Sobolev inequality, we have
Recalling that |u ε (x)| ≤ C 3 ε N/2 for any x ∈ R N and that all the norms in E − are equivalent (since dim(E − ) < +∞) and E − ⊂ L 2α/(N +α) (R N ) for any r > 0, we have
For any t > 0,
Notice that |∇u ε | ≤ Cε
+1 and |∇v| ∈ L r (R N ) for any r > 0. By Lemma 3.2
Then we have
By Lemma 3.3 and by (3.2), there exists C 7 > 0 (independent of v) such that
By Young's inequality the following hold:
from which we obtain
N+2α .
By uniform convergence, it follows that there exists t * ∈ (0, 1) such that for sufficiently small ε > 0, we have
We can thus assume t ≥ t * . Since
≤ 2, we have
and since
, the conclusion follows provided
Equivalently, we should have
, which will be the case whenever N ≥ 4. The proof is completed when N ≥ 4. If N = 3, the estimates above are still valid and show that there exist t * , t
It remains thus to prove a strict inequality for t ∈ [t * , t * ]. Since E − is a set of negative eigenfunctions, there exists a constant C 12 such that
and thus we have in place of (3.3), the following
We now use again estimates (3.4) and (3.6) and (3.5) replaced by the following
to get for t * ≤ t ≤ t * the following estimate and this concludes the proof.
3.3. Palais-Smale condition. To obtain the existence of nontrivial solutions to (1.3), the following compactness result plays a crucial role. 
for some q ∈ 2,
In both cases, one has for any s ∈ (2,
) and t ∈ (
Proof. We only prove the necessary condition as the sufficient condition is trivial.
) and {u m } m∈N be bounded in
we claim sup
where q = p
). Indeed, otherwise, up to a subsequence there exist δ > 0 and {z m } ⊂ R N such that
Moreover, up to a subsequence, there exists
and almost everywhere in B r (0) for any m. By the Hardy-Littlewood-Sobolev inequality,
Then by Fatou's lemma,
which is a contradiction and (3.7) holds. ) and t ∈ (
where o m (1) → 0, as m → ∞. We first prove that the sequence {u m } m∈N is bounded in
It follows from Lemma 3.
). Then we have
and the sequence {u n } n∈N stays bounded. Next we may assume there exists
and by [11, Lemma 2.4] ,
If l > 0, then by the definition of c ∞ , we have
which is a contradiction. Therefore l = 0 and the proof is complete. 
Then f admits at least m pairs of critical points with critical values belonging to the interval [δ, β) and
Let us divide the proof of Theorem 1.2 into two steps:
Step 1. We use Lemma 3.8 to show that (1.3) admits at least one nontrivial solution for µ ∈ [λ n , λ n+1 ). Obviously, J µ,ν (−u) = J µ,ν (u) for any u ∈ H 1 (R N ) and J µ,ν (0) = 0. By Lemma 3.6, J µ,ν satisfies the Palais-Smale condition in (0, β)
, codim(V ) = n < +∞. By Lemma 3.2, for ε small enough,
, by Lemma 3.5, for ε > 0 small, we have
On the other hand, observe that for any u ∈ E + ,
By the Hardy-Littlewood-Sobolev inequality, for any u ∈ E + , we get
As a consequence of Lemma 3.8, (1.3) admits at least one nontrivial solution
Step 2. In the following, we prove the existence of ground state solutions to (1.3).
Obviously, m µ,ν ≥ 0 and there exists a sequence 
which contradicts the fact that
So we get v m = 0 for any m.
Case 1.
Assume that up to a subsequence, lim
By the Hardy-Littlewood-Sobolev inequality and Hölder's inequality, 
