Abstract A Taylor collocation method has been developed to solve the systems of high-order linear differential-difference equations in terms of the Taylor polynomials. Using the Taylor collocation points, this method transforms differential-difference equation systems and the given conditions to matrix equations with unknown Taylor coefficients. By means of the obtained matrix equation, a new system of equations corresponding to the system of linear algebraic equations is gained. Hence, by finding the Taylor coefficients easily, Taylor polynomial solutions are obtained. To illustrate the pertinent features examples are presented and results are compared. All numerical computations have been performed on the computer algebraic system Maple 9.
Introduction
Many real life phenomena in biosciences, economics, engineering, etc. can be modeled by differential-difference equations and their systems [1] . Systems of high order linear differential-difference equations are usually difficult to solve analytically; so there are particular methods that have been presented for numerical solutions of the mentioned systems. In recent years, systems of high order differential equations have been solved by using such as variational iteration method [2] , differential transformation method [3] , Adomian decomposition method [4] , differential transform method [5] , linearizability criteria [6] , decomposition method [7] , homotopy analysis method [8] , and homotopy perturbation method [9] . Besides, to solve the systems of linear integral and integro-differential equations, variational iteration method [10] , Haar functions method [11] , Tau method [12] differential transform method [13] , an efficient algorithm [14] , and homotopy perturbation method [15] have been used.
In addition to these methods, systems of linear differential, integral and integro-differential equations were solved using the Taylor collocation method, the Chebyshev collocation method and the Legendre collocation method by research group around Sezer [16] [17] [18] [19] [20] .
Since the beginning of 1994, Taylor, Chebyshev, Legendre collocation and matrix methods have been used by Sezer et al. [18] [19] [20] [21] [22] [23] [24] to solve differential, difference, integral, integro-differential, delay differential equations and their systems. Also, S ß. Yü zbas ßı et al. adapted the matrix method for the Bessel polynomials. Recently, they have been used the Bessel matrix method to find approximate solutions of linear differential-difference equations and their systems [24] [25] [26] [27] [28] .
In this study, by modifying and developing matrix and collocation methods studied in [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] , we present a new method to find the approximate solutions of systems of linear high-order differential-difference equations with variable coefficients in the form where y i (t) is an unknown function, the known functions P n ji ðtÞ and f j (t) are defined on interval a 6 t 6 b, and also a rj , b rj , c rj and k nr are appropriate constants.
Our main purpose is to find the approximate solutions of system (1) expressed in the truncated Taylor series form
where y in , (n = 0, 1, . . . , N and i = 1, 2,. . . , k) are unknown coefficients, N is any positive integer such that N P m.
Fundamental relations
Functions defined by Eq. (3) can be written in the matrix forms 6  6  6  6  6  6  6  4   3   7  7  7  7  7  7  7  7  7  5 By putting t fi kt + l in the relation (4) we obtain the matrix form
The relation between the matrix T(kt + l) and T(t) is Tðkt þ lÞ ¼ TðtÞBðk; lÞ ð 8Þ
where for k " 0, and l " 0, 2   6  6  6  6  6  6  6  6  6  6  6  6  6  4   3   7  7  7  7  7  7  7  7  7  7  7  7  7  5 and for k " 0, and l = 0, To obtain the Taylor polynomial solutions of system (11) in the form (3), we compute the Taylor coefficients by means of the collocation points defined by
where a 6 t 6 b and a = t 0 < t 1 < Á Á Á < t n = b. Let us substitute the collocation points (12) into the matrix Eq. (11). Thus, we obtain the matrix form in the form
where Using the relation (10) and the collocation points (12), we have
This system can be written as
where
Substituting the expression (14) into (13), we have the fundamental matrix equation
Briefly, the fundamental matrix Eq. (15) corresponding to Eq.
(1) can be expressed in the form
which corresponds to a linear system of k(N + 1) algebraic equations in k(N + 1) the unknown Taylor coefficients such that
Bðk; lÞ e B r ; p; q
Similarly, we can get the matrix form of the conditions. Using the relation (2), we have where ; 
. . .
. . . 
(c) which depend on the Taylor coefficient matrix A, into Eq. (18) and simplifying the result we obtain
If we define the matrix V as
then the matrix form of the conditions becomes
Consequently, replacing the rows of the matrix V and k, by the last rows of the matrix W and F, respectively, we have ; Hence, Taylor coefficients can be simply computed and the solution of system (1), under the mixed conditions (2), is obtained.
Accuracy of solution
We can easily check the accuracy of the method. Since truncated Taylor series (3) is the approximate solution of (1), when the function y i,N (t), i = 1, 2, . . . , k, and its derivatives, are substituted in (1), the resulting equation must be satisfied approximately; that is, for t = t q 2 [a, b], q = 0,1, 2, . . . ,
and E j ðt q Þ 6 10 Àkq ðk q positive integer).
If max 10
Àkq ¼ 10 Àk ðk positive integer) is prescribed, then the truncation limit N is increased until the difference E j (t q ) at each of the points becomes smaller than the prescribed 10
Àk , see [17, 22, 23, 25] . On the other hand, the error can be estimated by function 
Numerical examples
In this section, several numerical examples are given to illustrate the accuracy and effectiveness properties of the method and all of them were performed on the computer using a program written in Maple 9. We have presented with tables and figures, the values of exact solutions and the absolute error functions e i,N (t) = OEy i (t) À y i,N (t)OE, i = 1, 2, . . . , k, at selected points of the given interval.
Example
for N = 2 and 0 6 t 6 5, the collocation points are calculated as t 0 = 0, t 1 = 5/2, t 2 = 5, and the above system can be written as and then the Taylor coefficient matrix is obtained as
Hence, we have the approximate solutions y 1 ðtÞ ¼ ðt À 1Þ 2 ; y 2 ðtÞ ¼ Àðt À 1Þ 2 ; and the Taylor collocation points are obtained as
Following the procedure in Section 3, we find the matrices in Eq. (19) or
Substituting the elements of these column matrices into Eq. (4), we obtain the solution set in terms of Taylor polynomials as From (15) the fundamental matrix equation of the problem is fP 0 T e Bð1; 0Þ þ P 1 T e Bð1; 0Þ e B 1 gA ¼ F:
We obtain the approximate solutions by Taylor polynomials of the problem for N = 6, 8, 10. In Tables 1-4 [5] and the Bessel polynomial method [25] of this system. It is seen from the tables and figures that the present method is better than the differential transform method in [5] . On the other hand, the results obtained by the Bessel polynomial method [25] are close to the results obtained by the present method. In Table 5 it is shown that accuracies of solutions for N = 6, 8. Additionally in Tables 6,7 According to these data, it is seen that, in the different intervals for same N, when the interval is chosen wider, than the absolute errors increase. with the initial conditions y 1 (0) = 1, y 2 (0) = 0, and the exact solutions y 1 (t) = e Àt + 3e Àt/3 À 3, y 2 (t) = À(1/2)e Àt + (3/2) e Àt/3 À1 + t. From (15), the fundamental matrix equation of the problem is fP 0 T e Bð1; 0Þ þ P 1 T e Bð1; 0Þ e B 1 gA ¼ F:
Using the procedure in Section 3, the approximate solutions by Taylor polynomials of the problem for N = 5, 7, 10 become respectively, Tables 8,9 and Figs. 5,6 represent the comparison of the results of the absolute error functions obtained by the Stehfest method [29] , the Chebyshev method [18] , and the present method for N = 5, 7, 10. It is obvious from Tables 8 and 9 and Figs. 5 and 6 that the results obtained by present method are better than those obtained by the other methods. Figs. 5 and 6 show that as N increases, the errors decrease more rapidly.
Conclusions
Systems of high-order linear differential-difference equations are usually difficult to solve analytically under mixed conditions. In many cases, obtaining the approximate solutions is necessary. For this reason, the Taylor collocation method can be proposed to obtain approximate solution of high-order linear systems. When the numerical experiments are analyzed and the results are compared, it is seen that, the solutions obtained by the present method is better than the solutions obtained by the other methods. Additionally, if N is increased, it can be seen that approximate solutions obtained by the method which is mentioned is close to the exact solutions. On the other hand if the results of the absolute errors are examined in the different intervals for same N, it is seen that if the interval is chosen wider, than the absolute errors increase. This indicates that in the smallest interval which contains c 2 [a, b], the suggested approximation which is made by the present method is effective. One of the considerable advantage of the method is founding the approximate solutions very easily by using the computer program written in Maple 9. Shorter computation time and lower operation count results in a reduction of cumulative truncation errors and improvement of overall accuracy. The method can also be extended to systems of linear integral and integro-differentialdifference equations, but some modifications are required. 
