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Abstract
This work is concerned with the propagation of uncertainty across coupled
domain problems with high-dimensional random inputs. A stochastic model
reduction approach based on low-rank separated representations is proposed
for the partitioned treatment of the uncertainty space. The construction
of the coupled domain solution is achieved though a sequence of approxi-
mations with respect to the dimensionality of the random inputs associated
with each individual sub-domain and not the combined dimensionality, hence
drastically reducing the overall computational cost. The coupling between
the sub-domain solutions is done via the classical Finite Element Tearing and
Interconnecting (FETI) method, thus providing a well suited framework for
parallel computing. Two high-dimensional stochastic problems, a 2D ellip-
tic PDE with random diffusion coefficient and a stochastic linear elasticity
problem, have been considered to study the performance and accuracy of the
proposed stochastic coupling approach.
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1. Introduction
Simulation-based prediction of most physical systems is subject to either
lack of knowledge about the governing physical laws or incomplete/limited
information about model parameters such as material properties, initial, or
boundary conditions. In order to obtain realistic predictions of these systems
one, therefore, needs to characterize such uncertainties and quantify their
impact on Quantities of interest (QoI). Uncertainty quantification (UQ), an
emerging field in computational engineering and science, is concerned with
the development of rigorous and efficient solutions to this exercise.
A major class of UQ approaches are probabilistic where uncertain param-
eters are represented by random variables or processes. Several techniques
have been developed to study the propagation of such uncertainties in engi-
neering systems, e.g., see [32, 44, 45, 61, 62, 41] and the references therein.
Among these techniques, stochastic spectral methods [32, 31, 65, 62, 41]
based on polynomial chaos (PC) expansions [60, 10] have received special
attention due to their advantages over traditional UQ techniques such as
perturbation-based and Monte Carlo sampling (MCS) methods. In particu-
lar, under certain regularity conditions, these schemes converge faster than
MCS methods [41] and, unlike perturbation methods, are not restricted to
problems with small uncertainty levels [32]. Stochastic spectral methods are
based on expanding the solution of interest in PC bases. The coefficients of
these expansions are then computed, for instance, via Galerkin projection
[32], referred to as stochastic Galerkin (SG), or pseudo-spectral collocation
[63, 43], named stochastic collocation (SC).
Although PC-based techniques benefit from elegant mathematical anal-
yses, e.g., formal convergence studies, they may suffer from the so-called
curse-of-dimensionality if executed carelessly: the computational cost may
grow exponentially as a function of the number of independent random in-
puts [62, 41, 19], and as a function of the total number of unknowns in the
system. This may be a common situation when one is dealing with UQ
of engineering problems involving, for instance, coupled domains or sepa-
rated scales with independent and separate sources of uncertainty. In the
past few years, several alternative methods have been proposed to intro-
duce some form of sparsity in an effort to counter the curse-of-dimensionality
[43, 63, 57, 8, 7, 48, 46, 18, 40, 25, 28, 49, 6, 67, 19, 36, 14, 1, 29, 35, 20]. The
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ideas used here are based on sparse grids, element-like partitioning, ANOVA
expansions, separated representations, and more general tensor decompo-
sitions. Although these techniques have been found efficient in alleviating
curse-of-dimensionality, the high computing cost is still a major bottleneck
in PC expansion of high-dimensional random solutions.
Of particular interest in the present study is the problem of uncertainty
propagation across coupled domain problems where independent, high-dimensional
random inputs are present in each sub-domain. In such cases, the solution de-
pends on all random inputs; hence, a direct application of PC expansion may
not be feasible or at least not desirable. While integration of PC expansions
with standard domain decomposition (DD) techniques may partially reduce
the overall computational complexity by partitioning the physical space, e.g.,
see [33, 15, 56], expansions (or sampling) with respect to the combined set
of random inputs is still required. Instead, we propose an approach that ad-
ditionally enables a partitioned treatment of the stochastic space; that is, the
solution is computed through a sequence of approximations with respect to
the random inputs associated with each individual sub-domain, and not the
combined set of random inputs. To this end, we adopt a stochastic expan-
sion based on the so-called separated representations and demonstrate how it
can be obtained in conjunction with a DD approach. As one of the simplest
cases of such coupling, we consider a linear problem on two non-overlapping
sub-domains with a common interface. Although more elaborate coupling
techniques are possible, we restrict ourselves to a finite element tearing and
interconnecting (FETI) approach [24] for the sake of simplicity.
Model reduction techniques based on separated representation, a.k.a.
canonical decomposition, of high-dimensional stochastic functions have been
recently proposed in [47, 17, 18, 48, 49, 36, 35] and proven effective in re-
ducing the issue of curse-of-dimensionality. We here adopt a special form of
separated representations for the stochastic computation of coupled domain
problems.
Let (Ω, T ,P) be a complete probability space where Ω is the sample set
and P is a probability measure on the σ−field T . Also assume that the input
uncertainty has been discretized and approximated by random variables, such
that the vector ξ = (ξ1, · · · , ξd) : Ω → Rd, d ∈ N, represents the set of
independent random inputs associated with a PDE defined on a domain
D ⊂ RD, D ∈ {1, 2, 3}, composed of two non-overlapping sub-domains D1
and D2. We further assume that the random vector ξ = (ξ1, ξ2) is such that
ξ1 : Ω → Rd1 and ξ2 : Ω → Rd2 denote random inputs corresponding to D1
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and D2, respectively. Here, d1, d2 ∈ N are the sizes of ξ1 and ξ2, respectively,
and d = d1+d2. Assuming that u1(x, ξ) : D¯1×Ω→ R and u2(x, ξ) : D¯2×Ω→
R are the sub-domain solutions, we consider the separated representation of
the form
ui(x, ξ) =
r∑
l=1
ul0,i(x)φ
l
1(ξ1)φ
l
2(ξ2) +O(ǫ), i = 1, 2. (1)
Here ul0,i(x) : D¯i → R and φli(ξi) : Ω → R, l = 1, . . . , r, are, respectively,
deterministic and stochastic functions – or factors – to be determined along
with the separation rank r. These quantities are not fixed a priori and
are computed through an optimization scheme such that a prescribed target
accuracy ǫ is reached for a minimum r.
Notice that, by definition, finding the expansion (1) is in fact a non-
linear problem, even for a linear problem. However, it can be computed
through a sequence of alternating linear problems, where {ul0,i(x)}rl=1, i =
1, 2, {φl1(ξ1)}rl=1, or {φl2(ξ2)}rl=1 are solved for one at a time while others are
fixed at their recent values. This alternating construction, together with the
separated form of (1), enables computing the stochastic functions {φl1(ξ1)}rl=1
and {φl2(ξ2)}rl=1 with computational complexities that depend on d1 and d2
but not d = d1 + d2. Additionally, it allows for a natural extension of DD
techniques for computing {ul0,i(x)}rl=1. In the present work, we employ the
standard FETI approach [24] for the latter purpose. Moreover, for situations
where the separation rank r is small, (1) provides a reduced order approxima-
tion and representation of the coupled solution. We will describe the details
of computing (1) in Section 5.
Among the limited earlier effort on separating random inputs for the
solution of coupled problems, we particularly mention the recent work of
Arnst et al. [3] that is based on the so-called reduced chaos expansions [55].
In particular, in each component, e.g., physics or sub-domain, the solution is
expanded in a PC basis that is generated based on random inputs associated
with that component. The PC coefficients are then considered to be functions
of random inputs corresponding to the other component. This may be seen
as a special case of (1). As in (1) we do not prescribe a stochastic basis a
priori, our approach is different from that of [3]. The construction of (1) is
also different from that of the reduced chaos expansions. More importantly,
when the coupled solution admits a low separation rank r, the computational
complexity and storage requirement of (1) may be significantly smaller than
those of the reduced chaos expansion, especially when d is large.
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Separated representations have also been utilized in the context of multi-
scale domain decomposition with high-dimensional local uncertainties [13].
While our coupled domain formulation is similar to that of [13], our particular
choice of separated representation (1) and it’s numerical construction, both
at the physical and stochastic levels, are considerably different from those in
[13].
The remainder of this paper is organized as follows. Section 2 summarizes
the problem formulation. There, we start with a general linear stochastic
PDE as an abstract problem and present its coupled formulation via FETI.
As already remarked, this is one of the simplest problems which has been cho-
sen for the sake of simplicity. The techniques presented here are nonetheless
applicable also to non-linear problems and more elaborate coupling schemes,
as well as to more than two coupled components. The choice of spatial dis-
cretization is given in Section 3 and following that, in Section 4, we review
the application of the SG scheme to the original problem as well as its cou-
pled formulation. In Section 5, we present our approach based on separated
representations along with an extension of the FETI algorithm to solve the
resulting coupled problems at the spatial level. Finally, two numerical ex-
amples; a 2D linear diffusion problem on an L-shaped domain with random
diffusivity coefficient and a 2D linear elasticity problem describing the de-
flection of a cantilever beam with random Young’s modulus are considered in
Section 6. The accuracy and performance of the proposed coupling approach
are demonstrated using these two examples.
2. Problem Formulation
2.1. A linear PDE with random inputs
Let (Ω, T ,P) be a suitable probability space. We consider computing the
solution u(x, ξ) : D¯ × Ω→ R satisfying the linear PDE
L(x, ξ)(u(x, ξ)) = f(x) x ∈ D,
B(x, ξ)(u(x, ξ)) = g(x) x ∈ ∂D, (2)
P− almost surely in Ω. Here, D ⊂ RD, D=1,2,3, is the spatial extent of
the problem with boundary ∂D as displayed in Fig. 1, L is a linear differ-
ential operator, and B is a boundary operator taking possibly various forms
on different boundary segments. We assume (2) is the variational equation
associated with a minimization problem. Additionally, as mentioned before,
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the uncertainty in (2) is assumed to have been approximated in such a way it
may be represented by the random vector ξ = (ξ1, · · · , ξd) : Ω→ Rd, d ∈ N,
consisting of independent identically distributed (i.i.d.) random variables ξk
with probability density function ρ(ξk) : R→ R+. Without loss of generality,
the functions f(x) and g(x) in (2) are considered to be deterministic. We
hereafter refer to (2) as the original problem.
D1 D2
∂D1
∂D2
ΓI
Figure 1: Geometry of the original problem and partitioning of D into two non-overlapping
sub-domains D1 and D2. D = D1 ∪ D2, D1 ∩ D2 = ∅, and ∂D1 ∩ ∂D2 = ΓI .
We assume that D is composed of two non-overlapping sub-domains D1
and D2 (D = D1 ∪ D2 and D1 ∩ D2 = ∅) sharing an interface boundary
ΓI = ∂D1 ∩ ∂D2 as shown in Fig. 1. We further assume that the random
inputs representing the uncertainty in D1 and D2 are independent and de-
noted by ξ1 = (ξ1,1, · · · , ξ1,d1) : Ω→ Rd1 , d1 ∈ N and ξ2 = (ξ2,1, · · · , ξ2,d2) :
Ω→ Rd2 , d2 ∈ N, respectively. This, therefore, provides a natural partition-
ing of ξ into ξ = (ξ1, ξ2).
We note that while we consider the case of two coupled sub-domains,
the extension of the subsequent algorithms to the case of multiple coupled
sub-domains is straight-forward.
2.2. The coupled formulation of original problem
We next reformulate the original problem (2) in terms of the coupled
stochastic PDEs,
L(x, ξ1)(u1(x, ξ)) = f(x) x ∈ D1,
L(x, ξ2)(u2(x, ξ)) = f(x) x ∈ D2,
B(x, ξ1)(u1(x, ξ)) = g(x) x ∈ ∂D1,
B(x, ξ2)(u2(x, ξ)) = g(x) x ∈ ∂D2,
u1(x, ξ) = u2(x, ξ) x ∈ ΓI , (3)
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which we henceforth refer to as the coupled problem. Here, u1(x, ξ) : D¯1 ×
Ω→ R and u2(x, ξ) : D¯2×Ω→ R are the solutions to (3). The last equation
in (3) enforces the continuity of the solution on the interface ΓI . Again,
for the sake of simplicity, we tacitly assume that the last equation in (3) is
sufficient to enforce that the two partial solutions u1(x, ξ) and u2(x, ξ) of
(3) agree with the restriction of the solution u(x, ξ) of (2) to the respective
sub-domains. Our goal is then to find the sub-domain solutions u1(x, ξ) and
u2(x, ξ) assuming independent solvers for each sub-domain.
In the following section, we will discuss the spatial discretization of the
original and coupled problems.
3. Spatial Discretization
3.1. Original problem
Let X be a suitable Hilbert space for the spatial discretization of the solu-
tion to the variational formulation of (2). For example, if L in (2) is a linear
elliptic differential operator of second order and B corresponds to a homoge-
neous Dirichlet boundary condition, then X := H10 (D) = {v ∈ H1(D) : v = 0
on ∂D}. Also let W := L2(Ω) = {v : Ω → R : E[v2] =
∫
Ω
v2P(dv) < ∞} be
the space of all square integrable random variables defined on (Ω, T ,P).
Here, E[·] denotes the mathematical expectation operator. The solution
u(x, ξ) to (2) then lives in the tensor-product space X ⊗W [44].
A finite dimensional subspace Xh ⊂ X may be constructed by considering
a finite element (FE) discretization consisting of piecewise linear, continuous
functions {Nm(x)}Mm=1 on a triangulation of D with a uniform mesh size h.
The approximate solution uh to the original problem (2) can then be written
in the form
uh(x, ξ) =
M∑
m=1
um(ξ)Nm(x). (4)
We denote by u(ξ) = [u1(ξ), · · · , uM(ξ)]T ∈ RM ⊗W the random vector
of expansion coefficients in (4) given by the Galerkin projection of (2) onto
Xh. Specifically,
K(ξ)u(ξ) = f , (5)
where K(ξ) : Ω → RM×M is the random stiffness matrix – assumed to be
symmetric, positive definite P− almost surely in Ω – and f ∈ RM is the
deterministic force vector.
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We next give a brief discussion on a number of domain decomposition
techniques as well as our approach for spatial discretization of the coupled
problem (3).
3.2. Coupled problem
Domain decomposition (DD) methods have been found efficient and pow-
erful means for solving large-scale PDEs with parallel computing [11, 51, 54,
2, 34]. The main idea of DD is to decompose D into a number of smaller
overlapping or non-overlapping sub-domains, and to compute the solution
on each sub-domain to obtain the solution over the original domain [66, 9].
This is a special case of a partitioned solution approach.
In the present study we assume that the partitioning of D results in non-
overlapping sub-domains. Non-overlapping DD methods, also known as iter-
ative sub-structuring methods [2, 34], have some advantages over overlapping
DD schemes, e.g., in being more efficient in handling elliptic problems with
large jumps in the coefficients [66]. These methods can be classified based
on the treatment of the interface solution compatibility. Primal methods,
such as balancing domain decomposition (BDD) [38] and balancing domain
decomposition by constraints (BDDC) [16], enforce the continuity constraint
on the sub-domains interfaces via computing a unique unknown interface so-
lution. Alternatively, in dual methods, e.g., the FETI algorithm [24], this is
done by iterating on intermediary unknown variables, i.e., Lagrange multipli-
ers. There are also hybrid methods such as dual–primal finite element tearing
and interconnecting (FETI-DP) [22], that are based on the combination of
these two approaches. In the present work, as mentioned in Section 1, we
use the classical FETI algorithm towards computing the coupled solution to
(3). However, we note that our approach may also be integrated with other
non-overlapping DD techniques, specially the FETI-DP. The FETI method
is based on finding the stationary or saddle point of an energy functional
associated with the sub-domain solutions, which we will discuss next.
Let u1(ξ) ∈ RM1 ⊗ W and u2(ξ) ∈ RM2 ⊗ W be the vector of nodal
values corresponding to the FE discretization of u1 and u2 in (3), respec-
tively. For simplicity, we assume that the triangulations of D1 and D2 result
in matching nodes at the interface ΓI with MI degrees of freedom. Let
also λ(ξ) = [λ1(ξ), · · · , λMI (ξ)]T ∈ RMI ⊗W be the random vector of La-
grange multipliers to enforce the solution continuity at ΓI . Then the triple
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(u1,u2,λ) is the stationary point of the energy functional
π(u1,u2,λ) = (6)
E
[
1
2
uT1K1u1 − uT1 f1
]
+ E
[
1
2
uT2K2u2 − uT2 f2
]
+ E
[
λT
(
CT2 u2 −CT1 u1
)]
,
where, for i = 1, 2, Ci ∈ RMi×MI are matrices that extract the interface nodal
solutions from ui and Ki(ξi) : Ω→ RMi×Mi and fi ∈ RMi, are, respectively,
the random stiffness matrices and deterministic force vectors associated with
the FE discretization of (3) on Di.
Assumption 1. In the present study, we assume that K1(ξ1) is symmet-
ric positive definite, while K2(ξ2) is symmetric positive semi-definite (which
includes definite) P−almost surely in Ω.
Given Assumption 1, the coupled solution (u1,u2,λ) can be obtained
by solving the following saddle point problem, established by the first-order
optimality condition corresponding to the stationary point of π in (6),
 K1(ξ1) 0 C10 K2(ξ2) −C2
C1
T −C2T 0




u1(ξ)
u2(ξ)
λ(ξ)

 =


f1
f2
0

 , or Kc(ξ)uc(ξ) = fc. (7)
The deterministic version of (7), i.e., corresponding to fixed realizations
of ξ1 and ξ2, may be solved efficiently using the FETI method, described in
Section 5.2. This is done by eliminating the primal variables u1 and u2 form
(7) and then solving the resulting system of equations for the dual variable
λ using a projected conjugate gradient solver [24].
We next present a stochastic discretization of (5) and (7) using the stan-
dard PC expansions. Following that, in Section 5, we introduce the proposed
stochastic discretization which allows us to solve (7) iteratively through ap-
proximations in terms of ξ1 or ξ2.
4. Stochastic Discretization via Polynomial Chaos
Similar to spatial discretization, the first step in performing a stochas-
tic discretization is to select an expansion basis. Several choices have been
suggested for this purpose, e.g., polynomial chaos (PC) [32, 64], piecewise
polynomial [4], and a multi-wavelet [42] basis. In practice, the choice of
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expansion basis depends on the probability distribution of ξ and the regu-
larity of the solution with respect to ξ. In the present study, for the sake of
simplicity, we use the PC for the stochastic discretization.
Let ψik(ξk), k = 1, . . . , d, be a polynomial of degree ik ∈ N0 := N ∪ {0}
orthogonal with respect to the measure ρ(ξk), i.e.,
E[ψikψjk ] =
∫
ψik(ξk)ψjk(ξk)ρ(ξk)dξk = δikjkE[ψ
2
ik
], (8)
where δikjk is the Kronecker delta. The polynomial chaos of maximum (total)
degree p ∈ N0 is then obtained by the tensorization of ψik(ξk) corresponding
to different directions k,
ψi(ξ) =
d∏
k=1
ψik(ξk), i ∈ Id,p, (9)
where i = (i1, · · · , id) ∈ Id,p and the set of multi-indeces Id,p is defined by
Id,p = {i = (i1, · · · , id) ∈ Nd0 : ‖i‖1 6 p}. (10)
The cardinality of Id,p, hence the number of PC basis functions of total
order not larger than p in dimension d, is given by
P = |Id,p| = (p+ d)!
p!d!
. (11)
Although the total order truncation is used here for simplicity, this gives
only very coarse control of the size of the basis. It is therefore advisable
to use some finer method to control the size of the basis, preferably in an
adaptive or at least heuristic fashion, see, e.g., [8, 7].
Following the orthogonality of the polynomials ψik(ξk) and given that the
ξk are independent, the PC basis functions ψi(ξ) are also orthogonal, i.e.,
E[ψiψj ] = δi,jE[ψ
2
i ].
We define the finite dimensional space
Wp = span{ψi(ξ) : i ∈ Id,p} ⊂ W,
within which we seek an approximation to a finite-variance, stochastic func-
tion u(ξ) ∈ W by
up(ξ) =
∑
i∈Id,p
uiψi(ξ). (12)
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The PC coefficients ui are given by
ui =
E[uψi]
E[ψ2i ]
(13)
and the series in (12) converges in the mean-square sense as p→∞.
For the solutions to the original and coupled problems (5) and (7), re-
spectively, the direct projection (13) may not be applied to compute the PC
coefficients, unless (13) is computed using random sampling or quadrature
integration. Alternatively, as proposed in [32], the PC coefficients may be
computed via Galerkin projection that we briefly describe next.
4.1. Galerkin projection
Let up(ξ) =
∑
i∈Id,p
uiψi(ξ) be the PC approximation to the exact so-
lution u(ξ) to (5). The coefficients ui can be computed from the Galerkin
projection
E[vT (Kup − f )] = 0, ∀v ∈ RM ⊗Wp,
which can be equivalently written in the form of the coupled system of equa-
tions ∑
i∈Id,p
E[ψiψjK]ui = E[ψjf ], ∀j ∈ Id,p. (14)
Following the same procedure, the Galerkin solution of the coupled prob-
lem (7) is computed from∑
i∈Id,p
E[ψiψjKc]uc,i = E[ψjfc], ∀j ∈ Id,p, (15)
where Kc and fc are given in (7), and uc,i =
[
uT1,i,u
T
2,i,λ
T
i
]T
. Here,
u1,i,u2,i, and λi are the PC coefficients of the sub-domain solutions u1 and
u2, and the Lagrange multipliers λ in (7), respectively.
4.2. Need for alternative stochastic discretizations
We note that the size of the linear system of equations (14) and (15)
depends on P which is related to d = d1 + d2 via (11). In particular, the
linear system (14), corresponding to the PC approximation of the original
problem (5), is of size MP ×MP . On the other hand, assuming that λi are
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given, u1,i and u2,i in the coupled formulation (15) may be computed from
linear systems of equations of sizesM1P×M1P andM2P×M2P , respectively.
While the latter formulation provides a reduction with respect to the size M
of the spatial discretization, it may be computationally prohibitive when d,
hence P , is large.
To alleviate this difficulty, we seek an alternative stochastic discretiza-
tion that allows us to approximate the solution of the coupled problem (7)
by solving problems in dimensions d1 and d2, instead of d = d1 + d2, thereby
partitioning the stochastic space in addition to the physical space. To this
end, we propose the approximation of the solution to (7) via separated rep-
resentations that we describe next.
5. Separated Representations
Given a target accuracy ǫ, we consider the following approximation of the
solution to (7),

u1(ξ)
u2(ξ)
λ(ξ)

 =
r∑
l=1


ul0,1
ul0,2
λl0

φl1(ξ1)φl2(ξ2) +O(ǫ), (16)
which we refer to as the separated representation with separation rank r.
Observe that the set of all rank r approximations is not a linear subspace
[35]. The deterministic vectors ul0,1 ∈ RM1 , ul0,2 ∈ RM2 , and λl0 ∈ RMI , the
stochastic functions φl1(ξ1) : Ω → R and φl2(ξ2) : Ω → R, as well as the
separation rank r are not fixed a priori and are sought for to achieve the
accuracy ǫ.
Due to the separated construction of the representation (16) with respect
to variables along spatial as well as the stochastic directions ξ1 and ξ2, the
unknowns in the RHS of (16) may be computed from a sequence of linear
approximations arising from an alternating direction optimization of a suit-
able cost function. One instance of such a multi-linear approach is described
in Section 5.1.
The separation rank r plays an important role in the construction of
separated representations. In particular, smaller accuracies ǫ entail larger r
values. This, in turn, results in an increase in the computational complexity
of the expansion, as we shall see in Section 5.1. However, when the solution to
(7) admits a low separation rank r, (16) is essentially a reduced representation
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– or compression – of the solution. Therefore, we ideally desire to keep r as
small as possible.
We note that the separated representation of the form (16) may not be
unique [5]. However, we seek one such representation that is within an accu-
racy ǫ of the solution to (7) which will be discussed in the sequel.
Remark 1. A more general separated approximation to the solution of (7)
may be considered as

u1(ξ)
u2(ξ)
λ(ξ)

 =
r∑
l=1


ul0,1
ul0,2
λl0


d1∏
i=1
φl1,i(ξ1,i)
d2∏
j=1
φl2,j(ξ2,j) +O(ǫ). (17)
where φl1,i and φ
l
2,j are univariate functions in ξ1,i and ξ2,j, respectively.
Using (17), one may approximate u1(ξ), u2(ξ), and λ(ξ) via a series of
one-dimensional approximations with as fast as a linear increase of the com-
putation cost with respect to d. See [5, 18] for further discussions on such
growth in the case of single domain problems. This, however, is achieved by a
potential increase in the separation rank r as compared to the representation
(16). We leave further comparison of these different separated representa-
tions to a later study.
5.1. Alternating Rayleigh-Ritz (ARR) algorithm
To derive the separated representation (16), we use a Rayleigh-Ritz-type
approach: we find the unknowns in the RHS of (16) such that they correspond
to a stationary point of the energy functional π in (6). To do so, we adopt
an alternating direction optimization approach, hence the name Alternating
Rayleigh-Ritz (ARR), in order to compute (16) using a sequence of linear,
instead of nonlinear, problems of smaller size. Notice that the stationary
point of π is a saddle point, i.e, it is a minimum of π with respect to u1(ξ)
and u2(ξ) and simultaneously a maximum of π with respect to λ(ξ).
The ARR approach consists of a sequence of stationary point iterations
that are meant to converge to the saddle point of π as demonstrated in
Proposition 1. Given a value for r and approximations (guesses) {φl1}rl=1 and
{φl2}rl=1, the ARR iteration starts by freezing the variables along ξ1 and ξ2
directions, i.e., {φl1}rl=1 and {φl2}rl=1, and solving for the deterministic vectors
{ul0,1}rl=1, {ul0,2}rl=1, and {λl0}rl=1 as the saddle point of π. We call this step
a deterministic update. We then alternate to stochastic directions ξ1 and
update {φl1}rl=1 by minimizing π, while {ul0,1}rl=1, {ul0,2}rl=1 and {φl2}rl=1 are
13
fixed at their latest values. We dub this step a stochastic update. Similarly,
we alternate to update {φl2}rl=1 by minimizing π, while the rest of the variables
are fixed at their current values. This completes one full sweep of the ARR
algorithm. As we initialized {φl1}rl=1 and {φl2}rl=1 arbitrarily, we repeat the
ARR sweeps until the value of π does not change much. We then increase
the separation rank r and continue the ARR sweeps until π does not change
beyond some tolerance.
As we ideally want the separation rank r to be as small as possible, we
may start the ARR updated with a small r, e.g., r = 1 and increase r until,
for instance, the maximum norm of sub-domain residuals
ǫrres = max
(‖f1 −K1ur1‖L2(RM1 )⊗W
‖f1‖L2(RM1 )⊗W
,
‖f2 −K2ur2‖L2(RM2 )⊗W
‖f2‖L2(RM2 )⊗W
)
(18)
is below a prescribed accuracy ǫ. Here, for i = 1, 2, uri =
∑r
l=1u
l
0,iφ
l
1φ
l
2, and
‖ · ‖L2(RM )⊗W is defined by ‖u‖2L2(RM )⊗W = E[uTu].
In the following, we describe the ARR algorithm in more details.
Deterministic updates for {ul0,1}rl=1, {ul0,2}rl=1, and {λl0}rl=1. Assuming
an initialization of the separation rank r, and the stochastic functions {φl1}rl=1
and {φl2}rl=1, the first step of the ARR algorithm is to update deterministic
vectors {ul0,1}rl=1, {ul0,2}rl=1, and {λl0}rl=1 while freezing all other variables.
Plugging (16) in (6) and enforcing the condition
δπ = 0, ∀ δul0,1, δul0,2, δλl0,
for l = 1, . . . , r and arbitrary (but consistent) variations δul0,1, δu
l
0,2, and
δλl0, we arrive at the saddle point problem
 Kˆ1 0 −Cˆ10 Kˆ2 Cˆ2
−CˆT1 CˆT2 0




uˆ0,1
uˆ0,2
λˆ0

 =


fˆ1
fˆ2
0

 . (19)
Each entry of the liner system (19) has a block structure given by
Kˆi(l, l
′) = E
[
φl1φ
l
2Kiφ
l′
1φ
l′
2
]
,
Cˆi(l, l
′) = E
[
φl1φ
l
2φ
l′
1φ
l′
2
]
Ci,
uˆ0,i(l) = u
l
0,i, (20)
λˆ0(l) = λ
l
0,
fˆi(l) = E
[
φl1φ
l
2
]
fi,
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for l, l′ = 1, . . . , r and i = 1, 2. A detailed derivation of (19) and (20) can be
found in Appendix A.1.
It should be noted that the form of (19) is similar to that of the saddle
point system associated with the deterministic version of the coupled prob-
lem (7), except that each entry in (19) has a block structure. Such similarity,
therefore, suggests an extension of the original FETI method [24] for a par-
allel and partitioned solution of (19). This will be discussed in more details
in Section 5.2.
Stochastic updates for {φl1}rl=1. We freeze {ul0,1}rl=1, {ul0,2}rl=1, and {λl0}rl=1
to their updated values from (19). We also fix the variables {φl2}rl=1 and solve
for {φl1}rl=1 by minimizing π, that is, for l = 1, . . . , r, we require
δπ = 0, ∀ δφl1(ξ1). (21)
This leads to the linear system
A1(ξ1)φ1(ξ1) = b1, (22)
where A1 ∈ Rr×r, φ1 ∈ Rr, and b1 ∈ Rr are given by
A1(l, l
′) = ul
T
0,1K1(ξ1)u
l′
0,1(ξ1)Eξ2
[
φl2φ
l′
2
]
+ ul
T
0,2Eξ2
[
K2φ
l
2φ
l′
2
]
ul
′
0,2,
φ1(l) = φ
l
1(ξ1), (23)
b1(l) = u
lT
0,1f1Eξ2
[
φl2
]
+ ul
T
0,2f2Eξ2
[
φl2
]
,
and l, l′ = 1, . . . , r. Here, Eξ2 [·] is the mathematical expectation operator
with respect to the probability density function of ξ2. Appendix A.2 provides
further details on the derivation of (22) and (23).
Stochastic updates for {φl2}rl=1. Following the same procedure for {φl1}rl=1,
{φl2}rl=1 are updated by solving the linear system of size r
A2(ξ2)φ2(ξ2) = b2, (24)
where, for l, l′ = 1, . . . , r,
A2(l, l
′) = ul
T
0,1Eξ1
[
K1φ
l
1φ
l′
1
]
ul
′
0,1 + u
lT
0,2K2(ξ2)u
l′
0,2Eξ1
[
φl1φ
l′
1
]
,
φ2(l) = φ
l
2(ξ2), (25)
b2(l) = u
lT
0,1f1Eξ1
[
φl1
]
+ ul
T
0,2f2Eξ1
[
φl1
]
,
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and Eξ1 [·] is the mathematical expectation operator with respect to the prob-
ability density of ξ1.
We note that the update equations (22) and (24) only depend on ξ1
and ξ2, respectively, and not ξ = (ξ1, ξ2), thus yielding a partitioning of the
stochastic space. Approximations to the solutions of the stochastic equations
(22) and (24) may be obtained using, for instance, the stochastic Galerkin
(SG) [32] or the stochastic collocation [43, 63] technique. In the present study
we employ SG, described in Section 4, for this purpose. Specifically, for (22)
or (24), we consider the PC expansions
φi(ξi) ≈
∑
j∈Idi,p
φi,jψj(ξi), i = 1, 2,
where the coefficient vectors {φ1,j}j∈Id1,p and {φ2,j}j∈Id2,p are computed via
Galerkin projection. Let P1 and P2 be the size of Id1,p and Id2,p evaluated
from (11) by setting d = d1 and d = d2, respectively. Then, the Galerkin
systems to be solved for {φ1,j}j∈Id1,p and {φ2,j}j∈Id2,p are of size rP1 × rP1
and rP2 × rP2, respectively. Notice that, for moderate values of separation
rank r, the sizes of these linear systems may be significantly smaller than
those of (14), particularly when d1 and d2 are large. Such a reduction is due
to the use of separated representation (16) along with the ARR algorithm
for its construction.
We next demonstrate that the sequence of separated approximations of
the form (16) generated by the ARR algorithm results in a non-increasing
sequence of π in u1 and u2, and a non-decreasing sequence of π in λ. In
other words, the ARR algorithm iteratively improves the approximation to
the saddle point problem (7) unless u1, u2, or λ does not change throughout
the iterations. In the latter scenario, either the separation rank r needs to
be increased or the separated approximation has converged to the solution
of (7).
Proposition 1 (Iterative improvement of separated representation). Let
(u
(k)
1 ,u
(k)
2 ,λ
(k)) and (u
(k+1)
1 ,u
(k+1)
2 ,λ
(k+1)) be the rank r separated represen-
tation of the solution (u1,u2,λ) after k and k+1, respectively, ARR updates
(19), (22), and (24). Then,
π(u
(k+1)
1 ,u
(k+1)
2 ,λ
(k)) ≤ π(u(k)1 ,u(k)2 ,λ(k)) ≤ π(u(k)1 ,u(k)2 ,λ(k+1)). (26)
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Proof. We first note that the updates (22) and (24) along ξ1 and ξ2 di-
rections, respectively, lead only to minimizations of π, see Appendix A.2.
Additionally, uˆ0,1 and uˆ0,2 (or equivalently, {ul0,1}rl=1 and {ul0,2}rl=1) in (19)
are obtained by minimizing π, thus implying the left inequality in (26). Fi-
nally, the right inequality in (26) holds as π may increase only through the
updates λˆ0 in (19).
The ARR algorithm is summarized in Algorithm 1.
Algorithm 1 Alternating Rayleigh-Ritz (ARR) Algorithm
1: • Input: target accuracy ǫ
2: • Output: separation rank r, {ul0,1}rl=1, {ul0,2}rl=1, {λl0}rl=1, {φl1}rl=1, and
{φl2}rl=1
3: • Set r = 1; (randomly) initialize φ11 and φ12
4: while ǫrres > ǫ do
5: while π changes more than some tolerance tolr do
6: • Update {ul0,1}rl=1, {ul0,2}rl=1, and {λl0}rl=1 by solving (19)
7: • Update {φl1}rl=1 by solving (22)
8: • Update {φl2}rl=1 by solving (24)
9: end while
10: • Compute the residual error ǫrres
11: • Set r = r + 1; (randomly) initialize φr1 and φr2
12: end while
Remark 2. It is worthwhile noting that the ARR algorithm presented here
may be interpreted as a variation of the block Gauss-Seidel or multiplicative
Schwarz [54] methods.
To complete our discussion on the ARR algorithm we next present an
extension of the classical FETI algorithm to solve the saddle point problem
(19).
5.2. FETI solution of saddle point problem (19)
We are interested in parallel solution of (19) such that minimal exchange
of information between the sub-domain solvers is required. This may be
achieved by, for instance, an extension of the classical FETI method for the
particular case of problem (19). This is the approach we take in the present
study. FETI, one of the widely used DD approaches, was first introduced
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by Farhat and Roux [24] for the parallel FE solution of second order, self-
adjoint elliptic equations. It has also been successfully extended to many
other problems; multiple right-hand sides [26], transient problems [21], plate
bending problems [23], and non-linear problems [30]. We stress that, for the
sake of simplicity, we use the original FETI [24] approach, but with some
extensions one may also utilize more recent versions of FETI such as FETI-
DP [22].
The FETI method is a non-overlapping DD scheme based on partitioning
the computational domain into a number of sub-domains and enforcing the
continuity of the solution across the sub-domain interfaces via Lagrange mul-
tipliers. In practice, after partitioning the original domain D, there might be
some sub-domains with insufficient Dirichlet boundary conditions resulting
in positive semi-definite sub-domain stiffness matrices. These are also known
as floating sub-domains. For a partition consisting of two sub-domains D1
and D2, we assume that D2 has no Dirichlet boundary condition and is a
floating sub-domain with symmetric positive semi-definite stiffness matrix
K2(ξ2), while D1 is non-floating with symmetric positive definite stiffness
matrix K1(ξ1). Therefore, the second equation in (19), i.e.,
Kˆ2uˆ0,2 = fˆ2 − Cˆ2λˆ0, (27)
is solvable if and only if, [24],
Rˆ2
(
fˆ2 − Cˆ2λˆ0
)
= 0, (28)
where Rˆ2 spans the null space of Kˆ2, i.e., range(Rˆ2) = ker(Kˆ2). In Section
5.2.1 we will discuss how Rˆ2 is set in our formulation. The solution of (19)
can then be written as(
CˆT1 Kˆ
−1
1 Cˆ1 + Cˆ
T
2 Kˆ
+
2 Cˆ2
)
λˆ0 = −CˆT1 Kˆ−11 fˆ1 + CˆT2
(
Kˆ+2 fˆ2 + Rˆ2αˆ0
)
,
uˆ0,1 = Kˆ
−1
1
(
fˆ1 − Cˆ1λˆ0
)
,
uˆ0,2 = Kˆ
+
2
(
fˆ2 − Cˆ2λˆ0
)
+ Rˆ2αˆ0, (29)
where Kˆ−11 and Kˆ
+
2 are the inverse and pseudo-inverse of Kˆ1 and Kˆ2, re-
spectively. Here, αˆ0 is an unknown vector of coefficients. As it can be seen,
there are four unknowns in (29) while only three equations are available.
The orthogonality condition in (28) is the fourth equation which makes (29)
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determined. We can write the FETI interface problem by combining (28)
and the first equation in (29) as[
FˆI −RˆI2
−RˆIT2 0
]{
λˆ
αˆ0
}
=
{
dˆ
−eˆ
}
, (30)
where
FˆI = Cˆ
T
1 Kˆ
−1
1 Cˆ1 + Cˆ
T
2 Kˆ
+
2 Cˆ2,
RˆI2 = Cˆ
T
2 Rˆ2,
dˆ = CˆT2 Kˆ
+
2 fˆ2 − CˆT1 Kˆ−11 fˆ1,
eˆ = RˆT2 fˆ2. (31)
The solution to (19) can then be obtained by first solving the interface
problem (30) for λˆ and αˆ0 and then by substituting these into the last
two equations in (29) to compute uˆ0,1 and uˆ0,2. In order to avoid an ex-
plicit assembly of FˆI in (30), the preconditioned conjugate projected gradi-
ent (PCPG) algorithm of [24], which utilizes matrix-vector products, may
be extended to compute λˆ in (30). Algorithm 2 summarizes steps of PCPG
solver, in which ǫPCPG is a stopping criterion, Pˆ = I − RˆI2(RˆIT2 RˆI2)−1RˆIT2
is an orthogonal projection onto the null space of RˆI2, I is the identity ma-
trix of size rMI × rMI , and F¯−1I is a suitable preconditioner. For a detailed
description of the PCPG solver and different choices of preconditioners we
refer the interested reader to [53, 37, 58, 52, 27, 12]. In the numerical result
of Section 6.2, we have adopted the preconditioner F¯−1I proposed in [37]. An
optimal selection or design of F¯−1I , however, requires further study.
After computing λˆ, we obtain αˆ0 from
αˆ0 = (Rˆ
IT
2 Rˆ
I
2)
−1RˆI
T
2 (FˆIλˆ− dˆ).
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Algorithm 2 The FETI PCPG Algorithm
1: • Initialize λˆ0 = RˆI2(RˆIT2 RˆI2)−1RˆT2 fˆ2, w0 = Pˆ dˆ− Pˆ FˆIλˆ0, k = 1
2: while ||wk−1||L2/||dˆ||L2 > ǫPCPG do
3: • zk−1 = F¯−1I (Pˆ Twk−1)
4: • yk−1 = Pˆ zk−1
5: • sk = yTk−1wk−1/yTk−2wk−2 (s1 = 0)
6: • pk = yk−1 + skpk−1 (p1 = y0)
7: • γk = yTk−1wk−1/pTk FˆIpk
8: • λˆk = λˆk−1 + γkpk
9: • wk = wk−1 − γkPˆ FˆIpk
10: end while
Next, we propose a method to set Rˆ2 which does not require an explicit
computation of the null space of Kˆ2.
5.2.1. Setting Rˆ2
Since Kˆ2 is not assembled in practice, we cannot obtain Rˆ2 via a direct
null space computation of Kˆ2. For a deterministic problem, rigid body modes
of the physical domain span the null space of the stiffness matrix [24]. For
three-dimensional problems, the maximum number of rigid body modes is
six, while for two-dimensional deterministic problems this number reduces to
three. Let R2 denote the matrix associated with the rigid body modes of the
sub-domain D2 computed based on the geometry of D2, see, e.g. [50]. Then
Rˆ2 may be set as follows.
Proposition 2. Rˆ2 is an r × r block diagonal matrix whose (l, l) block,
l = 1, · · · , r, is given by
Rˆ2(l, l) = R2. (32)
Proof. Since columns of R2 are linearly independent, columns of Rˆ2 are
also linearly independent as Rˆ2 is block diagonal. On the other hand, as the
columns of R2 form a basis for the null space ofK2(ξ), we have Kˆ2(l, l)R2 =
0, l = 1, · · · , r, where Kˆ2(l, l) is given in (20). Consequently Kˆ2Rˆ2 = 0,
which, together with the linear independency of the columns of Rˆ2, implies
range(Rˆ2) = ker(Kˆ2).
5.3. Response statistics
In this section, the computation of response statistics based on the sepa-
rated representation (16) is presented. Let us denote the mean and variance
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of the separated representation uri =
∑r
l=1 u
l
0,iφ
l
1φ
l
2, i = 1, 2, by E[u
r
i ] and
var[uri ], respectively. For example, we can approximate the point-wise mean
and the second moment of the sub-domain solutions ui by
E[uri ] =
r∑
l=1
ul0,iEξ1 [φ
l
1]Eξ2 [φ
l
2],
E[uri ◦ uri ] =
r∑
l=1
r∑
l′=1
(ul0,i ◦ ul
′
0,i)Eξ1 [φ
l
1φ
l′
1 ]Eξ2 [φ
l
2φ
l′
2 ], (33)
respectively, where ◦ denotes the Hadamard product of two vectors. The
variance of uri can then be obtained from var[u
r
i ] = E[u
r
i ◦uri ]−E[uri ]◦E[uri ].
Alternatively, one may generate Monte Carlo estimates of the statistics of
uri by directly sampling the representation (16). We use the latter approach
to compute the probability density function of the solution of interest in our
numerical experiments.
6. Numerical Examples
In this section, we present two numerical examples for the verification
of the proposed stochastic coupling framework. In the first example, we
consider a linear elliptic PDE defined on a two-dimensional L-shaped (spatial)
domain with random diffusion coefficient. The second example deals with
the problem of deformation of a linear elastic cantilever beam with uncertain
Young’s modulus. In both cases, the uncertainly is represented by random
fields taking statistically independent values on two non-overlapping sub-
domains. To study the convergence of the separated representation on the
entire domain, the mean and standard deviation (std) error measures
ǫrµ =
∥∥E[uref ]− E[ur]∥∥L2(RM )∥∥E[uref ]∥∥L2(RM ) and ǫ
r
σ =
∥∥std[uref ]− std[ur]∥∥L2(RM )∥∥std[uref ]∥∥L2(RM ) (34)
are used. Here ur is the rank r separated representation of the solution u
to the coupled problem (7) and uref is the solution to the original problem
(5). The reference solution uref is the PC expansion of u constructed with
respect to all random inputs ξ. The PC coefficients were computed via least-
squares regression using sufficiently large numbers of random realizations of
u.
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6.1. Example I: 2D elliptic PDE with random diffusion coefficient
Consider the following elliptic PDE with random diffusion coefficient κ,
−∇ · (κ(x, ξ)∇u(x, ξ)) = f(x) x ∈ D,
u(x, ξ) = 0 x ∈ ∂D(D),
∇u(x, ξ) · n = 0 x ∈ ∂D(N), (35)
defined over an L-shaped domain D depicted in Fig. 2. Dirichlet and Neu-
mann boundary conditions are denoted by ∂D(D) and ∂D(N), respectively,
and n is the unit normal vector to ∂D(N).
1.0 1.5 2.00.50.0
1.0
1.5
2.0
0.5
0.0
D2
D1 ∂D
(D)
1
∂D(D)2
∂D(N)1
∂D(N)2
ΓI
x1
x2
Figure 2: Geometry of the 2D elliptic problem over an L-shaped domain (D = D1 ∪ D2
and D1 ∩ D2 = ∅).
We assume D is composed of two non-overlapping sub-domains D1 and
D2, i.e., D = D1∪D2 and D1∩D2 = ∅ on which κ and f take different values.
Specifically, we set
log (κ(x, ξ)− κ0) =
{
G1(x, ξ1) x ∈ D1
G2(x, ξ2) x ∈ D2 (36)
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and
f(x) =
{
10 x ∈ D1
0 x ∈ D2 ,
where G1 and G2 are statistically independent Gaussian random fields, and
κ0 is a small constant to ensure κ is bounded away from zero. Therefore, κ
in (36) is a (shifted) lognormal random field on sub-domains D1 and D2. We
represent G1 and G2 by the truncated Karhunen-Loe`ve (KL) expansions
Gi(x, ξi) = G¯i +
di∑
j=1
√
τi,jgi,j(x)ξi,j, i = 1, 2,
where G¯i is the mean of Gi, and {ξ1,j}d1j=1 and {ξ2,j}d2j=1 are i.i.d. standard
Gaussian random variables. Additionally, {τi,j}dij=1 and {gi,j(x)}dij=1 are, re-
spectively, di largest eigenvalues and the corresponding eigenfunctions of the
Gaussian covariance kernel
Ci(x1,x2) = σ
2
i exp
(
−‖x1 − x2‖
2
2
l2i
)
, x1,x2 ∈ Di. (37)
Here, σi controls the variability of Gi and li is the correlation length of Gi.
To exactly compute the expectations involving K1(ξ1) and K2(ξ2) in (20),
(23), and (25), we decompose κ(x, ξ), separately on each sub-domain, into
Hermite polynomial chaos of order 2pi, i.e., κ(x, ξi) =
∑
j∈Idi,2pi
κj,i(x)ψj(ξi),
x ∈ Di. Here, pi is the order of the PC expansion of the stochastic functions
{φli(ξi)} in (26). For the case of lognormal κ(x, ξi), the expansion coefficients
{κj,i(x)}j∈Idi,2pi are available analytically, see [59] or Appendix B.
Table 1 summarizes the parameter values involved in the representation
of κ.
Table 1: Assumed parameters for the PC representation of κ in (36).
d1 d2 p1 p2 lc,1 lc,2 G¯ σ1 σ2 κ0
4 6 3 3 2/3 1/3 1 1/2 1/2 0.28
The FE discretization of (35) on each sub-domain is done using the FEn-
iCS package [39]. In particular, we use linear triangle elements with a uniform
mesh sizes h1 = h2 = 1/20 along x1 and x2.
To demonstrate convergence of the separated representation of the solu-
tion u to (35), we increase the separation rank r up to r = 20. Alternatively,
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Figure 3: Energy functional pi (a) and relative errors in mean and standard deviation (b)
as a function of the separation rank r for the L-shaped problem. The errors are evaluated
from (34).
we may prescribe a target accuracy ǫ for the residual norm ǫrres in (18) and
identify the corresponding separation rank r. In the latter approach, the
solution refinement is achieved by decreasing ǫ.
Fig. 3(a) shows the values of the energy functional π with respect to
increments in the separation rank r. While this is not generally the case,
here an increase in r leads to a monotonic reduction in π. Fig. 3(b) presents
the mean and standard deviation errors ǫrµ and ǫ
r
σ, respectively, as defined in
(34). As can be observed from this figure, there is not monotonicity in the
reduction of mean and standard deviation errors as a function of r.
In Figs. 4(a)-(b) we display the contours of the solution mean and stan-
dard deviation obtained from the separated representation with r = 1 as well
as the reference solution. While approximation of the solution mean may be
relatively accurate, the standard deviation has not yet converged with r = 1.
By increasing the separation rank to r = 20, however, the approximation of
these quantities improves considerably as can be observed from Figs. 4(c)-
(d).
In Fig. 5, the probability density function (PDF) of the separated rep-
resentation of solution at (x1, x2) = (1.0, 0.5) is compared to that of the
reference solution. For the case of small separation rank, r = 1, there is
a notable difference between the two PDFs. However, this disagreement
reduces considerably as the separation rank is increased to r = 20.
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Figure 4: Contours of the solution mean and standard deviation obtained with separated
representation (solid line) and the reference solution (dotted line) for the L-shaped prob-
lem. (a) Mean for r = 1; (b) Standard deviation for r = 1; (c) Mean for r = 20; (d)
Standard deviation for r = 20.
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Figure 5: PDF of u(1.0, 0.5) for the L-shaped problem. A comparison between the rank r
separated representation and the reference solution.
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Figure 6: PDFs of the normalized φr
1
and φr
2
in the separated representation of the solution
to the L-shaped problem. (a) PDF of the normalized φr1, r = 1, 3, 7, 12; (b) PDF of the
normalized φr
2
, r = 1, 3, 7, 12. Each φr
i
is normalized such that it has unit second moment.
The PDF of φ1
2
is not fully shown here.
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Figure 7: PDFs of the normalized stochastic basis functions φr
1
φr
2
, r = 1, 3, 7, 12, for the
L-shaped problem. Here each basis function is normalized to have unit second moment.
As discussed in Section 5, the stochastic functions {φl1}rl=1 and {φl2}rl=1 are
not fixed a priori and are computed by iteratively solving for the saddle point
of π. Therefore, their representation is problem-dependent. Fig. 6 presents
the PDFs of φr1 and φ
r
2 when r = 1, 3, 7, 12. As it can be observed, these
stochastic functions differ from each other and are not identically distributed.
The actual stochastic basis functions in (16) are products of these functions,
i.e., φr1φ
r
2. Fig. 7 shows the PDFs of a number of these basis functions.
We note that these basis functions are generally different from the PC basis
functions.
6.2. Example II: 2D stochastic linear elasticity
For the second numerical example, we consider the linear elasticity prob-
lem,
−∇ · σ (u(x, ξ)) = 0 x ∈ D,
u(x, ξ) = 0 x ∈ ∂D(D),
σ (u(x, ξ))n = t(x) x ∈ ∂D(N), (38)
describing the deformation of the cantilever beam shown in Fig. 8. Here, u
denotes the displacement vector field, σ is the stress tensor, n is the unit
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normal vector to the boundary, and t is the traction vector. We assume that
t = (0,−0.1) on the edge corresponding to x2 = 1.0 and t = (0, 0) elsewhere.
The stress tensor σ is related to the strain tensor e =
(∇u+∇uT ) /2 via
the isotropic linear elastic stress-strain relation
2.50 3.75 5.001.250.00
0.00
1.00
D1 D2
ΓI
clamped end t
x1
x2
Figure 8: Geometry of the 2D cantilever beam composed of two non-overlapping sub-
domains D1 and D2. Young’s moduli of the sub-domain materials are statistically inde-
pendent random fields.
σ =
E
1 + ν
(
e+
ν
1− 2ν tr(e)I
)
,
where ν = 0.3 is the Poisson’s ratio. Here, tr(·) denotes the trace operator
of a tensor and I is the identity tensor of order two. The Young’s modulus
E(x, ξ) is the source of uncertainty in (38) and is assumed to take statistically
independent values over sub-domains D1 andD2 shown in Fig. 8. Specifically,
E(x, ξ) =
{
E1(x, ξ1) x ∈ D1
E2(x, ξ2) x ∈ D2 , (39)
where each Ei(x, ξi), i = 1, 2, is represented by the series
Ei(x, ξi) = E¯i +
di∑
j=1
√
τi,jgi,j(x)ξi,j, x ∈ Di. (40)
Here, {τi,j}dij=1 and {gi,j(x)}dij=1 are di largest eigenvalues and the cor-
responding eigenfunctions of the Gaussian covariance kernel given in (37).
We assume that {ξ1,j}d1j=1 and {ξ2,j}d2j=1 are i.i.d. uniform random variables
U(−1, 1). The list of parameters used in the analyses of this example is given
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Table 2: Assumed parameters for the description of Young’s modulus E in (39).
d1 d2 ν lc,1 lc,2 E¯1 E¯2 σ1 σ2
9 11 0.3 2/3 1/3 100 100 35 35
in Table 2. These choices ensure that all realizations of E are strictly positive
on D.
Similar to the L-shaped problem, FE discretizations are done via the
FEniCS project [39] and by using linear triangle elements with a uniform grid
size h1 = h2 = 1/10 along x1 and x2 directions. Legendre PC expansions of
{φl1}rl=1 and {φl2}rl=1 with degree p = 3 were found sufficient for the solution
of update equations (22) and (24), respectively.
We note that in the present test case, D2 is a floating sub-domain with
no Dirichlet boundary conditions; therefore, the PCPG solver described in
Section 5.2 is applied to compute the vectors of Lagrange multipliers {λl0}rl=1
in (19). We refer to Algorithm 2 for the implementation details of the PCPG
solver. In our computations, we have considered ǫPCPG = 10
−8 as the stop-
ping criterion for the PCPG solver. The condition number of FˆI determines
the number of PCPG iterations and generally increases as a function of the
separation rank r, hence asking for a preconditioner. Selection of an effec-
tive preconditioner F¯−1I , however, is generally a non-trivial task in the FETI
approach. Among several existing choices, e.g., [53, 37, 58, 52, 27, 12], we
found the preconditioner of [37],
F¯−1I =
(
CˆT1 Cˆ1 + Cˆ
T
2 Cˆ2
)−1 (
CˆT1 Kˆ1Cˆ1 + Cˆ
T
2 Kˆ2Cˆ2
)(
CˆT1 Cˆ1 + Cˆ
T
2 Cˆ2
)−1
,
(41)
particularly effective for our purpose.
In Fig. 9(a), we show the dependence of the condition number of FˆI
on r for the present example. A rapid increase in the condition number of
FˆI can be observed when r is increased. Fig. 9(b) displays the number of
PCPG iterations required to reach ǫPCPG = 10
−8 with the preconditioner
(41) and when no preconditioner is used, i.e., F¯−1I = I. We observe that
the choice of preconditioner (41) makes the convergence of the PCPG solver
almost independent of r. This is particularly crucial when one is dealing
with problems in which r is large. However, we note that further analysis is
needed to confirm the effectiveness of (41).
Fig. 10 illustrates the convergence of the separated representation. Sim-
ilar to the L-shaped problem, increasing the separation rank r results in a
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Figure 9: Convergence properties of the PCPG algorithm used for the beam problem. (a)
Condition number of FˆI vs. the separation rank; (b) Number of the iterations required
for the PCPG algorithm to converge with and without preconditioning vs. the separation
rank.
monotonic descries of the energy functional π, see Fig. 10(a). The rela-
tive mean and standard deviation errors ǫrµ and ǫ
r
σ of the displacement are
computed from (18) and are plotted against r in Fig. 10(b).
In Fig. 11, we display the contours of the mean and standard deviation
of the vertical displacement obtained from the separated representation, and
compare them with those of the reference solution. The mean is captured
fairly accurately with a rank one approximation. While for r = 1 a con-
siderable deviation from the standard deviation of the reference solution is
observed, the rank r = 15 approximation agrees well with the reference so-
lution (Fig. 11(b) and Fig. 11(d)). Despite the high-dimensionality of the
solution, i.e., d = 20, we note that we only require a low separation rank,
r = 15, to accurately approximate the solution mean and standard deviation.
Fig. 12 compares the PDFs of the separated approximation of the total
displacement at (x1, x2) = (5.0, 0.0), when r = 1 and r = 15, to the PDF of
the corresponding reference solution. An almost identical agreement between
these PDFs is observed when r = 15.
To demonstrate that the stochastic functions φr1 and φ
r
2 in (16) depend
on the problem at hand, we present the PDFs of these quantities, for r =
1, 3, 7, 12, in Fig. 13. As it can be seen, these PDFs are different from those
of the L-shaped problem. Additionally, Fig. 14 reports the PDF of the
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Figure 10: Energy functional pi (a) and relative errors in mean and standard deviation of
the displacement (b) as a function of the separation rank r for the beam problem. The
errors are evaluated from (34).
stochastic basis functions φr1φ
r
2 for the above r values.
7. Conclusion
We have developed a computational framework for the propagation of un-
certainty through coupled domain problems. The proposed approach hinges
on the construction of a solution-adaptive stochastic basis that is of sepa-
rated form with respect to the random inputs characterizing the uncertainty
in each sub-domain. Such a separated construction of stochastic basis is
achieved through a sequence of approximations with respect to the dimen-
sionality, i.e., number of random inputs, of each individual sub-domain and
not the combined dimensionality. This leads to a partitioned treatment of
the stochastic space and, consequently, a higher scalability of the method as
compared with standard uncertainty propagation approaches, such as those
based on direct polynomial chaos expansions. For situations where the car-
dinality of the separated basis – here referred to as the separation rank – is
small, the proposed approach provides a reduced order representation of the
coupled field solution.
The deterministic coefficients associated with each separated stochastic
basis capture the spatial variability of the solution and are computed via
the standard finite element tearing and interconnecting (FETI) approach.
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Figure 11: Contours of the mean and standard deviation of vertical displacement obtained
with separated representation (solid line) and the reference solution (dotted line) for the
beam problem. (a) Mean for r = 1; (b) Standard deviation for r = 1; (c) Mean for r = 15;
(d) Standard deviation for r = 15.
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Figure 12: PDF of the total displacement at (x1, x2) = (5.0, 0.0). A comparison between
the separated approximation and the reference solution.
Therefore, the method achieves a high level of parallelism while requiring
no intrusion in each sub-domain solver. Although our present formulation
of domain coupling is based on the standard FETI approach, we foresee
no major technical difficulties in employing more advanced domain coupling
schemes.
The performance of the proposed framework was explored through its
application to two linear elliptic PDEs with high-dimensional random inputs.
Both problems were defined on physical domains consisting of two coupled
sub-domains with independent sources of uncertainty. In both cases, despite
the high-dimensionality of the random inputs, accurate estimations of the
solution statistics were achieved with relatively low separation ranks, thus
demonstrating the effectiveness of the present approach.
The stochastic expansion of this study based on the separated representa-
tions may also be applied to other coupled problems, such as fluid structure
interaction (FSI), involving uncertainty. However, different numerical strate-
gies for the construction of the separated basis may be required.
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Figure 13: PDFs of the normalized stochastic functions φr
1
and φr
2
, r = 1, 3, 7, 12, for the
beam problem. The normalized φr
1
and φr
2
have unit second moment. (a) PDFs of the
normalized φr1; (b) PDFs of the normalized φ
r
2. PDFs of φ
7
1, φ
1
2, and φ
3
2 are not shown
completely.
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Appendices
Appendix A.
Appendix A.1. Linear system (19) for ul0,1, u
l
0,2, and λ
l
0 updates
We assume all unknowns are fixed except the vector ul0,1. Taking the
derivative of π in (6) with respect to ul0,1, l = 1, . . . , r, leads to the following
linear system
r∑
l′=1
(
E
[
φl1φ
l
2K1φ
l′
1φ
l′
2
]
ul
′
0,1 − E
[
φl1φ
l
2φ
l′
1φ
l′
2
]
C1λ
l′
0
)
= E
[
φl1φ
l
2f1
]
, l = 1, . . . , r.
(A.1)
Similarly, the ul0,2 updates are performed through
r∑
l′=1
(
E
[
φl1φ
l
2K2φ
l′
1φ
l′
2
]
ul
′
0,2 + E
[
φl1φ
l
2φ
l′
1φ
l′
2
]
C2λ
l′
0
)
= E
[
φl1φ
l
2f2
]
, l = 1, . . . , r.
(A.2)
The derivative of π with respect to deterministic vector λl0 of the Lagrange
multipliers satisfies
r∑
l′=1
(
E
[
φl1φ
l
2φ
l′
1φ
l′
2
]
CT2 u
l′
0,2 − E
[
φl1φ
l
2φ
l′
1φ
l′
2
]
CT1 u
l′
0,1
)
= 0, l = 1, . . . , r.
(A.3)
Putting (A.1), (A.2), and (A.3) together results in the linear system of
(19) for ul0,1, u
l
0,2, and λ
l
0 updates.
Appendix A.2. Linear system (24) for φl1(ξ1) updates
We first remind that in φl1(ξ1) updates the vectors u
l
0,1, u
l
0,2, and λ
l
0 are
fixed at their current values obtained from (19). As the solution to (19)
satisfies the constraints in (A.3), the term E
[
λT
(
CT2 u2 −CT1 u1
)]
in (6)
corresponding to the the interface condition vanishes for any {φl1(ξ1)}rl=1 and
{φl2(ξ2)}rl=1. Therefore, the φl1(ξ1) updates correspond to minimization of
π. More precisely, plugging the separated representation (16) into condition
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(21), we arrive at
∫ ∫ ( r∑
l′=1
ul
T
0,1φ
l
2(ξ2)K1(ξ1)u
l′
0,1φ
l′
1 (ξ1)φ
l′
2 (ξ2)
)
δφl1(ξ1)ρ1(ξ1)dξ1ρ2(ξ2)dξ2
+
∫ ∫ ( r∑
l′=1
ul
T
0,2φ
l
2(ξ2)K2(ξ2)u
l′
0,2φ
l′
1 (ξ1)φ
l′
2 (ξ2)
)
δφl1(ξ1)ρ1(ξ1)dξ1ρ2(ξ2)dξ2
=
∫ ∫ (
ul
T
0,1f1φ
l
2(ξ2) + u
lT
0,2f2φ
l
2(ξ2)
)
δφl1(ξ1)ρ1(ξ1)dξ1ρ2(ξ2)dξ2, ∀ δφl1(ξ1),
(A.4)
where ρ1(ξ1) and ρ2(ξ2) are the joint probability density functions of ξ1 and
ξ2, respectively. One can rewrite (A.4) as∫ ( r∑
l′=1
ul
T
0,1K1(ξ1)u
l′
0,1φ
l′
1 (ξ1)Eξ2
[
φl2φ
l′
2
])
δφl1(ξ1)ρ1(ξ1)dξ1
+
∫ ( r∑
l′=1
ul
T
0,2Eξ2
[
K2φ
l
2φ
l′
2
]
ul
′
0,2φ
l′
1 (ξ1)
)
δφl1(ξ1)ρ1(ξ1)dξ1
=
∫ (
ul
T
0,1f1Eξ2
[
φl2
]
+ ul
T
0,2f2Eξ2
[
φl2
])
δφl1(ξ1)ρ1(ξ1)dξ1, ∀ δφl1(ξ1),
which, if the integrands are continuous, is equivalent to
r∑
l′=1
ul
T
0,1K1(ξ1)u
l′
0,1φ
l′
1 (ξ1)Eξ2
[
φl2φ
l′
2
]
+
r∑
l′=1
ul
T
0,2Eξ2
[
K2φ
l
2φ
l′
2
]
ul
′
0,2φ
l′
1 (ξ1)
= ul
T
0,1f1Eξ2
[
φl2
]
+ ul
T
0,2f2Eξ2
[
φl2
]
, l = 1, . . . , r. (A.5)
It is straightforward to check that (22) – with its components given in
(23) – is the matrix representation of (A.5). A similar approach can be used
to derive (24).
Appendix B.
Let κ(x, ξ) = exp(G(x, ξ)) be a lognormal random field, where G(x, ξ)
is a Gaussian random field given by the Karhunen-Loe`ve expansion G =
G¯+
∑d
j=1
√
τjgj(x)ξj. Here, G¯ is the mean of G, {τj}dij=1 and {gj(x)}dij=1 are,
respectively, d largest eigenvalues and the corresponding eigenfunctions of
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the covariance function of G, and {ξj}dj=1 are i.i.d. normal Gaussian random
variables.
Following [59], the coefficients κi(x) in the Hermite polynomial chaos
expansion κ(x, ξ) ≈∑j∈Id,p κj(x)ψj(ξ) can be computed by
κi(x) =
κ¯√
i!
d∏
j=1
[√
τjgj(x)
]ij , (B.1)
where κ¯ = exp
[
G¯+ var[G]
2
]
, and
√
i! =
∏d
j=1 ij !.
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