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SCALING LIMITS OF ADDITIVE FUNCTIONALS OF INTERACTING
PARTICLE SYSTEMS
PATRI´CIA GONC¸ALVES AND MILTON JARA
ABSTRACT. Using the renormalization method introduced in [17], we prove what we
call the local Boltzmann-Gibbs principle for conservative, stationary interacting particle
systems in dimension d = 1. As applications of this result, we obtain various scaling
limits of additive functionals of particle systems, like the occupation time of a given site
or extensive additive fields of the dynamics. As a by-product of these results, we also
construct a novel process, related to the stationary solution of the stochastic Burgers
equation.
1. INTRODUCTION
A classical problem in the theory of Markov processes is the study of additive func-
tionals of the trajectory of the process. More precisely, for a given Markov process
{ηt; t ≥ 0} in a state space Ω and a suitable function f : Ω → R, we are interested on
the long-time behavior of
Γt(f) =
∫ t
0
f(ηs)ds
and the possible scaling limits of Γt. Among the vast literature on the subject, we point
out the seminal work of Kipnis and Varadhan [22], from which we build up the results
of this article. Under the assumptions of reversibility and stationarity of {ηt; t ≥ 0},
Kipnis-Varadhan’s theorem gives a complete characterization of the functions f for
which Γt has a Brownian motion as scaling limit. It is known that for interacting
particle systems in low dimensions, for very simple functions f the process Γt does not
have a Brownian motion as scaling limit, either because reversibility does not hold (see
[11] for instance) or because f does not verify the assumptions of Kipnis-Varadhan’s
theorem (see [21] for instance). In these works the authors considered the case on
which the function f is the number of particles at the origin. Since in those models
the particle system admits at most one particle per site, the process Γt(f) is called the
occupation time of the origin.
In this work we address the question of obtaining the scaling limit of the process
{Γt(f); t ≥ 0} in the case of one-dimensional, conservative, stationary interacting par-
ticle systems. It is known [32] that in dimension d ≥ 3 and for any local function f , the
scaling limit of Γt(f) is given by a Brownian motion. In a series of works ([28, 29, 30]),
the author explores various cases on which the scaling limit of occupation times is
not Brownian, obtaining in some cases a functional central limit theorem and in other
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cases bounds on the variance close to the conjectured ones. In [3] and [4] the author
obtain some non-matching upper and lower bounds for the occupation time of asym-
metric particle systems, which precludes a Brownian scaling limit. In [26], the authors
obtained the scaling limit of additive functionals of a zero-range process, extending the
results of [21] and [28] to the zero-range process. The results of [28] and of [26] are
based on the martingale method, which consists in writing down the process Γt(f) as a
martingale plus a vanishing term. Scaling limits of the process Γt(f) then follow from
standard results about martingale scaling limits.
Our approach is essentially different. In [17] an important technical novelty, the
so-called second-order Boltzmann-Gibbs principle was introduced. The idea was to ex-
tend the one-block and the two-blocks setup introduced in [18] to the fluctuation level.
Following the proof in [17], we obtain here what we call the local Boltzmann-Gibbs
principle, which is of both practical and theoretical interest. The local Boltzmann-
Gibbs principle states that the process Γt(f) is well approximated by the density of
particles on a box of size ε
√
t around the origin, integrated up to time t. In particular, if
a scaling limit in the diffusive scaling is available for the density of particles, a scaling
limit for Γt(f) can be extracted from it through approximation arguments.
Let n be a scaling parameter. In order to obtain the scaling limit of the density of
particles, a diffusive scaling must be introduced. This is done rescaling space by 1/n
and time by n2. For diffusive, conservative particle systems, the scaling limit of the
density of particles is given by an infinite-dimensional Ornstein-Uhlenbeck process.
Starting from this result and using an approximation procedure, we can prove that
for diffusive systems, the scaling limit of the process Γt(f) is given by a fractional
Brownian motion of Hurst index H = 3/4. In particular, we solve one of the open
questions in [28], namely the scaling limit of Γt for the mean-zero exclusion process in
dimension d = 1. The scaling limit of the density of particles is also understood in other
two situations. When the motion of the particles is weakly asymmetric, namely when
the particles have a drift of order O(1/n) the scaling limit of the density of particle is
given by a infinite-dimensional Ornstein-Uhlenbeck process with drift. In that case
we prove that the scaling limit of Γt(f) is given by a Gaussian process with stationary
increments, with some prescribed variance.
A case which has received a lot of attention recently (see [1, 17] and references
therein) is the so-called KPZ scaling. In this case, particles have a drift of order
O(1/
√
n) and density fluctuations are observed along characteristic lines of the sys-
tem. The fluctuations of the density are governed by solutions of a stochastic Burgers
equation [6] which is formally the derivative of the celebrated KPZ equation, which
arose as a continuum model for the stochastic growth of interfaces. We prove that
there exists a process {Zt; t ≥ 0} (for which we basically know nothing) which can be
constructed for any energy solution of the KPZ equation (as introduced in [17]) such
that the scaling limit of Γt(f) is given by c(f)Zt, where c(f) is an explicit constant de-
pending on f . It seems that there is no previous mention of this process neither in the
physics nor in the mathematics literature. The description of the limiting process Zt
remains an open problem.
In [2] a quadratic field associated to the Ornstein-Uhlenbeck process was introduced.
It was also proved that the scaling limit of certain extensive additive functionals of the
symmetric simple exclusion process is given by this quadratic field. In [17] it was
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proved that the so-called energy condition implies the existence of the quadratic field
associated to a given stochastic field. In this article we prove that scaling limits of
extensive additive fields of one-dimensional, conservative particle systems are given
either by linear functionals of the limiting density field or by the quadratic fields as-
sociated to the limiting density field, therefore solving an open problem posed by the
author in [2].
In order to have a good compromise between generality and simplicity, we study in
this paper a particular one-dimensional system, known in the literature as a lattice gas
dynamics at infinite temperature or also as the speed-change exclusion process. From
the technical point of view, this system is non-gradient. Fortunately, the non-gradient
method is only needed to obtain the scaling limit of the density of particles, which has
already been done in [9] and [27]. Our method requires two main assumptions on the
dynamics, namely a sharp estimate on the spectral gap of the dynamics restricted to
finite boxes and a second-order equivalence of ensembles for the invariant measures
of the system. These two assumptions are the same needed in [9], [27] in order to
derive the scaling limit of the density of particles, so in that sense our result is the best
possible.
The paper is organized in the following way. In Section 2 we fix the notation used
throughout the paper and we state our main results about scaling limits of occupation
times and extensive additive functionals. In Section 3 we review the spectral gap in-
equality, the equivalence of ensembles and Kipnis-Varadhan’s inequality, which will
be the building blocks of the proofs in Section 4. In Section 4 we state and prove the
local Boltzmann-Gibbs principle. The proof follows the renormalization procedure in-
troduced in [17]. In Section 5 we prove the theorems stated in Sections 2.3 and 2.4.
And in Section 6 we roughly explain how to extend the main results to the context of
mean zero and weakly asymmetric exclusion processes.
2. NOTATIONS AND RESULTS
2.1. Lattice gas dynamics. Let Ω = {0, 1}Z be the state space of a Markov process
which we define below. We denote by η = {η(x);x ∈ Z} the elements of Ω. We say that a
function f : Ω→ R is local if there exists a non-negative integerR such that f(η) = f(ξ)
whenever η(x) = ξ(x) for every x ∈ Z with |x| ≤ R. For each x ∈ Z we denote by τx the
usual translation (or shift) in Z of magnitude x. In other words, τx : Ω → Ω is defined
by τxη(z) = η(z − x). For a function f : Ω → R, τxf is defined in an analogous way:
τxf(η) = f(τxη) for any η ∈ Ω. Let r : Ω→ R be a local function satisfying the following
conditions:
i) Ellipticity. There is a constant ε0 > 0 such that ε0 ≤ r(η) ≤ ε−10 for any η ∈ Ω.
ii) Reversibility. For any η, ξ ∈ Ω such that η(x) = ξ(x) for every x 6= 0, 1, we have
r(η) = r(ξ).
Let us define rx = τxr. For x, y ∈ Z and η ∈ Ω we define ηx,y ∈ Ω as
ηx,y(z) =


η(y), z = x
η(x), z = y
η(z), z 6= x, y.
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For x, y ∈ Z and f : Ω → R we define ∇x,yf : Ω → R as ∇x,yf(η) = f(ηx,y) − f(η). The
lattice gaswith interaction rate r is defined as the Markov process {ηt; t ≥ 0} with state
space Ω and generated by the operator L, whose action over local functions f : Ω → R
is given by
Lf =
∑
x∈Z
rx∇x,x+1f.
Notice that, since f is local, only a finite number of terms in the previous sum are
different from zero. The process {ηt; t ≥ 0} is well defined, thanks to the ellipticity and
translation invariance of the family of rates {rx;x ∈ Z} (see Section 1.3 of [23]).
Notice that particles are neither created nor annihilated by the dynamics of ηt. The
process {ηt; t ≥ 0} has a family of invariant measures parameterized by the density of
particles. For each ρ ∈ [0, 1], let νρ denote the product Bernoulli measure in Ω of density
ρ, that is, νρ is the only probability measure in Ω such that
νρ
{
η(x) = 1 for any x ∈ A} = ρ|A|
for every finite set A ⊆ Z. Here |A| denotes the cardinality of the set A. Thanks to
the reversibility condition, the measures {νρ; ρ ∈ [0, 1]} are invariant and reversible
under the evolution of {ηt; t ≥ 0}. Thanks to the ellipticity condition, these measures
are ergodic as well. Notice that
∫
η(x)dνρ = ρ for any x ∈ Z and any ρ ∈ [0, 1], justifying
the denomination “density of particles” for the parameter ρ.
In this article we are interested in the evolution of some observables of the process
{ηt; t ≥ 0} starting from an equilibrium measure νρ. Therefore, from now on we fix
ρ ∈ (0, 1) and we will always consider the process {ηt; t ≥ 0} with initial distribution νρ.
Notice that when ρ = 0 or ρ = 1 the evolution of ηt is trivial.
Let T > 0 be fixed from now on and up to the end of the article. This convention
will simplify the notation and the exposition. For a given Polish space X we denote
by C([0, T ], X) the space of continuous trajectories from [0, T ] to X , and we denote by
D([0, T ], X) the space of ca`dla`g trajectories from [0, T ] to X . We denote by Pρ the distri-
bution in D([0, T ], X) of the process {ηt; t ∈ [0, T ]} with initial distribution νρ, and we
denote by Eρ the expectation with respect to Pρ.
2.2. Mean-zero exclusion process. One of the most popular non-reversible, diffu-
sive interacting particle systems is the mean zero exclusion process, which we define
as follows. Let p : Z \ {0} → [0, 1] be a probability measure. For notational conve-
nience, we define p(0) = 0. We assume that p(·) has finite range, that is, there exists
M > 0 such that p(z) = 0 whenever |z| > M and that p(·) is irreducible, that is,
Z = span{z ∈ Z; p(z) > 0}. We also assume that p(·) has mean zero, namely,∑
z∈Z
zp(z) = 0.
A simple example of a probability p(·) satisfying these properties is given by p(1) = 2/3,
p(−2) = 1/3, p(z) = 0 if z 6= −2, 1. The mean-zero exclusion process associated to p(·) is
the Markov process {ηext ; t ≥ 0} generated by the operator Lex whose action over local
functions f : Ω→ R is given by
Lexf =
∑
x,y∈Z
p(y − x)rx,y∇x,yf,
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where we have written rx,y(η) = η(x)(1 − η(y)). Like in the case of the lattice gas
described in Section 2.1, the existence of this process is shown in [23]. The measures
{νρ; ρ ∈ [0, 1]} are invariant and ergodic under the evolution of ηext but they are not
necessarily reversible. In fact, a straightforward computation shows that the adjoint
of Lex in L
2(νρ) is the generator of the mean-zero exclusion process associated to the
probability p∗(z) = p(−z). Therefore, νρ is reversible under the evolution of ηext if and
only if p(·) is symmetric. We point out that the results of this article do not rely on the
reversibility of the invariant measure νρ.
2.3. Infinite-dimensionalOrnstein-Uhlenbeck process. Let S(R) be the Schwartz
space of test functions and let S ′(R) be the topological dual of S(R), corresponding to
the space of tempered distributions in R. For u, v ∈ L2(R), let 〈u, v〉 = ∫ u(x)v(x)dx be
the inner product in L2(R). We write ‖u‖ = 〈u, u〉1/2 for the L2(R)-norm of u.
We say that a process {Mt; t ∈ [0, T ]} with trajectories in C([0, T ],S ′(R)) is a S ′(R)-
valued Brownian motion if for any u ∈ S(R), the process {Mt(u); t ∈ [0, T ]} is a Brown-
ian motion of mean zero and variance ‖u‖2.
Let D, σ > 0 be fixed. We say that a process {Yt; t ∈ [0, T ]} is a solution of the
infinite-dimensional Ornstein-Uhlenbeck equation
dYt = D∆Ytdt+ σ∇dMt (2.1)
if for any smooth trajectory t 7→ ut from [0, T ] to S(R), the process
Yt(ut)− Y0(u0)−
∫ t
0
Ys((∂s +D∆)us)ds
is a martingale of quadratic variation σ2
∫ t
0
‖∇us‖2ds. According to [19], the Cauchy
problem for (2.1) is well-posed for any distribution Y0 in S ′(R).
We say that a S ′(R)-valued random variable Y0 is a white noise of variance σ2 if for
any u ∈ S(R), the real-valued random variable Y0(u) has a normal distribution of mean
zero and variance σ2‖u‖2. Straightforward computations show that (2.1) has a unique
invariant distribution, given by a white noise of variance σ2/2D. We say that a solution
{Yt; t ∈ [0, T ]} of (2.1) is stationary if Y0 is a white noise of variance σ2/2D.
From now on, we fix a stationary solution {Yt; t ∈ [0, T ]} of (2.1). We will denote by
P the underlying probability measure and by E the expectation with respect to P. First
we notice that Yt(u) is well defined for any u ∈ L2(R): it is enough to take {un;n ∈
N} ⊆ S(R) such that ‖un − u‖ → 0 as n → ∞ and to notice that {Yt(un);n ∈ N} is a
Cauchy sequence in L2(P). Let h : R → R be the function h(x) := 1(0 < x ≤ 1). For
ε ∈ (0, 1) we denote by iε the function x 7→ ε−1h(xε−1). The sequence {iε; ε ∈ (0, 1)} is
an approximation of the identity in the sense that for any f ∈ S(R), 〈iε, f〉 → f(0) as
ε→∞. For x ∈ R, we will use the notation iε(x) for the function y 7→ ε−1h((y − x)ε−1).
For each ε ∈ (0, 1), let us define the real-valued process {Zεt ; t ∈ [0, T ]} as
Zεt =
∫ t
0
Ys(iε)ds. (2.2)
Theorem 2.1. The process {Zεt ; t ∈ [0, T ]} converges in distribution with respect to the
uniform topology of C([0, T ],R), as ε→ 0, to a fractional Brownianmotion {Zt; t ∈ [0, T ]}
of Hurst exponent H = 3/4.
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Let us denote by δ0 the Dirac distribution at x = 0. This theorem is telling us that,
although Yt(δ0) is not well defined, the integral
∫ t
0
Ys(δ0)ds can be defined through an
approximation procedure.
For each ε ∈ (0, 1), let us define now the S ′(R)-valued process {Aεt ; t ∈ [0, T ]} as
Aεt (u) =
∫ t
0
∫
R
{
Ys(iε(x))2 − σ
2
2Dε
}
u(x)dxds (2.3)
for any u ∈ S(R) and any t ∈ [0, T ].
Theorem 2.2. There exists a process {At; t ∈ [0, T ]} with trajectories in C([0, T ],S ′(R))
such that {Aεt ; t ∈ [0, T ]} converges in distribution with respect to the uniform topology
of C([0, T ],S ′(R)), as ε→ 0, to the process {At; t ∈ [0, T ]}.
This theorem was first proved in [2]. In Section 5.3 we will present a different proof
of this theorem, based on the so-called energy condition introduced in [17]. We call the
process {At; t ∈ [0, T ]} the quadratic field associated to {Yt; t ∈ [0, T ]}.
2.4. Scaling limits. The lattice gas model introduced in Section 2.1 and the mean-
zero exclusion process introduced in Section 2.2 are examples of diffusive systems.
Various scaling limits of the density of particles have been established for those sys-
tems, and a common feature of any of these results is a diffusive scaling of the time
variable. Let us focus on the lattice gas model of Section 2.1. The so-called hydro-
dynamic limit of this model was established in [16]. This hydrodynamic limit can be
understood as a law of large numbers for the number of particles on boxes of increas-
ing size. Once a law of large numbers has been established, a question which arises
naturally is what happens with the fluctuations of the number of particles on boxes
of increasing size. This question was answered in [8, 27] in the following sense. Let
n ∈ N denote a scaling parameter. Let us introduce the density fluctuation field as the
S ′(R)-valued process Ynt given by
Ynt (u) =
1√
n
∑
x∈Z
(
ηtn2(x) − ρ
)
u(x/n)
for any u ∈ S(R). Notice the diffusive time scaling in this definition. Under the mea-
sure νρ, for any t > 0 the random variables {ηtn2(x) − ρ;x ∈ Z} form an i.i.d. sequence
of mean zero and variance ρ(1 − ρ). Following [5], we call χ(ρ) = ρ(1 − ρ) the mobility
of the system. In particular, for any t > 0 fixed, the S ′(R)-valued random variable Ynt
converges in distribution, as n→∞ to a white noise of variance χ(ρ). Let us introduce
the diffusion coefficient
D(ρ) =
1
χ(ρ)
inf
f local
〈r, (η(1)− η(0)−∇0,1∑
x∈Z
τxf
)2〉.
Proposition 2.3 ([8, 27]). The process {Ynt ; t ∈ [0, T ]} converges in distribution with
respect to the J1-Skorohod topology of D([0, T ],S ′(R)) to the stationary solution of the
infinite-dimensional Ornstein-Uhlenbeck equation
dYt = D(ρ)∆Ytdt+
√
2D(ρ)χ(ρ)∇dMt. (2.4)
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We are interested in functional limit theorems for certain observables of the process
{ηt; t ≥ 0} (and/or its rescaled version {ηtn2 ; t ≥ 0}). The occupation time of a site x ∈ Z
is defined as the integral
∫ t
0 ηs(x)ds. The following theorem establishes the scaling limit
of the occupation time of a fixed site x ∈ Z.
Theorem 2.4. The process {Γnt ; t ∈ [0, T ]} defined as
Γnt =
1
n3/2
∫ tn2
0
(
ηs(0)− ρ
)
ds
converges in distribution with respect to the uniform topology of C([0, T ],R) to a frac-
tional Brownianmotion {Zt; t ∈ [0, T ]} of Hurst exponentH = 3/4. Moreover, the process
{Zt; t ∈ [0, T ]} is the same appearing in Theorem 2.1.
Notice that by translation invariance the same result holds true for the occupation
time of any site x ∈ Z. The occupation time is a particular case of a more general
family of observables of the process {ηt; t ∈ [0, T ]}. Let f : Ω → R be a local function
and define, for β ∈ [0, 1], ϕf (β) =
∫
fdνβ. The (centered) additive functional associated
to f is defined as the integral ∫ t
0
(
f(ηs)− ϕf (ρ)
)
ds.
This process satisfies a functional central limit theorem similar to the one satisfied
by the occupation time.
Theorem 2.5. The process {Γnt (f); t ∈ [0, T ]} defined as
Γnt (f) =
1
n3/2
∫ tn2
0
(
f(ηs)− ϕf (ρ)
)
ds
converges in distributionwith respect to the uniform topology of C([0, T ],R) to the process
{ϕ′f (ρ)Zt; t ∈ [0, T ]}, where the process {Zt; t ∈ [0, T ]} is the same appearing in Theorem
2.1.
Notice that Γnt (f) looks only at the behavior of the process {ηt; t ≥ 0} on a neigh-
borhood of the origin. An extensive field can be associated to the function f in the
following way. Let {Λn,ft ; t ∈ [0, T ]} be the S ′(R)-valued process defined as
Λn,ft (u) =
∫ t
0
∑
x∈Z
(
τxf(ηsn2)− ϕf (ρ)
)
u(x/n)ds
for any u ∈ S(R).
Theorem 2.6. Let us assume that ϕ′f (ρ) = 0. Then the process {Λn,ft ; t ∈ [0, T ]} con-
verges in distribution with respect to the uniform topology of C([0, T ],S ′(R)) to the pro-
cess { 12ϕ′′f (ρ)At; t ∈ [0, T ]}, where {At; t ∈ [0, T ]} is the quadratic field associated to the
stationary solution of (2.4).
3. SOME AUXILIARY RESULTS
In this section we review some well known results in the theory of Markov chains,
which will be the building blocks of the proofs of Theorems 2.4, 2.5 and 2.6. Since we
did not find exact references, we give proofs of some of these results.
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3.1. Equivalence of ensembles. Let f : Ω → R be a local function. For a finite set
A ⊆ Z, we say that supp(f) ⊆ A if f(η(x)) = f(ξ(x)) whenever η(x) = ξ(x) for any x ∈ A.
Assume for simplicity that there exists ℓ0 ∈ N such that supp(f) ⊆ {1, ..., ℓ0}. For ℓ ≥ ℓ0
we define the function ψf (ℓ) : Ω→ R as
ψf (ℓ; η) = E
[
f
∣∣∣ ℓ∑
x=1
η(x)
]
,
where the conditional expectation is taken with respect to νρ. When f : Ω→ R is local,
there always exist numbers x ∈ Z and ℓ0 ∈ N such that supp(τxf) ⊆ {1, ..., ℓ0}. In
that case we define, for ℓ ≥ ℓ0, ψf (ℓ) = τ−xψτxf (ℓ). Notice that the definition of ψf (ℓ)
depends on the choice of x (it does not depend on the choice of ℓ0 as soon as ℓ ≥ ℓ0), but
in that case the corresponding functions only differ by a translation. This point does
not really matter, as soon as the values of x and ℓ0 are kept fixed for the purposes of
this definition. In order to make the notation simpler, we will always assume that f is
such that supp(f) ⊆ {1, ..., ℓ0} for some ℓ0 ∈ N.
Recall the definition ϕf (β) =
∫
fdνβ. For ℓ ∈ N and η ∈ Ω, let us define ηℓ =
ℓ−1
∑ℓ
x=1 η(x). In other words, η
ℓ is the average density of particles on the interval
{1, ..., ℓ} with respect to the configuration η. The following proposition gives an approx-
imation of ψf (ℓ) in terms of ϕf and η
ℓ.
Proposition 3.1 (Equivalence of ensembles). Let f : Ω → R be a local function. Sup-
pose that there exists ℓ0 ∈ N such that supp(f) ⊆ {1, ..., ℓ0}. There exists a constant
c = c(f) such that
sup
η∈Ω
∣∣∣ψf (ℓ; η)− ϕf (ηℓ)− χ(ηℓ)
2ℓ
ϕ′′f (η
ℓ)
∣∣∣ ≤ c
ℓ2
for any ℓ ≥ ℓ0.
Proof. Notice that, due to the structure of the configuration space Ω, any local function
f is a finite linear combination of functions of the form
∏
x∈A η(x), where A ⊆ Z is
finite. It is enough to prove the theorem for functions of this form, since ϕf and ψf (ℓ)
are linear functions of f . The measure νρ and the function η
ℓ are exchangeable, in the
sense that they are left invariant by a permutation of the sites {1, ..., ℓ}. Therefore, it
is enough to prove the theorem for the function f =
∏k
x=1 η(x) for each k ∈ N. Fix k ∈ N
and take ℓ ≥ k. We can explicitly compute ψf (ℓ):
ψf (ℓ; η) =
k−1∏
i=1
ℓ
ℓ− i
k−1∏
j=0
(
ηℓ − j
ℓ
)
.
Let us call aℓ,k =
∏k−1
i=0 ℓ/(ℓ − i). Notice that aℓ,k is uniformly bounded in ℓ, and also
notice that aℓ,k → 1 as ℓ → ∞. Developing the product
∏k−1
j=0 (η
ℓ − j/ℓ) we obtain the
expansion
ψf (ℓ; η) = aℓ,k
k∑
j=0
pj(η
ℓ)ℓ−j
ℓj
, (3.1)
where the coefficients pj do not depend on ℓ. Notice that 0 ≤ ηℓ ≤ 1 for any η ∈ Ω.
Therefore, all the powers of order smaller than ℓ − 1 in (3.1) are uniformly bounded by
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c/ℓ2, where the constant c1 depends only on the coefficients pj (and therefore it does
not depend on ℓ). We conclude that there exists a constant c such that
sup
η∈Ω
∣∣∣ψf (ℓ; η)− aℓ,k(p0(ηℓ)k + p1(ηℓ)k−1
ℓ
)∣∣∣ ≤ c
ℓ2
. (3.2)
The constants p0, p1 are easy to compute. Since each factor in
∏k−1
j=0 (η
ℓ − j/ℓ) is monic,
p0 = 1 and p1/ℓ is equal to minus the sum of the roots of each of such monomials.
Therefore, p1 = −k(k − 1)/2. Now we need to expand aℓ,k in powers of ℓ up to order 2.
It is easier to expand a−1ℓ,k. In fact,
a−1ℓ,k =
k−1∑
i=0
pi
ℓi
= 1− k(k − 1)
2ℓ
+
r(ℓ)
ℓ2
,
where r(ℓ) is bounded in ℓ. Using the expansion (1 − δ + O(δ2))−1 = 1 + δ + O(δ2) we
conclude that
aℓ,k = 1 +
k(k − 1)
2ℓ
+
r˜(ℓ)
ℓ2
for another bounded function r˜(ℓ). Putting this expansion back into (3.2) we conclude
that there exists a constant c which depends only on k such that
sup
η∈Ω
∣∣∣ψf (ℓ; η)− (1 + k(k − 1)
2ℓ
)
(ηℓ)k +
k(k − 1)
2ℓ
(ηℓ)k−1
∣∣∣ ≤ c
ℓ2
.
For this particular choice of the function f we have ϕf (η
ℓ) = (ηℓ)k and ϕ′′f (η
ℓ) =
k(k − 1)(ηℓ)k−2. Replacing above (ηℓ)k by ϕf (ηℓ) and k(k − 1)(ηℓ)k−1 by ηℓϕ′′f (ηℓ), the
proposition is proved. 
Proposition 3.1 has the following consequence:
Proposition 3.2. Let f : Ω → R be a local function. Suppose that there exists ℓ0 such
that supp(f) ⊆ {1, ..., ℓ0}. Then there exists a constant c = c(f, ρ) such that∫ (
ψf (ℓ, η)− ϕf (ρ)− ϕ′f (ρ)
(
ηℓ − ρ)− ϕ′′f (ρ)
2
((
ηℓ − ρ)2 − χ(ρ)
ℓ
))2
dνρ ≤ c
ℓ3
for any ℓ ≥ ℓ0. In particular,
i) if ϕf (ρ) = 0, we can choose c in such a way that
Var(ψf (ℓ); νρ) ≤ c
ℓ
,
ii) if ϕf (ρ) = ϕ
′
f (ρ) = 0, we can choose c in such a way that
Var(ψf (ℓ); νρ) ≤ c
ℓ2
,
for any ℓ ≥ ℓ0.
Here and below, Var(f ; νρ) denotes the variance of the function f with respect to the
probability measure νρ.
1 As usual, c will denote a constant which may change from line to line, but depends only on the specified
parameters.
10 PATRI´CIA GONC¸ALVES AND MILTON JARA
Proof. It is enough to use Taylor expansion in Proposition 3.1 up to the right order.
Notice that
ϕf (η
ℓ) = ϕf (ρ) + ϕ
′
f (ρ)
(
ηℓ − ρ)+ ϕ′′f (ρ)
2
(
ηℓ − ρ)2 + δ1(ηℓ; ρ)(ηℓ − ρ)3,
where δ1(η
ℓ; ρ) is uniformly bounded in η, ℓ and ρ. Similarly,
χ(ηℓ)
2ℓ
ϕ′′f (η
ℓ) =
1
2ℓ
χ(ρ)ϕ′′f (ρ) + δ2(η
ℓ; ρ)
1
ℓ
(
ηℓ − ρ),
where δ2(η
ℓ; ρ) is uniformly bounded in η, ℓ and ρ. The L2(νρ)-norms of (η
ℓ − ρ)3 and
1
ℓ (η
ℓ − ρ) are bounded by 1/ℓ3/2, which proves the first estimate. The other two cases
are simple consequences of the first estimate. 
3.2. Spectral tools. For f, g ∈ L2(νρ) we denote 〈f, g〉ρ =
∫
fgdνρ. Let f ∈ L2(R) be
such that ϕf (β) = 0 for any β ∈ [0, 1]. Let us define the H−1-norm of f as
‖f‖2−1 = sup
g local
{2〈f, g〉ρ − 〈g,−Lg〉ρ}. (3.3)
In [22], the authors obtained a sharp estimate for the variance of the additive func-
tional associated to f :
Proposition 3.3 (Kipnis-Varadhan inequality [22, 10]). For any t ≥ 0,
Eρ
[(∫ t
0
f(ηs)ds
)2]
≤ 18t‖f‖2−1. (3.4)
The original proof of [22] works only when νρ is reversible with respect to the evolu-
tion of ηt. A proof avoiding reversibility can be found in [10] (see also [31]).
This estimate is not really helpful unless we have an efficient way to estimate ‖f‖2−1.
A very useful tool to estimate ‖f‖2−1 is the so-called spectral gap inequality for the
operator L. For ℓ ∈ N and a local function f : Ω → R such that supp(f) ⊆ {1, ..., ℓ} we
define the energy form Eℓ(f) as
Eℓ(f) =
ℓ−1∑
x=1
∫ (∇x,x+1f)2dνρ.
Notice that in the case r ≡ 1, Eℓ(f) = 〈f,−Lℓf〉ρ, where Lℓ is the generator of the
process ηt restricted to the interval {1, ..., ℓ}. Moreover, under the ellipticity condition
we have ε0Eℓ(f) ≤ 〈f,−Lℓf〉ρ ≤ ε−10 Eℓ(f).
Proposition 3.4 (Spectral gap inequality [25, 14]). There exists a universal constant
κ0 such that ∫
f2dνρ ≤ κ0ℓ2Eℓ(f)
for any ℓ ∈ N and any f : Ω → R such that ϕf (β) = 0 for any β ∈ [0, 1] and such that
supp(f) ⊆ {1, ..., ℓ}.
By translation invariance, a similar statement holds when the support of the local
function f is contained in some interval of the form {k + 1, ..., k + ℓ}. The following
proposition explains how to use the spectral gap inequality in order to estimate ‖f‖2−1.
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Proposition 3.5. For any function f satisfying the hypothesis of Proposition 3.4,
‖f‖2−1 ≤
κ0
ε0
ℓ2Var(f ; νρ).
Proof. Define Fℓ = σ(η(x);x = 1, ..., ℓ). Let g : Ω → R be a local function and define
gℓ = E[g|Fℓ]. Here and below, conditional expectations are taken with respect to the
measure νρ. By Jensen’s inequality, 〈gℓ,−Lℓgℓ〉ρ ≤ 〈g,−Lℓg〉ρ ≤ 〈g,−Lg〉ρ. Since f is
Fℓ-measurable, 〈f, g〉ρ = 〈f, gℓ〉ρ. Therefore,
2〈f, g〉ρ − 〈g,−Lg〉ρ ≥ 2〈f, gℓ〉ρ − 〈gℓ,−Lℓgℓ〉ρ.
Let us define g¯ = gℓ − ψg(ℓ). The function g¯ satisfies ϕg¯(β) = 0, for any β ∈ [0, 1]. Since
we also have
∫
fdνβ = 0 for any β ∈ [0, 1], we see that 〈f, gℓ〉ρ = 〈f, g¯〉ρ. Using once more
Jensen’s inequality, 〈g¯,−Lℓg¯〉ρ ≤ 〈gℓ,−Lℓgℓ〉ρ. Therefore,
2〈f, g〉ρ − 〈g,−Lg〉ρ ≥ 2〈f, g¯〉ρ − 〈g¯,−Lℓg¯〉ρ.
Notice that g¯ satisfies the hypothesis of Proposition 3.4. Therefore,
〈g¯,−Lℓg¯〉ρ ≥ ε0Eℓ(g) ≥ ε0
κ0ℓ2
Var(g¯; νρ).
We conclude that
‖f‖2−1 := sup
g local
{
2〈f, g〉ρ − 〈g,−Lg〉ρ
} ≤ sup
g∈Fℓ
{
2〈f, g¯〉ρ − 〈g¯,−Lℓg¯〉ρ
}
≤ sup
g∈Fℓ
{
2〈f, g¯〉ρ − ε0
κ0ℓ2
Var(g¯; νρ)
}
≤ κ0ℓ
2
ε0
Var(f ; νρ).
In last inequality we used the Cauchy-Schwarz inequality. This ends the proof. 
The following proposition roughly states that functions supported on disjoint inter-
vals are orthogonal with respect to the H−1-norm.
Proposition 3.6. Let m ∈ N be given. Take a sequence k0 < ... < km in Z and let
{f1, ..., fm} be a sequence of local functions from Ω to R such that supp(fi) ⊆ {ki−1 +
1, ..., ki} for any i ∈ {1, ...,m}. Define ℓi = ki − ki−1. Assume that ϕfi(β) = 0 for any
β ∈ [0, 1] and any i ∈ {1, ...,m}. Then,
‖f1 + ...+ fm‖2−1 ≤
m∑
i=1
κ0ℓ
2
i
ε0
Var(fi; νρ).
Proof. Let us define Gi = σ(η(x);x = ki−1 + 1, ..., ki). Let g : Ω → R be a local function
and define gi = E[g|Gi]. Let f := f1 + · · ·+ fm. We have that
〈f, g〉ρ =
m∑
i=1
〈fi, gi〉ρ
and by Jensen’s inequality we have that
〈g,−Lg〉 ≥
m∑
i=1
ki−1∑
x=ki−1+1
∫
rx
(∇x,x+1g)2dνρ ≥ m∑
i=1
ki−1∑
x=ki−1+1
∫
rx
(∇x,x+1gi)2dνρ.
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Let us write Li for the generator of the process ηt restricted to the interval {ki−1 +
1, ..., ki}. Following the proof of Proposition 3.5 we obtain that
‖f‖2−1 = sup
g local
{
2〈f, g〉ρ − 〈g,−Lg〉ρ
} ≤ sup
g local
m∑
i=1
{
2〈fi, gi〉ρ − 〈gi,−Ligi〉ρ}
≤
m∑
i=1
sup
g∈Gi
{
2〈fi, g¯〉ρ − ε0
κ0ℓ2i
Var(g¯; νρ)
}
≤
m∑
i=1
κ0ℓ
2
i
ε0
Var(fi; νρ).

Putting all the estimates of this section together we obtain the following estimate
on the variance of sums of additive functionals of the process ηt:
Proposition 3.7. Let m ∈ N be given. Take a sequence k0 < ... < km in Z and let
{f1, ..., fm} be a sequence of local functions from Ω to R such that supp(fi) ⊆ {ki−1 +
1, ..., ki} for any i ∈ {1, ...,m}. Define ℓi = ki − ki−1. Assume that ϕfi(β) = 0 for any
β ∈ [0, 1] and any i ∈ {1, ...,m}. Then, for any t ≥ 0
Eρ
[( ∫ t
0
m∑
i=1
fi(ηs)ds
)2]
≤ 18κ0t
ε0
m∑
i=1
ℓ2i Var(fi; νρ).
4. BOLTZMANN-GIBBS PRINCIPLE
The Boltzmann-Gibbs principle was introduced in [7] and roughly speaking, it says
that in the diffusive scaling introduced in Section 2.4, any extensive field can be ap-
proximated by a function of the density fluctuation field. More precisely, we have the
following proposition:
Proposition 4.1 ([13, 9]). Let f : Ω→ R be a local function. For any u ∈ S(R) and any
t ≥ 0
lim
n→∞
Eρ
[(∫ t
0
1√
n
∑
x∈Z
(
τxf(ηsn2)− ϕf (ρ)− ϕ′f (ρ)
(
ηsn2(x) − ρ
))
u(x/n)ds
)2]
= 0.
Notice that the last term in the sum above is the field ϕ′f (ρ)
∫ t
0
Yns (u)ds. This result
was proved for the model introduced in Section 2.1 in [13]. Their proof is an adaptation
of the proof in [7] and it requires the reversibility and the translation invariance of the
measure νρ. In [9], a simpler proof of Proposition 4.1 was obtained, building up in the
one-block estimate introduced in [18]. Following the methods in [10], the proof in [8]
can be adapted for the mean-zero exclusion process defined in Section 2.2.
In this section we will state and prove two different generalizations of Proposition
4.1. When ϕf (ρ) = ϕ
′
f (ρ) = 0, Proposition 4.1 does not give any useful information
about the limiting behavior of the fluctuation field associated to the function f . In that
case, we have the following result:
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Theorem 4.2 (Second-order Boltzmann-Gibbs principle). Let f : Ω → R be a local
function. Assume that ϕf (ρ) = ϕ
′
f (ρ) = 0. There exists a constant c = c(f, ρ) such that
for any t ≥ 0 , any ℓ ∈ N and any function h = {hx;x ∈ Z} ∈ ℓ2(Z)
Eρ
[( ∫ t
0
∑
x∈Z
(
τxf(ηs)−
ϕ′′f (ρ)
2
((
τxη
ℓ
s − ρ
)2 − χ(ρ)
ℓ
))
hxds
)2]
≤ c
(
tℓ +
t2
ℓ2
)∑
x∈Z
h2x. (4.1)
Notice that in this theorem a sort of “quadratic” field appears. In Section 5.1 we will
see how this estimate implies Theorem 2.6. The second generalization of Proposition
4.1 deals with the case in which there is no spatial average in the additive functional
associated to f :
Theorem 4.3 (Local Boltzmann-Gibbs principle). Let f : Ω → R be a local function.
Assume that ϕf (ρ) = 0. There exists a finite constant c = c(f, ρ) such that
i) if ϕ′f (ρ) 6= 0, then
Eρ
[( ∫ t
0
{
f(ηs)− ϕ′f (ρ)
(
ηℓs − ρ
)}
ds
)2]
≤ c
(
tℓ+
t2
ℓ2
)
(4.2)
for any t ≥ 0 and any ℓ ∈ N,
ii) if ϕ′f (ρ) = 0, then
Eρ
[( ∫ t
0
{
f(ηs)−
ϕ′′f (ρ)
2
((
ηℓs − ρ
)2 − χ(ρ)
ℓ
)}
ds
)2]
≤ c
(
t(log ℓ)2 +
t2
ℓ3
)
. (4.3)
for any t ≥ 0 and any ℓ ∈ N.
This estimate is sharp in the case i) and it is close to the expected upper bound
ct log ℓ in case ii). The main point that makes both Theorems 4.2 and 4.3 different
from Proposition 4.1 is the following. The functional ϕf (ρ)
∫ t
0
Yns (u)ds is continuous and
linear as a function of the process{Yt; t ∈ [0, T ]}. Therefore, aside from technical details,
in order to prove Proposition 4.1 it is enough to prove the one-block estimate. This is
not longer enough for Theorems 4.2 and 4.3, where we also need to prove the so-called
two-blocks estimate. In a similar context, a proof of the two-blocks estimate and also
the derivation of Theorem 4.2 was recently obtained in [17]. In Section 4.1 we adapt the
arguments in [17] in order to prove Theorem 4.3. We will not prove Theorem 4.2 here,
since the proof in [17] applies to our situation with basically notational modifications.
4.1. Local Boltzmann-Gibbs principle. In this section we prove Theorem 4.3. For
notational simplicity we assume that there exists ℓ0 such that supp(f) ⊆ {1, ..., ℓ0}. We
point out that the proof will only use Propositions 3.2 and 3.7 as inputs. Otherwise the
proof is independent of the results in Section 3. The proof follows like in Section 4 of
[17]: we have to divide it into four steps. The first part is what we call the one-block
estimate and it compares the additive functional associated to f with the additive func-
tional associated to ψf (ℓ) for any ℓ ≥ ℓ0. The second part is the renormalization step,
which compares the additive functional associated to ψf (ℓ) with the additive functional
associated to ψf (2ℓ) for any ℓ ≥ ℓ0. The third step is what we call the two-blocks es-
timate, which compares the additive functional associated to ψf (ℓ0) with the additive
functional associated to ψf (2
mℓ0), using the renormalization step m times. And the
fourth step simply replaces ψf (ℓ) by the corresponding function of η
ℓ using the equiva-
lence of ensembles stated in Proposition 3.2.
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Lemma 4.4 (One-block estimate). Let f be a local function such that ϕf (ρ) = 0. Then,
there exists a constant c = c(f, ρ) such that for any ℓ ≥ ℓ0 and any t ≥ 0
Eρ
[( ∫ t
0
{f(ηs)− ψf (ℓ; ηs)}ds
)2]
≤ ctℓ2Var(f ; νρ). (4.4)
Proof. By Proposition 3.7, the left-hand side of (4.4) is bounded by
18κ0tℓ
2
ε0
Var(f − ψf (ℓ); νρ).
Since ψf (ℓ) is a conditional expectation,Var(f−ψf(ℓ); νρ) is bounded above byVar(f ; νρ),
which proves the lemma. 
Lemma 4.5 (Renormalization step). Let f be a local function such that ϕf (ρ) = 0.
There exists a constant c = c(f, ρ) such that for any ℓ ≥ ℓ0 and any t ≥ 0
Eρ
[( ∫ t
0
{ψf (ℓ; ηs)− ψf (2ℓ; ηs)}ds
)2]
≤
{
ctℓ if ϕ′f (ρ) 6= 0,
ct if ϕ′f (ρ) = 0.
(4.5)
Proof. By Proposition 3.7, the left-hand side of (4.5) is bounded by
72κ0tℓ
2
ε0
Var(ψf (ℓ)− ψf (2ℓ); νρ).
By Proposition 3.2, this last variance is bounded by 3c/ℓ if ϕf (ρ) = 0 and by 3c/ℓ
2 if in
addition ϕ′f (ρ) = 0, which proves the lemma. 
Lemma 4.6 (Two-blocks estimate). Let f be a local function such that ϕf (ρ) = 0. Then,
there exists a constant c = c(f, ρ) such that for any ℓ ≥ ℓ0 and any t ≥ 0,
Eρ
[( ∫ t
0
{ψf(ℓ0; ηs)− ψf (ℓ; ηs)}ds
)2]
≤
{
ctℓ if ϕ′f (ρ) 6= 0,
ct(log ℓ)2 if ϕ′f (ρ) = 0.
Proof. Let us assume that there exists m ∈ N such that ℓ = 2mℓ0. We write
ψf (ℓ0; ηs)− ψf (ℓ; ηs) =
m∑
i=1
(
ψf (2
i−1ℓ0; ηs)− ψf (2iℓ0; ηs)
)
.
Using the renormalization step (Lemma 4.5) and Minkowski’s inequality, we conclude
that
Eρ
[( ∫ t
0
{ψf (ℓ0; ηs)− ψf (ℓ; ηs)}ds
)2]1/2
≤
≤
m∑
i=1
Eρ
[( ∫ t
0
{ψf (2i−1ℓ0; ηs)− ψf (2iℓ0; ηs)}ds
)2]1/2
≤
m∑
i=1
{
ct(2i−1ℓ0)
α
}1/2
,
where α = 1 if ϕ′f (ρ) 6= 0 and α = 0 if ϕ′f (ρ) = 0. When α = 1 the sum above is equal
to
√
ctℓ0(
√
2
m − 1)/(√2 − 1). When α = 0, the sum above is equal to √ctm. These two
facts prove the theorem for ℓ = 2mℓ0. For ℓ arbitrary, it is enough to find m such that
2m−1ℓ0 < ℓ ≤ 2mℓ0 and to compare ψf (2m−1ℓ0) with ψf (ℓ) as in Lemma 4.5. 
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The following lemma is just a reformulation of Proposition 3.2 together with the
Cauchy-Schwarz inequality.
Lemma 4.7. Let f be a local function such that ϕf (ρ) = 0. Then there exists a constant
c = c(f, ρ) such that for any ℓ ≥ ℓ0 and any t ≥ 0
i) if ϕ′f (ρ) 6= 0, then
Eρ
[(∫ t
0
{ψf(ℓ; ηs)− ϕ′f (ρ)
(
ηℓs − ρ
)}ds)2] ≤ ct2
ℓ2
,
ii) if ϕ′f (ρ) = 0, then
Eρ
[(∫ t
0
{
ψf (ℓ; ηs)−
ϕ′′f (ρ)
2
((
ηℓs − ρ
)2 − χ(ρ)
ℓ
)}
ds
)2]
≤ ct
2
ℓ3
.
Theorem 4.3 follows at once by combining these four lemmas. Notice that the use
of Lemmas 4.4, 4.5, 4.6 gives rise to the first term at the right-hand side of inequali-
ties (4.2),(4.3) and the use of Lemma 4.7 gives rise to the second term. We state this
observations as a corollary:
Corollary 4.8. Under the hypothesis of Theorem 4.3,
Eρ
[( ∫ t
0
{f(ηs)− ψf (ℓ; ηs)}ds
)2]
≤
{
ctℓ if ϕ′f (ρ) 6= 0,
ct(log ℓ)2 if ϕ′f (ρ) = 0
(4.6)
for any t ≥ 0 and any ℓ ≥ ℓ0.
Remark 4.9. It has been proved in [32] that for functions f satisfying ϕf (ρ) = ϕ
′
f (ρ) =
ϕ′′f (ρ) = 0, the variance of
∫ t
0
f(ηs)ds is bounded by c(f, ρ)t. Moreover, they also show
that the scaling limit of
∫ t
0
f(ηs)ds is given by a Brownian motion of variance given in
terms of a variational formula.
5. PROOFS
5.1. Additive functionals and proof of Theorem 2.1. In this section we prove
Theorem 2.1. For each ε > 0 and each n ∈ N, let us define
Zn,εt =
1
n3/2
∫ tn2
0
(ηεns − ρ)ds =
∫ t
0
Yns (iε(0))ds.
Recall the definition of Γnt (f) given in Section 2.4. Suppose for a moment that εn is
an integer. Using Theorem 4.3 with ℓ = εn for time tn2 we obtain the following energy
estimate:
Eρ
[(
Γnt (f)− ϕ′f (ρ)Zn,εt
)2] ≤ c{εt+ t2
ε2n
}
. (5.1)
When εn is not an integer, there are some round-off errors, which can be absorbed into
the choice of the constant c whenever εn ≥ 2, for example. By the triangle’s inequality,
we also have the following estimate:
Eρ
[(Zn,εt −Zn,δt )2] ≤ c{εt+ t2δ2n
}
(5.2)
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for any t ≥, any n ∈ N and any ε > δ > 2/n, for a (maybe different) constant c which
does not depend on n, t, ε or δ. Now we prove Theorem 2.1 starting from (5.2). We start
proving the following moment estimate.
Lemma 5.1. There exists a constant c such that for any ε > 0 and any 0 < s < t,
E
[(Zεt −Zεs)2] ≤ c|t− s|3/2,
where {Zεt ; t ∈ [0, T ]} is the process defined in (2.2).
Proof. Recall the convergence result stated in Proposition 2.3. Since L2-upper bounds
are preserved by weak convergence, from (5.2) we deduce that there exists a constant
c such that
E
[(Zεt −Zδt )2] ≤ cεt (5.3)
for any t ≥ 0 and any ε > δ > 0. Recall that for any fixed time t ≥ 0, Yt is a white noise
of variance χ(ρ). By the Cauchy-Schwarz inequality, we have the elementary bound
E
[(Zεt )2] ≤ χ(ρ)t2ε . (5.4)
Fix δ > 0. For any ε ≥ δ we have
E
[(Zδt )2] ≤ 2cεt+ 2χ(ρ)t2ε .
For t ≥ δ2, taking ε = √t in the estimate above we prove that there is a constant c
independent of t and δ such that
E
[(Zδt )2] ≤ ct3/2. (5.5)
For t < δ2, t2 ≤ δt3/2. Therefore, taking ε = δ in (5.4) we can extend the validity (5.5) to
any t ≥ 0 and any δ > 0. Since the process Yt is stationary, the proof is finished. 
Now let us finish the proof of Theorem 2.1. By Kolmogorov-Centsov’s compactness
criterion (see Problem 2.4.11 of [20]), the sequence of processes {Zεt ; t ∈ [0, T ]}ε>0 is
tight with respect to the uniform topology of C([0, T ],R). Therefore, it has at least one
limit point {Zt; t ∈ [0, T ]}. Moreover, by (5.3), for any fixed time t ≥ 0, the sequence
{Zεt ; ε > 0} is a Cauchy sequence in L2(P). Therefore, for any t ≥ 0, Zεt converges
in L2(P) to Zt. This proves the uniqueness of the limit point {Zt; t ∈ [0, T ]} and the
weak convergence with respect to the uniform topology of the whole sequence {Zεt ; t ∈
[0, T ]}ε>0 to {Zt; t ∈ [0, T ]}. By the definition of Zεt given in (2.2), it is the integral
of a Gaussian random variable Ys(iε). Therefore Zεt is a Gaussian random variable.
Since the space of Gaussian random variables is closed in L2, then Zt is also Gaussian.
The process Yt has the following scale invariance: for any F ∈ S(R) and any λ >
0, Yt(F (·)) = λ1/2Ytλ−2(F (λ·)) in distribution. From this property, it follows that Zt
satisfies the following self-similarity relation: Zλt = λ3/4Zt in distribution. These
three properties, namely continuity, Gaussianity and 3/4-self-similarity characterizes
a fractional Brownian motion of Hurst exponent H = 3/4. Therefore, Theorem 2.1 is
proved for the case D = D(ρ) and σ2 = 2D(ρ)χ(ρ). To show that Theorem 2.1 holds for
any values of D and σ2, it is enough to observe that rescaling time and space properly
we can obtain any value of D, σ2.
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5.2. Proof of Theorems 2.4 and 2.5. In this section we prove Theorems 2.4 and 2.5.
Notice that Theorem 2.4 is just a particular case of Theorem 2.5, so we will only prove
Theorem 2.5. We start proving tightness of the process {Γnt ; t ∈ [0, T ]}. The proof will
closely follow the proof of Lemma 5.1. Using the stationarity of the process ηt plus the
Cauchy-Schwarz inequality, we see that there is a constant c = c(ρ, f) 2 such that
Eρ
[
Γnt (f)
2
] ≤ ct2n. (5.6)
This bound does not look too good, but it will be useful for very short times t. By
Corollary 4.8, we also have the bound
Eρ
[(
Γnt (f)−
1
n3/2
∫ tn2
0
ψf (ℓ; ηs)ds
)2]
≤ ctℓ
n
.
By the Cauchy-Schwarz inequality, the stationarity of the process ηt and Proposition
3.2, we have the bound
Eρ
[( 1
n3/2
∫ tn2
0
ψf (ℓ; ηs)ds
)2]
≤ ct
2n
ℓ
for any t ≥ 0 and any ℓ ≥ ℓ0. We conclude that the process Γnt (f) satisfies the moment
bound
Eρ
[(
Γnt (f)
)2] ≤ c{ tℓ
n
+
t2n
ℓ
}
for any t ≥ 0 and any ℓ ≥ ℓ0. If we take ℓ = n
√
t, we obtain the bound
Eρ
[(
Γnt (f)
)2] ≤ ct3/2, (5.7)
valid for any t ≥ ℓ20/n2. This last restriction comes from the restriction ℓ ≥ ℓ0. For
t ≤ ℓ2/n2 we observe that t2n ≥ t3/2ℓ0. This observation allows to use (5.6) in order
to extend (5.7) to any t ≥ 0. Since the process {Γnt (f); t ∈ [0, T ]} has stationary in-
crements, using Kolmogorov-Centsov’s compactness criterion we conclude that the se-
quence of processes {Γnt (f); t ∈ [0, T ]}n∈N is tight with respect to the uniform topology
in D([0, T ];R). Let {Γt(f); t ∈ [0, T ]} be a limit point of {Γnt (f); t ∈ [0, T ]}n∈N. Without
loss of generality, we can assume that the limit process Γt(f) is defined in the same
probability space on which the process {Yt; t ∈ [0, T ]} is defined. Recall that L2-upper
bounds are preserved by convergence in distribution. Therefore, from (5.1) we conclude
that
Eρ
[(
Γt(f)− ϕ′f (ρ)Zεt
)2] ≤ ctε.
In particular, we conclude that {Γt(f); t ∈ [0, T ]} has the same finite-dimensional dis-
tributions of {ϕ′f(ρ)Zt; t ∈ [0, T ]}, which finishes the proof of Theorem 2.5.
5.3. Quadratic fields and the proof of Theorem 2.2. In this section we prove The-
orem 2.2, starting from the second-order Boltzmann-Gibbs principle stated in Theorem
4.2. We will need the following energy estimate (proved in Corollary 3.11 of [17]):
2Up to the end of this section, we denote by c any constant which depends only on f and ρ. This constant
may change from line to line.
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Proposition 5.2. Under the hypothesis of Theorem 4.2,
Eρ
[(∫ t
0
∑
x∈Z
τx
(
f(ηs)− ψf (ℓ; ηs)
)
hxds
)2]
≤ ctℓ
∑
x∈Z
h2x. (5.8)
The spirit of the proof of Theorem 2.2 is basically the same of the proof of Theorem
2.1. For x ∈ Z, ℓ ∈ N and η ∈ Ω, let us define ηℓ(x) = τxηℓ = ℓ−1
∑ℓ
i=1 η(x + i). In other
words, ηℓ(x) is the average density of particles on the interval {x+1, ..., x+ ℓ}. For each
ε > 0 and each n ∈ N, let us define the field {An,εt ; t ∈ [0, T ]} as the S ′(R)-valued process
given by
An,εt (u) =
1
n2
∫ tn2
0
∑
x∈Z
((
ηεns (x)− ρ
)2 − χ(ρ)
εn
)
u(x/n)ds
for any test function u ∈ S(R) and any t ∈ [0, T ]. Recall the definition of the process
{Aεt ; t ∈ [0, T ]} given in (2.3). Since ε > 0 is fixed, the convergence of the density field
{Ynt ; t ∈ [0, 1]} ensures that
lim
n→∞
An,εt = Aεt
in the sense of finite-dimensional distributions. Using triangle’s inequality and (4.1)
we obtain the following bound:
Eρ
[(An,εt (u)−An,δt (u))2] ≤ c{tε+ t2δ2n
} 1
n
∑
x∈Z
u(x/n)2
for any 0 < δ < ε, any t ∈ [0, T ] and any u ∈ S(R). Taking the limit as n→∞, we obtain
that
E
[(Aεt (u)−Aδt (u))2] ≤ cεt‖u‖2 (5.9)
for any 0 < δ < ε and any t ∈ [0, T ]. This inequality is what we call the energy es-
timate for the process {Yt; t ∈ [0, T ]}. Notice that {Aεt ; ε > 0} is a Cauchy sequence
in L2(P). In particular, for each fixed t ∈ [0, T ] and u ∈ S(R) the random variable
At(u) = limε→0Aεt (u) is well defined. Notice that this does not imply the existence of
the process {At; t ∈ [0, T ]}, neither the convergence of Aεt to At at the process level.
However, if we prove that the sequence of processes {Aεt ; t ∈ [0, T ]}ε>0 is tight, then the
existence and uniqueness of the process {At; t ∈ [0, T ]} will be guaranteed. In order to
prove tightness of a sequence of S ′(R)-valued processes, the following criterion, known
as Mitoma’s criterion is very useful.
Proposition 5.3 (Mitoma’s criterion [24]). The sequence {Aεt ; t ∈ [0, T ]}ε>0 is tight
with respect to the uniform topology of C([0, T ];S ′(R)) if and only if for any u ∈ S(R), the
sequence {Aεt (u); t ∈ [0, T ]}ε>0 is tight with respect to the uniform topology of C([0, T ];R).
Using the Cauchy-Schwarz inequality and the stationarity of the process Yt, we
obtain the simple bound
E
[Aδt (u)2] ≤ ct2δ−1‖u‖2
for any t ∈ [0, T ] and any δ > 0. Taking δ = √t in this estimate and in the energy
estimate (5.9) we obtain the bound
E
[Aεt (u)2] ≤ ct3/2
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for any t ≥ ε2. For t ≤ ε2, we observe that t2 ≤ εt3/2, which extends the bound for
any t ∈ [0, T ]. Since the process Aεt (u) has stationary increments, using Kolmogorov-
Centsov’s compactness criterion (see Problem 2.4.11 of [20]) we conclude that the se-
quence {Aεt (u); t ∈ [0, T ]}ε>0 is tight, which finishes the proof of Theorem 2.2.
5.4. Proof of Theorem 2.6. In this section we prove Theorem 2.6. We start proving
that the sequence {Λn,ft ; t ∈ [0, T ]}ε>0 is tight. By Mitoma’s criterion (stated in Propo-
sition 5.3), it is enough to show that {Λn,ft (u); t ∈ [0, T ]}ε>0, for u ∈ S(R) is tight. Recall
that Var(ψf (ℓ); νρ) ≤ c/ℓ2. By the Cauchy-Schwarz inequality,
Eρ
[(∫ t
0
∑
x∈Z
ψf (ℓ; ηs)hxds
)2]
≤ t2
∫ (∑
x∈Z
ψf (ℓ)hx
)2
dνρ ≤ ct
2
ℓ
∑
x∈Z
h2x.
This estimate combined with the energy estimate (5.8) gives
Eρ
[
Λn,ft (u)
2
] ≤ c{ tℓ
n
+
t2n
ℓ
} 1
n
∑
x∈Z
u(x/n)2.
The sum n−1
∑
x∈Z u(x/n)
2 converges to ‖u‖2, so it is bounded in n. Choosing ℓ = n√t,
we show that
Eρ
[
Λn,ft (u)
2
] ≤ c(ρ, f, u)t3/2 (5.10)
as long as t > ℓ20/n
2. When t < ℓ20/n
2 we use the bound
Eρ
[
Λn,ft (u)
2
] ≤ t2 ∫ (∑
x∈Z
(
τxf − ϕf (ρ)
)
u(x/n)
)2
dνρ
≤ ct2
∑
x∈Z
u(x/n)2 ≤ ct3/2 1
n
∑
x∈Z
u(x/n)2,
which extends (5.10) to any t ∈ [0, T ]. Once more, stationarity of ηt and Kolmogorov-
Centsov’s compactness criterion show tightness of the sequence {Λn,ft (u); t ∈ [0, T ]}ε>0,
for u ∈ S(R). We conclude that the sequence {Λn,ft ; t ∈ [0, T ]}ε>0 is tight in C([0, T ];S ′(R)}.
Let {Λft ; t ∈ [0, T ]} be a limit point of {Λn,ft ; t ∈ [0, T ]}ε>0. Using the second-order
Boltzmann-Gibbs principle at time tn2 with ℓ = εn, we see that
Eρ
[(
Λn,ft (u)−
ϕ′′f (ρ)
2
An,εt (u)
)2]
≤ c
{
εt+
t2
ε2n
} 1
n
∑
x∈Z
u(x/n)2.
Taking the limit n→∞, we obtain that
Eρ
[(
Λft (u)−
ϕ′′f (ρ)
2
Aεt (u)
)2]
≤ cεt‖u‖2.
Taking now the limit ε → 0, we conclude that Λft has the same finite-dimensional
distributions of the process
ϕ′′f (ρ)
2 At and therefore they are equal in distribution. This
finishes the proof of Theorem 2.6.
6. ADDITIVE FUNCTIONALS OF THE EXCLUSION PROCESS
In this section we explain how to extend the proofs of the main theorems for two type
of non-reversible processes: the mean-zero exclusion process and the weakly asymmet-
ric exclusion process.
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6.1. The mean-zero exclusion process. The mean-zero, non-symmetric exclusion
process ηt introduced in Section 2.2 is perhaps the simplest example of a diffusive,
non-reversible, non-gradient system. The adjective “diffusive” comes from the fact that
the evolution of the density of particles for this model is non-trivial under a diffusive
scaling of time. As discussed in Section 2.2, the invariant measures are non-reversible
for ηext since we are assuming that p(·) is not symmetric. Let us define the density
fluctuation field {Ynt ; t ∈ [0, T ]} like in Section 2.4. The following result is not stated
anywhere, but it can be proved following the methods in [10] and using the formula for
the diffusion coefficient D(ρ) given in [33]:
Proposition 6.1 ([9, 27]). The process {Ynt ; t ∈ [0, T ]} converges in distribution with
respect to the J1-Skorohod topology of D([0, T ],S ′(R)) to the stationary solution of the
infinite-dimensional Ornstein-Uhlenbeck equation
dYt = D(ρ)∆Ytdt+
√
2D(ρ)χ(ρ)∇dMt.
Notice that the definition of the H−1-norm stated in (3.3) is insensitive to the asym-
metric part of the dynamics. More precisely, we have the identity
‖f‖2−1 = sup
g local
{
2〈f, g〉ρ − 〈g,−Sg〉ρ
}
,
where S = (L + L∗)/2 is the symmetric part of the generator L. Due to the product
structure of the invariant measure νρ, the operator S is easy to compute. In fact, S cor-
responds to the generator of a exclusion process associated to the probability measure
ps : Z \ {0} → [0, 1] defined as ps(z) = (p(z) + p(−z))/2. The spectral gap inequality
stated in Proposition 3.4 can be easily proved using a comparison argument and the
irreducibility of p(·). Since the proof of Theorems 2.4, 2.5 and 2.6 only rely on Kipnis-
Varadhan’s inequality and the convergence of the density fluctuation field to the cor-
responding Ornstein-Uhlenbeck process, those theorems generalize to the mean-zero
exclusion process straightforwardly.
6.2. Weakly asymmetric exclusion process. The weakly asymmetric exclusion pro-
cess is not a process, but rather a sequence of processes indexed by the scaling param-
eter n. Let {an;n ∈ N} be a sequence of numbers converging to 0 as n → ∞. For each
n ∈ N large enough, let us define the probability measure pn(·) as
pn(z) =


1
2 (1 + an), x = 1
1
2 (1− an), x = −1
0, x 6= ±1.
Let us consider the exclusion process {ηext ; t ≥ 0} associated to pn(·). Although we
will not write it explicitly, the process {ηext ; t ≥ 0} is actually a sequence of processes
indexed by n. Of course, if an ≡ 0, the process {ηext ; t ≥ 0} is just the lattice gas process
defined in Section 2.1 with r ≡ 1/2 and therefore Theorems 2.4, 2.5, 2.6 apply to this
process. It is natural to ask under which conditions on {an}n∈N Theorems 2.4, 2.5 and
2.6 are still valid for the sequence of processes {ηext ; t ∈ [0, T ]}. It turns out that there
are two regimes under which this question can be answered in a satisfactory way.
The first regime is the following. Let us assume that there is a constant a ∈ R such
that limn→∞ nan = a. In order to describe the scaling limit of the density field in this
situation, we need to introduce the infinite-dimensional Ornstein-Uhlenbeck process
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with drift. Recall the notations introduced in Section 2.3. For D, σ > 0 and v ∈ R
we say that a process {Yt; t ∈ [0, T ]} is a solution of the infinite-dimensional Ornstein-
Uhlenbeck equation
dYt = D∆Ytdt+ a∇Ytdt+ σ∇dMt
if for any smooth trajectory t 7→ ut from [0, T ] to S(R), the process
Yt(ut)− Y0(u0)−
∫ t
0
Ys((∂s +D∆− a∇)us)ds
is a martingale of quadratic variation σ2
∫ t
0
‖∇us‖2ds. The following proposition has
been proved in [8], [12] and [15]:
Proposition 6.2. Fix ρ ∈ (0, 1). Suppose that ηex0 is distributed according to νρ. Let
{Ynt ; t ∈ [0, T ]} be the density field defined on u ∈ S(R) as
Ynt (u) =
1√
n
∑
x∈Z
(
ηextn2(x)− ρ
)
u(x/n). (6.1)
The process {Ynt ; t ∈ [0, T ]} converges in distribution with respect to the J1-Skorohod
topology ofD([0, T ],S ′(R)) to the stationary solution of the infinite-dimensionalOrnstein-
Uhlenbeck equation
dYt = 1
2
∆Ytdt+ a(1− 2ρ)∇Ytdt+
√
χ(ρ)∇dMt. (6.2)
When a = 0 or ρ = 1/2, this proposition is just saying that the scaling limit of the
density field is not affected by a small asymmetry (that is, when nan → 0 as n → ∞,
or when nan is bounded if ρ = 1/2). When a 6= 0, we see that 1/n is the exact order
of magnitude of the asymmetry for which it appears a non-trivial modification of the
scaling limit. Notice that independently of the value of an,
psn(z) =
{
1
2 , x = ±1
0, x 6= ±1.
In particular, following the arguments presented in Section 6.1, Theorems 2.4, 2.5 and
2.6 and suitable modifications of Theorems 2.1, 2.2 hold true for the weakly asymmetric
exclusion process and for the Ornstein-Uhlenbeck process with drift. Here we just
state Theorems 2.1 and 2.5 for the infinite-dimensional Ornstein-Uhlenbeck process
with drift and the weakly asymmetric exclusion process.
Theorem 6.3. Let {Yt; t ∈ [0, T ]} be the stationary solution of (6.2). For ε ∈ (0, 1) and
t ∈ [0, T ], define Zεt as
Zεt =
∫ t
0
Ys(iε)ds.
Then the sequence of processes {Zεt ; t ∈ [0, T ]}ε converges in distribution with respect
to the uniform topology of C([0, T ];R) as ε → 0, to a Gaussian process {Zt; t ∈ [0, T ]} of
stationary increments, satisfying
E
[Z2t ] = χ(ρ)
√
2
π
∫ t
0
(t− s)e−(a(1−2ρ))2s/2√
s
ds.
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Theorem 6.4. Fix ρ ∈ (0, 1). Let us assume that ηex0 is distributed according to νρ. The
process {Γnt ; t ∈ [0, T ]} defined as
Γnt =
1
n3/2
∫ tn2
0
(ηexs (0)− ρ)ds
converges in distribution with respect to the uniform topology in C([0, T ],R) to the pro-
cess {Zt; t ∈ [0, T ]} defined in Theorem 6.3.
6.3. Weakly asymmetric exclusion process and KPZ equation. In the previous
section, we showed how to obtain the scaling limit of additive functionals of a weakly
asymmetric exclusion process. Notice that when ρ = 1/2, the processes appearing in
Proposition 6.2 and Theorems 6.3, 6.4 are the same appearing in the symmetric case.
In other words, the introduction of a weak asymmetry does not change the scaling
limits of the density of particles and of the occupation time. Therefore, it makes sense
to ask whether a slower decay of the asymmetry (that is, a stronger weak asymmetry)
will change the limiting processes. It turns out that for density ρ = 1/2, the relevant
scaling of the asymmetry is 1/
√
n instead of 1/n. Let us assume in this section that
ρ = 1/2 and that there is a constant a ∈ R such that √nan → a as n → ∞. The
following theorem has been proved in [6] (see also [1], [17]):
Proposition 6.5. Fix ρ = 1/2. Suppose that ηn0 is distributed according to νρ and
suppose that limn→∞
√
nan = a ∈ R. Define the density field {Ynt ; t ∈ [0, 1]} as in (6.1).
Then the process {Ynt ; t ∈ [0, 1]} converges in distribution with respect to the J1-Skorohod
topology of D([0, T ];S ′(R)) to the stationary Hopf-Cole solution of the stochastic Burgers
equation
dYt = 1
2
∆Ytdt+ a
(∇Yt)2dt+√χ(ρ)∇dMt. (6.3)
We refer to [6] for a detailed discussion about Hopf-Cole solutions of (6.3). Equation
(6.3) corresponds to the formal gradient of the so-called KPZ equation. We refer to [17]
for a more detailed discussion. Of course we use the additional adjective “stationary”
meaning that the fixed-time distributions of {Yt; t ∈ [0, T ]} are independent of t.
For the stationary solution {Yt; t ∈ [0, T ]} of the stochastic Burgers equation (6.3),
Theorems 2.2 and 2.6 were proved in [17]. Notice that the proof of Theorem 2.1 is
robust in the sense that it only requires the local Boltzmann-Gibbs principle and the
convergence of the density field. Therefore, Theorem 2.1 also holds for the stationary
solution of the stochastic Burgers equation (6.3). This fact is a novelty in the literature,
and we state it as a theorem:
Theorem 6.6. Let {Yt; t ∈ [0, T ]} be the stationary Hopf-Cole solution of the stochastic
Burgers equation (6.3). For ε > 0, let us define
Zεt =
∫ t
0
Ys(iε)ds.
Then there exists a real-valued process {Zt; t ∈ [0, T ]} such that {Zεt ; t ∈ [0, T ]} converges
in distribution with respect to the uniform topology of C([0, T ];R) to {Zt; t ∈ [0, T ]}.
The analog of Theorem 2.5 also holds for the process {Yt; t ∈ [0, T ]}:
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Theorem 6.7. Let f : Ω→ R a local function with ϕf (1/2) = 0. The process {Γnt (f); t ∈
[0, T ]} defined as
Γnt (f) =
1
n3/2
∫ tn2
0
f(ηs)ds
converges in distributionwith respect to the uniform topology of C([0, T ];R) to the process
{ϕ′f (1/2)Zt; t ∈ [0, T ]}, where Zt is the process defined in Theorem 6.6.
Remark 6.8. In this section we chose ρ = 1/2 because in this case the drift of the
Ornstein-Uhlenbeck process appearing in Proposition 6.2 vanishes. When the drift
does not vanish, we can perform a Galilean transformation of the density field in such
a way that, under the new reference system, the fluctuations of the density are gov-
erned by a driftless Ornstein-Uhlenbeck process. Under this new system of reference,
Proposition 6.5 and Theorems 6.6, 6.7 also hold (see Section 2.2 of [17]).
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