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Re´sume´
Ces travaux s’inte´ressent aux questions de transports non stationnaires et de trans-
ferts stationnaires de chaleur et de masse par convection-diffusion au sein de ge´ome´tries
complexes.
Par complexe, nous entendons d’une part pour le transport que le fluide est convecte´
au sein d’une cavite´ de section quelconque lentement variable dans la direction longitu-
dinale, c’est a` dire ayant des variations longitudinales grandes devant hauteur et lar-
geur moyennes. Nous conside´rons d’autre part le transfert au sein de domaines non-
axisyme´triques dans lesquels sont plonge´s un ou plusieurs tubes ou` le fluide porteur
s’e´coule .
Pour ce qui concerne le transfert, ce travail a consiste´ a` montrer comment e´tendre le
principe, valider l’utilisation, et illustrer l’efficacite´ d’une de´composition en mode de
Graetz pour la pre´diction des e´changes dans des configurations re´alistes d’e´changeurs.
Cette de´composition permet de formuler le proble`me initial 3D comme un proble`me aux
valeurs propres ge´ne´ralise´es en 2D dont la re´solution nume´rique est drastiquement moins
couˆteuse.
Nous ge´ne´ralisons la notion de mode de Graetz a` des conditions aux limites late´rales
quelconques et, en particulier pour le cas d’e´changeurs e´quilibre´s ou` nous avons mis en
e´vidence un nouveau mode line´airement variables dans la direction longitudinale.
Nous mettons en oeuvre le calcul de ces modes de Graetz dans le cas de configurations
semi-infinies pour traiter, par exemple, des configurations transversalement pe´riodiques
(types plancher chauffant) et montrons qu’un faible nombre de modes suffit pour donner
une tre`s bonne approximation des transferts.
Dans le cas d’e´changeurs finis couple´ avec des tubes en entre´e/sortie, nous montrons
comment de´terminer les amplitudes des modes de Graetz dans les diffe´rents domaines
par la minimisation d’une fonctionnelle associe´e aux conditions d’entre´e sorties retenues.
Ces modes permettent l’e´tude parame´trique syste´matique des champs de tempe´rature,
des flux de chaleurs entre les domaines fluides et solides ainsi que des rendements ther-
miques d’un e´changeur a` deux tubes. Nos re´sultats indiquent que la longueur d’e´change
caracte´ristique est gouverne´e par le premier mode de Graetz ge´ne´ralise´ a` grand nombre
de Pe´clet. Nous montrons aussi, en particulier, qu’un e´changeur syme´trique posse`de un
spectre syme´trique, et une e´volution amont/aval syme´trique.
Dans le cas de la dispersion de Taylor, nous avons e´tabli une forme conservative 3D
des e´quations de dispersion de Taylor en ge´ome´trie variable ge´ne´ralisant le cas 2D de´ja`
connu. Nous avons ensuite imple´mente´ en e´le´ments finis puis valide´ nume´riquement ces
e´quations de dispersion en 2D et 3D. Nous montrons que les variations longitudinales 3D
de la cavite´ peuvent conside´rablement augmenter la dispersion longitudinale.
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Abstract
This work interest is about stationary transfer and non-stationary transport by convection-
diffusion onto complex geometries.
For transport issues, complex refers to convection into flattened cavity of arbitrary trans-
verse shape, slowly varying along the longitudinal direction. In the context of transfer,
complex refers to non-axisymmetric domains of arbitrary transverse shape along which
one or several parallel tubes convect heat or mass.
For the transfer problem, this work extends the principle, validates the use, and illus-
trates the efficiency of Graetz modes decompositions for exchanges prediction in realistic
exchangers configurations. This decomposition permits to formulate the initial 3D problem
as a generalysed 2D eigenvalue problem, the numerical evaluation of which is drastically
reduced.
We generalyze Graetz modes solutions for arbitrary applied lateral boundary conditions.
In the particular case of balanced exchangers, we bring to the fore a new neutral mode
whose longitudinal variations are linear as opposed to classical Graetz modes displaying
exponential decay. The numerical computation of those modes for semi-infinite configura-
tions with lateral periodic boundary conditions shows that a few number of those provides
a very good approximation for exchanges.
In the case of finite exchangers coupled with inlet/oulet tubes, we show how to evaluate
the amplitudes of Graetz modes in the various domains (inlet, exchanger, outlet) from
functional minimization associated with input/output boundary conditions. The evalua-
tion of these amplitudes permit a systematic parametric study of temperature fields, heat
fluxes between fluid and solid, and hot/cold performance of a couple-tube exchanger. Our
results indicate that the typical exchange length is governed by the first Graetz mode at
large Pe´clet number. We also show that a symmetric exchanger has a symmetric spectrum
and a upward/backward symmetric evolution.
In the case transport we elaborate theoretically the conservative form of 3D Taylor disper-
sion equations into variable cavities which generalyzes the framework already known in
2D. We numerically implement these averaged dispersion equations with finite element,
and validate in 2D the obtained results. We show that 3D longitudinal variations of a
cavity has a strong impact on the longitudinal dispersion.
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1.1 Introduction ge´ne´rale
Dans ces travaux de the`se nous allons nous inte´resser aux proble`mes de transports de
chaleur et de masse par couplage de phe´nome`nes convecto-diffusifs en re´gime stationnaire
et instationnaire dans des ge´ome´tries complexes. Pour cela, nous avons partage´ notre
travail en deux parties. La premie`re, plus importante, constituant la majeure partie de
ma the`se, porte sur le proble`me de Graetz ge´ne´ralise´ qui concerne le transfert de chaleur
en re´gime stationnaire. La seconde partie, plus re´duite, fait suite a` mon travail en Master
2 Recherche et porte sur le phe´nome`ne de dispersion de Taylor qui traite des proble`mes
de transports en re´gime instationnaire.
Ces deux proble`mes sont diffe´rents, mais ils ont cependant des points communs. Tout
d’abord, ceux sont tous les deux des proble`mes de transport qui font intervenir un cou-
plage entre les phe´nome`nes convectifs et diffusifs. De plus pour ces deux proble`mes, les
configurations ge´ome´triques sont complexes.
En effet, d’une part, dans le cas du proble`me de Graetz nous allons conside´rer des
ge´ome´tries tridimensionnelles tubulaires dans lesquels des transferts couple´s s’effectuent
entre un solide et un fluide, dans des configurations non-axisyme´triques, possiblement
complique´es et de contour quelconque.
D’autre part, pour le transport instationnaire associe´ au phe´nome`ne de dispersion de Tay-
lor, nous conside´rons des cavite´s tridimensionnelles de forme quelconque et pas force´ment
invariantes dans la direction de l’e´coulement moyen, comme cela a souvent e´te´ le cas dans
la litte´rature et comme nous le discuterons plus loin. Cette complexite´ ge´ome´trique ap-
pelle des me´thodologies adapte´es pour simplifier, mode´liser et approximer les phe´nome`nes
de transfert.
La me´thodologie que nous allons utiliser, dans les deux cas, consiste a` rechercher une
re´duction de dimensions spatiales permettant de ramener l’e´tude de proble`mes tridimen-
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sionnels a` des formulations bidimensionnelles. Cette re´duction de dimensionnalite´ permet,
dans les deux cas, de mener des e´tudes parame´triques syste´matiques via la re´solution
nume´rique de proble`mes imple´mente´s en e´le´ments finis avec le code FreeFem++, avec une
grande souplesse et un couˆt de calcul modeste.
Cependant cette re´duction de dimension n’est pas effectue´e avec les meˆmes me´thodes
et les meˆmes conse´quences dans les deux cas.
Dans le cas du transport stationnaire en ge´ome´tries paralle`les, les modes de Graetz,
qui sont des solutions exactes de proble`mes invariants dans la direction longitudinale, per-
mettent d’e´tablir analytiquement la de´pendance longitudinale de la solution. Par exemple,
dans le proble`me initial de Graetz dans un tube, qui conside`re le transfert stationnaire
dans un tube isole´ dont le profil de vitesse est parabolique et en ne´gligeant la diffusion lon-
gitudinale, nous verrons que la solution du champ de tempe´rature posse`de une de´pendance
exponentiellement de´croissante suivant la coordonne´e longitudinale. Cette caracte´ristique
permet de traiter ce proble`me d’une fac¸on bidimensionnelle, puisque l’e´tude des fonctions
propres se restreint alors a` une coupe dans la ge´ome´trie tubulaire conside´re´e.
De manie`re ge´ne´rale, nous allons voir que cette re´duction bidimensionnelle est possible
dans le cadre d’une repre´sentation mathe´matique comple`te de la solution meˆme si, en pra-
tique, seul un nombre de modes fini peut eˆtre conside´re´. Il y aura donc une approximation
de la solution the´orique par troncature des modes spatiaux.
Dans le cas de la dispersion de Taylor, une large litte´rature (que nous de´taillerons plus
loin) a montre´ que les e´quations moyennes que nous e´tablissons au chapitre 5 ne sont va-
lables qu’aux temps longs. Des travaux re´cents [1], dont la discussion de´taille´e de´passent
largement le cadre de cette introduction, ont cependant montre´ que dans des configura-
tions simples (un tube), la description aux temps longs utilise´e par Taylor [2] peut eˆtre
justifie´e dans le cadre des the´ories de la re´duction a` la varie´te´ centrale, impliquant la
troncature de modes rapides ”esclaves” pour de´crire pre´fe´rentiellement l’e´volution lente
d’un mode ”maitre”. Cette troncature des modes temporels est une justification re´cente
de la de´rivation initiale de Taylor qui apporte un lien me´thodologique aux deux approches
distinctes pre´sente´es dans cette the`se. Elle permet de mieux appre´hender la validite´, sou-
vent e´voque´e, rarement justifie´e, de l’approximation ”aux temps longs” des e´quations de
dispersion de Taylor.
Cependant, nous ne de´velopperons pas plus loin ce paralle`le, et travaillerons, sur les
deux proble`mes avec deux approches distinctes, chacune adapte´e au contexte conside´re´.
Concernant le proble`me de dispersion, nous allons ainsi utiliser l’approximation de
Taylor qui consiste a` de´composer les grandeurs physiques (vitesse, concentration) en
moyenne (suivant la coordonne´e qui de´crit la hauteur de la cavite´ dans laquelle se dis-
perse le traceur) et fluctuation. Les e´quations moyennes de´rive´es ”a` la Taylor” portent
sur des quantite´s qui ne de´pendent plus que des coordonne´es transversales, et peuvent
permettre de de´terminer l’e´volution spatio-temporelle 2D+temps de la concentration
moyenne. Cette re´duction 3D+temps → 2D+temps permet un gain de temps important
lors de la re´solution nume´rique. En effet, les e´quations moyennes obtenues pre´sentent un
caracte`re ge´ne´rique, de sorte que diffe´rentes configurations ge´ome´triques, conditions li-
mites, re´gimes hydrodynamiques peuvent eˆtre explore´s par le balayage syste´matique des
diffe´rentes gammes de parame`tres.
La suite de cette introduction de´taille le contexte bibliographique pre´cis de ce travail
sur chacun de ces deux sujets. En dernie`re partie de cette introduction, nous aborderons
l’organisation du manuscrit.
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1.2 Contexte bibliographique du transfert couple´ sta-
tionnaire
Une grande partie de ces travaux de the`se concerne l’e´tude du proble`me de Graetz
dans le but de la mode´lisation des e´changeurs thermiques convectifs. Les e´changeurs ther-
miques sont omnipre´sents dans de nombreux processus industriels ou` la chaleur doit eˆtre
re´cupe´re´e, ou bien inversement, transfe´re´e d’un fluide a` un autre. Les applications as-
socie´es sont le chauffage ou le refroidissement de syste`mes, mais aussi d’autres proce´de´s
tels que la pasteurisation, la cristallisation, la distillation, l’agre´gation ou la se´paration de
substances [3–5]. De fac¸on similaire, les e´changeurs de matie`res et de chaleurs sont im-
portants au sein d’organes biologiques comme les reins et les muscles mais aussi pour des
applications biotechnologiques telles que les appareils d’he´modialyses [6], d’he´mofiltrations
ou bien dans les syste`mes d’oxyge´nation extra-corporelle.
Autant pour les e´changeurs de matie`re que dans le contexte thermique, les e´changes
sont le re´sultat d’un processus qui couple les phe´nome`nes de convection et de diffusion
n’impliquant aucun contact direct entre le fluide entrant et le fluide sortant pour des
raisons e´videntes de contaminations. Il est possible de trouver de nombreux exemples
industriels de tels appareils comme les radiateurs, les condensateurs, les e´vaporateurs,
les appareils de pre´chauffage de l’air, les cellules de refroidissement telles que les mem-
branes d’oxyge´nation extra-corporelle et les micro-filtreurs pour le sang [7]. On trouve
dans les e´changeurs une configuration ge´ne´rique, bien que non syste´matique, qui est celle
des e´coulements paralle`les. C’est cette classe d’e´changeurs que nous allons conside´rer, avec
l’hypothe`se ou` il n’y a pas de variations longitudinales de la vitesse le long de l’e´changeur.
Ce type d’e´changeurs a e´te´ e´tudie´ depuis longtemps par la communaute´ des ther-
miciens. Un important corpus de mode´lisation existe sur l’e´laboration et le design des
e´changeurs thermiques base´e sur des bilans locaux permettant de de´river des mode`les
uni-(ou parfois multi)-dimensionnels, comme longuement de´taille´ dans le livre [3]. Ce type
de me´thodes qui sont des ge´ne´ralisations multidimensionnelles de mode`les de re´sistances
thermiques locales n’ont cependant pas d’assise the´orique forte, bien qu’ils permettent
des dimensionnements utiles pour les applications et relativement efficaces. Ces mode`les,
sont a priori valides lorsque les parois solides entre les sections fluides convectives sont
peu e´paisses et sont parfois appele´s ”fin analysis method” dans la litte´rature. La pre´cision
me´diocre de leurs pre´dictions peut souvent eˆtre compense´e par le calage expe´rimental de
certains parame`tres [8, 9].
En dehors des pre´dictions propose´es dans ces mode`les, des travaux expe´rimentaux
ont aussi permis d’e´valuer directement l’effet des couplages transverses entre fluide et so-
lide. Dans le cadre de l’analyse du transfert dans les microcanaux avec diffe´rents e´le´ments
chauffants, des dimensions varie´es ainsi que des fluides porteurs diffe´rents ont e´te´ fabrique´s
et teste´s expe´rimentalement, comme de´taille´ en [8] ou dans les travaux de [10–15].
Depuis la fin des anne´es 1980 d’autres approches ont pris le relais, base´es sur le calcul
nume´rique des syste`mes complets parmi lesquels on peut par exemple citer [16–18]. Ces
travaux de simulations sont parfois mene´s en paralle`le avec des validations expe´rimentales
[19, 20]. Wesberg et al. [16] ont, par exemple, conside´re´ une simulation nume´rique 2D plei-
nement de´veloppe´e thermiquement et hydrodynamiquement, dans un microcanal. Fedorov
and Viskanta [17] ont effectue´ des calculs 3D sans l’approximation d’un re´gime pleinement
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de´veloppe´. Plus re´cemment, des simulations 3D par diffe´rences finies ont e´te´ mene´es [19]
afin de mode´liser les e´changes pour un canal de section rectangulaire. Le chauffage par le
bas du solide dans lequel est plonge´ ce canal est mode´lise´ par un flux uniforme. Les autres
conditions aux limites sont un flux late´ralement adiabatique, un profil de tempe´rature im-
pose´ en entre´e fluide, et des conditions de diffusions longitudinales nulles impose´es en sortie
fluide. Ces simulations ont e´te´ compare´es avec succe`s a` des mesures expe´rimentales en [19],
ce qui valide a posteriori l’inte´reˆt et la validite´ des conditions aux limites choisies. Des
hypothe`ses et re´sultats similaires ont aussi e´te´ obtenus dans des canaux paralle`les [14, 20].
Dans les deux cas [14, 19, 20], les profils de tempe´rature, le flux et le nombre de Nusselt (le
flux adimensionne´ par la tempe´rature moyenne) calcule´s montrent une variation rapide en
entre´e qui relaxe sur quelques sections des canaux fluides, dans la direction longitudinale,
vers une valeur constante. Ces re´sultats indiquent, par analogie avec le mode`le de Graetz,
qu’il semble aussi exister une distance longitudinale typique sur laquelle les principaux
e´changes se produisent dans ce type de configuration.
En effet, dans le mode`le de Graetz , il existe une infinite´ de modes de relaxation expo-
nentielle de la tempe´rature. Cependant, au bout d’une certaine distance de l’entre´e, seul
le premier mode de relaxation exponentielle de la tempe´rature persiste : c’est ce que l’on
appelle le re´gime pleinement de´veloppe´ de Graetz. On peut alors montrer que les e´changes,
dans le tube, vont aussi principalement s’effectuer sur une distance ` de l’ordre de l’inverse
de la premie`re valeur propre de Graetz ` ∼ 1/λ1. En pre´sence d’un chauffage uniforme
comme dans [19, 20], un transfert constant (et faible vis a` vis de qu’il peut eˆtre dans la
re´gion d’entre´e) va persister, dans la direction longitudinale, au-dela` de ` ∼ 1/λ1. Ainsi,
si l’analogie avec le proble`me de Graetz est correcte, la performance d’un e´changeur, sera
fortement relie´e au rapport entre la longueur longitudinale de celui-ci et une certaine lon-
gueur caracte´ristique qu’il faudrait eˆtre capable de calculer.
Un des principaux buts de ce travail de the`se est de montrer que cette analogie est parfai-
tement justifie´e, de de´tailler les raisons mathe´matiques qui justifient une telle extension,
de proposer les formulations nume´riques et d’imple´menter les me´thodes qui permettent de
calculer ces modes de Graetz ge´ne´ralise´s dans des configurations complexes d’e´changeurs.
Bien que des solutions nume´riques alternatives a` la de´composition spectrale en modes
de Graetz propose´es dans ce travail soient aujourd’hui possibles par des calculs 3D en
diffe´rences finies ou e´le´ments finis, il y a un avantage certain a` une telle approche. En
premier lieu, elle permet de re´duire la dimension du proble`me de 3D a` 2D. En second
lieu, elle apporte des informations cle´s sur les modes et longueurs caracte´ristiques qui
permettent a prioride beaucoup mieux anticiper les dimensionnements et optimiser des
e´changeurs complexes.
La recherche de configurations optimales pour les e´changeurs paralle`les est un proble`me
qui a attire´ l’attention de nombreux auteurs [3–6, 21–28] car elle a un inte´reˆt applicatif
fort. Cependant, la plupart de ces travaux recherchent des configurations optimales par
des e´tudes parame´triques syste´matiques, et pas par une optimisation nume´rique a` partir
du calcul de de´formations infinite´simales des configurations. L’e´tude parame´trique que
nous menons dans le chapitre 4 se fait d’ailleurs dans cet esprit. Mais il est inte´ressant
de mentionner que la de´composition en modes de Graetz ge´ne´ralise´s offre d’autres pers-
pectives pour l’e´laboration de strate´gies de de´formations plus modernes et performantes,
comme cela a e´te´ re´cemment e´tudie´ dans [29].
Dans des travaux pre´ce´dents, une de´composition similaire a` la de´composition de Graetz a
e´te´ utilise´e pour re´soudre des transferts stationnaires dans des e´changeurs [22, 30–32]. Ap-
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pliquer la de´composition de Graetz permet d’obtenir des solutions e´le´gantes et compactes.
De plus, la famille de modes exponentiellement de´croissants obtenue permet d’e´tablir une
hie´rarchie de ces modes dans le cas de configurations pleinement de´veloppe´es [30]. Cepen-
dant, il existe un certain nombre de limitations qui empeˆchent l’utilisation syste´matique
et intensive d’une telle de´composition dans le cas de configurations plus re´alistes :
1. Il est plus simple d’utiliser cette de´composition dans le cas de situations ou` les effets
convectifs dominent (le nombre de Pe´clet est e´leve´) [22, 30]
2. L’utilisation de cette de´composition a e´te´ restreinte a` des configurations bidimen-
sionnelles [22, 33] ou concentriques [30, 32, 33]
3. Cette configuration a e´te´ utilise´e seulement pour des conditions aux limites late´rales
impose´es de type Dirichlet constantes ou constantes par morceaux [31, 32] ou de
type Neumann homoge`ne adiabatique [30].
4. Les conditions d’entre´e/sortie sont ge´ne´ralement conside´re´es comme des champs de
tempe´rature uniforme [22, 30–32] sans pour autant conside´rer le possible couplage
entre les conditions d’entre´e et sortie.
La limitation (1) peut eˆtre de´passe´e en conside´rant le ”jeu” approprie´ de modes or-
thogonaux comme l’a note´ en premier [34], si bien que la diffusion axiale peut eˆtre incluse
dans le cas de proble`mes co-courant ou contre-courant. Ne´anmoins, la limitation (2) a e´te´
de´passe´e seulement re´cemment par [35] pour des e´changeurs infinis avec des conditions
late´rales de type Dirichlet ou bien encore dans le cas d’e´changeurs de taille finie par [36], la`
encore pour des conditions limites de type Dirichlet homoge`ne sur la surface externe solide.
Nous voulons par ces travaux contribuer a` surmonter la restriction (3). Dans le cha-
pitre 3, nous allons fournir la the´orie mathe´matique ne´cessaire pour permettre l’utilisation
de la de´composition de Graetz ge´ne´ralise´e pour des conditions late´rales quelconques.
Pour comprendre que la restriction (3) est importante pour les applications, il est inte´ressant
de mentionner que la litte´rature sur les ”heat-pipes” a conside´re´ un certain nombre de
conditions aux limites late´rales [32–34, 37–39].
Parmi celles-ci citons, un profil uniforme de tempe´rature dans les directions transverses
et longitudinales, ou bien un profil uniforme le long de la direction longitudinale seulement,
des conditions aux limites radiatives, un flux uniforme ou exponentiellement de´croissant
suivant la coordonne´e longitudinale. Il est inte´ressant de mentionner que cette dernie`re
condition au limite permet de prendre en compte une partie du couplage convecto-diffusif
entre le fluide et le solide, de´crit par les modes de Graetz pleinement de´veloppe´s qui sont
justement des solutions exponentiellement de´croissantes [40, 41].
Par conse´quent, chacune des conditions ne´cessite un traitement the´orique au cas par cas
sans aucun cadre the´orique ge´ne´raliste qui puisse de´crire le couplage complet entre la
convection au sein du fluide et la diffusion dans la partie solide.
Dans ce travail, nous taˆchons de fournir un tel cadre the´orique pour n’importe quel ”jeu”
de profil de tempe´rature prescrit ou de flux applique´ sur la frontie`re externe solide de
l’e´changeur. Ces travaux sont l’extension de deux pre´ce´dentes contributions qui ont per-
mis de ge´ne´raliser la de´composition standard de Graetz des modes propres a` n’importe
configuration possible suivant la direction transverse, tandis qu’il y a invariance longitu-
dinale, et qui sont de´taille´es au chapitre 2.
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1.3 Contexte bibliographique du transport instation-
naire et de la dispersion de Taylor
Le me´lange d’un traceur dans un e´coulement fluide confine´ au sein d’une cavite´ est re´gi
par le phe´nome`ne de dispersion de Taylor. Ce me´canisme de me´lange est le plus commun
pour ce genre de configurations. Il re´sulte de la combinaison des effets de la convection
longitudinale du fluide avec la diffusion mole´culaire du traceur par rapport a` la direction
transversale a` l’e´coulement. Comprendre et quantifier ce phe´nome`ne est important dans
la mesure ou` les applications faisant intervenir la dispersion d’une substance dans un
e´coulement au sein d’un canal ou d’une autre ge´ome´trie sont nombreuses et importantes :
microme´langeurs, micropompes, processus de se´paration tel que la chromatographie et
se´quenc¸age de l’ADN [42], convection de chaleur dans des canaux confine´s, transport de
nutriments dans les vaisseaux sanguins, dispersion dans les milieux poreux, propagation
d’un contaminant dans les nappes phre´atiques, e´coulement au sein de fracture...
G.I. Taylor fut l’un des premiers a` e´tudier le phe´nome`ne de dispersion d’un solute´ dans
un e´coulement stationnaire au sein d’un tube, mettant ainsi en e´vidence le phe´nome`ne
portant son nom [2]. De ces travaux ont e´merge´ un grand nombre d’e´tudes balayant
diffe´rentes configurations hydrodynamiques visant a` montrer l’impact sur la dispersion
du traceur au travers de son coefficient de dispersion effectif. Cette litte´rature est telle-
ment abondante qu’il serait utopique de viser a` l’exhaustivite´ bibliographique mais nous
tenterons plutoˆt de cibler notre attention sur les re´fe´rences les plus directement relie´es
a` nos pre´occupations. Ainsi, Aris ajouta a` l’e´coulement de base stationnaire utilise´ par
Taylor un e´coulement pulse´, et montre que l’oscillation change faiblement le coefficient
de dispersion [43] . Smith [44] conside`re, quand a` lui, l’influence de plusieurs modes os-
cillants. Il montre que le coefficient de dispersion apparent peut devenir ne´gatif quand
le temps de diffusion mole´culaire transverse est plus faible qu’une pe´riode d’oscillation.
Chatwin [45] traite e´galement le cas d’e´coulements oscillants. Il montre que le coefficient
effectif de diffusion est une fonction qui comprend des termes harmoniques en temps.
Ces derniers peuvent avoir un effet notable sur la dispersion dans des cas particuliers.
Bowden [46] s’inte´resse aux e´coulements cisaille´s en milieu ouvert dans le cas des mers et
oce´ans. Il montre que les courants de mare´e ge´ne`rent une diffusion effective horizontale par
combinaison des gradients verticaux des champs de vitesse et de la turbulence verticale.
Suivant les gradients de densite´ mis en jeu, cette dispersion peut eˆtre importante. D’autres
auteurs se sont inte´resse´s a` l’influence de la ge´ome´trie du domaine sur la dispersion du
traceur. Ainsi on retrouve de nombreux travaux portant sur des tubes [2, 43, 47, 48], des
canaux invariants longitudinalement [49, 50], [51] des canaux rectangulaires [52, 53] ou
des canaux longitudinalement variables [1]. Rosencrans [51] montre qu’il existe des confi-
gurations de canaux plats a` bord variables qui diminue la dispersion effective plutoˆt qu’ils
ne l’augmentent, contrairement a` l’effet souhaite´ de la dispersion de Taylor. On trouve
aussi nombre d’e´tudes sur des milieux poreux pe´riodiques parmi lesquelles [54, 55] ainsi
que sur des canaux convergents et divergents [1, 56, 57].
Certains travaux [49, 51] ont montre´ que des variations, meˆmes faibles, des bords exte´rieurs
du domaine transverses a` l’e´coulement pouvaient modifier fortement le coefficient effectif
de dispersion dans le cas d’un canal longitudinalement invariant. Cela peut eˆtre explique´
par les variations de la vitesse au sein des couches limites qui se de´veloppent pre`s des
parois. Comme le traceur est pie´ge´ dans ces zones de stagnation, il peut fortement aug-
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menter la queue de distribution de la concentration aux temps longs, donc influencer la
variance et donc la dispersion apparente.
Il apparaˆıt donc que les variations de l’e´paisseur d’un canal peut influer dans la dis-
persion du traceur et donc jouer un roˆle dans la dispersion de Taylor.
C’est dans ce cadre que s’inscrit cette contribution a` la dispersion de Taylor. Notre but est
de comprendre comment la dispersion longitudinale, et e´ventuellement la dispersion trans-
verse, peuvent eˆtre affecte´es par la forme variable d’un canal dont la section transverse,
et la hauteur varient dans la direction longitudinale.
1.4 Organisation du manuscrit
Dans ce document, nous allons privile´gier, dans la re´daction, la description des re´sultats
the´oriques et leurs applications nume´riques plutoˆt que la de´rivation mathe´matique comple`te
de ces re´sultats. Nous renvoyons le lecteur a` consulter les diffe´rents travaux e´tablissant
ces preuves qui sont re´dige´s dans les publications soumises ou` en cours de soumission en
fin des chapitres trois et quatre.
Le second chapitre a pour but de pre´parer les concepts et les outils qui seront utilise´s
dans les chapitres ulte´rieurs. Nous traitons, pour commencer, le proble`me de transfert
stationnaire dans un tube cylindrique que l’on appelle le proble`me de Graetz par une
discussion pre´cise de l’e´tat de l’art sur lequel ce travail est fonde´. Ceci nous permettra de
mettre en place le formalisme mathe´matique donnant, entre autre, l’expression du champ
de tempe´rature et les flux de chaleurs e´change´s dans des configurations tubulaires infinies,
semi-infinies et finies a` l’aide de ce que nous appellerons, par la suite, une repre´sentation
par de´composition sur les modes de Gaetz ge´ne´ralise´s. A la fin de ce second chapitre, nous
de´crirons la formulation variationnelle associe´e que nous avons imple´mente´e avec l’outil
e´le´ments finis FreeFem++.
Dans le troisie`me chapitre, nous montrons comment e´tendre l’utilisation des modes de
Graetz ge´ne´ralise´s a` des conditions late´rales ge´ne´rales impose´es a` la pe´riphe´rie des tubes,
en fixant des conditions de Dirichlet en entre´e/sortie. Des expressions the´oriques sont
e´tablies pour des conditions de Dirichlet et Neumann non homoge`nes. Une attention par-
ticulie`re est porte´e sur le cas Neumann homoge`ne. Ces e´tudes sont mene´es pour des tubes
infinis, semi-infinis et finis. La convergence nume´rique des solutions est e´tudie´e.
Dans le chapitre quatre nous e´tendons l’e´tude a` des conditions d’entre´e/sortie beaucoup
plus ge´ne´rales. Une nouvelle strate´gie pour le calcul des modes de Graetz ge´ne´ralise´s
est propose´e a` partir de la minimisation d’une fonctionnelle associe´e aux conditions
d’entre´e/sortie. On conside`re alors les configurations dans un ordre croissant de com-
plexite´, de la plus simple pour un e´changeur fini avec conditions aux limites impose´es au
bord, a` des couplages multiples avec des tubes amonts et avals. Le formalisme propose´
et les syste`mes line´aires qui en de´coulent sont de´taille´s a` chaque e´tape. La convergence
nume´rique est teste´e sur des cas de re´fe´rence axisyme´trique. La fin du chapitre montre l’ap-
plication de la me´thode a` un e´changeur contre-courant e´quilibre´ pour lequel nous mettons
en e´vidence la dominance du premier mode de Graetz ge´ne´ralise´ sur les variations longi-
tudinales. Enfin, une e´tude parame´trique syste´matique est mene´e a` la fois pour montrer
l’efficacite´ de la me´thode et pour explorer les caracte´ristiques comple`tes de l’e´changeur
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vis-a`-vis des conditions d’entre´es, des conditions hydrodynamiques, et des caracte´ristiques
physiques conside´re´es.
Le dernier chapitre aborde le phe´nome`ne de dispersion de Taylor dans des ge´ome´tries com-
plexes. Nous de´rivons les e´quations aux temps longs par l’approche classique de Taylor,
et discutons le cas 2D dans le cadre des pre´ce´dentes contributions de la litte´rature. Nous
imple´mentons ensuite les e´quations moyennes par une formulation e´le´ments finis dote´e
d’un sche´ma en temps du premier ordre. Nous validons le choix de discre´tisation spatio-
temporelle pour des ge´ome´tries bidimensionnelles. Enfin, nous montrons des re´sultats pour
le cas tridimensionnel.
20
Bibliographie
[1] G. Mercer and A. Roberts. A centre manifold description of contaminant dispersion
in channels with varying flow properties. SIAM J. Appl. Math, 50(6) :1547–1565,
1990.
[2] G. I. Taylor. Dispersion of a solute matter in solvent flowing slowly through a pipe.
Proc. R. Soc. London A, 219 :186–203, 1953.
[3] R. K. Shah and P. D. Sekulic´. Fundamentals of heat exchanger design. John Wiley
and Sons, New Jersey, 2003.
[4] C. D. Ho, H. M. Yeh, and W. Y. Yang. Improvement in performance on laminar
counterflow concentric circular heat exchangers with external refluxes. Int. J. Heat.
Mass. Trans., 45 :3559–3569, 2002.
[5] C. D. Ho, H. M. Yeh, and W. Y. Yang. Double-pass flow heat transfer in a circu-
lar conduit by inserting a concentric tube for improved performance. Chem. Eng.
Comm., 192 :237–255, 2005.
[6] C. Gostoli and A. Gatta. Mass transfer in a hollow fiber dialyzer. Journal of Mem-
brane Science, 6(0) :133 – 148, 1980.
[7] X. Chen, D. F. Cui, C. Chun Liu, and H. Li. Microfluidic chip for blood cell separation
and collection based on crossflow filtration. Sensors and Actuators B : Chemical,
130(1) :216 – 221, 2008.
[8] R. J. Phillips. Microchannel heat sinks, volume 2, pages 109–184. ASME Press, New
York, 1990.
[9] Y. Peles, A. Kosar, C. Mishra, C.-J. Kuo, and B. Schneider. Forced convective heat
transfer across a pin fin micro heat sink. Int. J. Heat. Mass. Trans., 48(17) :3615 –
3627, 2005.
[10] T. M. Harms, M. J. Kazmierczak, F. M. Cernerand, A. Holkeand, H. T. Henderso-
nand, J. Pilchowskiand, and K. Baker. Experimental investigation of heat transfer
and pressure drop through deep microchannels in a silicon substrate. In Proceedings
of the ASME Heat Transfer Division, pages 347–357. ASME Heat Transfer Division,
1997.
[11] M. M. Rahman and F. Gui. Experimental measurements of fluid flow and heat trans-
fer in microchannel cooling passages in a chip substrate. Adv. Electron. Packaging
ASME EEP-4, 54(12) :495–506, 1993.
[12] M. M. Rahman. Measurements of heat transfer in microchannel heat sinks. Interna-
tional Communications in Heat and Mass Transfer, 27(4) :495 – 506, 2000.
[13] K. Kawano, K. Minakami, H. Iwasaki, and M. Ishizuka. Micro channel heat ex-
changer for cooling electrical equipment. Appl. Heat Transfer Equip.Syst. Educ.,
ASMEHTD :173–180, 1998.
[14] P.-X. Jiang, M.-H. Fan, G.-S. Si, and Z.-P. Ren. Thermal-hydraulic performance of
small scale micro-channel and porous-media heat-exchangers. Int. J. Heat. Mass.
Trans., 44(12) :1039–1051, 2001.
[15] I. Tiselj, G. Hetsroni, B. Mavko, A. Mosyak, and E. Pogrebnyak. Effect of axial
conduction on the heat transfer in micro-channels. Int. J. Heat. Mass. Trans.,
47 :2551–2565, 2004.
[16] A. Weisberg, H. H. Bau, and J. N. Zemel. Analysis of microchannels for integrated
cooling. Int. J. Heat. Mass. Trans., 35 :2465–2474, 1992.
21
[17] A.G. Fedorov and R. Viskanta. Three-dimensional conjugate heat transfer in the
microchannel heat sink for electronic packaging. Int. J. Heat. Mass. Trans., 43 :399–
415, 2000.
[18] C. Hong, Y. Asako, and K. Suzuki. Convection heat transfer in concentric micro
annular tubes with constant wall temperature. Int. J. Heat. Mass. Trans., 54, number
= 12, pages = ”5242-5252”, year = 2011,.
[19] W. Qu and I. Mudawar. Experimental and numerical study of pressure drop and
heat transfer in a single-phase micro-channel heat sink. Int. J. Heat. Mass. Trans.,
45(12) :2549–2565, 2002.
[20] W. Qu and I. Mudawar. Analysis of three-dimensional heat transfer in microchannel
heat sinks. Int. J. Heat. Mass. Trans., 45(19) :3973–3985, 2005.
[21] J. Kragh, J. Rose, T.R. Nielsen, and S. Svendsen. New counter flow heat exchanger
designed for ventilation systems in cold climates. Energy and Buildings, 39 :1151–
1158, 2007.
[22] M. Vera and A. Li na´n. Laminar counter flow parallel-plate heat exchangers : Exact
and approximate solutions. Int. J. Heat. Mass. Trans., 53 :4885–4898, 2010.
[23] R. J. Nunge and W. N. Gill. An analytical study of laminar counter flow double-pipe
heat exchangers. AIChE J., 12 :279–289, 1966.
[24] R. J. Nunge and W. N. Gill. Analysis of heat or mass tranfer in some contercurrent
flows. Int. J. Heat. Mass. Trans., 8 :873–886, 1965.
[25] H. M. Yeh. Numerical analysis of mass transfer in double-pass parallel-plate dialyzers
with external recycle. Chem. Eng. Comm., 33 :815–821, 2009.
[26] J.-W. Tu, C.-D. Ho, and C.-J. Chuang. Effect of ultrafiltration on the mass-transfer
efficiency improvement in a parallel-plate countercurrent dialysis system. Desalina-
tion, 242 :70 – 83, 2009.
[27] H. M. Yeh. Mass transfer in cross-flow parallel-plate dialyzer with internal recycle
for improved performance. Chem. Eng. Comm., 198 :1366–1379, 2011.
[28] A. Iga, S. Nishiwaki, K. Izui, and M. Yoshimura. Topology optimization for ther-
mal conductors considering design-dependent effects, including heat conduction and
convection. int.
[29] F. De Gournay, J. Ferhenbach, and F. Plouraboue´. Shape optimization for the gene-
ralized graetz problem. Submitted to ESAIM : Control, Optimisation and Calculus
of Variations, 2012.
[30] C. D. Ho. An analytical study of laminar counterflow double-pass heat exchangers
with external refluxes. Chem. Eng. Comm., 43 :3263–3274, 2000.
[31] B. Weigand, M. Kanzamar, and H. Beer. The extended Graetz problem with piece-
wise constant wall heat flux for pipe and channel flows. Int. J. Heat. Mass. Trans.,
44 :3941–3952, 2001.
[32] B. Weigand and F. Wrona. The extended Graetz problem with piecewise constant
wall heat flux for laminar and turbulent flows inside concentric. Heat and Mass
Transfer, 39 :1432–1181, 2003.
[33] A. S. Telles and E.M. Queiroz. Solutions of the extended Graetz problem. Int. J.
Heat. Mass. Trans., 44 :471–483, 2000.
[34] E. Papoutsakis, D. Ramkrishna, and H-C. Lim. The extended Graetz problem with
Dirichlet wall boundary conditions. Appl. Sci. Res., 36 :13–34, 1980.
22
[35] C. Pierre and F. Plouraboue´. Numerical analysis of a new mixed-formulation for
eigenvalue convection-diffusion problems. SIAM J. Appl. Math, 70(3) :658–676, 2009.
[36] J. Fehrenbach, F. De Gournay, C. Pierre, and F. Plouraboue´. The generalized graetz
problem in finite domains. SIAM J. Appl. Math, 72(1) :99–123, 2012.
[37] R. K. Shah and A. L. London. Laminar Flow Forced Convection in Ducts. Academic
Press Inc., New York, 1978.
[38] B. Weigand and G. Gassner. The effect of wall conduction for the ex- tended
Graetz problem for laminar and turbulent channel flows. Int. J. Heat. Mass. Trans.,
50 :1097–1105, 2007.
[39] S. P. Mahulikar and C. P. Tso. A new classification for thermal development of fluid
flow in a circular tube. Proc. R. Soc. London A, 458 :669–682, 2002.
[40] L. Graetz. Uber die warmeleitungsfahigkeit von flussigkeiten. Annalen der Physik,
261 :337–357, 1885.
[41] W. Nusselt. Die abhangigkeit der warmeubergangszahl von der rohrlange. Z. Ver.
Deut. Ing., 54 :1154–1158, 1910.
[42] H. Bruss. Theoretical Microfluidics. Oxford University Press, 2008.
[43] R. Aris. On the dispersion of a solute in a fluid flowing through a tube. Proc. R.
Soc. London A, 235 :67–77, 1956.
[44] R. Smith. Longitudinal dispersion coefficients for varying channels. J. Fluid Mech.,
130 :299–314, 1983.
[45] P. C. Chatwin. On the longitudinal dispersion of passive contaminant in oscillatory
flows in tubes. J. Fluid Mech., 71 :513–527, 1975.
[46] K. F. Bowden. Horizontal mixing in the sea due to a shearing current. J. Fluid
Mech., 21 :83–95, 1965.
[47] R. Aris. On the dispersion of a solute in pulsating flow through a tube. Proc. R.
Soc. London A, 259 :370–376, 1960.
[48] P. C. Chatwin. The initial development of longitudinal dispersion in straight tubes.
J. Fluid Mech., 80(01) :33–48, 1977.
[49] A. Ajdari, N. Bontoux, and H. A. Stone. Hydrodynamic dispersion in shallow mi-
crochannels : the effect of cross-sectional shape. Anal. Chem., 78 :387–392, 2006.
[50] S. D. Watt and A. Roberts. The accurate dynamics modelling of contaminant dis-
persion in channel. SIAM J. Appl. Math, 55 :1016–1038, 1995.
[51] S. Rosencrans. Taylor dispersion in curved channels. SIAM J. Appl. Math, 57 :1216–
1241, 1997.
[52] P. C. Chatwin and P. J. Sullivan. The effect of aspect ratio on longitudinal diffusivity
in rectangular channels. J. Fluid Mech., 120 :347–358, 1982.
[53] M. R. Doshi, P. M. Daiya, and W. N. Gill. Three dimensional laminar dispersion in
open and closed rectangular conduits. Chemical Engineering Science, 33(7) :795 –
804, 1978.
[54] J. Rubinstein and R. Mauri. Dispersion and convection in periodic porous media.
SIAM J. Appl. Math, 46 :1018–1023, 1986.
[55] J. L. Auriault and P. M. Adler. Taylor dispersion in pourous media : Analysis by
multiple scale expansions. Advances in Water Resources, 18 :217–226, 1995.
23
[56] M. D. Bryden and H. Brenner. Multiple timescale analysis of taylor dispersion in
converging and diverging flows. J. Fluid Mech., 311 :343–359, 1986.
[57] K. P. Selverov and H. Stone. Taylor dispersion in channels with constrictions. Pre-
print, 2002.
24
Chapitre 2
E´tat de l’art et me´thodologie
Contents
2.1 Introduction au proble`me de Graetz classique . . . . . . . . . 25
2.2 Le proble`me physique . . . . . . . . . . . . . . . . . . . . . . . . 28
2.3 Le proble`me de Graetz ge´ne´ralise´ . . . . . . . . . . . . . . . . . 29
2.3.1 Reformulation . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.3.2 Application : cas d’un tube infini, condition late´rale Dirichlet de
type saut . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.4 Tubes semi-infinis et finis avec condition d’entre´e/sortie Di-
richlet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.4.1 Tubes semi-infinis . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.4.2 Tubes finis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.4.3 Calcul des modes de Graetz ge´ne´ralise´s . . . . . . . . . . . . . 35
Bibliographie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.1 Introduction au proble`me de Graetz classique
L’origine du proble`me de Graetz est l’e´tude de transferts de chaleur et l’e´tablissement
de profils de tempe´rature d’un e´coulement fluide laminaire en convection force´e dans une
conduite/tube en re´gime stationnaire [1], [2]. La tempe´rature de la paroi du tube est
diffe´rente de celle a` laquelle le fluide rentre, engendrant ainsi des e´changes thermiques
entre le fluide et la paroi. De plus, dans l’approximation historique de Graetz, la diffusion
de la chaleur dans la direction de l’e´coulement est ne´glige´e. Dans cette configuration on
parle alors du proble`me de Graetz classique, relatif a` des ge´ome´tries axisyme´triques (plans
paralle`les, tubes).
Il existe deux de´clinaisons de cette forme classique, permettant ainsi de mode´liser des
proble`mes de transferts de chaleur dans des cas applicatifs plus complexes.
La premie`re est celle ou` l’on ne peut plus ne´gliger la conduction thermique axiale. Le
nombre de Pe´clet de l’e´coulement est alors modeste (typiquement de l’ordre de l’unite´),
et les effets conductifs ne peuvent plus eˆtre ne´glige´s compare´s aux effets convectifs dans
les transferts thermiques. C’est par exemple le cas de me´taux liquides, employe´s dans
l’industrie side´rurgique durant les processus de formages, qui sont fortement visqueux et
donc peu convecte´s. On parle alors de proble`me de Graetz e´tendu [3] [4] [5].
La seconde est celle ou` l’on juxtapose plusieurs tubes les uns a` coˆte´ des autres, se´pare´s par
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un domaine solide, dans lesquels s’e´coulent des fluides qui peuvent aller dans le meˆme sens
ou dans des directions oppose´es. On parle alors du proble`me de Graetz conjugue´ [6] [7] [8].
Cette situation est celle que l’on rencontre le plus souvent en pratique. Une des appli-
cations les plus importantes est celle des e´changeurs thermiques que nous avons de´ja`
aborde´es dans l’introduction.
Conside´rons le cas classique du proble`me de Graetz. On note r la coordonne´e radiale
et z la coordonne´e longitudinale toutes deux adimensionne´es par le rayon R d’un tube,
T (r, z) le champ de tempe´rature adimensionne´ par une tempe´rature de re´fe´rence en entre´e,
et U la vitesse moyenne de convection qui sert a` adimensionner la vitesse v(r) dans la
direction longitudinale z. L’e´quation de l’e´nergie s’e´crit alors :
1
r
∂r(r∂rT ) = Pe v(r)∂zT
ou` Pe = 2UR/D est le nombre de Pe´clet de notre proble`me (le rapport entre le temps de
diffusion thermique et le temps de convection thermique) et v(r) = 2(1− r2) est la vitesse
du fluide qui est, dans le cas choisi par Graetz, celle d’un profil parabolique de Poiseuille.
Une me´thode souvent utilise´e pour de´crire le champ de tempe´rature dans la formulation
classique du proble`me de Graetz est de chercher une solution a` variables se´parables,
qui conduit a` un champ de tempe´rature exponentiellement variable dans la direction
longitudinale :
T (r, z) =
∑
λ∈Λ
cλTλ(r)e
λz (2.1)
Il faut alors de´terminer les valeurs propres λ (qui appartiennent a` R− pour conduire aux
seules exponentielles de´croissantes admissibles) et les fonctions propres Tλ pour pouvoir
ensuite calculer classiquement [9] les coefficient associe´s aux amplitudes des modes cλ.
Les modes Tλ ve´rifient alors :
1
r
d
dr
(
r
dTλ
dr
)
= λvTλ (2.2)
ce qui permet la de´finition des fonctions propres et des valeurs propres. Les proprie´te´s
mathe´matiques du proble`me 2.2 justifient l’e´criture sous la forme d’une somme du champ
de tempe´rature vu dans 2.1. Les coefficients cλ peuvent eˆtre facilement de´termine´s en
projetant la condition d’entre´e en z = 0 note´e T0(r) sur chacun des modes Tλ via le
produit scalaire dans L2 :
cλ =
∫ R
0
T0Tλrdr (2.3)
rendu possible par l’axisyme´trie de T0.
Cependant ces diffe´rentes e´tapes ne sont plus re´alisables lorsque l’on passe aux exten-
sions du proble`me de Graetz. Si l’on conside`re le proble`me conjugue´, il faut e´galement
prendre en compte l’e´quation de l’e´nergie au sein de la partie solide. Nous avons deux
e´quations lie´es par des conditions de couplage aux interfaces des domaines fluides/solides.
La premie`re concerne la partie fluide :
1
r
∂r(r∂rTλ) = λPev∂zTλ
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et la seconde concerne la partie solide :
1
r
∂r(r∂rTλ) = −λ2∂zTλ
On voit donc apparaˆıtre une forme quadratique concernant les valeurs propres pour
cette dernie`re e´quation. Le proble`me conjugue´ n’est alors plus un proble`me aux valeurs
propres sur tout le domaine.
Concernant le proble`me e´tendu de Graetz, certaines proprie´te´s mathe´matiques ne sont
plus exactes, si bien que l’e´criture de la solution (2.1) n’est plus possible. En effet, la
conduction axiale permet la diffusion de chaleur pour z < 0 ce qui doit alors entraˆıner
l’apparition de valeurs propres positives.
Nous avons donc dans les deux cas un proble`me pour trouver et de´finir les bonnes va-
leurs/fonctions propres qui permettent de de´crire une solution du type ( 2.1).
De nombreux travaux sur les extensions du proble`me de Graetz s’affranchissent de
cette difficulte´ et continuent de chercher des solutions a` variables se´parables [10, 11]. Ils
rencontrent alors des difficulte´s pour calculer les coefficients cλ et les fonctions propres
qu’ils obtiennent ne sont plus orthogonales [3].
Certains choisissent alors de re´-orthogonaliser les fonctions propres obtenues lors du calcul
nume´rique [12–14], mais cela peut conduire a` des proble`mes de convergence. Il se pose
e´galement la question de la condition d’entre´e impose´e T0. Elle est souvent conside´re´e
comme uniforme, ce qui n’est plus envisageable dans le cas du proble`me de Graetz
e´tendu [15].
Les travaux de Papoutsakis and Ramakrishna [16–18] ont permis de lever certaines dif-
ficulte´s mentionne´es ici dans le cas particulier d’un tube posse´dant une paroi solide. La
me´thode employe´e ajoute une inconnue au proble`me, le flux de tempe´rature, permet-
tant de de´finir un syste`me de deux e´quations diffe´rentielles couple´es du premier ordre.
L’ope´rateur qui s’en de´gage est auto-adjoint vis-a`-vis d’un certain produit scalaire, ce qui
a permis aux auteurs de justifier la pre´sence d’un spectre discret sur R dont les valeurs
propres ne´gatives et positives permettent de de´crire des modes amonts et avals. Bien que
cette me´thode ait e´te´ employe´e dans diffe´rents travaux ulte´rieurs [19–21], il n’en reste
pas moins que certaines proprie´te´s mathe´matiques n’ont toujours pas e´te´ e´tablies, pour
pleinement justifier la de´composition du champ de tempe´rature en (2.1), ce qui, dans
la pratique, n’est cependant pas re´dhibitoire. De plus, les solutions propose´es prennent
seulement en compte que des configurations ge´ome´triques syme´triques et le cas conjugue´
reste lourd a` traiter.
Ces points e´pineux ont e´te´ traite´s dans le travail de Pierre et Plouraboue´ [22]. Ces derniers
utilisent en effet une ide´e proche de celle initialement propose´e par Papoutsakis et al., en
rajoutant une inconnue au proble`me de Graetz ge´ne´ralise´ pour le ramener a` une e´quation
du premier ordre e´crite sur un nouvel ope´rateur. Cependant, le cadre the´orique propose´
par [22] est beaucoup plus large et permet d’envisager toute ge´ome´trie (suffisamment
re´gulie`re), par exemple non-axisymme´trique. Le grand avantage pratique de cette formu-
lation est de permettre un calcul analytique de la de´pendance longitudinale de la solution,
sous forme d’exponentielles de´croissantes dans le cas de conditions de Dirichlet aux bords
late´raux conside´re´s par [22]. Le proble`me nume´rique a` traiter est alors ramene´ a` un calcul
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bidimensionnel. C’est dans ce cadre que nous allons nous placer par la suite pour e´tendre
cette approche a` des situations plus complexes et plus proches des applications, tout en
permettant de re´duire le proble`me 3D complet a` une formulation 2D semi-analytique.
2.2 Le proble`me physique
Nous de´finissons dans cette section le proble`me physique ge´ne´ral qui sera l’objet
d’e´tude des chapitres 3 et 4.
Nous conside´rerons ici le proble`me du transport stationnaire de tempe´rature T (ou de
chaleur) dans un e´changeur thermique par convection/diffusion.
La ge´ome´trie de l’e´changeur sera du type Ω × I, ou` Ω ⊂ R2 repre´sente la section
de l’e´changeur (son extension transverse) tandis que I ⊂ R est un intervalle e´gal a` son
extension longitudinale. L’intervalle I sera soit borne´, I = (0, L), soit I = (0,+∞) soit
I = R et l’on parlera respectivement de cas fini, semi-infini et infini.
Un point M ∈ Ω× I a pour coordonne´es M = (ξ, z) : la coordonne´e longitudinale sera
note´e z ∈ I alors que la coordonne´e transverse sera note´e par le vecteur ξ = (x, y) ∈ Ω.
Le gradient transverse ∇ξ ainsi que la divergence transverse divξ seront simplement note´s
∇ = ∇ξ et div = divξ.
Nous faisons les hypothe`ses physiques suivantes sur la convection et la diffusion :
– La ge´ome´trie de l’e´changeur est Ω× I. La section transverse Ω sera arbitraire, po-
tentiellement compose´e de plusieurs phases fluides et solides, pouvant ainsi prendre
en conside´ration des e´coulements co- ou contre-courant. L’extension longitudinale
pourra soit eˆtre un intervalle fini I = (0, L), soit semi-infini I = (0,+∞) : on parlera
respectivement de configuration finie et semi-infinie.
– La convection est de´crite par le champ de vitesse v = v(ξ)ez : nous conside´rons
donc des e´coulements laminaires pleinement e´tablis et invariants dans la direction
longitudinale. Ceci est compatible avec des configurations ge´ne´rales portant sur des
e´coulements de gaz ou de fluides dans des conduites de forme arbitraire (du type
Ω × I). Par convention on prendra v = 0 dans les parties solides de l’e´changeur.
Mathe´matiquement, la seule restriction impose´e a` v(ξ) sera d’eˆtre borne´e.
Par exemple pour un e´coulement laminaire dans un tube cylindrique, et pour une
large gamme du nombre de Reynolds, le champ de vitesse a une forme parabolique
dite de Poiseuille. Pour des tubes de ge´ome´trie plus complexe, par exemple hexa-
gonale comme dans [23], le champ de vitesse est prescrit par une simple e´quation
elliptique de´crivant le forc¸age de la vitesse longitudinale par le gradient de pression
longitudinal, tel que pre´sente´ dans [24] :
div(∇v) = C
avec C = ∂zp/µ.
– La conductivite´ thermique k sera suppose´e isotrope (k est donc scalaire) et inde´pendante
de z. Cependant k pourra varier dans la direction transverse, k = k(ξ), avec pour
seule contrainte mathe´matique que la fonction k : Ω 7→ R soit borne´e avec
k(ξ) ≥ km > 0. Typiquement k sera prise constante dans chacun des diffe´rents
mate´riaux composant l’e´changeur (conductivite´s des parties fluides et solides) mais
sera possiblement discontinue a` l’interface entre ces mate´riaux.
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Sous ces hypothe`ses, l’e´quation constitutive pour le proble`me de convection diffusion
stationnaire dans l’e´changeur est la suivante :
div(k∇T ) + k∂2zT = v∂zT (2.4)
Nous rappelons les deux hypothe`ses mathe´matiques sur les donne´es :
v ∈ L∞(Ω), k ∈ L∞(Ω) et 0 < km ≤ k(x) ≤ kM , x ∈ Ω, (2.5)
aucune hypothe`se de re´gularite´ supple´mentaire ne sera ne´cessaire.
Les conditions limites que l’on devra ajouter a` (2.4) seront spe´cifie´es par la suite, nous
ferons la distinction entre les conditions late´rales (sur la partie du bord ∂Ω × I) et les
conditions d’entre´e/sortie (sur Ω× {0} et Ω× {L} ).
2.3 Le proble`me de Graetz ge´ne´ralise´
Comme dans l’approche classique de la section 2.1, nous cherchons des solutions a`
l’e´quation (2.4) sous la forme (2.1) que nous rappelons :
T (ξ, z) =
∑
λ∈Λ
cλTλ(ξ)e
λz
ou` Λ est un spectre dont les e´le´ments λ sont les modes propres, les Tλ des fonctions
propres associe´es a` ces modes et les coefficients cλ des scalaires. La coordonne´e radiale r
est ici remplace´e par la coordonne´e transverse note´e ξ. On parlera de modes de Graetz
ge´ne´ralise´s pour parler du couple λ, Tλ.
En injectant (2.1) dans (2.4) on obtient l’e´quation satisfaite par les modes de Graetz
ge´ne´ralise´s :
λ2Tλ + div(k∇Tλ) = λvTλ (2.6)
2.3.1 Reformulation
Les modes de Graetz ge´ne´ralise´s ne sont donc pas solutions d’un proble`me spectral au
sens classique. Les fonctions propres n’ont pas de proprie´te´s d’orthogonalite´es e´videntes
contrairement aux fonctions de Graetz dans le cas classique. En particulier, il n’est pas
aise´ de de´finir simplement les coefficients cλ ici, alors que dans le cas du proble`me de
Graetz classique ils e´taient donne´s par un simple produit scalaire (2.3). Ces questions
sont de´taille´es dans le chapitre d’introduction 1.
Nous rappelons brie`vement la reformulation de ce proble`me introduite dans [22] dans
le but de de´finir des solutions a` variables se´pare´es. Elle se base sur l’e´tude de l’ope´rateur
non borne´ A sur l’espace de Hilbert H :
H = L2(Ω)× [L2(Ω)]2
muni du produit scalaire (e´quivalent au produit L2 standard),∀ Ψi = (fi,pi) ∈ H,
i = 1, 2 :
(Ψ1|Ψ2)H =
∫
Ω
f1f2k(x)dx+
∫
Ω
p1 · p2k−1(x)dx (2.7)
Cet ope´rateur A ayant pour domaine D(A) :
A : D(A) ⊂ H 7→ H , D(A) = H1(Ω)×Hdiv(Ω)
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et est de´fini ainsi :
∀ (s,q) ∈ D(A) , A(s,q) = (k−1vs− k−1 div q, k∇s)
En notation matricielle, l’ope´rateur A s’e´crit :
A =
[
k−1v −k−1 div
k∇ 0
]
L’ope´rateur A permet de reformuler (2.4) de la fac¸on suivante :
Soit z ∈ I 7→ ψ(z) = (T (z),q(z)) ∈ H une fonction diffe´rentiable selon z telle que
∀ z ∈ I, ψ(z) ∈ D(A) et :
d
dz
ψ(z) = Aψ(z) (2.8)
alors T est une solution de (2.4) avec k∇T = ∂zq.
L’e´quivalence entre la formulation (2.4) et sa reformulation (2.8) est de´taille´e dans [25].
Notamment, si ψ(z) = (T (z),q(z)) est solution de (2.8) alors z 7→ T (z) n’est de´rivable
qu’une fois en norme L2 (qui est la norme de H), de sorte que ∂2zT a un sens faible (sens
des distributions) et que T n’est aussi qu’une solution faible de (2.4).
Cette reformulation (2.8) permet la de´finition de solutions a` variables se´pare´es (2.1).
La de´finition du spectre Λ dans (2.1) se fait relativement a` une condition aux limites sur
le bord ∂Ω de la composante transverse.
Dans les articles [22] et [26], ou` est introduite cette reformulation, une condition de
Dirichlet est conside´re´e et l’on de´finit une restriction A de l’ope´rateur A :
A : D(A) ⊂ H → H avec D(A) ⊂ D(A)
et on a donc A = A sur D(A).
Pour une condition de Dirichlet sur ∂Ω on conside`re :
D(A) = H10 (Ω)×Hdiv(Ω)
(H10 (Ω) est l’espace des fonctions de H
1(Ω) nulle au bord).
Dans [22] il est montre´ que l’ope´rateur A est auto adjoint et de re´solvante compacte.
Il est de plus montre´ que le spectre Λ de l’ope´rateur A se de´compose en un double
ensemble de valeurs propres positives et ne´gatives : Λ = (λn)n∈Z? ,
−∞ ←−
n→+∞
λn ≤ · · · ≤ λ1 < 0 < λ−1 ≤ · · · ≤ λ−n −→
n→+∞
+∞ (2.9)
les valeurs propres ne´gatives e´tant qualifie´es de modes avals et les positives de modes
amonts.
Les fonctions propres associe´es Ψn = (Tn, k∇Tn/λn), par conse´quent de´finies par le
proble`me spectral :
AΨn = λnΨn
forment un syste`me orthogonal complet (base de Hilbert) de l’image de A. Les Tn associe´s
aux fonctions propres Ψn sont pre´cise´ment les modes propres de Graetz ge´ne´ralise´s dans
(2.6).
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Ces proprie´te´s spectrales ont e´te´ ensuite e´tendues au cas Neumann dans [25]. Ces
re´sultats sont de´taille´s en section 3.1.2.
On adoptera par la suite les notations suivantes pour distinguer clairement les modes
amonts et avals :
∀ n ∈ N?, T+n = Tn, λ+n = λn et T−n = T−n, λ−n = λ−n (2.10)
2.3.2 Application : cas d’un tube infini, condition late´rale Diri-
chlet de type saut
Une premie`re application pratique de l’utilisation des modes de Graetz ge´ne´ralise´s est
pre´sente´e dans [22]. Elle concerne un proble`me en domaine infini Ω×R pour une condition
limite sur ∂Ω× R de saut de tempe´rature.
Nous reprenons le proble`me (2.4) en se plac¸ant cette fois-ci dans un domaine semi-infini
Ω× R avec une condition late´rale de saut de la tempe´rature en z = 0 :
∀ z ∈ ∂Ω : T (ξ, z) = 1 si z < 0 et T (ξ, z) = 0 si z > 0,
et avec la condition supple´mentaire :
T (ξ, z) −→
z→−∞
1 et T (ξ, z) −→
z→+∞
0
Le principe de re´solution est d’utiliser la proprie´te´ suivante de l’ope´rateur A :
∀ Ψi = (si,qi) ∈ D(A), i = 1, 2 :(
AΨ1|Ψ2
)
H =
(
Ψ1|AΨ2
)
H +
∫
∂Ω
s1q2 · ndl −
∫
∂Ω
s2q1 · ndl (2.11)
avec n le vecteur normal unite´ ∂Ω se dirigeant en dehors de Ω.
On recherche une solution z → Ψ(z) = (T (z),q(z)) a` dΨ/dz = AΨ sous la forme :
Ψ(z) =
∑
n∈Z?
dn(z)Ψn
On peut calculer a` l’aide de (2.11) le produit
(
AΨ, |Ψn
)
H (ou` les Ψn sont les vecteurs
propres de A tels que Ψn = Ψn(ξ)) :(
AΨ(z)|Ψn
)
H = λn (Ψ(z)|Ψn)H + αnw(z) = λndn(z) + αnw(z)
avec w(z) = 0 pour z > 0 et w(z) = 1 pour z < 0 et avec les coefficients αn donne´s par :
αn =
1
λ2n
∫
∂Ω
k∇Tn · n ds, ∀n ∈ Z∗
Comme dΨ/dz = AΨ, on en de´duit les e´quations satisfaites par les fonctions dn(z) :
d′n(z) = λndn(z) + αnw(z).
Cette technique de re´solution de (2.4) pour des conditions late´rales fixe´es sera de´taille´e
et e´tendue dans le chapitre suivant pre´cise´ment en section 3.1.3.
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Dans le cas pre´sentement e´tudie´, la solution a` notre proble`me est pre´sente´e dans [22]
comme :
Ψ(z) =

−
∑
n<0
αnψn +
∑
n<0
αne
λnzψn z ≤ 0
−
∑
n>0
αne
λnzψn z ≥ 0
En se restreignant a` la premie`re composante de Ψ, on a :
T (z) =

1 +
∑
n<0
αne
λnzTn z ≤ 0
−
∑
n>0
αne
λnzTn z ≥ 0
Cette formulation permet de ramener l’e´tude d’un proble`me tridimensionnel a` un proble`me
bidimensionnel par l’e´valuation des valeurs et fonctions propres sur une coupe du domaine
conside´re´. On remarque e´galement que ce sont les modes amonts qui constituent la solu-
tion pour z ≤ 0 et les modes avals pour z ≥ 0. De plus, les coefficients des amplitudes
sont facilement calculables par leur expression qui est simple et facile a` imple´menter
nume´riquement.
2.4 Tubes semi-infinis et finis avec condition d’entre´e/sortie
Dirichlet
Dans cette partie nous e´tendons dans un premier temps la discussion au cas de tubes
semi-infinis puis, dans un second temps aux tubes finis. Pour cela nous allons nous appuyer
sur les travaux de Fehrenbach et al. [26]. Le cadre the´orique de de´part est celui de [22].
L’apport de [26] est double. D’une part, il fixe un cadre the´orique rigoureux afin de traiter
les conditions d’entre´e/sortie Dirichlet d’une part. D’autre part, il introduit les outils
nume´riques pour l’approximation de ces proble`mes. Toujours sur le plan nume´rique, une
meilleure me´thode d’estimation nume´rique des modes de Graetz ge´ne´ralise´s Tn/λn y est
de´veloppe´e. Ces de´veloppements sont de´taille´s dans les trois sections suivantes.
2.4.1 Tubes semi-infinis
Nous reprenons le proble`me (2.4) en domaine infini Ω×(0,+∞) avec condition late´rale
de Dirichlet homoge`ne :
T = 0 sur ∂Ω× (0,+∞)
et avec une condition d’entre´e e´galement de type Dirichlet :
T (ξ, 0) = E(ξ) pour ξ ∈ Ω
Dans toute la suite, on notera les modes propres avals (T+n , λ
+
n ) et les modes propres
amonts (T−n , λ
−
n ) selon les notations (2.10) introduites plus haut.
Nous chercherons une solution sous la forme :
T (ξ, z) =
∑
n∈N∗
x+nT
+
n (ξ)e
λ+n z
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on retrouve le formalisme employe´ dans la section pre´ce´dente a` ceci pre`s que seuls les
modes Tn associe´s aux valeurs propres λn avals sont conside´re´s.
En recherchant la tempe´rature T sous cette forme on doit avoir a` l’entre´e :
E =
∑
n∈N∗
x+nT
+
n
Les travaux de Fehrenbach et al. [26] montrent pre´cise´ment qu’il existe une unique
suite scalaire X = (x+n )n∈N∗ telle que E =
∑
n∈N∗ x
+
nT
+
n .
Ces travaux pre´sentent e´galement un mode ope´ratoire pour le calcul des coefficients
(x+n )n∈N∗ . Dans la pratique on calcule des approximations des N premiers coefficients (x
+
n )
avec 1 ≤ n ≤ N . Pour e´tablir cette approximation on ne conside`re que les N premiers
modes avals T+n /λ
+
n de l’ope´rateur A. On forme alors la matrice K++ de taille N ×N et
dont les coefficients k++(i, j) sont donne´s pour 1 ≤ i, j ≤ N par :
k++(i, j) =
∫
Ω
T+i T
+
j dx
qui correspondent a` la projection des modes T+i les uns sur les autres.
On forme aussi le vecteur b dont les N composantes sont les :
b(i) =
∫
Ω
E T+i dx, 1 ≤ i ≤ N
qui correspondent a` la projection de la condition d’entre´e sur les diffe´rents modes
avals.
L’approximation XN de X est de´finie comme l’unique solution du syste`me (syme´trique et
de´fini positif) :
K++XN = b (2.12)
Il est enfin prouve´ dans [26] que l’on a convergence XN → X lorsque N → +∞.
Pareillement, si l’on conside`re l’approximation TN du champ de tempe´rature T de´finie
par :
TN =
n=N∑
i=1
XN(i)
+eλizT+i
alors on a aussi convergence de TN vers T quand N → +∞.
On retrouve e´videmment la meˆme formulation pour un tube semi-infini dans R−, en
remplac¸ant + par − dans les formules pre´ce´dentes.
Pour terminer, nous avons pre´sente´ la me´thode en faisant comme si les modes de
Graetz ge´ne´ralise´s Tn/λn e´taient connus, ce qui n’est pas le cas. Pour construire les ap-
proximations XN il nous faut a` la base disposer d’approximations nume´riques des valeurs
propres λn et des fonctions propres Tn associe´es, pour 1 ≤ n ≤ N . Cette approximation
est pre´sente´e dans la section 2.4.3.
2.4.2 Tubes finis
Nous reprenons le proble`me (2.4) en domaine infini Ω × (0,+∞) avec une condition
late´rale de Dirichlet homoge`ne :
T = 0 sur ∂Ω× (0, L)
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et avec condition d’entre´e e´galement de type Dirichlet :
T (ξ, 0) = E(ξ) pour ξ ∈ Ω
T (ξ, L) = S(ξ) pour ξ ∈ Ω
Dans leurs travaux, Fehrenbach et al. [26] de´montrent que la solution a` ce proble`me
s’e´crit :
T (ξ, z) =
∑
n>0
x+n e
λ+n zT+n + x
−
n e
λ−n (z−L)T−n (2.13)
et les deux suites X± = (x±n )n∈Z? sont uniquement de´termine´es par les conditions
d’entre´e/sortie :
E =
∑
n>0
x+nT
+
n + x
−
n e
−λ−nLT−n (2.14)
S =
∑
n>0
x+n e
λ+nLT+n + x
−
nT
−
n (2.15)
L’approximation de ces deux suites se fait dans un cadre tre`s semblable au cas semi-
infini. On suppose que l’on dispose des N premiers modes de Graetz ge´ne´ralise´s avals et
amonts (en re´alite´ on ne disposera que d’approximations de ces derniers).
On projette alors :
– la condition d’entre´e sur les modes avals T+1 , . . . , T
+
N ,
– la condition de sortie sur les modes amonts T−1 , . . . , T
−
N .
On en de´duit un syste`me matriciel de taille 2N donne´ par blocs comme :
MX = b, X =
∣∣∣∣ X+X− et b =
∣∣∣∣ b+b−
avec la matrice M ayant la forme :
M =
[
K++ K+−D+
D−K+− K−−
]
(2.16)
Les 4 matrices K±± (de taille N×N) ont pour coefficients les k±±(i, j) pour 1 ≤ i, j ≤
N :
k±±(i, j) =
∫
Ω
T±i T
±
j dx
tandis que les 2 matrices D± (e´galement de tailles N ×N) sont diagonales :
D+ = Diag
(
eλ
+
1 L, . . . , eλ
+
NL
)
, D− = Diag
(
e−λ
−
1 L, . . . , e−λ
−
NL
)
Les vecteurs b± ont pour coefficients les b±(i) pour 1 ≤ i ≤ N :
b+(i) =
∫
Ω
T+i Edx et b+(i) =
∫
Ω
T−i Sdx
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2.4.3 Calcul des modes de Graetz ge´ne´ralise´s
Deux me´thodes ont e´te´ introduites pour le calcul des valeurs propres λn dans (2.9)
et des fonctions propres associe´es Ψn = (Tn, k∇Tn/λn), de´finies par le proble`me spec-
tral AΨn = λnΨn. On rappelle que les Tn sont alors les modes de Graetz recherche´s et
solutions de (2.6).
La premie`re me´thode pre´sente´e dans [22] est base´e sur une formulation e´le´ments fi-
nis mixtes et a l’inconve´nient de faire intervenir un noyau. Une me´thode alternative
de´veloppe´e dans [26] a l’avantage de se de´barrasser de ce proble`me de noyau en tra-
vaillant directement dans l’orthogonal de Ker (A). C’est cette dernie`re me´thode qui sera
utilise´e par la suite.
On recherche les valeurs propres non nulles de A. Comme A est auto-adjoint, celles-ci
sont associe´es a` des vecteurs propres Ψn dans l’orthogonal du noyau de A. Celui-ci est
e´gal a` l’image de A et l’on peut montrer que cette image Ran (A) est donne´e par :
Ran (A) =
{
(f, k∇s), f ∈ L2(Ω), s ∈ H10 (Ω)
}
Cette identite´ fournit en somme une parame´trisation de Ran (A) et l’on cherche direc-
tement le vecteur propre Ψ (l’inconnue ici) sous la forme Ψ = (u, k∇s).
Le proble`me spectral initial que l’on cherche a` re´soudre : trouver Ψ ∈ Ran (A)∩D(A)
et λ ∈ R? tel que :
∀ ψ ∈ Ran (A) , (AΨ|ψ)H = λ (Ψ|ψ)H ,
est alors e´quivalent a` : trouver (u, s) ∈ H1(Ω) × H1(Ω) et λ ∈ R tels que pour tout
(u˜, s˜) ∈ H1(Ω)×H1(Ω) nous avons :
S
[
(u, s), (u˜, s˜)
]
= λM
[
(u, s), (u˜, s˜)
]
avec,
S
[
(u, s), (u˜, s˜)
]
=
∫
Ω
(
vuu˜+ k∇s · ∇u˜+ k∇s˜ · ∇u)dΩ
M
[
(u, s), (u˜, s˜)
]
=
∫
Ω
(
kuu˜+ k∇s · ∇s˜)dΩ
ou` dΩ est l’e´le´ment d’inte´gration surfacique dans Ω. Ce proble`me est approxime´ en
conside´rant un maillage du domaine Ω avec des e´le´ments finis P1. Le proble`me discret
associe´ se lit :
ShX = λMhX
avec Sh avec la matrice de la restriction de la forme biline´aire S sur l’espace discret
aux e´le´ments finis de Lagrange P1×P1. Cette matrice est syme´trique et positive. Mh est
la matrice de la restriction de la forme biline´aire M qui est syme´trique de´finie positive.
En pratique, le maillage ainsi que ces deux matrices sont construites en utilisant la
librairie d’e´le´ments finis FreeFem++ [27]. La re´solution du proble`me spectrale ShX =
λMhX est faite en utilisant la librairie arpack++ [28].
Dans la suite nous allons eˆtre amene´s a` faire de nombreuses inte´grations
∫
Ω
TiTj dΩ.
Nous allons utiliser une me´thode d’e´le´ments finis pour exprimer ces quantite´s sur un
maillage du domaine Ω. Les Ti, Tj sont donc des vecteurs avec autant de composantes
que de sommets de points de maillage. Afin de faciliter leur multiplication, nous pouvons
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de´finir facilement une formulation variationnelle de la forme varf(u, v) =
∫
Ω
uv dΩ ou`
u et v sont des fonctions de´finies sur Ω, a` laquelle on associera une matrice de masse
Mvarf . Cette matrice permettra alors d’effectuer le calcul de
∫
Ω
TiTj dΩ simplement par
les multiplications matricielles (Ti)
T × (Mvarf × Tj), ou` (Ti)T est le transpose´ du vecteur
(Ti), ce qui est beaucoup plus rapide et moins couˆteux nume´riquement.
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3.1 Introduction
Dans ce chapitre nous allons ge´ne´raliser les approches pre´ce´dentes a` des conditions
limites late´rales ge´ne´rales de types Dirichlet ou Neumann. Nous pre´senterons des re´sultats
dans le cas Neumann, cas pour lequel il existe deux classes distinctes de proble`mes qui
e´mergent par leurs proprie´te´s mathe´matiques. Le premier cas est celui ou` le flux total du
fluide convecte´ est diffe´rent de ze´ro (rencontre´ par exemple dans le cas des “heat pipes”).
Le second est celui ou` le flux total est ze´ro (cas des e´changeurs contre-courant e´quilibre´s).
3.1.1 Proble`me physique et e´tat de l’art
Nous conside´rons ici le proble`me physique de convection-diffusion stationnaire dans
un e´changeur Ω× I avec I infini ou semi-infini tel que pre´sente´ au chapitre 2.
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Nous rappelons l’e´quation constitutive (2.4) :
div(k∇T ) + k∂2zT = v∂zT
ainsi que sa reformulation sous la forme
d
dz
Ψ = AΨ a` l’aide de l’ope´rateur non borne´ :
A : D(A) ⊂ H 7→ H , A =
[
k−1v −k−1 div
k∇ 0
]
les espaces H et D(A) e´tant de´fini en 2.2.
Lemme 3.1.1. Soit z ∈ I 7→ ψ(z) = (T (z),q(z)) ∈ H une fonction diffe´rentiable telle
que :
∀ z ∈ I, ψ(z) ∈ D(A) et d
dz
ψ(z) = Aψ(z)
alors T est une solution de (2.4) et k∇T = ∂zq.
Ici z 7→ T (z) est une fois diffe´rentiable avec norme L2, alors que T est une solution
de (2.4) au sens faible des distributions.
Une solution forte de (2.4) est e´tablie si de plus z 7→ q(z) est diffe´rentiable dans Hdiv(Ω).
Le lemme 3.1.1 est le point de de´part dans [1–4] pour e´tablir les solutions de (2.4) en
utilisant les proprie´te´s du spectre de A.
Dans toute la suite Q correspondra au flux total a` travers Ω :
Q =
∫
Ω
v(x)dx
Le configuration Q = 0 est singulie`re pour le cas Neumann. En effet, il existe un e´le´ment
non trivial dans le noyau de A note´ Ψ0 :
Ψ0 = (1, k∇u0), div(k∇u0) = v et k∇u0 · n = 0 sur ∂Ω (3.1)
Quand Q = 0, u0 ∈ H1(Ω) est bien de´fini (a` une constante pre`s) au vu de la condition
de compatibilite´
∫
Ω
div(k∇u0)dx =
∫
∂Ω
k∇u0 · ndl = 0 =
∫
Ω
vdx. Ceci induit l’existence
d’une solution spe´ciale T0 satisfaisant la condition de flux nul sur ∂Ω :
T0(x, z) = C1(u0(x) + z) + C2,
avec C1, C2 ∈ R.
3.1.2 Analyse spectrale
Dans toute la suite, nous allons traiter les cas Dirichlet et Neumann. Une fois les for-
mulations e´tablies, nous pre´senterons des re´sultats principalement dans le cas Neumann.
L’espace de Hilbert H est dote´ du produit scalaire : ∀ Ψi = (fi,pi) ∈ H, i = 1, 2,
(Ψ1|Ψ2)H =
∫
Ω
f1f2k(x)dx+
∫
Ω
p1 · p2k−1(x)dx,
qui est e´quivalent au produit scalaire canonique sur H (c’est-a`-dire pour k = 1) graˆce a`
la proprie´te´ (2.5) sur k.
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De´finition 3.1.1. On introduit respectivement AD and AN qui sont les deux restrictions
de l’ope´rateur A relatives a` des conditions aux limites de Dirichlet homoge`ne (D) ou
Neumann homoge`ne (N) et avec les domaines D(AD) et D(AN) :
D(AD) = H
1
0 (Ω)×Hdiv(Ω) , D(AD) = H1(Ω)×H0div(Ω)
avec
H0div(Ω) = {q ∈ Hdiv(Ω), q · n = 0 on ∂Ω}
Les ope´rateurs AD et AN sont de domaines denses dans H. En utilisant la proprie´te´
(2.11), ils sont aussi symme´triques :
∀ Ψ1,Ψ2 ∈ D(A) : (AΨ1|Ψ2)H = (Ψ1|AΨ2)H
avec A = AD ou bien A = AN .
The´ore`me 3.1.2. Les deux ope´rateurs AD et AN dans la de´finition 3.1.1 sont auto-
adjoints :
Avec le the´ore`me 3.1.2 nous avons :
H = Ker (AD) ⊥©Ran (AD) = Ker (AN) ⊥©Ran (AN)
Caracte´risons maintenant ces deux espaces.
Corollaire 3.1.3. Dans le cas Dirichlet
Ker (AD) = {(0,q), q ∈ Hdiv(Ω) et div q = 0}
Ran (AD) =
{
(f, k∇s), f ∈ L2(Ω), s ∈ H10 (Ω)
}
Dans le cas Neumann, conside´rons
KN =
{
(0,q), q ∈ H0div(Ω) et div q = 0
}
RN =
{
(f, k∇s), f ∈ L2(Ω), s ∈ H1(Ω)}
si Q 6= 0 : Ker (AN) = KN et Ran (AN) = RN ,
si Q = 0 : conside´rons Ψ0 de´fini dans (3.1),
Ker (AN) = KN ⊥© Span (Ψ0) , RN = Ran (AN) ⊥© Span (Ψ0)
Nous aurons toujours alors H = KN ⊥©RN .
En plus de ces proprie´te´s de syme´tries, le spectre des ope´rateurs AD et AN peut eˆtre
comple`tement caracte´rise´. Notons :
Sp?(A) := Sp(A)− {0}
le spectre de l’ope´rateur A sans le singleton {0}. Que ce soit pour A = AD ou bien
A = AN , Sp
?(A) pre´sente la meˆme structure de double se´quence Sp?(A) = (λn)n∈Z? avec :
−∞ ←−
n→+∞
λn ≤ · · · ≤ λ1 < 0 < λ−1 ≤ · · · ≤ λ−n −→
n→+∞
+∞ (3.2)
Les valeurs ne´gatives de λ ∈ Sp?(A) seront appele´es modes avals alors que les valeurs
positives seront appele´es modes amonts.
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The´ore`me 3.1.4. Les deux ope´rateurs A−1D : Ran (AD) 7→ H et A−1N : Ran (AN) 7→ H
sont compacts.
On a Sp?(AD) = (λ
D
n )n∈Z? et Sp
?(AN) = (λ
N
n )n∈Z?, et ces deux se´quences satisfont (3.2).
Les e´le´ments de Sp?(AD) et de Sp
?(AN) sont des valeurs propres de dimension finie,
associe´es aux vecteurs propres (ΨDn )n∈Z? et (Ψ
N
n )n∈Z? qui forment une base de Hilbert
(avec des vecteurs orthogonaux et de norme 1) respectivement de Ran (AD) et Ran (AN).
Nous noterons ΨDn = (T
D
n ,q
D
n ) et Ψ
D
n = (T
N
n ,q
N
n ), avec q
D,N
n = k∇TD,Nn /λD,Nn .
On rappelle que les Tn/λn ainsi de´finis (dans les deux cas Dirichlet et Neumann) sont
les modes de Graetz ge´ne´ralise´s introduits en section 2.3 et solutions de (2.6).
Une importante conse´quence est que A, que ce soit pour AD ou bien AN :
ψ ∈ Ran (A) ssi
∑
n∈Z?
| (ψ|Ψn)H |2 < +∞ (3.3)
ψ ∈ D(A) ∩ Ran (A) ssi ‖ψ‖2D(A) :=
∑
n∈Z?
|λn (ψ|Ψn)H |2 < +∞ (3.4)
et ‖ψ‖D(A) est une norme e´quivalente a` la norme de H1(Ω)×Hdiv(Ω)
3.1.3 Principe de re´solution dans le cas Neumann
Dans cette section, nous de´finissons le proble`me que nous e´tudions ainsi qu’un certain
nombre de parame`tres ne´cessaires a` la re´solution.
On conside`re le cas ou` I = R. Soit f une fonction que l’on connaˆıt telle que f : R 7→ R,
et nous cherchons une solution T de (2.4) sur Ω× R pour le proble`me suivant :
Proble`me de Neumann : k∇T (x, z) · n = f(z) for x ∈ ∂Ω (3.5)
A partir du lemme 3.1.1, on cherche une solution ψ(z) = (T (z),q(z)) de dψ/dz = Aψ
sous la forme :
ψ(z) =
∑
n∈Z?
dn(z)Ψ
N
n
En injectant ces sommes dans dψ/dz = Aψ, nous obtenons :
d
dz
ψ(z) =
∑
n∈Z?
d′n(z)Ψ
N
n
tel que d′n =
(
Aψ|ΨNn
)
H. En utilisant (2.11) nous obtenons :
d′n = λ
N
n dn −
∫
∂Ω
q(z) · nTNn dl
Nous avons f = k∇T = ∂zq tel que q(z) ·n = F (z) avec F une primitive de f sur ∂Ω.
Introduisons les coefficients αn donne´s par :
αNn =
1
λNn
∫
∂Ω
TNn dl (3.6)
Au final, les fonctions dn satisfont :
d′n = λ
N
n dn − λNn αNn F (z)
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Par la suite, les fonctions dn sont cherche´es sous la forme :
dn(z) = α
N
n F (z) + α
N
n cn(z)
Graˆce au lemme suivant sur les coefficients αNn , on e´crira la tempe´rature sous la forme :
T = ϕNF (z) +
∑
n∈Z?
αNn cn(z)Ψ
N
n
ou` les fonctions cn sont solutions de :
c′n = λ
N
n cn − f
Nous allons maintenant revenir aux coefficients αn.
Lemme 3.1.5. Les coefficients αn de´finis en (3.6) ve´rifient :∑
n∈Z?
αNn Ψ
N
n = ϕ
N (3.7)
avec ϕN ∈ Ran (AN) ∩D(A) de´finie de fac¸on unique par :
ϕN = (sN , k∇uN), k∇uN · n = 1 sur ∂Ω (3.8)
et AϕN =
{
0 si Q 6= 0
aΨ0 si Q = 0, a ∈ R
pour Ψ0 de´finie par (3.1). Dans le cas Q = 0, la contrainte ϕ
N ∈ Ran (AN) implique que(
ϕN |Ψ0
)
H = 0.
L’ine´galite´ de Bessel (3.3) assure que
∑
n∈Z? |αNn |2 < +∞. Dans un meˆme temps ϕN /∈
D(AN), ce qui nous donne aussi a` l’aide de la relation (3.4) que
∑
n∈Z? |λNn αNn |2 = +∞.
Remarque 3.1.1. Apportons des pre´cisions sur la fonction particulie`re ϕN :
– Pour le cas Q 6= 0, ϕN = (sN , k∇uN) et sN est une constante, valant P/Q avec
P le pe´rime`tre de Ω. La seconde composante est de´finie par Q div(k∇uN) = Pv et
k∇uN · n = 1 sur ∂Ω. Tant que Q 6= 0 cette e´quation est valable et uN est de´finie a`
une constante pre`s. Nous fixerons par la suite cette constante en imposant :
Q
∫
Ω
vuNdx = p
∫
Ω
kdx (3.9)
– Pour le cas Q = 0, conside´rons les deux constantes a, b ∈ R : 3.1.5 :
a
∫
Ω
(vu0 − k)dx = P, P =
∫
∂Ω
dl (3.10)
b
∫
Ω
(vu0 − k)dx = a
∫
Ω
u0(2k − vu0)dx+
∫
∂Ω
u0dl (3.11)
avec P le pe´rime`tre du domaine Ω et u0 de´finie par (3.1). Dans ce cas, la fonction
ϕN = (sN , k∇uN) ve´rifie sN = au0 + b.
La fonction uN satisfait l’e´quation elliptique v
(
auo + b
)− div(k∇uN) = ak avec la
condition limite k∇uN · n = 1 sur ∂Ω.
Pour la suite nous allons e´tablir les solutions dans le cas de conditions aux limites
late´rales quelconques de type Neumann pour des tubes infinis, semi-infinis et enfin des
tubes de taille finie. Nous dissocierons les cas Q = 0 et Q 6= 0. Des re´sultats seront
pre´sente´s pour le cas ou` la condition de Neumann applique´e est homoge`ne. Enfin nous
e´tablirons les solutions dans le cas de conditions de type Dirichlet.
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3.2 Cas Neumann avec Q 6= 0
3.2.1 Tube infini
Pour simplifier, notons λn = λ
N
n , Ψn = Ψ
N
n et αn = α
N
n . Les fonctions cn(z) pour
n ∈ Z? sont de´finies par :
cn(z) =
∫ +∞
z
f(ξ)eλn(z−ξ)dξ si n < 0, cn(z) = −
∫ z
−∞
f(ξ)eλn(z−ξ)dξ si n > 0 (3.12)
Si f est borne´e, ces fonctions sont bien de´finies, borne´es, diffe´rentiables et ve´rifient c′n =
λncn − f .
Proposition 3.2.1. Nous imposons que f ∈ C1(R) et que f et f ′ soient borne´es. Soit F
une primitive de f .
Conside´rons la fonction telle que z ∈ R 7→ ψ(z) ∈ Ran (AN) :
ψ(z) = F (z)ϕN +
∑
n∈Z?
αncn(z)Ψn (3.13)
nous avons :
ψ ∈ C2(R,H) ∩ C1(R, D(A)) et d
dz
ψ = Aψ sur R
et T est alors une solution forte du proble`me de Neumann (2.4) (3.5).
La re´gularite´ de cette solution est augmente´e d’un degre´ compare´ a` un proble`me ou` l’on
conside´rerait une condition limite late´rale de type Dirichlet. Ceci vient des fonctions cn
qui sont de´finies a` l’aide des fonctions f (e´quation (3.12)) alors que, dans le cas Dirichlet,
on peut montrer que c’est a` l’aide des fonctions f ′.
De plus, remarquons que la tempe´rature est de´finie a` une constante additive pre`s, ce
qui produit un nombre infini de solutions T . A l’aide de (3.1.1), la tempe´rature T peut
eˆtre e´crite :
T (z, x) =
P
Q
F (z) +
∑
n∈Z?
αncn(z)Tn(x) (3.14)
ou` F est de´finie a` une constante additive pre`s. Ceci e´tait attendu puisque n’importe qu’elle
constante C est solution de (2.4) avec des conditions aux limites Neumann homoge`nes
sur R × ∂Ω. Cependant, il y a unicite´ du gradient de la tempe´rature T qui de´crit les
e´changes de chaleur. Afin d’avoir unicite´ de la tempe´rature, il faut fixer la constante F .
Ceci signifie que nous devons ajouter une condition de normalisation sur la tempe´rature
(condition implicitement pre´sente dans le cas Dirichlet). Une telle normalisation peut eˆtre
faite en conside´rant le champ lointain de tempe´rature avec une condition approprie´e sur
f (f → 0 a` une des extre´mite´s du tube au moins). Ceci est pre´cise´ dans la suite :
Corollaire 3.2.2. Nous imposons comme dans la proposition (3.2.1) que f ∈ C1(R) et
f et f ′ sont borne´es.
Si
∫ +∞
0
|f |dz < +∞, alors F a une limite en +∞ et :
T (z) −→
z→+∞
F (+∞)P
Q
dans H
La constante F (+∞) peut eˆtre fixe´e par une condition de normalisation sur T a` z = +∞.
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Si
∫ +∞
0
|f ′|dz < +∞, alors f a une limite en +∞ et :
∂zT (z) −→
z→+∞
f(+∞)P
Q
, T (z) ˜
z→+∞
F (z) + f(+∞)uN dans L2(Ω)
avec uN de´finie dans la remarque (3.1.1) : Q div(k∇uN) = Pv et k∇uN · n = 1 sur ∂Ω
avec la condition de normalisation (3.9).
La solution peut eˆtre encore obtenue avec une re´gularite´ plus faible sur f : plus
pre´cise´ment avec f ′ = g + δ ou` g est continue et borne´e et avec δ une distribution de
type Dirac. Dans ce cas, les fonctions cn(z) de (3.12) peuvent eˆtre de´finies aussi bien que
les fonctions ψ dans (3.13). Avec une telle condition sur f , ψ reste C1 in H sur R mais
n’est seulement C2 dans H et C1 dans D(A) en dehors du support de δ. Ces proprie´te´s
sont de´taille´es dans le corollaire suivant 3.2.3 :
Corollaire 3.2.3. Nous posons f(z) = ω(z) avec ω(z) = 1 si z < 0 et ω(z) = 0 sinon,
telle que f ′ = −δ0. Le calcul des fonctions cn(z) de (3.12) se fait dans ce cas par la
de´finition suivante de ψ(z) = (T (z),q(z)) :
ψ(z) =
{
A−1N ϕ
N + zϕN − ∑n<0 αneλnzΨn/λn if z < 0∑
n>0 αne
λnzΨn/λn if z > 0
(3.15)
ou` A−1N ϕ
N =
∑
n∈Z? αnΨn/λn est bien de´finie puisque ϕ
N ∈ Ran (AN).
Nous avons :
ψ ∈ C1(R,H) ∩ C0(R, D(A)) ∩ C∞(R?, D(A))
et T est une solution du proble`me de Neumann (2.4) (3.5) avec f = ω.
Nous avons les proprie´te´s de re´gularite´s suivantes : z 7→ T (z) est C∞ sur R? dans H1(Ω)
et z 7→ k∇T (z) est C∞ sur R? avec la norme de Hdiv. A l’origine z = 0, T est C1 dans
L2(Ω) et k∇T est continue dans L2(Ω).
3.2.2 Tube semi-infini
Nous conside´rons maintenant le cas ou` I = R+ = (0,+∞). Soit une fonction donne´e
f : R+ 7→ R, nous cherchons une solution T de (2.4) associe´e avec le proble`me de
Neumann (3.5) sur ∂Ω×R+ et avec une condition d’entre´e en z = 0 de type Dirichlet ou
Neumann : pour E ∈ L2(Ω),
Condition d’entre´e Dirichlet : T (x, 0) = E(x) for x ∈ Ω (3.16)
Condition d’entre´e Neumann : k∇T (x, 0) · n = E(x) for x ∈ Ω (3.17)
Pour de´terminer les solutions dans le cas d’un domaine semi-infini, nous avons besoin
d’un re´sultat supple´mentaire. Ce dernier est le sujet principal de [2] par J. Fehrenbach et
al. Il porte sur des conditions limites late´rales de type Dirichlet. On peut le re´sumer par :
– nous savons de´ja` que (ΨDn )n∈Z? = (T
D
n ,q
D
n )n∈Z? forme une base de Hilbert de
Ran (AD)
– de plus, (TDn )n>0 forme une base comple`te de L
2(Ω) (seuls les indices positifs n ont
e´te´ garde´s), mais ce n’est plus une base orthogonale.
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Plus pre´cise´ment, nous conside´rons les coefficients κij =
∫
Ω
kTDi T
D
j dx pour i, j ∈ Z?
ainsi que les matrices K = (κij)i,j>0, Kn = (κij)1≤i,j≤n. Soit E ∈ L2(Ω) et conside´rons les
coefficients vi =
∫
Ω
kETDi dx. Nous de´finissons les vecteurs V = (vi)i>0, Vn = (vi)1≤i≤n.
The´ore`me 3.2.4 (J. Fehrenbach et al). Il existe une unique suite B = (βi)i>0 telle que :
E =
∑
i>0
βiT
D
i ,
∑
n>0
|βi|2 < +∞
C’est l’unique solution de KB = V . De plus, pour chaque n > 0, KnBn = Vn posse`de
une unique solution. En notant Bn = (β
n
i )1≤i≤n, nous avons
∑n
i=1 β
n
i T
D
i → E muni de la
norme L2.
La seconde partie du the´ore`me fournit un algorithme pour approximer E en utilisant
une de´composition sur les n-premiers modes avals TDn . La premie`re partie est l’e´le´ment
dont on a besoin pour obtenir les solutions sur les domaines semi-infinis.
Ce re´sultat est e´nonce´ dans le cas Dirichlet et a e´te´ prouve´ seulement dans cette
configuration. Nous allons supposer que ceci est e´galement valable pour le cas Neumann.
En particulier pour Q = 0, le vecteur supple´mentaire Ψ0, pour lequel T0(x) = 1, a e´te´ pris
en compte.
Nous allons noter λn = λ
N
n , Ψn = Ψ
N
n et αn = α
N
n . Nous posons que f ∈ C1(0,+∞)
avec f et f ′ borne´es.
Les fonctions cn(z) sont de´finies maintenant pour n ∈ Z? par :
cn(z) =
∫ +∞
z
f(ξ)eλn(z−ξ)dξ si n < 0, cn(z) = −
∫ z
0
f(ξ)eλn(z−ξ)dξ si n > 0
Ces fonctions sont bien de´finies, borne´es, diffe´rentiables et satisfont c′n = λncn − f . Elles
diffe`rent seulement de celles de l’e´quation (3.12) quand n > 0, en particulier nous avons
cn(0) = 0 pour n > 0.
Conside´rons la fonction z ∈ R+ 7→ ψ(z) = (T (z),q(z)) ∈ Ran (AN) :
ψ(z) = F (z)ϕN +
∑
n∈Z?
αncn(z)Ψn +
∑
n>0
βne
λnzΨn (3.18)
pour F ′ = f et pour tout suite (βn)n>0 satisfaisant
∑
n∈Z? |βn|2 < +∞.
La fonction ψ ve´rifie : ψ ∈ C2(R,H) ∩ C1(R, D(A)) et ∂zψ = Aψ. De plus, la
tempe´rature T est une solution du proble`me de Neumann (2.4) (3.5). A l’aide de la
remarque 3.1.1, nous pouvons e´crire la tempe´rature :
T =
P
Q
F (z) +
∑
n∈Z?
αncn(z)Tn +
∑
n>0
βne
λnzTn
telle qu’a` l’entre´e en z = 0 nous avons :
T (0) =
P
Q
F (0) +
∑
n<0
αncn(0)Tn +
∑
n>0
βnTn
∂zT (0) =
∑
n<0
λnαncn(0)Tn +
∑
n>0
λnβnTn
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Proposition 3.2.5. Conside´rons (βn)n>0 l’unique suite donne´e par le the´ore`me 3.2.4 telle
que : ∑
n>0
βnTn = E − PF (0)/Q−
∑
n<0
αncn(0)Tn
alors T (z) est la solution du proble`me de Neumann (2.4) (3.5) avec une condition d’entre´e
de type Dirichlet (3.16).
Conside´rons maintenant (βn)n>0 l’unique suite donne´e par le lemme 3.2.4 telle que :∑
n>0
λnβnTn = E −
∑
n<0
λnαncn(0)Tn
alors T (z) est la solution du proble`me de Neumann (2.4) (3.5) avec une condition d’entre´e
de type Neumann (3.17).
Comme dans le cas infini, F est de´termine´e seulement a` une constante pre`s, si bien
que nous avons une infinite´ de solutions :
– Pour une condition d’entre´e de type Neumann, deux solutions T1 et T2 diffe´reront
seulement d’une constante additive : T1−T2 = 0 si bien que le gradient de tempe´rature
est de´termine´ de fac¸on unique. Il n’est pas ne´cessaire de de´terminer cette constante
pour caracte´riser les e´changes thermiques. Afin de caracte´riser la tempe´rature, une
condition de normalisation est ne´cessaire. Une telle condition peut eˆtre impose´e a` la
fin du tube z = +∞ avec des hypothe`ses raisonnables sur f , pre´sente´es ci-dessous.
– Pour une condition d’entre´e de type Dirichlet, deux solutions T1 et T2 ne diffe´reront
pas d’une constante. Elles satisfont pre´cise´ment pour toute constante C ∈ R :
T1 − T2 = C +
∑
n>0
γne
λnzTn avec
∑
n>0
γnTn = −C
Nous pouvons dire que T1 − T2 diffe`rent asymptotiquement d’une constante, et que
∇T1−∇T2 est asymptotiquement ze´ro. Dans ce cas, les e´changes thermiques ne sont
pas comple`tement de´termine´s si la constante F (0) n’est pas fixe´e. De nouveau, une
condition de normalisation est ne´cessaire pour ceci, et comme nous l’avons vu, une
telle normalisation n’est possible a` l’entre´e en z = 0. Nous devons plutoˆt chercher a`
la fin du tube en z = +∞, ce qui n’est possible que pour un choix raisonnable de f .
Si on regarde ce qui se passe en champs lointains, nous avons :
– si
∫ +∞
0
|f |dz < +∞, alors T (z) → F (+∞)P/Q pour z → +∞. Dans ce cas la
constante sur F ne peut eˆtre fixe´e par une condition de normalisation sur T en +∞.
– si
∫ +∞
0
|f ′|dz < +∞, alors ∂zT (z)→ f(+∞)P/Q and T (z) ˜
z→+∞
F (z)P/Q+f(+∞)uN
pour z → +∞ dans L2(Ω) (avec uN de´finie dans la remarque 3.1.1). Dans ce cas,
aucune condition de normalisation est possible pour fixer F .
3.3 Cas Neumann avec Q = 0
3.3.1 Tube infini
Nous allons adapter les re´sultats pre´ce´dents au cas Q = 0 : les notations restent
inchange´es par rapport au proble`me de Neumann Q 6= 0.
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Nous rappelons que la de´finition de ϕN = (sN , k∇uN) = ∑n∈Z? αnΨn est singulie`re
dans ce cas. Comme il est e´tabli dans le lemme 3.1.5 et la remarque 3.1.1, sN = au0 +
b avec a et b deux constantes donne´es par (3.10) (3.11) et u0 de´finie par (3.1). Nous
avons ϕN ∈ Ran (AN), si bien que
(
ϕN |Ψ0
)
H = 0, et Aϕ
N = aΨ0. Nous rappelons
e´galement que Ψ0 = (1, k∇u0) et la de´finition de Ran (AN) dans le corollaire 3.1.3 :
RN = Ran (AN)⊥© Span (Ψ0).
Proposition 3.3.1. On peut e´tendre les re´sultats de la proposition 3.2.1 au cas Q = 0.
En utilisant la de´finition alternative de ψ : z ∈ R 7→ RN , nous obtenons :
ψ(z) = aG(z)Ψ0 + F (z)ϕ
N +
∑
n∈Z?
αncn(z)Ψn
avec G : R 7→ R satisfaisant G′ = F .
Le cas Q = 0 pre´sente une caracte´ristique singulie`re qui me´rite notre attention.
La tempe´rature s’e´crit :
T (z) = aG(z) + F (z)(au0 + b) +
∑
n∈Z?
αncn(z)Tn
Quand on compare a` (3.14), nous observons que le terme dominant dans la tempe´rature
quand z → ±∞ est diffe´rent : si Q 6= 0 c’est le terme F (z)P/Q alors que quand Q = 0
c’est le terme aG(z). Posons par exemple que f = 0 au voisinage de +∞ : dans ce cas T (z)
va converger vers une limite si Q 6= 0 alors que pour Q = 0 elle va croˆıtre line´airement.
De fac¸on similaire, si f = L 6= 0 au voisinage de +∞ : alors dans ce cas T (z) va croˆıtre
line´airement si Q 6= 0 alors que pour Q = 0 cette croissance sera plutoˆt parabolique. Ces
deux proprie´te´s sont des conse´quences du corollaire (3.2.2).
La seconde diffe´rence importante est que, maintenant, la solution est de´finie a` deux
constantes pre`s, ce qui e´tait attendu puisque n’importe quelle fonction de la forme C1(z+
u0) + C2 est solution du proble`me de Neumann homoge`ne. Ainsi deux solutions du
proble`me peuvent avoir des gradients de tempe´rature diffe´rents et ainsi correspondre a`
des e´changes thermiques diffe´rents. Afin de clarifier ceci, re´e´crivons la tempe´rature :
T (z) =C1(z + u0) + C2 + aG(z) + F (z)(au0 + b) +
∑
n∈Z?
αncn(z)Tn (3.19)
∂zT (z) =C1 + aF (z) + f(z)(au0 + b) +
∑
n∈Z?
αnc
′
n(z)Tn
en imposant que F (0) = G(0) = 0 et avec C1, C2 deux constantes.
Faisons l’hypothe`se que
∫ +∞
0
|f |dz < +∞ et ∫ +∞
0
|f ′|dz < +∞ (ce qui physiquement
voudrait dire que f = 0 a` au moins une des extre´mite´ du tube). Si l’on regarde alors les
estimations de ce qui se passe en champ lointain comme dans le corollaire (3.2.2), nous
avons :
∂zT (z) −→
z→+∞
C1 + a
∫ +∞
0
fdz
Ceci est une autre importante diffe´rence avec le cas Q 6= 0 ou` la limite serait alors fixe´e et
vaudrait f(+∞)P/Q. Dans le cas Q 6= 0 cette limite reste libre. Nous pouvons imposer
le flux de chaleur en +∞ : une telle condition supple´mentaire e´tablit C1. Avec cette
condition supple´mentaire, nous conservons un ”jeu” infini de solutions qui de´pendent de
C2 : ces solutions ont des gradients de tempe´rature identiques et ont donc des e´changes
thermiques identiques.
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3.3.2 Tube semi-infini
Nous introduisons la primitive F de f et G la primitive de F . Nous conside´rons la
fonction z ∈ R+ 7→ ψ(z) = (T (z),q(z)) ∈ RN :
ψ(z) = aG(z)Ψ0 + F (z)ϕ
N +
∑
n∈Z?
αncn(z)Ψn +
∑
n>0
βne
λnzΨn
avec a de´finie dans l’e´quation (3.10) et pour toute suite (βn)n>0 satisfaisant
∑
n∈Z? |βn|2 <
+∞.
Avec les meˆmes justifications vues dans le cas Q = 0, si f ∈ C1(0,+∞) avec f et f ′
borne´es alors ψ ∈ C2(R,H) ∩ C1(R, D(A)) et ∂zψ = Aψ. De plus, la tempe´rature T est
une solution du proble`me de Neumann (2.4) (3.5).
Tout comme dans l’e´quation (3.19), en imposant F (0) = G(0) = 0, nous avons, avec
les deux constantes C1 et C2 :
T = C1(z + u0) + C2 + aG(z) + F (z)(au0 + b) +
∑
n∈Z?
αncn(z)Tn +
∑
n>0
βne
λnzTn (3.20)
et a` l’entre´e en z = 0 nous avons :
T (0) = C1u0 + C2 +
∑
n<0
αncn(0)Tn +
∑
n>0
βnTn
∂zT (0) = C1 +
∑
n<0
λnαncn(0)Tn +
∑
n>0
λnβnTn
Proposition 3.3.2. Dans le cas Q = 0, le contexte du the´ore`me (3.2.4) posse`de une
version particulie`re : notons T0 = 1 ∈ L2(Ω) la fonction constante, alors la suite (Tn)n≥0
constitue une base comple`te de L2(Ω).
Posons que C1 ∈ R et est connue, et conside´rons (βn)n≥0 l’unique suite telle que :
E = C1u0 +
∑
n<0
αncn(0)Tn +
∑
n≥0
βnTn
alors T (z) dans (3.20) avec C2 := β0 est une solution du proble`me de Neumann (2.4) (3.5)
avec une condition d’entre´e de type Dirichlet (3.16).
Conside´rons maintenant que (βn)n≥0 est l’unique suite telle que :
E =
∑
n<0
λnαncn(0)Tn + β0T0 +
∑
n>0
λnβnTn
alors T (z) de (3.20) avec C1 := β0 est une solution du proble`me de Neumann (2.4) (3.5)
avec une condition d’entre´e de type Neumann (3.17) (et ceci pour n’importe quelle valeur
de C2).
La structure de la solution dans le cas particulier Q = 0 est assez singulie`re. La solution
ge´ne´rale (3.20) de´pend des deux constantes C1 et C2.
Conside´rer le cas d’une condition d’entre´e de type Neumann permet de de´terminer la
constante C1. Ainsi, toutes les solutions du proble`me diffe`rent seulement d’une constante
et les e´changes thermiques sont comple`tement de´termine´s.
Conside´rer le cas d’une condition d’entre´e de type Dirichlet est plus de´licat. La constante
C1 est libre. La seconde constante C2 est de´termine´e via la condition d’entre´e : cela de´pend
a` la fois de C1 et de T (z = 0). Nous avons une solution pour chaque choix de C1 et
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deux solutions non identiques ne diffe`rent pas simplement d’une constante additive. Plus
pre´cise´ment, (comme cela est de´taille´ dans le cas fini) deux solutions diffe`rent asympto-
tiquement d’une constante quand z → +∞ . En conse´quence, deux solutions diffe´rentes
induisent des e´changes de chaleur diffe´rents, bien qu’asymptotiquement leur gradient soit
e´gal.
Afin de fixer la constante C1, une condition portant sur le flux doit eˆtre impose´e en
z = +∞, comme cela a e´te´ fait dans le cas de domaine infini. Si nous posons que∫ +∞
0
|f |dz < +∞ et ∫ +∞
0
|f ′|dz < +∞ (plus simplement on pourrait dire que f = 0
en +∞), alors :
∂zT (z) −→
z→+∞
C1 + a
∫ +∞
0
fdz
3.4 Re´sultats nume´riques
L’objectif initial de nos travaux est de de´crire les e´changes thermiques dans les ”tubes
chauffants” et les e´changeurs thermiques. Dans les sections pre´ce´dentes, nous avons e´tabli
les solutions analytiques pour la tempe´rature et le flux de chaleur pour de tels appareils.
Dans cette section, nous allons reprendre la de´marche adopte´e a` la fin du chapitre 2 2.4.3.
Nous allons conside´rer trois cas tests. Le premier est une configuration axisyme´trique
qui nous permet de comparer les re´sultats nume´riques obtenus avec les solutions analy-
tiques. Le second est une configuration pe´riodique qui de´crit une juxtaposition de canaux
circulaires. Enfin le dernier est un cas contre-courant ou` Q = 0.
h
l
d l
d
D
Figure 3.1 – Configurations ge´ome´triques : le cas test pe´riodique est repre´sente´ sur la
gauche, le cas contre-courant sur la droite.
3.4.1 Configuration axisyme´trique
Nous conside´rons une configuration axisyme´trique : le domaine Ω est le cercle unite´
et la partie fluide est un cercle centre´ en 0 avec un rayon 1/2. Pour cette ge´ome´trie, la
de´finition analytique des valeurs et fonctions propres est connue en suivant la technique
introduite par [5]. Ces solutions analytiques peuvent eˆtre calcule´es a` l’aide d’un code
Maple avec une pre´cision arbitraire e´leve´e. Dans la section 2.4.3, nous avons pre´sente´
notre strate´gie pour approximer les λn et les Ψn sur un domaine quelconque Ω en utilisant
un maillage sur Ω et un solveur aux e´le´ments finis. Le but de ce cas test est d’e´valuer
l’efficacite´ de ce solveur. Nous comparons les solutions calcule´es avec leurs de´finitions
analytiques. Nous utilisons une condition limite late´rale de type Neumann. Nous analysons
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dans un premier temps la convergence des valeurs propres calcule´es : les re´sultats sont
repre´sente´s par la figure 3.2.
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Figure 3.2 – Convergence des valeurs propres. La convergence de la premie`re valeur
propre aval (respectivement amont) calcule´e par rapport a` sa valeur exacte λ1 (resp. λ−1)
en fonction du pas du maillage h est repre´sente´e a` gauche (respectivement a` droite) pour
trois valeurs du nombre de Pe´clet (Pe =0.1, 1 et 10). L’erreur relative est repre´sente´e
comme une fonction du pas du maillage h en utilisant une e´chelle Log/Log de´cimale.
Chaque figure pre´sente le meˆme comportement line´aire avec une pente de 2.
Une se´rie de 7 maillages a e´te´ conside´re´e avec un pas de maillage variant entre 0.08
a` 0.02. L’erreur relative sur la premie`re valeur propre amont et aval en fonction de leur
valeur exacte λ1 and λ−1 a e´te´ calcule´e sur chacun de ces maillages. Nous conside´rons trois
valeurs du nombre de Pe´clet : Pe = 0.1 (la diffusion est dominante), Pe =1 et Pe =10
(re´gime domine´ par la convection). Dans tous les cas, l’erreur de´croˆıt vers ze´ro avec un
ordre deux de convergence en h.
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Figure 3.3 – Convergence des coefficients αn. La convergence du premier coefficient aval
(respectivement amont) calcule´ par rapport a` sa valeur exacte α1 (respectivement α−1)
en fonction du pas du maillage est repre´sente´e ici a` gauche (respectivement a` droite) pour
trois valeurs du nombre de Pe´clet (Pe =0.1, 1 et 10). L’erreur relative est repre´sente´e
comme une fonction du pas du maillage h en utilisant une e´chelle Log/Log de´cimale.
Avec les meˆmes parame`tres nous analysons la convergence des coefficients correspon-
dant α±1, ce qui implique l’inte´grale sur la frontie`re du domaine de T±1. Les re´sultats sont
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repre´sente´s par la figure 3.3. La convergence pour les coefficients αn est d’ordre 1 avec le
pas du maillage. Maintenant nous conside´rons les deux configurations suivantes :
– le proble`me de Neumann sur un domaine infini avec la condition late´rale f(z) = ω(z)
dont la solution est donne´e par le corollaire 3.2.3,
– le proble`me de Neumann sur un domaine semi-infini avec une condition de flux nul
sur la surface externe de la partie solide ∂Ω × R+ et avec une condition d’entre´e
de type Neumann ∂zT (z = 0) = 1 dans la partie fluide et ∂zT (z = 0) = 0 dans la
partie solide.
Pour ces deux configurations nous e´valuons l’e´change thermique fluide/solide. En notant
O la re´gion fluide ( le cercle de centre 0 et de rayon 1/2), celui-ci s’e´crit :
Fluxfluide/solide :=
∫ +∞
0
∫
∂O
k∇T · ndl dz
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Figure 3.4 – E´valuation de Fluxfluide/solide en fonction du nombre de modes conside´re´s
pour un domaine infini a` gauche et semi-infini a` droite, avec pour les deux cas Pe = 10.
pas maillage N. sommets N. modes Fluxfluide/solide Erreur rel.
0.083 557 3 1.313 1 13 %
0.042 2 083 3 1.208 8 4.1 %
0.021 8 694 4 1.162 4 0.07 %
0.011 32 411 6 1.180 3 1.6 %
0.005 2 133 454 9 1.165 0 0.23 %
0.003 5 295 250 11 1.166 0 0.38 %
Table 3.1 – Convergence de Fluxfluide/solide calcule´ en fonction du pas du maillage h.
Le nombre de sommets du maillage est indique´ dans la deuxie`me colonne. La troisie`me
colonne correspond au nombre de modes conside´re´s. Le flux calcule´ et les erreurs relatives
correspondantes sont reporte´s dans les deux dernie`res colonnes.
Pour les deux configurations, le maillage utilise´ est le plus raffine´. Les solutions pour
les deux configurations (e´quations (3.15) ou (3.18) pour respectivement les configurations
infini et semi-infini) ne font seulement intervenir que les λn et les Ψn pour n > 0. Nous
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conside´rons uniquement les N -premiers modes (c’est-a`-dire pour 1 ≤ n ≤ N) et nous ap-
proximons Fluxfluide/solide a` l’aide de ces N -modes. Ensuite nous analysons la de´pendance
de Fluxfluide/solide en fonction de N : les re´sultats sont pre´sente´s sur la figure 3.4. Dans les
deux cas, avec assez peu de modes nous obtenons avec une bonne pre´cision une approxi-
mation du flux : 1% (respectivement 3%) d’erreur relative avec N = 5 (respectivement
N = 7) pour la configuration infinie (respectivement semi-infinie). La pre´cision est plus
grande pour le cas infini, ce qui est probablement duˆ a` la non re´gularite´ de la condition
d’entre´e pour le cas semi-infini. Nous pouvons regarder de fac¸on plus approfondie comment
se comporte la convergence du flux fluide/solide calcule´ par rapport a` sa valeur exacte
dans le cas du domaine infini, cas pour lequel une e´valuation pre´cise de la valeur exacte du
flux peut eˆtre obtenue avec la me´thode analytique qui a e´te´ explicite´e auparavant : cette
valeur exacte est 1.161549 avec une tole´rance de ±1.10−6. Nous la conside´rerons comme la
valeur de re´fe´rence. La comparaison des valeurs calcule´es du flux avec la valeur re´fe´rence
est repre´sente´e dans le tableau 3.1. Dans ce tableau sont reporte´s le pas du maillage avec
le nombre de sommets du maillage. Pour chaque calcul est e´galement indique´ le nombre
de modes significatifs utilise´s : parmi les valeurs/vecteurs propres calcule´s, la plupart
d’entre-eux sont associe´s a` une structure non-axisyme´trique (c’est-a`-dire pe´riodique de la
forme f(r) exp(ipθ)) et ne sont pas alors conside´re´s ici. Le flux calcule´ avec le nombre de
modes significatifs est reporte´ avec l’erreur relative associe´e. Nous observons alors que la
convergence des flux calcule´s oscille autour de la valeur de re´fe´rence du flux. Un faible
nombre de modes propres est utilise´ pour de´terminer avec une assez bonne pre´cision une
approximation du flux : pour avoir une approximation avec une pre´cision de 1 % nous
avons besoin de 5-6 modes, et seulement de 1-2 modes pour une approximation avec une
pre´cision de 5 %.
3.4.2 Configuration pe´riodique
Nous conside´rons dans ce cas test une ge´ome´trie pe´riodique repre´sente´e par la figure
3.1. La ge´ome´trie est infinie mais pe´riodique dans la direction horizontale. Elle consiste en
une se´rie de canaux circulaires paralle`les, dans lesquels un fluide s’e´coule, entoure´ d’une
partie solide. Le nombre de Pe´clet pour chaque canal est constant et vaut Pe = 10. Un
domaine e´le´mentaire est un carre´ avec un canal en son centre. Sur un carre´, nous imposons
une condition limite de type Neumann sur la frontie`re supe´rieure et infe´rieure alors que
des conditions pe´riodiques sur T et ∂xT sont impose´es sur les frontie`res de gauche et de
droite. Dans ce cas, le proble`me e´tudie´ n’est plus axisyme´trique, tout comme les modes
propres.
Ici, nous nous concentrons sur une donne´e pertinente pour des cas applicatifs : le flux
e´change´ entre la partie fluide et solide. Nos pre´occupations vont concerner la contribution
des modes aux e´changes, et dans quelle mesure la troncature sur le nombre de modes
permet d’approximer les performances d’e´changes. Cela va donc e´galement concerner la
convergence nume´rique associe´e en fonction du raffinement du maillage aux e´le´ments finis
utilise´. La figure 3.5 illustre la contribution des dix premiers modes qui contribuent le plus
au flux d’e´changes. Nous pouvons noter avec cette figure que dans cette configuration,
plus la contribution est importante et plus le degre´ de syme´trie azimutale est faible.
Le premier mode qui contribue a un degre´ de syme´trie azimutale nul, et l’ordre de la
de´composition de Fourier de la syme´trie azimutale apparente augmente avec le nombre
de modes contribuant. Pour ce cas, ou` la convection est le re´gime dominant (Pe = 10),
nous pouvons voir que quatre modes sont suffisants pour obtenir une bonne estimation
du flux total a` une pre´cision de quelques pourcents. C’est une observation inte´ressante,
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Figure 3.5 – Configuration pe´riodique. On repre´sente le flux fluide/solide calcule´ avec
les dix premiers modes propres et leurs visualisations
a` savoir que les configurations ou` la convection domine fournissent de bons re´sultats
pour la de´composition modale ge´ne´ralise´e que nous proposons. Cela l’est d’autant plus
qu’il est assez facile d’obtenir rapidement et avec une estimation pre´cise les performances
d’e´changes en utilisant cette formulation.
pas maillage Nombre de sommets Flux fluide-solide Taux de convergence
1/20 1255 1.95895 –
1/40 4820 1.88159 –
1/80 18829 1.84777 2.29
1/160 74473 1.83051 1.96
1/320 298207 1.82017 1.67
Table 3.2 – Configuration pe´riodique. On porte la convergence du flux en fonction du
pas du maillage h
Dans le tableau 3.2 est reporte´e la convergence du flux de chaleur fluide/solide en
fonction du pas du maillage : la figure pre´ce´dente 3.5 correspondant au maillage le plus
raffine´. Le flux de´croˆıt vers sa valeur de re´fe´rence. Le taux de convergence est e´value´ en
calculant le ratio (φn−2 − φn−1)/(φn−1 − φn) avec φn le flux calcule´ sur le nieme maillage.
Les re´sultats pre´sente´s sugge`rent un ordre un de convergence du flux avec h. Avec une
telle hypothe`se, l’erreur relative sur le flux induite par la discre´tisation doit eˆtre de l’ordre
de 1% pour le maillage le plus fin.
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3.4.3 Configuration contre-courant
Pour finir, nous conside´rons la configuration suivante : un cas contre-courant pour
lequel le de´bit total Q = 0. Cette configuration est repre´sente´e sur la partie de droite
de la figure 3.1 et comporte deux canaux circulaires paralle`les ou` dans lesquels un fluide
s’e´coule dans des directions oppose´es. Les deux canaux sont niche´s au sein d’un domaine
solide circulaire. Sur la figure 3.6 est porte´e l’e´valuation du flux d’e´change fluide/solide
sur les frontie`res du tube de gauche et de droite. Nous utilisons une configuration de
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9
 5  10  15  20  25
F l
u x
 f l
u i
d -
s o
l i d
Number of eigen mode
Left tube
Pe=0.1
Pe=1
Pe=10
Pe=100
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9
 5  10  15  20  25
F l
u x
 f l
u i
d -
s o
l i d
Number of eigen mode
Right tube
Pe=0.1
Pe=1
Pe=10
Pe=100
 0.1
 0.12
 0.14
 0.16
 0.18
 0.2
 0.22
 0.24
 5  10  15  20  25
F l
u x
 f l
u i
d -
s o
l i d
Number of eigen mode
Left tube - Pe=10
L = 1.5*d
L = 3*d
L = 4.5*d
-0.04
-0.02
 0
 0.02
 0.04
 0.06
 0.08
 5  10  15  20  25
F l
u x
 f l
u i
d -
s o
l i d
Number of eigen mode
Right tube - Pe=10
L = 1.5*d
L = 3*d
L = 4.5*d
Figure 3.6 – Configuration contre-courant. Le flux thermique d’e´change fluide/solide
sur les frontie`res des tubes gauche et droit est repre´sente´. Ce flux est calcule´ avec un
nombre croissant de modes propres N . La de´pendance du flux calcule´ en fonction de N
est repre´sente´e ici pour plusieurs valeurs du nombre de Pe´clet (figures en haut), et pour
plusieurs distances L entre les deux tubes (figures du bas).
domaine infinie ou` la partie solide est chauffe´e pour z < 0 et ve´rifie une condition de flux
nul pour z > 0 (situation pre´sente´e par le corollaire 3.2.3). Nous nous concentrons sur les
flux de chaleur internes des deux canaux internes pour z > 0. Les roˆles des deux canaux
ne sont pas syme´triques. Le fluide dans le tube de gauche s’e´coule en direction de la re´gion
z > 0. Ce fluide est chauffe´ dans la partie z < 0 par un processus de diffusion thermique
dans le solide. L’e´coulement ensuite convecte la chaleur dans la zone z > 0 : on peut
conside´rer ce tube comme e´tant le canal d’entre´e. A l’inverse, le fluide dans le tube de
droite s’e´coule en direction de la re´gion z < 0 et e´vacue la chaleur par convection depuis
la zone z > 0 : on peut conside´rer ce tube comme le canal de sortie. Ceci signifie que le
flux d’e´change est diffe´rent pour le tube de gauche et de droite, comme cela est observe´
dans la partie de gauche et de droite de la figure 3.6. Il est aussi inte´ressant de noter que
le taux de convergence en fonction du nombre de modes propres conside´re´s est sensible
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aux parame`tres ge´ome´triques choisis aussi bien que le nombre de Pe´clet. Qualitativement,
on peut noter que plus les tubes sont proches et plus rapidement la troncature modale
converge vers une valeur du flux d’e´change. D’un autre coˆte´, augmenter le nombre de
Pe´clet fournit une convergence modale plus lente, comme cela est observe´ sur la partie
supe´rieure de la figure 3.6. Ne´anmoins, une estimation pre´cise a` quelques pourcents du
flux d’e´change est obtenue dans chaque configuration quand on utilise la contribution de
moins de dix modes.
Figure 3.7 – Configuration contre-courant. Le flux fluide/solide sur la frontie`re du tube
de gauche pour z > 0 calcule´ avec les dix premiers modes contribuant ainsi que leur
visualisation sont repre´sente´s (pour Pe=10 et L = 1.5d).
Une autre observation inte´ressante est fournie sur la figure 3.7 ou` l’on peut voir la
structure spatiale de la plupart des modes contribuant au flux d’e´change. Comme pour la
figure 3.5, on peut observer que la structure spatiale des modes augmente en complexite´
avec la diminution de leur contribution au flux d’e´change. Par exemple, le premier mode
est quasiment d’ordre azimutal ze´ro , le second et le troisie`me modes sont d’ordre azi-
mutal un, le quatrie`me jusqu’au sixie`me sont principalement d’ordre azimutal trois, etc
... Cependant, cette observation n’est pas syste´matique car le septie`me mode a un ordre
azimutal un avec une syme´trie horizontale, contrairement au second mode qui a le meˆme
ordre azimutal mais avec une syme´trie verticale. Cette observation indique que la confi-
guration choisie favorise certaines syme´tries pour lesquelles l’e´change est plus favorable.
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3.5 Article en cours de soumission
Ce chapitre a fait l’objet d’un article en cours de soumission dans SIAM Journal on
Applied Mathematics. Il est pre´sente´ a` la suite de la bibliographie.
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MATHEMATICAL ANALYSIS OF PARALLEL CONVECTIVE
EXCHANGERS I : GENERAL LATERAL BOUNDARY
CONDITIONS
JULIEN BOUYSSIER, CHARLES PIERRE, AND FRANCK. PLOURABOUE´
Abstract. We propose a mathematical analysis of parallel convective exchangers
for any general but longitudinally invariant domains. We analyse general Dirichlet
or Neumann prescribed boundary conditions at the outer solid domain. Our study
provides general mathematical expressions for the solution of convection/diffusion
problems. Explicit form of generalised solutions along longitudinal coordinate are
found from convoluting elementary base Graetz mode with the applied sources
at the boundary. In the case of adiabatic zero flux counter-current configura-
tion we recover the longitudinally linearly varying solution associated with the
zeroth eigenmode which can be considered as the fully developed behaviour for
heat-exchangers. We also provide general expression for the infinite asymptotic
behaviour of the solutions which depends on simple parameters such as total con-
vective flux, outer domain perimeter and the applied boundary conditions. Prac-
tical considerations associated with the numerical precision of truncated mode
decomposition is also analysed in various configurations for illustrating the versa-
tility of the formalism. Numerical quantities of interest are investigated, such as
fluid/solid internal and external fluxes.
1. Introduction
1.1. Applicative context. Heat exchangers are ubiquitous in many industrial pro-
cesses where heat is to be to recovered or, on the contrary, disposed, from one fluid
onto another. Applications might be associated with heating or cooling systems, but
can also involve other processes such as pasteurisation, crystallisation, distillation,
concentration or separation of some substances [17, 7, 9]. Similarly mass exchang-
ers are also important either in natural biological organs such as kidney and/or
biotechnological applications such as devices for continuous extra corporeal blood
purification associated with hemo-dialysis [2], hemo-filtration or extracorporeal oxy-
genation.
For both mass or hear exchangers, the exchange takes place from coupled con-
vection/diffusion processes without any direct contact between the input and the
output fluids, for obvious contamination purposes. Many industrial examples of
such devices are possible to find such as radiators, condensers, evaporators, air pre-
heaters, cooling towers as well as extra corporeal membrane oxygenation and blood
micro-filters [3]. Also found in exchangers as a generic, although not systematic,
common feature, is parallel flow design configuration. This is the class of exchang-
ers that we are going to consider in this paper, with the hypothesis that there is no
longitudinal variation of the fluid-velocity along the exchanger axis.
Date: February, 2012.
Key words and phrases. Heat and mass transfer, convection diffusion, variational formulation,
Graetz mode decomposition, mixed formulation, convective exchangers.
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In previous contributions a similar Graetz decompositions for solving exchange
configurations has already been used [22, 8, 24, 25]. Graetz decomposition applied
to stationary convective exchanges problems provides elegant and compact solutions.
Furthemore, the obtained familly of exponentially decaying modes also permits to
set up a hierarchy of modes in fully developped configurations [8]. Nevertheless,
there is a number of limitations that have preclude the systematic and intensive use
of such decomposition in more realistic configurations
(1) It is much straighforward to used them to convective dominated situations
(where the Pe´clet number is large) [22, 8]
(2) Their used has been restricted to two dimensional [11, 12, 22, 21] or possibly
concentric [21, 8, 25] configurations.
(3) They have been used only for constant or piecewise constant prescribed
Dirichlet lateral temperature profiles [24, 25] or homeneous Neumann adia-
batic lateral boundary conditions [8].
(4) Input/output conditions where generally considered as prescribed uniform
temperature [22, 8, 24, 25] whitout considering the possible coupling with
Inlet/Outlet conditions in realistic configurations.
Limitation (1) can be overcomed from considering the proper set of orthogonal
modes as first noticed by [14], so that axially diffusion can also be included in cou-
pled co-current or counter-current problems. Nevertheless, limitation (2) has only
been overcomed recently in [15] for longitudinally infinite exchangers with homoge-
neous lateral Dirichlet boundary conditions or for finite exchangers [4], again for the
homogeneous Dirichlet boundary condition at the outer solid surface.
In a effort to obtain general formulation to reach realistic applicative configura-
tions, limitations (3) and (4) are still pending. The contribution of this work is
to remove restriction (3). In the following we provide the necessary mathematical
theory and numerical implementation to permit the use of generalysed Graetz de-
composition for any general lateral boundary conditions. The goal of a next paper
will be to remove restriction (4).
In order to realise that restriction (3) is important in application, it is interesting
to mention that the heat pipes literature has considered a number of different lateral
boundary conditions [20, 14, 21, 10, 23, 25].
As described in [20] one founds, in heat pipes, lateral boundary conditions with
uniform profile (uniform Dirichlet) in transverse and longitudinal directions, uniform
profile along longitudinal direction only, radiative boundary conditions, prescribed
uniform flux (uniform Neumann), or exponentially varying profile along longitudinal
direction. It is interesting to mention that exponentially varying lateral boundary
conditions in the longitudinal direction permits to take into account some convec-
tion/diffusion coupling between the fluid and the solid, as described by fully devel-
oped Graetz modes which are indeed exponentially decaying solutions [5, 13].
Hence, each operating conditions thus necessitates a case-specific theoretical treat-
ment without any generally theoretical framework which could describe the complete
coupling between convection arising inside the fluid coupled with the diffusion inside
the solid.
The purpose of this contribution is to provide such theoretical framework for any
general set of prescribed temperature profile or applied flux around the exterior solid
boundary of the exchanger. This work is an extension of two previous contributions
3which have permitted to generalise standard Graetz eigenmodes decomposition to
any, possibly complicated, configuration in the transverse direction, whilst longi-
tudinally invariant. One considerable advantage of the developed formalism is to
provide a two-dimensional formulation of a fully tri-dimensional problem.
In [15] longitudinally infinite exchangers are considered with homogeneous Dirich-
let boundary conditions. In a second contribution, the extension of two-dimensional
formulation to finite configurations [4] has also been considered, again for the ho-
mogeneous Dirichlet boundary condition at the outer solid surface.
In this paper, we generalise previous approaches for the very general case of any
applied Dirichlet or Neumann boundary condition. Of particular interest is the Neu-
mann case for which, two distinct class of problems emerges from its mathematical
properties, as discussed in [22]. Given the fluid density ρi, the heat capacity ci and
the flux Q˜i of a fluid i, one should distinguish the case where the total heat capacity
flow rate ΣiρiQ˜ici over all fluid i involved in the exchanger is equal or distinct from
zero. It is, for exemple, distinct from zero for convective heat pipes for which convec-
tion is driving the heat from inlet to outlet, and in that case, any generalised Graetz
mode is exponentially varying in the longitudinal direction. In the case where the
total heat capacity flow rate ΣiρiQ˜ici = 0 as encountered in balanced counterflow
heat exchangers, we show that an additional linearly longitudinally varying mode
has to be considered as already discussed in two-dimensional convection-dominated
configurations [22].
1.2. Physical problem and state of the art. This paper considers stationnary
convection diffusion in a tube, i.e. in a domain Ω×I with Ω ⊂ R2 a smooth bounded
domain and I ⊂ R an interval (possibly unbounded). A point M ∈ Ω × I has for
coordinates M = (x˜, z˜) with x˜ = (x˜1, x˜2) ∈ Ω and z˜ ∈ I.
Inside the tube a moving fluid convects a passive tracer, whilst it diffuses inside
the immobile solid part. Two physical assumptions are considered. Firstly the
fluid velocity v˜ in the tube is independent of z and directed along the z-direction:
v˜(x˜, z˜) = v˜(x˜)ez. Moreover we adopt the natural convention that v˜ = 0 in the
solid part of the domain Ω. Secondly the thermal conductivity k˜ is assumed to be
isotropic and independent of z˜: k˜ = k˜(x˜) ∈ R (anisotropic conductivity however
could be considered with the condition that ez is one principal direction of the
conductivity tensor).
In this setting, the stationary convection-diffusion equation for the temperature
T˜ on Ω× I reads
(1) d˜iv(k˜∇˜T˜ ) + k˜∂2z˜ T˜ = ρcv˜∂z˜T˜ ,
where d˜iv = divx˜ and ∇˜ = ∇x˜, ρ the fluid density, c the heat capacity, v˜ the fluid
velocity and k˜ the conductivity.
In the following, we discuss a dimensionless form of this convection/diffusion
equation. Following previous conventions in the heat exchanger litterature, con-
sidering fluid pipes of radius R, the dimensionless coordinates (x, z) are defined as
x = (x˜1/R, x˜2/R) and z = z˜/R so that the pipe radius is unity. Furthermore, the
conductivity k˜ is non-dimensionalised by the fluid conductivity k˜f so that k = k˜/k˜f
is unity in the fluid. The dimensionless temperature T is obtained from considering
a reference temperature T0, T = T˜ /T0. The fluid non-dimensional velocity is defined
4 J. BOUYSSIER, C. PIERRE, AND F. PLOURABOUE´
such that,
(2) v =
Pe
2
v˜
V
where V is the average fluid velocity in the fluid pipe, and Pe is the Pe´clet number
usually considered as
(3) Pe =
ρcV (2R)
kf
=
V (2R)
α
,
where α = kf/ρc is the fluid thermal diffusivity. For notation simplification we
will only consider in the following one fluid type and only one pipe radius R. This
is nevertheless not a restriction of the presented results, which can easily be gen-
eralised to more complex configurations involving tubes of different diameters and
different fluids. Note also that we have included the Pe number in the definition of
dimensionless velocity v for notation simplification. Using dimensionless formulation
Equation (1) then reads
(4) div(k∇T ) + k∂2zT = v∂zT,
where similarly div = divx and ∇ = ∇x. The dimensionless velocity v and conduc-
tivity k satisfy mandatorily the two following properties:
(5) v ∈ L∞(Ω) and 0 < km ≤ k(x) ≤ kM , x ∈ Ω,
no additional regularity assumptions on v and k are needed.
Problem (4) has been reformulated in [15], as briefly stated below. On the Hilbert
space
H = L2(Ω)× [L2(Ω)]2
we consider the unbounded operator A
A : D(A) ⊂ H 7→ H , D(A) = H1(Ω)×Hdiv(Ω)(6)
∀ (s,q) ∈ D(A) , A(s,q) = (k−1vs− k−1 div q, k∇s).
In matricial notation, the operator A display the form:
A =
[
k−1v −k−1 div
k∇ 0
]
Lemma 1.1. Let z ∈ I 7→ ψ(z) = (T (z),q(z)) ∈ H be a differentiable function so
that
∀ z ∈ I, ψ(z) ∈ D(A) and d
dz
ψ(z) = Aψ(z),
then T is a solution of (4) and k∇T = ∂zq.
Here z 7→ T (z) is once differentiable in L2-norm, so ∂2zT only has a weak (distri-
bution) sense and T is a solution to (4) in the same weak sense.
A strong solution to (4) is recovered if additionally z 7→ q(z) is differentiable in
Hdiv(Ω).
Lemma 1.1 is the starting point in [15, 4] to derive solutions to (4) using the
spectral properties of A.
In all the sequel Q will denote the total flow flux across Ω
Q =
∫
Ω
v(x)dx.
5The case where no net flux arises, i.e. Q = 0, is singular for the Neumann case.
Note that, given the definition of the dimensionless velocity v in (2) this condition
also reads in dimensional form as a zero total heat capacity flow rate ΣiρiQ˜ici = 0
for different fluid i flowing in different pipes with flux Q˜i. Hence, in the following
we will considerer the “zero flux” dimensionless condition Q = 0 whithout mention-
ning any more that it corresponds, in fact, to an adiabatic zero flux countercurrent
configuration, as discussed in [22] for convection dominated regimes.
This case is singular because of the existence of a non trivial element in the kernel
of A denoted Ψ0:
(7) Ψ0 = (1, k∇u0), div(k∇u0) = v and k∇u0 · n = 0 on ∂Ω.
When Q = 0, u0 ∈ H1(Ω) is well defined (up to a constant) since the compatibility
condition
∫
Ω
div(k∇u0)dx =
∫
∂Ω
k∇u0 ·ndl = 0 =
∫
Ω
vdx. This induces the existence
of a special solution T0 satisfying zero flux condition on ∂Ω,
T0(x, z) = C1(u0(x) + z) + C2,
with C1, C2 ∈ R.
1.3. Summary of the paper. This paper is organised in two main parts. In the
first part, we present theoretical results and derive analytical solutions to problem
(4). The second part provides numerical illustration of the obtained results of the
first part whilst the efficiency of the analytical solutions here derived to describe
heat exchanges in tubes.
In the first theoretical part we start in section 2 with a spectral analysis of the
operator A in (6) either considering a Dirichlet or Neumann type boundary condition
on ∂Ω. We provide an extension of the results in [15] dedicated to the Dirichlet case.
This extension in particular shows that in the Neumann case the physics of the
problem depends on the value of the total flux Q =
∫
Ω
vdx. The case Q = 0 is quite
singular and moreover of great interest in our applicative context: it corresponds to
counter-current configuration heat exchanger devices. In all cases our main result
in theorem 2.3 states that A is diagonal over a (complete) orthogonal basis. The
spectrum moreover is made of a double infinite sequence of eigenvalues going both
to +∞ and −∞, each sequence corresponding either to the upstream (z < 0) or
downstream (z > 0) region descriptions.
Using these results we derive the solutions to problem (4) for non-homogeneous
boundary conditions of Dirichlet and Neumann type. These solutions are studied
both for an infinite (Ω× R) or a semi infinite (Ω× R+) domain in sections 3 and 4
respectively. These solutions are obtained as separate variable series: the variation
in the transverse (i.e. Ω) direction is given by the operator A eigenfunctions and
the longitudinal variation is explicitly given by a simple integral transformation
involving both the boundary data (treated as a source term) and the eigenvalues of
A.
Numerical results are given in the last section 5. The analytical solutions in the
two previous sections can be approximated by truncating their series expansion and
by approximating the eigenvalues and eigenfunctions. This approximation is per-
formed with two-dimensional finite element setting as presented in section 5.1. A
first axy-symmetric test case is presented in section 5.2 whose purpose is to validate
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the method. Finally the method is developed to describe the fluid/solid heat ex-
change for two more complex configurations: a periodic set of parallel pipes and a
counter current heat exchanger.
2. Spectral analysis
The Hilbert space H is equipped with the scalar product: ∀ Ψi = (fi,pi) ∈ H,
i = 1, 2,
(Ψ1|Ψ2)H =
∫
Ω
f1f2k(x)dx+
∫
Ω
p1 · p2k−1(x)dx,
that is equivalent with the canonical scalar product on H (i.e. taking k=1) thanks
to property (5) on k.
With this definition the operator A satisfies: ∀ Ψi = (si,qi) ∈ D(A), i = 1, 2,
(8)
(
AΨ1|Ψ2
)
H =
(
Ψ1|AΨ2
)
H +
∫
∂Ω
s1q2 · ndl −
∫
∂Ω
s2q1 · ndl,
with n the unit normal on ∂Ω pointing outwards Ω.
Definition 2.1. We respectively introduce two restrictions AD and AN of the op-
erator A relatively to a homogeneous Dirichlet (D) or homogeneous Neumann (N)
boundary condition with domains D(AD) and D(AN):
D(AD) = H
1
0 (Ω)×Hdiv(Ω) , D(AN) = H1(Ω)×H0div(Ω),
with
H0div(Ω) = {q ∈ Hdiv(Ω), q · n = 0 on ∂Ω} .
The operators AD and AN clearly have dense domains in H. Using the property
(8) they also are symmetric:
∀ Ψ1,Ψ2 ∈ D(A) : (AΨ1|Ψ2)H = (Ψ1|AΨ2)H ,
either with A = AD or A = AN .
Theorem 2.1. The two operators AD and AN in definition 2.1 are self adjoint.
With theorem 2.1 We have:
H = Ker (AD) ⊥©Ran (AD) = Ker (AN) ⊥©Ran (AN) ,
we now characterise these spaces.
Corollary 2.2. In the Dirichlet case
Ker (AD) = {(0,q), q ∈ Hdiv(Ω) and div q = 0} ,
Ran (AD) =
{
(f, k∇s), f ∈ L2(Ω), s ∈ H10 (Ω)
}
.
In the Neumann case let us consider
KN =
{
(0,q), q ∈ H0div(Ω) and div q = 0
}
,
RN =
{
(f, k∇s), f ∈ L2(Ω), s ∈ H1(Ω)} .
if Q 6= 0: Ker (AN) = KN and Ran (AN) = RN ,
if Q = 0: let us consider Ψ0 defined in (7),
Ker (AN) = KN ⊥© Span (Ψ0) , RN = Ran (AN) ⊥© Span (Ψ0) .
We always have H = KN ⊥©RN .
7In addition to these symmetry properties, the spectrum of the operators AD and
AN can be fully characterised. Let us denote
Sp⋆(A) := Sp(A)− {0},
the spectrum of the operator A without the singleton {0}. Either for A = AD or
A = AN , Sp
⋆(A) displays the same double sequence structure Sp⋆(A) = (λn)n∈Z⋆
with:
(9) −∞ ←−
n→+∞
λn ≤ · · · ≤ λ1 < 0 < λ−1 ≤ · · · ≤ λ−n −→
n→+∞
+∞.
Negative values of λ ∈ Sp⋆(A) will be referred to as downstream modes whereas
positive values will be referred to as upstream modes.
Theorem 2.3. The two operators A−1D : Ran (AD) 7→ H and A−1N : Ran (AN) 7→ H
are compact.
We have Sp⋆(AD) = (λ
D
n )n∈Z⋆ and Sp
⋆(AN) = (λ
N
n )n∈Z⋆, these two sequences satisfy
(9).
Elements of Sp⋆(AD) and of Sp
⋆(AN) are eigenvalues of finite order, the associated
eigenvectors (ΨDn )n∈Z⋆ and (Ψ
N
n )n∈Z⋆ form a Hilbert basis (with orthogonal vectors
of norm 1) of Ran (AD) and Ran (AN) respectively.
We will denote ΨDn = (T
D
n ,q
D
n ) and Ψ
N
n = (T
N
n ,q
N
n ) the eigenfunctions for the
Dirichlet and Neumann cases respectively. We have the relation qD,Nn = k∇TD,Nn /λD,Nn .
Two important consequences are (skipping the indexes D and N):
ψ ∈ Ran (A) iff ‖ψ‖2H =
∑
n∈Z⋆
| (ψ|Ψn)H |2 < +∞,
(10)
ψ ∈ D(A) ∩ Ran (A) iff ‖ψ‖2D(A) :=
∑
n∈Z⋆
|λn (ψ|Ψn)H |2 < +∞,
(11)
and ‖ψ‖D(A) is a norm equivalent to the H1(Ω)×Hdiv(Ω) norm.
Proof of theorem 2.1. The Dirichlet case has already been proved in [15]. The proof
in the Neumann case follows the same arguments and is detailed here.
We have AN = A0 + V with A0 : (s,q) ∈ D(AN) 7→ (−k−1 div q, k∇s) and
V : (f,p) 7→ (k−1vf, 0). Both AN and A0 are symmetric with dense domains and
V is bounded on H. Using the Kato-Rellich theorem (see e.g. [19] p. 163), the self-
adjointness of A0 implies the self-adjointness of AN . To prove the self-adjointness of
A0, let us show that A0 + i has range H (see e.g. [18]).
Let (f,p) ∈ H. Using the Lax Milgram theorem, there exists a unique q ∈ H0div(Ω)
so that for all χ ∈ H0div(Ω):
(12)
∫
Ω
(q · χ+ div q divχ) k−1dx =
∫
Ω
(−ip · χk−1 − f divχ) dx.
More precisely the bilinear form on the left is clearly coercive on H0div(Ω) thanks to
property (5) and the linear form on the right is continuous on H0div(Ω).
We introduce the function s so that is − k−1 div q = f . Let us prove that Ψ =
(s,q) ∈ D(AN). With div q = k(is− f) we get with (12):
∀ χ ∈ H0div(Ω), −
∫
Ω
s divχdx =
∫
Ω
k−1(p− iq) · χdx,
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so that in distribution sense ∇s = k−1(p− iq) ∈ [L2(Ω)]2. It follows that s ∈ H1(Ω)
and therefore Ψ ∈ D(AN). Finally we have is − k−1 div q = f and k∇s + iq = p
which means that (f,p) = A0Ψ+ iΨ and so Ran (A0 + i) = H. 
Proof of corollary 2.2. We prove the Neumann case only. If Ψ = (s,q) ∈ D(AN)
satisfies ANΨ = 0 then k∇s = 0 and therefore s is a constant. Now we have
sv − div(q) = 0 with s ∈ R.
In case Q 6= 0, by integrating sv − div(q) = 0 over Ω and using the divergence
formula we get s
∫
Ω
vdx = sQ = 0 and so s = 0. It follows that div q = 0, as a result
Ker (AN) = KN in this case.
In case Q = 0, s can be a non zero constant and in this case Ψ ∈ Span (Ψ0) with Ψ0
defined in (7). Thus Ker (AN) = KN ⊥© Span (Ψ0) in this case.
we clearly have RN ⊂ K⊥N . Since H = Ker (AN)⊥©Ran (AN), to end the proof of
corollary 2.2 it suffices to show that H = KN
⊕
RN .
Let (f,p) ∈ H. Let s ∈ H1(Ω) so that,
∀ ϕ ∈ H1(Ω) ,
∫
Ω
k∇s · ∇ϕdx =
∫
Ω
p · ∇ϕdx
The function s ∈ H1(Ω) is defined up to an additive constant by the Lax Milgram
theorem. Let q = p− k∇s: for all ϕ ∈ H1(Ω) we then have ∫
Ω
q · ∇ϕdx = 0 and so
div q = 0 in distribution sense. Thus q ∈ Hdiv(Ω) and with the Green formula we
get for all ϕ ∈ H1(Ω), ∫
Ω
q · ∇ϕdx = ∫
∂Ω
ϕq · ndl = 0 and finally q ∈ H0div(Ω).
We eventually can decompose (f,p) = (f, k∇s) + (0,q) so that H = KN
⊕
RN
which ends the proof. 
Proof of theorem 2.3. The compactness has already been proved in the Dirichlet
case with additional regularity assumptions on k in [15]. We here give the proof for
k ∈ L∞(Ω) and for the Neumann case only, the proof in the Dirichlet case is similar
and a bit simpler. We simply denote AN = A along this proof.
We consider (fn,pn) ∈ Ran (A) a bounded sequence in H-norm. We consider the
unique (sn,qn) ∈ D(A) ∩ Ran (A) so that A(sn,qn) = (fn,pn), one has to prove
that the sequence (sn,qn) is compact. Compacity is in H-norm, equivalent with the
L2-norm.
Let us first prove that the sequence (sn) is compact in L
2(Ω)
We firstly have that k∇sn = pn and thus ‖∇sn‖L2 is bounded. The Poincare´
Wirtinger inequality then ensures that ‖sn − cn‖L2 is bounded with cn =
∫
Ω
sndx
the mean value of sn. If we prove that (cn) is bounded, we obtain that ‖sn‖L2 is
also bounded and then that (sn) is bounded in H
1(Ω): this will prove that (sn) is
compact in L2(Ω) using the Rellich-Kondrachov compactness theorem.
If Q 6= 0, we have vsn − div(qn) = kfn and integrating over Ω we get that∫
Ω
v(sn − cn)dx+ cn
∫
Ω
vdx−
∫
Ω
div(qn)dx =
∫
Ω
v(sn − cn)dx+ cnQ =
∫
Ω
kfndx,
because qn satisfies a zero flux condition on ∂Ω. Since fn and sn − cn are bounded
in L2-norm, we get that cn is bounded.
IfQ = 0, with corollary 2.2 we have the additional constraint here that ((sn,qn)|Ψ0)H =
0 =
∫
Ω
ksndx +
∫
Ω
qn · ∇u0dx. With vsn − div(qn) = kfn we have
∫
Ω
qn · ∇u0dx =∫
Ω
− div(qn)u0dx =
∫
Ω
(kfn − vsn)u0dx. The orthogonality constraint then gives
9∫
Ω
((k − vu0)sn + kfn) dx = 0 . From this last equality we get,
cn
∫
Ω
(k − vu0)dx =
∫
Ω
(sn − cn)(vu0 − k)dx−
∫
Ω
ku0fndx.
The right hand side is bounded. Using that div(k∇u0) = v, the pre-factor satisfies∫
Ω
(k−vu0)dx =
∫
Ω
k(1+∇u0 ·∇u0)dx and is non zero. It follows that cn is bounded.
Let us now prove that (qn) is compact in [L
2(Ω)]2.
With corollary 2.2 we firstly have that qn = k∇un with un ∈ H1(Ω). We can
moreover impose that
∫
Ω
undx = 0. We have that ‖k∇un‖L2 is bounded and with the
Poincare´-Wirtinger inequality it follows that un is bounded in H
1(Ω) thus compact
in L2(Ω). We also have that gn := div(k∇un) = vsn − kfn is bounded in L2(Ω).
Up to sub-sequence extractions, we then can assume that:
sn −→ s strongly in L2(Ω), un −→ u strongly in L2(Ω),
qn−⇀ q weakly in [L2(Ω)]2, gn−⇀ g weakly in L2(Ω).
We have to prove that indeed qn −→ q strongly in [L2(Ω)]2.
Let us first prove that u ∈ H1(Ω) with k∇u = q and that q ∈ H0div(Ω) with
div q = g.
For all test function χ ∈ [C∞c (Ω)]2,∫
Ω
k−1q · χdx = lim
n
∫
Ω
k−1qn · χdx = lim
n
∫
Ω
∇un · χdx = − lim
n
∫
Ω
un divχdx
= −
∫
Ω
u divχdx,
in the distribution sense, this means that ∇u = k−1q ∈ L2(Ω) i.e. u ∈ H1(Ω) and
k∇u = q.
Now for all ϕ ∈ H1(Ω), since qn ∈ H0div(Ω), we have∫
Ω
ϕgdx = lim
n
∫
Ω
ϕgndx = lim
n
∫
Ω
ϕ div qndx = − lim
n
∫
Ω
∇ϕ · qndx = −
∫
Ω
∇ϕ · qdx.
This first ensures that div q = g ∈ L2(Ω) in the sense of distributions, so that
q ∈ Hdiv(Ω). Now that we nave q ∈ Hdiv(Ω), using the Green formula we moreover
have for all ϕ ∈ H1(Ω):∫
Ω
ϕgdx = −
∫
Ω
∇ϕ · qdx =
∫
Ω
ϕ div qdx−
∫
∂Ω
ϕq · ndl =
∫
Ω
ϕgdx−
∫
∂Ω
ϕq · ndl..
The boundary integral is always equal to zero and thus q ∈ H0div(Ω).
Finally, we now can conclude than ‖qn − q‖L2 → 0:
‖qn − q‖2L2 =
∫
Ω
kk−1(qn − q) · (qn − q)dx ≤ kM
∫
Ω
k−1(k∇un − k∇u) · (qn − q)dx,
using inequality (5). With the Green formula it follows that,
‖qn − q‖2L2 ≤ kM
∫
Ω
∇(un − u) · (qn − q)dx = −kM
∫
Ω
(un − u)(gn − g)dx
≤ kM‖un − u‖L2‖gn − g‖L2 , ,
with the Cauchy-Schwartz inequality. We conclude to ‖qn − q‖L2 → 0 because
‖un − u‖L2 → 0 and ‖gn − g‖L2 is bounded.
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We proved that A−1 : Ran (A)→ Ran (A) is compact. It is moreover self adjoint
by theorem 2.1 and injective by construction. By Hilbert Schmidt theorem there
exists an orthogonal Hilbert basis of Ran (A) made of eigenvectors of A−1, moreover
0 is the only limit points of the associated sequence of (non-zero) eigenvalues.
This proves the remaining part of theorem 2.3 excepted the particular structure
(9) displayed by the eigenvalues. To prove this we have to show that the Rayleigh
coefficients (ψ,Aψ) are bounded neither above nor below for ψ ∈ D(A) and ‖ψ‖H =
1, we already know that they are unbounded. We have with ψ = (s,q),
(ψ,Aψ) =
∫
Ω
vs2dx+ 2
∫
Ω
q · ∇sdx.
The first term on the right is clearly bounded, then the second one is unbounded
and moreover changes of sigh when performing the transformation (s,q)→ (−s,q).
This second term then is unbounded above and below. 
3. Solutions on infinite domains
We here consider the case I = R.
Being given a function f : R 7→ R, we look for a solution T to (4) on Ω × R for
the two following problems.
Dirichlet problem: T (x, z) = f(z) for x ∈ ∂Ω,(13)
Neumann problem: k∇T (x, z) · n = f(z) for x ∈ ∂Ω.(14)
We firstly draw the basic ideas to derive solutions to these two problems. Rigorous
statements of the solutions are given in the following sub-sections, they follow from
these preliminary formal results given below.
With lemma 1.1, we search for a solution ψ(z) = (T (z),q(z)) to dψ/dz = Aψ
under the form,
ψ(z) =
∑
n∈Z⋆
dn(z)Ψ
D
n or ψ(z) =
∑
n∈Z⋆
dn(z)Ψ
N
n ,
for the Dirichlet or Neumann cases respectively.
Formally differentiating the sums we get,
d
dz
ψ(z) =
∑
n∈Z⋆
d′n(z)Ψ
D
n or
d
dz
ψ(z) =
∑
n∈Z⋆
d′n(z)Ψ
N
n ,
so that d′n =
(
Aψ|ΨDn
)
H or d
′
n =
(
Aψ|ΨNn
)
H respectively. Using (8) we obtain,
d′n = λ
D
n dn +
∫
∂Ω
T (z)qDn · ndl or d′n = λNn dn −
∫
∂Ω
q(z) · nTNn dl.
For the Dirichlet problem T (z) = f(z) on ∂Ω. For the Neumann problem we have
k∇T = ∂zq so that q(z) · n = F (z) with F a primitive of f on ∂Ω.
Let us introduce the coefficients αn given either for the Dirichlet or the Neumann
problems by:
(15) αDn = −
1
λDn
∫
∂Ω
qDn · ndl, αNn =
1
λNn
∫
∂Ω
TNn dl.
Finally the functions dn satisfy,
d′n = λ
D
n dn − λDn αDn f(z) or d′n = λNn dn − λNn αNn F (z),
11
respectively for the Dirichlet or Neumann cases.
In the sequel the function dn are sought under the form,
dn(z) = α
D
n f(z) + α
D
n cn(z) or dn(z) = α
N
n F (z) + α
N
n cn(z),
thus with the function cn solution of,
c′n = λ
D
n cn − f ′ or c′n = λNn cn − f,
respectively for the Dirichlet or Neumann cases.
In the Dirichlet case, the solution Ψ is then sought under the form,
Ψ(z) = f(z)
∑
n∈Z⋆
αDnΨ
D
n +
∑
n∈Z⋆
αDn cn(z)Ψ
D
n ,
whereas in the Neumann case it reads,
Ψ(z) = F (z)
∑
n∈Z⋆
αNn Ψ
N
n +
∑
n∈Z⋆
αNn cn(z)Ψ
N
n .
Let us first characterise the functions
∑
n∈Z⋆ α
D
nΨ
D
n and
∑
n∈Z⋆ α
N
n Ψ
N
n .
3.1. The coefficients αn.
Lemma 3.1. The coefficients αn defined in (15) satisfy:
(16)
∑
n∈Z⋆
αDnΨ
D
n = ϕ
D,
∑
n∈Z⋆
αNn Ψ
N
n = ϕ
N ,
with ϕD ∈ Ran (AD) ∩D(A) uniquely determined by,
(17) ϕD = (1, k∇uD), uD ∈ H10 (Ω) and AϕD = 0,
and with ϕN ∈ Ran (AN) ∩D(A) uniquely defined by,
ϕN = (sN , k∇uN), k∇uN · n = 1 on ∂Ω(18)
and AϕN =
{
0 if Q 6= 0
aΨ0 if Q = 0, a ∈ R ,
for Ψ0 defined in (7). In the particular case Q = 0, the constraint ϕ
N ∈ Ran (AN)
implies that
(
ϕN |Ψ0
)
H = 0.
The Bessel inequality (10) ensures that
∑
n∈Z⋆ |αDn |2 < +∞ and
∑
n∈Z⋆ |αNn |2 <
+∞. Meanwhile, ϕD /∈ D(AD) and ϕN /∈ D(AN), we also have with relation (11)∑
n∈Z⋆ |λDn αDn |2 = +∞ and
∑
n∈Z⋆ |λNn αNn |2 = +∞.
Remark 3.1. Let us precise the definition of the particular functions ϕD and ϕN .
• For the Dirichlet case ϕD = (1, k∇uD), the function uD is determined by the
equation div(k∇uD) = v and uD = 0 on the boundary ∂Ω.
• For the Neumann case when Q 6= 0, ϕN = (sN , k∇uN) and sN is a constant,
equal to P/Q with P the perimeter of Ω. The second component is defined
by Q div(k∇uN) = Pv and k∇uN ·n = 1 on ∂Ω. This equation is well posed
as long as Q 6= 0 and uN is defined up to an additive constant. In the sequel
we will fix this constant by imposing that:
(19) Q
∫
Ω
vuNdx = P
∫
Ω
kdx.
12 J. BOUYSSIER, C. PIERRE, AND F. PLOURABOUE´
• For the Neumann case when Q = 0, let us consider the two constants a,
b ∈ R:
a
∫
Ω
(vu0 − k)dx = P,(20)
b
∫
Ω
(vu0 − k)dx = a
∫
Ω
u0(2k − vu0)dx+
∫
∂Ω
u0dl,(21)
with P the perimeter of the domain Ω and u0 defined in (7). In this case the
function ϕN = (sN , k∇uN) satisfies sN = au0 + b.
The function uN satisfies the elliptic equation v
(
auo + b
)− div(k∇uN) = ak
together with the boundary condition k∇uN · n = 1 on ∂Ω.
The justification of the well posedness of a, b and uN is detailed in the
following proof.
Proof. We first prove that there exists a unique ϕD ∈ Ran (AD) ∩ D(A) satisfyng
(17). The condition AϕD = 0 imposes div(k∇uD) = v which equation has a unique
solution uD ∈ H10 (Ω) .
We now prove that there exists a unique ϕN ∈ Ran (AN) ∩D(A) satisfyng (18).
Let first Q 6= 0. The condition AϕN = 0 imposes sN ∈ R and div(k∇uN) = sNv.
With k∇uN ·n = 1 on ∂Ω the compatibility condition has the form ∫
Ω
dl = P = sNQ
and sets the constant sN = P/Q. The equation Q div(k∇uN) = Pv with boundary
condition k∇uN · n = 1 on ∂Ω is well posed and defines uN up to an additive
constant.
Let now Q = 0. The condition AϕN = aΨ0 first imposes that k∇sN = ak∇u0 and
so sN = au0 + b with b ∈ R. It secondly imposes the equation,
v
(
auo + b
)− div(k∇uN) = ak.
With k∇uN ·n = 1 on ∂Ω the compatibility condition for this equation is independent
on b and reads:∫
Ω
(avuo + bv − div(k∇uN)dx = a
∫
Ω
vu0dx− P = a
∫
Ω
kdx.
This relation uniquely determines the value of a as stated in (20): note that a is well
defined since
∫
Ω
(vu0−k)dx =
∫
Ω
(div(k∇u0)u0−k)dx = −
∫
Ω
(k∇u0 ·∇u0+k)dx 6= 0.
Setting a to this value characterises (for any given value of b) the function uN up
to an additive constant. We got ϕN = (au0 + b, k∇uN) ∈ D(A) ∩ RN satisfying
AϕN = aΨ0. We still have to fulfill the constraint ϕ
N ∈ Ran (AN), in the present
case Q = 0 (see corollary 2.2) we only have to impose
(
ϕN |Ψ0
)
H = 0:(
ϕN |Ψ0
)
H =
∫
Ω
k(au0 + b)dx+
∫
Ω
k∇uN · ∇u0dx
=
∫
Ω
k(au0 + b)dx−
∫
Ω
div(k∇uN)u0dx+
∫
∂Ω
u0dl
=
∫
Ω
k(au0 + b)dx+
∫
Ω
(
ka− (au0 + b)v
)
u0dx+
∫
∂Ω
u0dl
= b
∫
Ω
(k − vu0)dx+ a
∫
Ω
u0(2k − vu0)dx+
∫
∂Ω
u0dl = 0
This sets the value of b to (21).
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With ϕD and ϕN so defined, let us prove (16). For this, since ϕD ∈ Ran (AD) and
ϕN ∈ Ran (AN), it suffices to prove that
(
ϕD|ΨDn
)
H = α
N
n and
(
ϕN |ΨDn
)
H = α
N
n .
We do it in the Neumann case only. Using property (8) we get,
λNn
(
ϕN |ΨNn
)
H =
(
ϕN |AΨNn
)
H =
(
AϕN |ΨNn
)
H +
∫
∂Ω
TNn k∇uN · ndl.
We always have
(
AϕN |ΨNn
)
H = 0: either Aϕ
N = 0 if Q 6= 0 or AϕN = aΨ0 ∈
Ran (AN)
⊥ if Q = 0. With k∇uN · n = 1 on ∂Ω we obtain the result: (ϕN |ΨNn )H =∫
∂Ω
TNn dl/λ
N
n = α
N
n . 
3.2. The Dirichlet problem. We simply denote here λn = λ
D
n , Ψn = Ψ
D
n and
αn = α
D
n . We introduce the functions cn(z) for n ∈ Z⋆,
(22)
cn(z) =
∫ +∞
z
f ′(ξ)eλn(z−ξ)dξ if n < 0, cn(z) = −
∫ z
−∞
f ′(ξ)eλn(z−ξ)dξ if n > 0.
If we assume that f ′ is bounded, these functions are well defined (because λn < 0 for
n > 0 and vice versa), they also are bounded, differentiable and verify c′n = λncn−f ′.
Proposition 3.2. We assume that f ∈ C1(R) with f ′ bounded and we consider the
mapping z ∈ R 7→ ψ(z) = (T (z),q(z)) ∈ Ran (AD),
(23) ψ(z) = f(z)ϕD +
∑
n∈Z⋆
αncn(z)Ψn,
We have,
(24) ψ ∈ C1(R,H) ∩ C0(R, D(A)), d
dz
ψ = Aψ on R,
and T is the solution to the Dirichlet problem (4) (13).
The regularity estimate above simply means that z 7→ T (z) is C1 in L2(Ω) and
continuous in H1(Ω): T is a weak solution to equation (4), as stated in lemma, 1.1.
If we moreover assume that f ∈ C2(R) with f ′′ bounded we get the additional
regularity,
(25) ψ ∈ C2(R,H) ∩ C1(R, D(A)).
This means that z 7→ T (z) is C2 in L2(Ω), C1 in H1(Ω) and that z 7→ k∇T (z) is
continuous in Hdiv(Ω). With this assumption T is a strong solution to equation (4),
as stated in lemma, 1.1.
The definition of the temperature T (z) associated to ψ in (23) can be precised
thanks to remark 3.1. We have,
T (z, x) = f(z) +
∑
n∈Z⋆
αncn(z)Tn(x).
Moreover far-field estimates on the temperature can be derived from this expression
under suitable assumptions on f . Roughly speaking, if f(z)→ f(+∞) as z → +∞
then we also have T (z)→ f(+∞). If we instead have a linear growth of f at +∞,
then T (z) verifies a similar asymptote. This is precised in the following corollary.
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Corollary 3.3. We assume f ∈ C1(R) with f ′ bounded.
If
∫ +∞
0
|f ′|dz < +∞, then f has a limit in +∞ and:
T (z) −→
z→+∞
f(+∞) in L2(Ω).
We moreover assume f ∈ C2(R) with f ′′ bounded.
If
∫ +∞
0
|f ′′|dz < +∞, then f ′ has a limit in +∞ and:
∂zT (z) −→
z→+∞
f ′(+∞), T (z) ˜
z→+∞
f(z) + f ′(+∞)uD in L2(Ω),
with uD defined in remark 3.1: div(k∇uD) = v and uD ∈ H10 (Ω).
The regularity assumption on f can be weakened. In particular jumps of f can be
taken into account. We still can derive solutions when f ′ = g+ δ with g continuous
and bounded and δ a Dirac-type distribution. The functions cn(z) in (22) can be
defined in this framework as well as the mapping ψ in (23). With such a boundary
data ψ remains continuous in H but is only differentiable outside the support of δ.
These properties are detailed in the corollary 3.4
Similarly jumps on f ′ can be taken into account. Taking now f ′′ = g+δ as previously,
then T (z) remains C2 in L2(Ω), C1 in H1(Ω) and k∇T (z) remains C0 in Hdiv(Ω)
outside the support of δ. These properties are detailed in the corollary 3.7.
Corollary 3.4. Assume that f(z) = ω(z) with ω(z) = 1 if z < 0 and ω(z) = 0
otherwise, so that f ′ = −δ0. The computation of the functions cn(z) in (22) leads
to the following definition of ψ(z) = (T (z),q(z)):
(26) ψ(z) = ω(z)ϕD − ω(z)
∑
n<0
αne
λnzΨn + (1− ω(z))
∑
n>0
αne
λnzΨn.
We have,
ψ ∈ C0(R,H) ∩ C∞(R⋆, D(A)) and d
dz
ψ = Aψ on R⋆,
and T is the solution to the Dirichlet problem (4) (13) with f = ω.
It has the following regularity: z 7→ T (z) is C∞ on R⋆ in H1(Ω) and z 7→ k∇T (z)
is C∞ on R⋆ in Hdiv(Ω). It then is a strong solution on R⋆.
At the origin z = 0, T is continuous in L2(Ω).
Proof of proposition 3.2. Let us first prove the regularity estimates for ψ in equation
(23). The regularity for z 7→ f(z)ϕD is clear. From (10) (11), it suffices to prove that
the two series
∑
n∈Z⋆ |λnαncn(z)|2 and
∑
n∈Z⋆ |αnc′n(z)|2 are uniformly converging.
We already have from lemma 3.1 that
∑
n∈Z⋆ |αn|2 < +∞. The uniform convergence
then follows from the upper bounds |λncn(z)| ≤ ‖f ′‖L∞ and |c′n| = |λncn − f ′| ≤
2‖f ′‖L∞ .
The boundary condition (13) follows from ψ(z) − f(z)ϕD = ∑n∈Z⋆ αncn(z)Ψn ∈
D(AD) = H
1
0 (Ω)×Hdiv(Ω). This implies T (z)− f(z) ∈ H10 (Ω) by definition (17) of
ϕD and therefore T|∂Ω = f(z).
Let us now prove that dψ/dz = Aψ. On one hand, since AϕD = 0 we have
Aψ = A
( ∑
n∈Z⋆
αncn(z)Ψn
)
=
∑
n∈Z⋆
λnαncn(z)Ψn.
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On the other hand,
d
dz
ψ = f ′(z)ϕD +
∑
n∈Z⋆
αnc
′
n(z)Ψn = f
′(z)ϕD +
∑
n∈Z⋆
αn(−f ′(z) + λncn(z))Ψn
= f ′(z)
(
ϕD −
∑
n∈Z⋆
αnΨn
)
+ Aψ.
This gives dψ/dz = Aψ with (16).
Now assume that f ∈ C2(R) with f ′′ bounded. By integrating by part we get for
n < 0:
cn(z) =
1
λn
f ′(z) +
1
λn
∫ +∞
z
f ′′(ξ)eλn(z−ξ)dξ.
With c′n = λncn − f ′ we get,
c′n(z) =
∫ +∞
z
f ′′(ξ)eλn(z−ξ)dξ.
It follows that |λnc′n(z)| ≤ ‖f ′′‖L∞ . Since c′′n = λnc′n − f ′′ we also get the second
upper bound |c′′n(z)| ≤ 2‖f ′′‖L∞ .
We have the same upper bounds for n > 0, they imply that the two series
∑
n∈Z⋆ |λnαnc′n(z)|2
and
∑
n∈Z⋆ |αnc′′n(z)|2 are uniformly converging. With (10) (11), this respectively en-
sures that z 7→∑n∈Z⋆ αncn(z)Ψn is C1 in D(A) and C2 in H. 
Proof of corollary 3.3. We assume that
∫ +∞
0
|f ′|dz < +∞. It implies that ε(z) =
sup[z,+∞) |f ′| → 0 as z → +∞ .
Let us prove that the cn(z) uniformly converges towards 0 as z → +∞. With∑
n∈Z⋆ |αn|2 < +∞ this will ensure that,∑
n∈Z⋆
αncn(z)Ψn −→
z→+∞
0 in H,
which implies that T (z)→ f(+∞) in L2(Ω).
First for n < 0 (and so λn > 0), we have:
|cn(z)| ≤ eλnz
∫ +∞
z
|f ′(ξ)|e−λnξdξ ≤ ε(z)eλnz
[
e−λnξ
−λn
]+∞
z
= ε(z)/λn,
that implies uniform convergence to 0 for n < 0.
Now for n > 0 (and so λn < 0), we have for any z0 < z:
|cn(z)| ≤ eλnz
∫ z0
−∞
|f ′(ξ)|e−λnξdξ + eλnz
∫ z
z0
|f ′(ξ)|e−λnξdξ.
The second integral is easy to bound: since −λn > 0, we have 0 < e−λnξ < e−λnz on
[z0, z] and so:
eλnz
∫ z
z0
|f ′(ξ)|e−λnξdξ ≤
∫ z
z0
|f ′(ξ)|dξ ≤
∫ +∞
z0
|f ′(ξ)|dξ.
We now bound the first integral,
eλnz
∫ z0
−∞
|f ′(ξ)|e−λnξdξ ≤ ‖f ′‖∞eλnz
[
e−λnξ
−λn
]z0
−∞
= ‖f ′‖∞ e
λn(z−z0)
|λn| ≤ ‖f
′‖∞ e
λ1(z−z0)
|λ1| ,
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using λn < λ1 < 0 for n > 0 and z − z0 > 0. For a given ε > 0, we can find z0
so that
∫ +∞
z0
|f ′(ξ)|dξ < ε and we can find z1 > z0 so that for all z > z1 we have
‖f ′‖∞eλ1(z−z0)/|λ1| < ε. It follows that |cn(z)| < 2ε for all z > z1 and all n > 0.
In case f ∈ C2(R) with f ′′ bounded, it has been proved in the proof for proposition
3.2 that,
c′n(z) =
∫ +∞
z
f ′′(ξ)eλn(z−ξ)dξ, c′n(z) = −
∫ z
−∞
f ′′(ξ)eλn(z−ξ)dξ,
respectively for n < 0 and n > 0. Thus the same arguments as in the previous case
prove that, ∑
n∈Z⋆
αnc
′
n(z)Ψn −→
z→+∞
0 in H,
so that ∂zT → f ′(+∞) as z → +∞.
Now we have cn = c
′
n/λn + f
′/λn:∑
n∈Z⋆
αncn(z)Ψn =
∑
n∈Z⋆
αn
c′n(z)
λn
Ψn + f
′(z)
∑
n∈Z⋆
αn
λn
Ψn.
The first sum converges to zero as z → +∞. The second one towards f ′(+∞)A−1D ϕD,
with A−1D ϕ
D =
∑
n∈Z⋆ αnΨn/λn by definition. Let us characterise A
−1
D ϕ
D. We search
for (s,q) ∈ D(AD) so that A(s,q) = ϕD, it satisfies s ∈ H10 (Ω) and k∇s = k∇uD so
that s = uD. Finally we showed that
∑
n∈Z⋆ αncn(z)Tn → f ′(+∞)uD as z → +∞
which ends the proof. 
Proof of corollary 3.4. The regularity of ψ in equation (26) follows from the obser-
vation that, since λn → +∞ as n → −∞ and since
∑
n∈Z⋆ |αn|2 < +∞, then the
series
∑
n<0 |λknαneλnz|2 is uniformly converging for z ∈ (−∞,−ε) for all ε > 0 and
all k ∈ N. As a result with (11), z ∈ (−∞, 0) 7→∑n<0 αneλnzΨn is infinitely differ-
entiable in D(AD). The same result holds for z ∈ (0,+∞) 7→
∑
n>0 αne
λnzΨn.
The continuity of ψ at the origin in H-norm follows from (16).
The proof that dψ/dz = Aψ on R⋆ and that T = w on ∂Ω is identical with the proof
of proposition 3.2. 
3.3. The Neumann problem for Q 6= 0. We simply denote here λn = λNn , Ψn =
ΨNn and αn = α
N
n . The functions cn(z) for n ∈ Z⋆ are alternatively defined as,
(27)
cn(z) =
∫ +∞
z
f(ξ)eλn(z−ξ)dξ if n < 0, cn(z) = −
∫ z
−∞
f(ξ)eλn(z−ξ)dξ if n > 0,
For f bounded they are well defined, bounded. differentiable and verify c′n = λncn−
f .
Proposition 3.5. We assume that f ∈ C1(R) and that both f and f ′ are bounded.
We introduce F a primitive of f .
Let us consider the mapping z ∈ R 7→ ψ(z) ∈ Ran (AN),
(28) ψ(z) = F (z)ϕN +
∑
n∈Z⋆
αncn(z)Ψn,
we have
ψ ∈ C2(R,H) ∩ C1(R, D(A)) and d
dz
ψ = Aψ on R,
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and T is a strong solution to the Neumann problem (4) (14).
The regularity of the solution to the Neumann problem is increased of one degree
comparatively to the Dirichlet case. This comes from the definition of the function
cn that are defined with respect to f (equation (27)) in the Neumann case whereas
they are defined with the help of f ′ (equation (22)) for the Dirichlet problem.
Another interesting difference with the Dirichlet case is that the temperature now
is defined up to an additive constant and we have an infinite set of solutions T .
Precisely with remark 3.1, the temperature T can be written as:
(29) T (z, x) =
P
Q
F (z) +
∑
n∈Z⋆
αncn(z)Tn(x),
where F is defined up to an additive constant. This was expected since any constant
C is solution to (4) with homogeneous Neumann boundary condition on R×∂Ω. We
however have uniqueness for the gradient of T that describes the heat exchanges.
To have a unique determination of the temperature, the constant in F has to be set.
This means adding some normalisation condition on the temperature (indeed in the
Dirichlet case this normalisation also is present but implicitly). Such a normalisation
can be done considering the far field temperature with suitable conditions on f
(roughly f → 0 at one end of the duct at least). This is precised in the following
corollary
Corollary 3.6. We assume as in proposition 3.5 that f ∈ C1(R) and that both f
and f ′ are bounded.
If
∫ +∞
0
|f |dz < +∞, then F has a limit in +∞ and:
T (z) −→
z→+∞
F (+∞)P
Q
in H.
The constant F (+∞) then can be fixed by a normalisation condition on T at z =
+∞.
If
∫ +∞
0
|f ′|dz < +∞, then f has a limit in +∞ and:
∂zT (z) −→
z→+∞
f(+∞)P
Q
, T (z) ˜
z→+∞
F (z) + f(+∞)uN in L2(Ω),
with uN defined in remark 3.1: Q div(k∇uN) = Pv and k∇uN · n = 1 on ∂Ω with
the normalisation condition (19).
Similar results could of course also be obtained with asymptotic assumptions on f
at z = −∞.
Solution can also be obtained with weaker regularity on the boundary data f :
precisely with f ′ = g + δ with g continuous and bounded and with δ a Dirac-type
distribution. The functions cn(z) in (27) can be defined in this framework as well
as the function ψ in (28). With such a boundary data ψ remains C1 in H on R
but is only C2 in H and C1 in D(A) outside the support of δ. These properties are
detailed in the corollary 3.7. Transposed to the Dirichlet context this corresponds
to the case f ′′ = g + δ.
Corollary 3.7. Assume that f(z) = ω(z) with ω(z) = 1 if z < 0 and ω(z) = 0
otherwise, so that f ′ = −δ0. The computation of the functions cn(z) in (27) in this
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case leads to the following definition of ψ(z) = (T (z),q(z)):
(30) ψ(z) =
{
A−1N ϕ
N + zϕN − ∑n<0 αneλnzΨn/λn if z < 0∑
n>0 αne
λnzΨn/λn if z > 0
,
where A−1N ϕ
N =
∑
n∈Z⋆ αnΨn/λn is well defined since ϕ
N ∈ Ran (AN).
We have,
ψ ∈ C1(R,H) ∩ C0(R, D(A)) ∩ C∞(R⋆, D(A)),
and T is a solution to the Neumann problem (4) (14) with f = ω.
The regularity result above neans: z 7→ T (z) is C∞ on R⋆ in H1(Ω) and z 7→ k∇T (z)
is C∞ on R⋆ in Hdiv-norm. At the origin z = 0, T is C1 in L2(Ω) and k∇T is
continuous in L2(Ω).
Proof of proposition 3.5. Let ψ be given by equation (28). The function F in this
section plays a symmetric role with f in the previous section (Dirichlet case). Here
F ∈ C2(R) with F ′ and F ′′ bounded: with proposition 3.2, relations (24) and (25)
hold for ψ. It only remains to prove that T satisfies (14)
We have ∂zψ = f(z)ϕ
N +
∑
n∈Z⋆ αnc
′
n(z)Ψn. In the proof of proposition 3.2 we
showed that |λnc′n(z)| ≤ ‖F ′′‖L∞ , consequently
∑
n∈Z⋆ αnc
′
n(z)Ψn ∈ D(AN). It
follows that on ∂Ω we have ∂zq · n = f(z)k∇uN · n = f(z) using (18). With
∂zq = k∇T we obtain the desired boundary condition (14). 
Proof of corollary 3.6. Replacing f by F in the proof of corollary 3.3 gives that:
• if ∫ +∞
0
|f |dz < +∞ then ∑n∈Z⋆ αncn(z)Ψn → 0 as z → +∞,
• if ∫ +∞
0
|f ′|dz < +∞ then ∑n∈Z⋆ αnc′n(z)Ψn → 0 and ∑n∈Z⋆ αncn(z)Ψn →
f(+∞)A−1N ϕN as z → +∞.
It remains to characterise (s,q) = A−1N ϕ
N . We use the determination of ϕN in
remark 3.1: k∇s = k∇uN so that s = uN + C with C a constant. We now have
v(uN + C)− div(q) = kP/Q. Integrating over Ω and since q ∈ H0div(Ω) we get:
Q
∫
Ω
v(uN + C)dx = P
∫
Ω
kdx,
so that with the chosen normalisation (19) C = 0. 
Proof of corollary 3.7. Since F ′ = ω ∈ L∞(R) we can apply the first part of propo-
sition 3.2 so that (24) holds for ψ in equation (30). The regularity estimates on R⋆
are identical to the ones n the Dirichlet case.
Let us examine the boundary condition.
d
dz
ψ =
{
ϕN − ∑n<0 αneλnzΨn if z < 0∑
n>0 αne
λnzΨn if z > 0
.
We clearly have dψ/dz − ω(z)ϕN ∈ D(AN) for z 6= 0. As a result on the boundary
∂Ω, k∇T · n = ∂zq · n = ω(z)k∇uN · n = ω(z) with (18). 
3.4. The Neumann problem for Q = 0. Let us adapt the previous results to the
particular case Q = 0: notations are unchanged as for the Neumann problem with
Q 6= 0.
We recall that the definition of ϕN = (sN , k∇uN ) =∑n∈Z⋆ αnΨn is singular in this
case. As stated in lemma 3.1 and in remark 3.1, sN = au0 + b with a and b two
constants given in (20) (21) and u0 defined in (7). We have ϕ
N ∈ Ran (AN), so
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that
(
ϕN |Ψ0
)
H = 0, and Aϕ
N = aΨ0. We also recall that Ψ0 = (1, k∇u0) and the
definition of Ran (AN) in corollary 2.2: RN = Ran (AN)⊥© Span (Ψ0).
Proposition 3.8. The results of proposition 3.5 extends to the case Q = 0 with the
alternative definition of ψ : z ∈ R 7→ RN :
ψ(z) = aG(z)Ψ0 + F (z)ϕ
N +
∑
n∈Z⋆
αncn(z)Ψn,
with G : R 7→ R satisfying G′ = F .
The case Q = 0 present singular characteristics that deserves our attention.
The temperature reads:
T (z) = aG(z) + F (z)(au0 + b) +
∑
n∈Z⋆
αncn(z)Tn.
When compared to (29) we see that the leading term as z → ±∞ in the temperature
are different: if Q 6= 0 it is F (z)P/Q whereas when Q = 0 it is aG(z). Assume for
example that f = 0 in a neighbourhood of +∞: in this case T (z) will converge to
some limit if Q 6= 0 whereas for Q = 0 it will present a linear growth. Similarly
if f = L 6= 0 in a neighbourhood of +∞: in this case T (z) will present a linear
growth if Q 6= 0 whereas for Q = 0 this growth will instead be parabolic. These two
properties being consequences of corollary 3.6.
A second important difference is that the solution now is defined up to two con-
stants, which was expected since any function of the form C1(z+u0)+C2 is solution
of the homogeneous Neumann problem. Thus two solutions of the problem may
have different gradient and then correspond to different heat exchanges. To clarify
this we rewrite the temperature as,
T (z) =C1(z + u0) + C2 + aG(z) + F (z)(au0 + b) +
∑
n∈Z⋆
αncn(z)Tn,(31)
∂zT (z) =C1 + aF (z) + f(z)(au0 + b) +
∑
n∈Z⋆
αnc
′
n(z)Tn.
imposing F (0) = G(0) = 0 and with C1, C2 two constants.
Assume that f(+∞) = 0 and ∫ +∞
0
|f ′|dz < +∞: physically we could say f = 0
at one end of the duct. As showed in the proof of corollary 3.6, it implies that∑
n∈Z⋆ αnc
′
n(z)Ψn → 0 as z → +∞. Here F (+∞) =
∫ +∞
0
fdz and we get the
following limit,
∂zT (z) −→
z→+∞
C1 + a
∫ +∞
0
fdz.
This is another important difference with the case Q 6= 0 where this limit would
be fixed here, equal to f(+∞)P/Q. In the case Q 6= 0 this limit is free. We can
impose the heat flux at +∞ : such an additional condition determines C1. With
this supplementary condition, we conserve an infinite set of solutions depending on
C2: but two such solutions have equal gradients and now correspond to equal heat
exchanges.
Proof of proposition 3.8. All the regularity estimates will still hold in this case: they
only depend on the cn(z) whose definition remained unchanged. The boundary
condition (14) will also be satisfied since Ψ0 = (1, k∇u0) and u0 satisfies a zero flux
condition on ∂Ω.
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We then only have to prove that ∂zψ = Aψ. On one hand, since Aϕ
N = aΨ0 and
AΨ0 = 0 we have
Aψ = aF (z)Ψ0 +
∑
n∈Z⋆
λnαncn(z)Ψn.
On the other hand,
d
dz
ψ = aF (z)Ψ0 + f(z)ϕ
N +
∑
n∈Z⋆
αnc
′
n(z)Ψn
= aF (z)Ψ0 + f(z)ϕ
N +
∑
n∈Z⋆
αn(−f(z) + λncn(z))Ψn
= f(z)
(
ϕN −
∑
n∈Z⋆
αnΨn
)
+ Aψ.
This gives dψ/dz = Aψ with (16). 
4. Solutions on semi-infinite domains
We here consider the case I = R+ = (0,+∞).
Being given a function f : R+ 7→ R, we look for a solution T either to the
Dirichlet problem (4) (13) or to the Neumann problem (4) (14) on ∂Ω×R+. These
two problems need an additional entry condition on Ω × {0} to be closed. The
theoretical and numerical bacground to deal with Dirichlet entry condition has been
developped in [4], they will be used and briefly discussed in the next numerical
section 5. A second methodology has been developped in [1] in order to deal with
quite general entry condition: a mixed combination of Dirichlet, Neumann and Robin
type, moreover allowing the coupling with additional tubes. Since the focus in this
paper is on the lateral boundary conditions, entry condition will not be precised in
this section.
4.1. The Dirichlet problem. We again simply denote λn = λ
D
n , Ψn = Ψ
D
n and
αn = α
D
n . We assume that f is differentiable and that f
′ is bounded.
The functions cn(z) now are defined for n ∈ Z⋆ by,
cn(z) =
∫ +∞
z
f ′(ξ)eλn(z−ξ)dξ if n < 0, cn(z) = −
∫ z
0
f ′(ξ)eλn(z−ξ)dξ if n > 0.
They are well defined, bounded, differentiable and satisfy c′n = λncn − f ′. These
functions only differs from the ones in equation (22) when n > 0, in particular we
have cn(0) = 0 for n > 0.
Consider the mapping z ∈ R+ 7→ ψ(z) = (T (z),q(z)) ∈ Ran (AN),
(32) ψ(z) = f(z)ϕD +
∑
n∈Z⋆
αncn(z)Ψn +
∑
n>0
βne
λnzΨn,
for a given sequence (βn)n>0 satisfying
∑
n∈Z⋆ |βn|2 < +∞.
When comparing (32) with the solution on infinite domain (23) we point out that
here the functions cn(z) have an alternative definition for n > 0. We also underline
that the additional term
∑
n>0 βne
λnzΨn ∈ Ran (AD) is well defined since λn < 0 for
n > 0.
The results of proposition 3.2 extends in this context.
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Proposition 4.1. If we assume that f ∈ C1(R+) with f ′ bounded then,
(33) ψ ∈ C1(R+,H) ∩ C0(R+, D(A)), d
dz
ψ = Aψ on R+,
and T is a solution to the Dirichlet problem (4) (13) in the weak sense stated in
lemma 1.1. With remark 3.1 the temperature T reads:
T = f(z) +
∑
n∈Z⋆
αncn(z)Tn +
∑
n>0
βne
λnzTn.
If we moreover assume that f ∈ C2(R+) with f ′′ bounded we get the additional
regularity,
ψ ∈ C2(R+,H) ∩ C1(R+, D(A)).
and T is a strong solution of the Dirichlet problem (4) (13).
We refer to proposition 3.2 for the translation of these regularity results in term
of temperature T and of heat flux k∇T .
Remark 4.1. The meaning of the supplementary term ψ2(z) =
∑
n>0 βne
λnzΨn is
the following. The function ψ2 is a solution to the homogeneous Dirichlet problem
(4) (13) (ie taking f = 0, see the proof below). This is true for any sequence (βn)n>0
satisfying
∑
n∈Z⋆ |βn|2 < +∞. Its role is to satisfy a prescribed entry condition at
z = 0. Let us for instance consider the Dirichlet entry condition T|z=0 = E ∈ L2(Ω).
Then the sequence (βn)n>0 must verify, since cn(0) = 0 for n > 0:
f(0) +
∑
n<0
αncn(0)Tn +
∑
n>0
βnTn = E.
It has been proven in [4] that such a sequence exists and is unique. A numerical
method to approximate (βn)n>0 is also developped in this work: more details will
be given in the numerical section 5.1.
As in the infinite domain case, we could weaken the regularity assumptions on
f , allowing in particular jumps of f or of f ′. Results in corollary 3.4 can easily be
adapted here and we will not detail this matter.
Far field estimates can be derived exactly as in corollary 3.3 (because z →∑
n>0 βne
λnzΨn goes to 0 as well as all its derivatives as z → +∞). We only recall
these estimates:
• if ∫ +∞
0
|f ′|dz < +∞, then T (z)→ f(+∞) as z → +∞ in L2(Ω),
• if ∫ +∞
0
|f ′′|dz < +∞, then ∂zT (z)→ f ′(+∞) and T (z) ˜
z→+∞
f(z)+f ′(+∞)uD
as z → +∞ in L2(Ω) (with uD defined in remark 3.1).
Proof. Let us decompose ψ(z) = ψ1(z) + ψ2(z) with,
ψ1(z) = f(z)ϕ
D +
∑
n∈Z⋆
αncn(z)Ψn, ψ2(z) =
∑
n>0
βne
λnzΨn.
The first term ψ1 can be analysed exactly as in the proof of proposition 3.2: in
particular ψ1 ∈ C1([0,+∞),H) ∩ C0([0,+∞), D(A)) and if f ∈ C2([0,+∞)) with
f ′′ bounded then ψ1 ∈ C2([0,+∞),H)∩C1([0,+∞), D(A)). Moreover ∂zψ1 = Aψ1,
and denoting ψ1 = (T1,q1) then T1 = f(z) on ∂Ω.
The second term ψ2 in turn also can be analysed exactly as in the proof of corollary
3.4 (since
∑
n>0 |βn|2 < +∞): ψ2 ∈ C∞(R+, D(A)) and ∂zψ1 = Aψ1. We also have
ψ2 = (T2,q2) ∈ D(AD) so that T2 = 0 on ∂Ω. 
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4.2. The Neumann problem for Q 6= 0. We simply denote λn = λNn , Ψn = ΨNn
and αn = α
N
n . We assume that f ∈ C1([0,+∞) with both f and f ′ bounded.
The functions cn(z) now are defined for n ∈ Z⋆ by,
cn(z) =
∫ +∞
z
f(ξ)eλn(z−ξ)dξ if n < 0, cn(z) = −
∫ z
0
f(ξ)eλn(z−ξ)dξ if n > 0.
They are well defined, bounded, differentiable and satisfy c′n = λncn − f . These
functions only differs from the ones in equation (27) when n > 0, in particular we
have cn(0) = 0 for n > 0.
We consider the mapping z ∈ R+ 7→ ψ(z) = (T (z),q(z)) ∈ Ran (AN),
(34) ψ(z) = F (z)ϕN +
∑
n∈Z⋆
αncn(z)Ψn +
∑
n>0
βne
λnzΨn,
for F ′ = f and for some sequence (βn)n>0 satisfying
∑
n∈Z⋆ |βn|2 < +∞.
This mapping can be analysed exactly as in the Dirichlet problem: ψ ∈ C2(R,H)∩
C1(R, D(A)) and ∂zψ = Aψ. Moreover the temperature T is a strong solution to
the Neumann problem (4) (14). With remark 3.1 the temperature T has the form,
T =
P
Q
F (z) +
∑
n∈Z⋆
αncn(z)Tn +
∑
n>0
βne
λnzTn,
Remark 4.2. As stated in remark 4.1, the role of ψ2(z) =
∑
n>0 βne
λnzΨn is to satisfy
a prescribed entry condition. The function ψ2 is a solution to the homogeneous
Neumann problem (4) (14) (as long as
∑
n∈Z⋆ |βn|2 < +∞).
For instance for the Dirichlet entry condition T|z=0 = E, the sequence (βn)n>0 must
satisfy,
P
Q
F (0) +
∑
n<0
αncn(0)Tn +
∑
n>0
βnTn = E.
Solutions can be obtained with weaker regularity assumptions on the boundary
data f , as in corollary 3.7. Far field estimates can be derived exactly as in corollary
3.6; because z →∑n>0 βneλnzΨn goes to 0 as well as all its derivatives as z → +∞.
4.3. The Neumann problem for Q = 0. We keep here the notations and defini-
tion of the previous section 4.2.
We introduce a primitive F of f and a primitive G of F . We consider the mapping
z ∈ R+ 7→ ψ(z) = (T (z),q(z)) ∈ RN ,
(35) ψ(z) = aG(z)Ψ0 + F (z)ϕ
N +
∑
n∈Z⋆
αncn(z)Ψn +
∑
n>0
βne
λnzΨn,
with a defined in equation (20) and for some sequence (βn)n>0 satisfying
∑
n∈Z⋆ |βn|2 <
+∞.
As in section 4.2, if f ∈ C1([0,+∞) with both f and f ′ bounded then ψ ∈
C2(R,H) ∩ C1(R, D(A)) and ∂zψ = Aψ. Moreover the temperature T is a strong
solution to the Neumann problem (4) (14). The temperature T reads,
T = aG(z) + F (z)(au0 + b) +
∑
n∈Z⋆
αncn(z)Tn +
∑
n>0
βne
λnzTn,
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5. Numerical results
Our original purpose is the description of the heat exchanges in heating pipes and
heat exchangers. In the previous two sections we derived analytical solutions for the
temperature and the heat flux on such devices. In this section we provide numerical
illustrations and we analyse the efficiency for these analytical solutions to describe
the heat exchanges between a fluid flowing in a tube and the surrounding solid. We
consider a tube-like geometry Ω × I either with I = R or I = R+. The fluid is
assumed to flow in a circular duct. Following adimentionalisation process in section
1.1, the external radius of the duct is taken equal to one. The velocity v has the
Poiseuille profile:
v(x) = Pe(1− ‖x− x0‖2),
with x0 the centre of the circular duct and with Pe the Pe´clet number. The thermal
diffusivity is taken as homogeneous, k(x) = 1.
We will consider four test cases. The two first ones have an axisymmetric config-
uration. The third one is a periodic configuration describing a collection of parallel
circular ducts. The last test case is a counter current configuration where Q = 0.
d = 2
l = 4
l = 4
2R = 13
l
d = 2
Figure 1. Geometrical configurations. On the left, periodic test case:
the parallel circular ducts have diameter d = 2 and are embedded in
square cells of size l = 4 and of same centre. On the Right, counter-
current test case: two circular ducts of same diameter d = 2 are
embedded in a solid matrix, also circular, with diameter 2R = 13.
The two ducts are symmetrically located on each side of the matrix
center, l denotes their distance that will vary.
5.1. Implementation. For the hereby developed analytical solutions, their nu-
merical approximation follows the same two steps. Firstly truncate the series for
−N ≤ n ≤ N . Secondly approximate the N th first eigenvalues λn and eigenfunctions
Ψn (we omitted here the indexes D and N relatively to the Dirichlet or Neumann
boundary condition). Once obtained these approximations, the coefficients αn in
(15) (only depending on the Ψn) and the functions cn(z) (that only depend on the
λn and on the boundary data on ∂Ω× I) can in turn be approximated.
The numerical approximation of the λn and of the Ψn already has been studied
in [4]. We consider the Neumann case for simplicity. The problem to be solved is,
find (Ψ, λ) ∈ D(AN) × R∗ so that ANΨ = λΨ. The unkmown Ψ is replaced by
(u, s) ∈ H1(Ω)×H1(Ω) so that Ψ = (u, k∇s). This is possible because Ψ ∈ RN (see
corollary 2.2): such a change of variable avoids any problem eventually caused by the
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kernel of AN with the numerical methods. We thus look for (u, s) ∈ H1(Ω)×H1(Ω)
and λ ∈ R∗ so that for all for all (u˜, s˜) ∈ H1(Ω)×H1(Ω) we have:(
A(u, k∇s)|(u˜, k∇s˜))H = λ ((u, k∇s)|(u˜, k∇s˜))H .
This problem is approximated considering a mesh of the domain Ω together with
P 1 finite element. The discrete problem reads,
ShX = λMhX,
with Sh the stiffness matrix and Mh the mass matrix. The matrix Mh is symmetric
positive definite and the matrix Sh as well excepted when Q = 0, in this case Sh is
omly seni definite positive with a one dimensional kernel.
The assembling for these two matrices is done using the finite element library
FreeFem++ [6], being given a mesh of Ω also built using FreeFem++. In practice
this assembling only involves to build sub-block-matrices that simply are classical
mass and stiffness matrices, ie matrices for the L2 products (u, v) 7→ ∫
Ω
uvdx and
(u, v) 7→ ∫
Ω
(k∇u)(k∇v)dx, which are built by FreeFem++. The resolution of the
spectral problem ShX = λMhX uses the arpack++ library
1.
Eventually, when considering a semi-infinite problem, we also have to determine
the coefficients (βn)n>0 in (32) or (34). This question is the topic of [1] for general
entry conditions. For Dirichlet entry conditions it has primary been addressed in
[4]: we will adopt this strategy here. The sequence (βn)n>0 is approximated by a
vector b ∈ RN solution of a (symmetric positive definite) Khb = Eh. The right hand
side Eh depends on the entry condition. The matrix Kh = [kij ] is computed using
the eigen functions Tn: simply kij =
∫
Ω
TiTjdx.
5.2. Axisymmetric configuration. We first consider an axisymmetric configura-
tion: the domain Ω is the circle with radius R = 2 and centre 0, the fluid part is is
the circle of radius 1 and same centre 0.
5.2.1. Finite element solver evaluation. For this geometry, both the eigenvalues and
the eigenfunctions have an analytical definition following a technique presented in
[16]. These analytical solutions can be computed rapidly with an arbitrary small
accuracy using a Maple code. This code results will be considered as reference so-
lutions. On the other hand we presented in the previous section our strategy to
approximates the λn and the Ψn on an arbitrary domain Ω using a mesh of Ω and
a finite element solver.
The purpose of this sub section is to evaluate the accuracy of this finite element
solver by comparing solutions obtained with the finite element solver with the ref-
erence ones. We set the boundary condition to the Neumann case. A series of 16
meshes has been considered with a mesh size h varying between 0.157 and 0.0157.
We first analyse the convergence of the computed eigenvalues: results are depicted
on figure 2. The relative error of the first downstream and upstream eigenvalues
with respect to their exact values λ1 and λ−1 has been computed on each of these
meshes. We considered three values of the Pe´clet number: Pe = 0.1 (dominant
diffusion), Pe =1 and Pe =10 (dominant convection). In all cases, the error goes to
zero with an order two convergence with h.
With the same setting we analysed the convergence of the corresponding coefficients
α±1 that involve the boundary integral of T±1. The results are depicted on figure 3.
1Arpack software: http://www.caam.rice.edu/software/ARPACK/
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Figure 2. Eigenvalue convergence. The convergence of the first
downstream (resp. upstream) computed eigenvalue towards its exact
value λ1 (resp. λ−1) with respect to the mesh size h is here depicted on
the left (resp. right) for three values of the Pe´clet number (Pe =0.1,
1 and 10). The relative error is represented as a function of the mesh
size h using a (decimal) Log/Log scale. Each plot displays the same
linear behaviour with slope 2.
-10
-9
-8
-7
-6
-5
-4
-4 -3.5 -3 -2.5 -2 -1.5
lo
g(e
rro
r)
log(h)
Pe=0.1
Pe=1
Pe=10
Slope 2 -11
-10
-9
-8
-7
-6
-5
-4 -3.5 -3 -2.5 -2 -1.5
lo
g(e
rro
r)
log(h)
Pe=0.1
Pe=1
Pe=10
Slope 2
Figure 3. Convergence of the coefficients αn. The convergence of the
first downstream (resp. upstream) computed coefficients αn towards
its exact value α1 (resp. α−1) with respect to the mesh size is here
depicted on the left (resp. right) for three values of the Pe´clet number
(Pe =0.1, 1 and 10). The relative error is represented as a function of
the mesh size h using a (decimal) Log/Log scale. Each plot displays
the same linear behaviour with slope 2.
The convergence for the αn is of order 2 with the mesh size.
5.2.2. First axisymmetric test case. As a first test case we consider the Neumann
problem (14) on the infinite domain Ω × R. We impose the heat flux f(z) = 1 for
z < 0 and f(z) = 0 for z > 0 on the boundary ∂Ω × R, whose solution is given in
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corollary 3.7. The Pe´clet number is set to Pe = 10. We denote by T the solution
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Semi-infinite tube
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eϕ(2N + 1)
eϕ(2N)
Ce−0.22N
Figure 4. Relative error eϕ(N) on the computed fluid/solid heat flux
ϕ(N) according to the number of considered eigenmodes N . On the
left: infinite domain configuration. The ood and even values of the
error have been plotted separately. By doing so we observe the same
algebraic convergence of order 2 withN of the error: eϕ(N) = O(N
−2).
On the right: semi-infinite configuration. Again we distinguished be-
tween the odd and even values of the error to observe an exponential
convergence eϕ(N) = O(exp(cN)) where c has been evaluated to c ≃
−0.22.
given by equation (30) and we denote TN its approximation considering the N
th-first
computed eigenmodes. We are interested with the computation of the fluid/solid
heat flux ϕ(N),
(36) ϕ(N) =
∫ +∞
0
∫
∂O
−k∇TN · ndl dz.
with O the fluid domain. So defined the fluid/solid heat flux for the exact solution T
is given by ϕ = ϕ(+∞). This limit value ϕ has been evaluated using an extrapolation
procedure. Using this evaluation of ϕ we computed the relative error eϕ(N) on the
fluid/solid heat flux computation,
eϕ(N) =
∣∣∣∣ϕ(N)− ϕϕ
∣∣∣∣ ,
its behaviour is depicted on figure 4 (on the left). It can be seen on this graph
that the error goes to zero with N and that the odd and even values of the error
follow two different curves. This two curves however display the same asymptotic
behaviour: a geometric convergence towards zero of order 2 with N .
In addition to the convergence asymptotic, it is quite important to notice that one
can get very good approximations on the fluid/solid heat flux using very few modes.
We always have a prediction with less than 10 % of accuracy and using only 3 modes
this accuracy is less than 1 %.
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5.2.3. Second axisymmetric test case. For the second test case we now consider the
Neumann problem (14) on a semi-infinite domain. We impose the heat flux f(z) on
the boundary ∂Ω× (0,+∞) with,
f(z) = 1 for z ∈ [a, b] and f(z) = 0 otherwise,
which means that we consider here a tube insulated outside the heated region [a, b]
and with a homogeneous heating f(z) = 1 inside [a, b]. We set the heated region
defining a = 2R = 4 and b = 3R = 6. The homogeneous Dirichlet condition T = 0
is considered at the entry z = 0 modelling a cold fluid injection.
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Figure 5. Semi infinite test case. Left: relaive error eT∞(N) on the
predicted temperature at z = +∞. We observe a geometric conver-
gence towards zero with a high order evaluated to 5.7. Right: repre-
sentation of the temperature profiles z 7→ T (r, z) for three fixed values
of r: r = R (boundary), r = 1 (fluid/solid interface) and r = 0 (duct
centre). The heated region (interval [a, b] where f(z) 6= 0) is between
z = 2R = 4 and z = 3R = 6. The temperature T∞ at z = +∞ is also
plotted.
The exact solution T is given by equation (34). The function F (z) is any primitive
of f(z) and is defined up to a constant. We set F0(z) the primitive of f(z) so that
F0(0) = 0 and we write F (z) = F0(z) + β0Q/P with β0 a constant. By doing so the
constant on F (z) is considered as a supplementary unknown β0. Introducing the
supplementary eigenmode T0 = 1 and λ0 = 0, We can rewrite the temperature T as:
T = F0(z)P/Q+
∑
n∈Z⋆
αncn(z)Tn +
∑
n≥0
βne
λnzTn,
We approximate T by TN using a truncation at order N of the series and by com-
puting the N th-first eigenmodes using the maple code. The computation of the
constants (βn)0≤n≤N is done following [4] as briefly presented in section 5.1. We nu-
merically observed that the entry condition T = 0 ensures the existence and unicity
of the constants β0, . . . , βN (also depending on N).
With this setting we computed the fluid/solid heat flux ϕ(N) as previously de-
fined in (36). The exact heat flux ϕ is again computed by extrapolation on the
sequence ϕ(N) allowing to compute the relative error eϕ(N) on the computed flux.
The relative error is depicted on figure 4 on the right. To obtain the asymptotic
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regime we again had to distinguish between the odd and even values on the flux.
The convergence speed is really fast and is more than algebraic. We observed an
exponential convergence eϕ(N) = O(exp(−cN)) with 1/5 ≤ c ≤ 1/4, precisely c has
been evaluated to c ≃ −0.22.
An important remark is that we have an easy evaluation of the limit temperature
as z goes to +∞. For a given N , we have:
T∞(N) := lim
z→+∞
TN(z) =
P
Q
∫ +∞
0
f(z)dz + β0.
The exact temperature at +∞ T∞ := limz→+∞ T (z) is evaluated by extrapolation
on the sequence T∞(N) and we define the relative error eT∞ on the temperature at
infinity as,
eT∞(N) =
∣∣∣∣T∞(N)− T∞T∞
∣∣∣∣ .
Its behaviour is depicted on figure 5 on the left. We observed a extremely fast
onvergence of T∞(N) towards T∞ of algebraic type eT∞(N) = O(N
−c) and with
order c ≃ 5.7. Again, beyond the convergence asymptotic, the important fact is
that we already have a precision better than 0.1 % using only one Graetz mode !
It is quite interesting that the high precision and the fast convergence for the
far field temperature and the fluid/solid heat flux computation are here obtained
even considering a non-regular (discontinuous) boundary heat source term f(z).
Eventually, we also plotted the temperature profiles on this configuration. The
three profiles z 7→ T (r, z) for r = R, r = 1 and r = 0 have been plotted on figure 5.
They represent the temperature at the solid wall surace, at the fluid/solid interface
and at the duct centre. One can check on these profiles that the entry condition
T = 0 at z = 0 is well respected. The temperature secondly increases between the
entry z = 0 and the strating point of the heated region z = a. On the right of the
heated region, the temperature reaches fastly the limit temperature T∞ as z → +∞.
5.3. Periodic test case. We consider in this test case a periodic geometry depicted
on figure 1. It consists in a series of parallel circular ducts, in which a fluid is flowing,
disposed inside a solid. The domain Ω is not bounded but periodic in the horizontal
direction. It is composed of a series of squares of size l = 4. Each squre is made of a
fluid domain: the circle of radius 1 and with centre the square centre, and of a solid
matrix. The distance between two successive ducts then also is l = 4.
We consider an infinite configuration Ω × R with an imposed boundary flux given
by set to f(z) = 1 if z < 0 and f(z) = 0 for z > 0. Considering one elementary
square, a Neumann boundary condition is considered on its top and bottom edges
whereas periodic conditions on T and ∂xT are imposed on its left and right edges.
For symmetry reasons, this boundary condition is equivalent with an homogeneous
Neumann one on the whole square cell boundary. The analytical solution for this
problem is in corollary 3.7. The Pe´clet number for each duct is constant Pe = 10.
The tentth first Graetz modes are depicted on figure (6). One can note on this
figure that the apparent structural complexity of the Graetz modes increases with
N .
Our focus concerns the influence of modes truncation on exchanges estimation in
order to evaluate exchanger’s performance. We computed on this configuration
the fluid/solid heat flux ϕ(N) as previously defined in (36). Figure 6 illustrates
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Figure 6. Periodic configuration. Fluid-solid flux computed with
the ten first eigenmodes and their visualisations
the contribution of the first ten contributing modes to the exchange flux. For the
chosen convection dominated examined situation, Pe = 10, one can see that few
Graetz modes are enough to obtain accurate estimates of the fluid/solid flux. This
is more precisely stated in table 1 where the fluxes values ϕ(N) relatively to figure
6 have been reported together with the asoociated relative error eϕ(N). Though
these results (on the contrary of the previous computation in section 5.2) might
be blurred by some numerical error induced by discretisation, they clearly indicate
that with very few Graetz modes one obtains accurate estimations on the fluid/solid
flux ϕ with less than 1% of relative error. This is a very interesting observation,
that convection dominated configuration provide an excellent performance for the
proposed mode decomposition, so that it is quite easy to get fast and accurate
estimate of the exchange performance using the proposed formulation, and this even
for a more complex geometrical configuration.
N 1 2 3 5 8 10
ϕ(N) -7.10 -7.28 -7.11 -6.98 -7.02 -7.04
eϕ(N) 0.011 0.036 0.012 0.007 0.002 0.001
Table 1. Periodic configuration. Fluid/solid flux ϕ(N) with respect
to N and the associated relative error eϕ(N), the reported figures are
relative to figure 6.
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5.4. Counter current case. We finally consider the counter current configuration,
for which the total debitQ = 0. It is depicted on the right side of figure 1 and consists
of two parallel circular ducts, where a fluid is flowing in opposite directions. The two
ducts are encapsulated inside a cylindrical solid with diameter 2R = 13. The two
ducts are symmetrical with the solid centre and their centres distance l is variable.
Various values for the Pechlet number will be considered.
We adopt an infinite configuration where the outer solid wall is heated for z < 0
and verifies a zero flux condition for z > 0 as described in corollary 3.7. The
temperature in this case is given by (31): in the z > 0 region, the functions F
and G are equal to zero. We concentrate on the heat flux on the two internal duct
boundaries for z > 0, as defined in (36). These fluxes only depend on the constant
C1 in (31), this constant represent the heat flux ∂zT as z → +∞ and is set to C1 = 0
here. The roles of the two ducts is absolutely non symmetric. The fluid in the left
tube flows towards the z > 0 region. This fluid is heated in the z < 0 region by heat
diffusion process in the solid. It then brings heat by convection to the z > 0 region:
then this tube can be considered as the input duct. On the contrary the fluid in the
right tube flows towards the z < 0 region and it evacuates heat by convection from
the z > 0 region: it can be considered as the output duct.
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Figure 7. Counter current configuration. Fluid/solid heat exchange
on the left and right duct boundaries. These fluxes are computed
with an increasing number N of eigen modes, the dependence of the
computed flux with N is here depicted for various values of the Pe´clet
number (above), and for a varying distance l between the two pipes
(below).
On figure 7 is displayed the evaluation of the fluid/solid exchange on both left and
right pipe boundaries. These fluxes are computed for three values of the Pechley
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number, Pe = 0.1, Pe = 1 or Pe = 10 and for a distance l = 1.5d = 3 between
the two ducts centres above. Below, the Pechlet number is set to Pe = 10 and
the distance l between two ducts centres varies from l = 1.5d = 3 and l = 3d = 6
to l = 4.5d = 9. It is interesting to mention that the convergence rate of the
flux according to the number of considered eigenmodes is sensitive to the chosen
geometrical parameters as well as to the Pe´clet number. Qualitatively the closer the
tubes, the faster mode truncation converges to the exchange flux. On the other hand,
increasing the Pe´clet number provides a slower mode convergence as observed on the
upper part of figure 7. Nevertheless, an estimate of the exchange flux accurate within
a few percent is obtained in every configurations when aggregating the contribution
of less than ten modes.
Figure 8. Counter current configuration. Fluid/solid flux on the left
tube boundary for z > 0 computed with the ten first Graetz modes
and their visualisations (for Pe=10 and l = 1.5d).
Another interesting observation is provided on figure 8 where one can observe
the spatial structure of the most contributing modes to the exchange flux. We
focus for this figure on the case Pe = 10, l = 1.5d and on the left tube. The
spectral convergence of the fluid/solid flux on this left tube is displayed together
with the visualisation of the controbuting Graetz modes. As for figure 6, it can be
observed that the spatial structure of the modes increases in complexity as their
contribution to the exchange flux decreases. For example, the first mode is mostly
of zeroth azimuthal order, the second and third modes are of first azimuthal order,
the fourth to six modes are principally of azimuthal order three, etc... Nevertheless
this observation is not a golden rule since the seventh mode has a azimuthal order
one, with an horizontal symmetry as opposed to the second mode which also has a
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first azimuthal order but with a vertical symmetry. This observation indicates that
the chosen configurations favours some symmetries.
Finally the modal convergence of the flux ϕ(N) displayed on figure 8 is detailed in
table 2. It can be observed thet considering a few Graetz modes provides an accurate
estimation of the fluid/solid flux: 5 to 10 Graetz modes are sufficient to get a 1%
accurate evaluation. This confirm the observation made for the periodic test case,
even consideringa convection dominated configuration and a complex geometry, the
Graetz mode decomposition remains efficient to accurately capture the physically
important features of the heat transfer.
N 1 2 3 5 8 10
ϕ(N) -25.84 -39.32 -38.03 -36.56 -37.02 -37.10
eϕ(N) 0.30 0.058 0.024 0.016 0.003 0.001
Table 2. Counter current configuration. Fluid/solid flux ϕ(N) for
the left tube with respect to N and the associated relative error eϕ(N),
the reported figures are relative to figure 8.
5.5. Conclusion. This work has permitted to extent the two-dimensional mapping
of longitudinally invariant convection/diffusion problems to very general configura-
tions with either prescribed field or fluxes at the outer boundary. In the case of
prescribed fluxes, it is necessary to distinguish the case of zero total convective flux
(typically encountered in counter-current configurations) from the case of non-zero
convective flux. In both cases, we found general analytical expression for the longi-
tudinal variation of the solution, which depends on the applied boundary condition.
Those considerations apply to convective exchangers and have been illustrated in
some non-trivial configuration to illustrate the versatility and the numerical effi-
ciency of the method for studying complex configurations. This analysis opens new
perspective for a systematic and accurate study of convective exchangers and to-
wards their optimisation.
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Chapitre 4
Extensions a` des conditions aux
limites entre´e/sortie ge´ne´rales
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4.1 Introduction
Dans ce chapitre nous nous concentrerons sur la possibilite´ de de´crire des conditions
d’entre´e/sortie complexes a` l’aide des modes de Graetz ge´ne´ralise´s. Nous pre´senterons
une me´thodologie permettant de prendre en compte des conditions aux limites standards
(Dirichlet, Neumann et Robin) mais aussi des conditions de couplage avec des conduites
en entre´e et en sortie.
Nous conside´rons ici le proble`me physique de convection-diffusion stationnaire dans un
e´changeur Ω×I avec I semi-infini ou fini tel que pre´sente´ au chapitre 2. Nous reprendrons
la reformulation de ce proble`me a` l’aide de l’ope´rateur A et adopterons les notations
concernant les modes de Graetz ge´ne´ralise´s de la section 2.3.
Plus ge´ne´ralement, nous conside´rerons le cas de plusieurs e´changeurs du type pre´ce´demment
de´crit couple´s (ou connecte´s) selon leur direction longitudinale (qui leur sera donc com-
mune).
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Figure 4.1 – Un exemple de configuration d’e´changeur. Ici l’e´changeur dans la re´gion
Ω × (0, L) est couple´ avec deux tubes en aval et un tube en amont. Les conditions de
couplage (4.3) sont impose´es sur l’interface entre ces trois tubes et l’e´changeur : soit ΓIC a`
l’entre´e I (I pour Inlet) et ΓOC a` la sortie O (O pour Outlet). La tempe´rature sera prescrite
sur Γ11 (Dirichlet) et un flux nul impose´ sur Γ
I
2 et Γ
O
2 (Neumann homoge`ne).
Pre´cisons ces conditions d’entre´e/sortie ge´ne´rales. Sur l’entre´e Ω×{0} de l’e´changeur
et sur sa sortie Ω × {L} (la sortie n’e´tant conside´re´e que si l’e´changeur est fini), ces
conditions pourront eˆtre de deux types :
– soit une combinaison de conditions de type Dirichlet, Neumann ou Robin,
– soit un couplage avec des tubes semi-infinis (voir figure 4.1) et dans ce cas la conti-
nuite´ de la tempe´rature et du flux de chaleur seront prescrites sur l’interface entre
l’e´changeur et le tube.
De telles conditions d’entre´e/sortie sont pertinentes en vue des applications e´tudie´es dans
[1].
Comme nous nous concentrerons ici essentiellement sur les conditions d’entre´e/sortie,
pour plus de simplicite´ nous imposerons une condition de Dirichlet homoge`ne sur le bord
late´ral de l’e´changeur :
T = 0 sur ∂Ω× I (4.1)
Cependant, des conditions late´rales plus e´labore´es pourraient aussi eˆtre traite´es avec la
meˆme approche : par exemple une condition de flux nul sur ∂Ω × I, a` condition de
conside´rer en plus des modes de Graetz ge´ne´ralise´s un mode constant ainsi qu’un mode
variant line´airement en z, comme pre´sente´ dans [2].
Nous conside´rons donc un e´changeur thermique de ge´ome´trie Ω×I, avec soit I = (0, L),
soit I = R+. L’entre´e sera note´e ΓI = Ω × {0} et dans le cas fini la sortie sera note´e
ΓO = Ω × {L}, de sorte que la zone d’entre´e/sortie sera Γ avec Γ = ΓI ∪ ΓO dans le
cas fini et Γ = ΓI dans le cas semi-infini (avec les indices I et O pour Inlet et Outlet
respectivement).
L’entre´e et la sortie sont partitionne´es en quatre sous domaines :
ΓI,O = ΓI,O1 ∪ ΓI,O2 ∪ ΓI,O3 ∪ ΓI,OC
de sorte qu’e´galement :
Γ = Γ1 ∪ Γ2 ∪ Γ3 ∪ ΓC
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et l’on imposera respectivement des conditions de Dirichlet, Neumann et Robin sur les
sous domaines 1, 2 et 3 :
T (ξ) = f(ξ) sur Γ1
−k∂nT (ξ) = g(ξ) sur Γ2
−k∂nT (ξ) = aT (ξ) + h(ξ) sur Γ3
(4.2)
Chacune des donne´es f , g, h et α sont des fonctions L2, la de´rive´e ∂nT (ξ) est e´gale a`
+∂zT sur la sortie et a` −∂zT sur l’entre´e.
Le sous domaine ΓC est associe´ a` un e´ventuel couplage avec un tube semi-infini (couple´
a` l’entre´e et/ou a` la sortie, voir figure 4.1). Sur l’interface entre l’e´changeur et un de ces
tubes semi-infinis seront impose´s la continuite´ de la tempe´rature et du flux de chaleur :
Tleft = Tright sur ΓC
k∂nTleft = k∂nTright sur ΓC
. (4.3)
avec k correspondant ic¸i a` la conductivite´ du domaine fluide.
Pre´cise´ment, on aura a` l’entre´e ΓI , ou` z = 0 :
Tleft = T (ξ, 0
−) , Tright = T (ξ, 0+)
et a` la sortie ΓO, ou` z = L :
Tleft = T (ξ, L
−) , Tright = T (ξ, L+)
La me´thode nume´rique ge´ne´rale est pre´sente´e en section 4.2. Elle est ensuite de´cline´e
dans divers cas spe´cifiques de conditions d’entre´e/sortie, avec a` chaque fois une pre´sentation
explicite et ope´rationnelle de l’imple´mentation. Ces cas sont pre´sente´s du plus simple au
plus ge´ne´ral. La convergence spectrale de la me´thode est pre´sente´e en section 4.2.6 pour
plusieurs configurations simples. La mise en oeuvre de la me´thode a` l’aide d’e´le´ments finis
est pre´sente´e en section 4.3 pour des configurations re´alistes.
4.2 Me´thode de re´solution
Nous proposons de re´soudre le proble`me (2.4) pour la configuration de´crite dans la
section pre´ce´dente, c’est-a`-dire avec les conditions late´rales (4.1) et les conditions ge´ne´rales
sur l’entre´e ΓI et la sortie ΓO soit de type condition prescrite (4.2) soit de type couplage
(4.3). Le principe ge´ne´ral est celui de la minimisation de la fonctionnelle J :
J(T ) =
∫
Γ1
|T − f |2ds +
∫
Γ2
|k∂nT + g|2ds +
∫
Γ3
|k∂nT + aT + h|2ds (4.4)
+
∫
ΓC
|Tleft − Tright|2ds +
∫
ΓC
|∂zTleft − ∂zTright|2ds
sur un espace V de fonctions T toutes solutions de (2.4). L’espace V sera de´fini a` partir
des modes de Graetz ge´ne´ralise´s dans l’e´changeur Ω × I ainsi que des modes de Graetz
ge´ne´ralise´s associe´s aux tubes amonts et avals e´ventuellement couple´s a` l’e´changeur. En
pratique, on minimisera J sur des sous espaces VN de dimensions finis, typiquement de´finis
a` l’aide des N premiers modes de Graetz. Pour plus de simplicite´, la de´finition de V sera
faite au cas par cas dans les sections qui suivent : dans le cas de conditions prescrites (4.2)
d’abord, puis dans le cas du couplage (4.3) ensuite.
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Il est a` noter que la re´solution de (2.4) (4.1) (4.2) (4.3) revient exactement a` :
trouver T ∈ V tel que min
V
J = J(T ) = 0 (4.5)
On le re´sout en pratique en recherchant une suite TN ∈ VN avec VN de dimension croissante
avec N telle que :
min
VN
J = J(TN) et J(TN) −→
N→∞
0 (4.6)
la de´croissance vers 0 de J(TN) e´tant ve´rifie´e nume´riquement et a posteriori a` partir
des minimiseurs TN calcule´s.
La de´finition de V a` l’aide des modes de Graetz en fournira une repre´sentation pa-
rame´trique. Sur l’espace VN , la parame´trisation a` l’aide des N premiers modes de Graetz
permet de repre´senter la tempe´rature T a` l’aide d’un vecteur x, de sorte que VN sera
identifie´ a` RM , ou` M sera typiquement un multiple de N . La fonctionnelle J est convexe
et quadratique (par de´finition (4.4)), elle s’e´crira simplement comme :
∀ x ∈ RM , J(x) = TxMx− 2Tbx + c
ou` :
– M est une matrice syme´trique de´finie positive, c’est la matrice du produit scalaire
associe´e a` J dans (4.4) pour f = g = h = a = 0 e´crite sur la base des modes de
Graetz
– b est un vecteur de meˆme dimension que x, associe´ aux donne´es f , g, h et a dans
(4.4)
– c est un scalaire aussi associe´ aux donne´es f , g, h et a dans (4.4)
La re´solution de (4.6) est donc ramene´e a` la re´solution d’un syste`me line´aire (syme´trique
de´fini positif),
trouver x ∈ RM ≡ VN tel que Mx = b (4.7)
Il est important de noter que ce syste`me line´aire sera de tre`s petite taille, typiquement
de l’ordre de 10 a` 20, et que sa re´solution ne posera aucun proble`me nume´rique. La
raison pour cela est que l’essentiel de l’information est contenu dans les modes de Graetz
ge´ne´ralise´s pre´alablement calcule´s et qui codent la physique de (2.4) (4.1).
Dans les trois sections suivantes, la de´finition de l’espace VN et l’assemblage de la
matrice M et du vecteur b dans (4.7) seront pose´s : dans le cas des conditions prescrites
(4.2) en domaine fini ou semi-infini en sections 4.2.1 et 4.2.2, pour des conditions de
couplage (4.3) avec un tube couple´ en aval en section 4.2.3 et plusieurs tubes couple´s en
amont et en aval en section 4.2.4. Le cas ge´ne´ral est donne´ en 4.2.5.
4.2.1 Conditions d’entre´e/sortie prescrites : domaine semi-infini
Nous conside´rons le cas le plus simple d’un e´changeur semi-infini Ω × (0,+∞). Nous
conside´rons les conditions d’entre´e prescrites (4.2) sur l’entre´e ΓI = Γ = Γ1 ∪ Γ2 ∪ Γ3.
Sous ces hypothe`ses, l’espace V dans lequel nous chercherons une solution a` (2.4) (4.1) (4.2)
sera de´fini ainsi :
V =
{
T (ξ, z) =
∑
N?
xnTn(ξ)e
λnz , avec
∑
N?
|xnλn|2 < +∞
}
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ou` les Tn sont les modes de Graetz avals de´finis en section 2.3 et les λn les valeurs propres
associe´es (λn < 0 pour n > 0). Ainsi de´fini, V est un sous espace ferme´ de L
2(Ω × R−)
dont les e´le´ments sont dans H1(Ω×R−) et sont solutions de (2.4) (4.1), comme de´veloppe´
dans [3].
Dans ce cas VN est de´fini comme :
VN =
{
T (ξ, z) =
N∑
n=1
xnTn(ξ)e
λnz
}
≡ RN
et VN sera naturellement identifie´ a` RN , pre´cise´ment selon :
x ∈ RN −→ Tx =
N∑
n=1
xnTn(ξ)e
λnz ∈ VN (4.8)
et VN est donc de dimension N .
La matrice M dans (4.7) est donne´e par M = M1 +M2 +M3 ou` Mi est respectivement
la matrice associe´e au produit (·, ·)i sur VN :
(Ta, Tb)1 =
∫
Γ1
Ta(ξ, 0)Tb(ξ, 0)ds
(Ta, Tb)2 =
∫
Γ2
k(ξ)∂zTa(ξ, 0)k(ξ)∂zTb(ξ, 0)ds
(Ta, Tb)3 =
∫
Γ3
(k(ξ)∂zTa(ξ, 0) + a(ξ)Ta(ξ, 0)) (k(ξ)∂zTb(ξ, 0 + a(ξ)Tb(ξ, 0)) ds
Les coefficients de ces matrices se calculent directement a` partir de l’identification de VN
avec RN × RN en (4.8). La matrice M1 a pour coefficients les m1ij, pour 1 ≤ i, j ≤ N :
m1ij =
∫
Γ1
TiTjds
faisant intervenir le produit inte´gral des modes de Graetz Ti et Tj sur la zone d’entre´e
Dirichlet Γ1. Pareillement, les coefficients m
2
ij et m
3
ij pour les matrices M2 et M3 sont
donne´s par :
m2ij =
∫
Γ2
(λikTi) (λjkTj) ds et m
3
ij =
∫
Γ3
(λik + a)Ti(λjk + a)Tjds
De la meˆme fac¸on, on de´finit le vecteur b dans (4.7) par b = b1 + b2 + b3. Les bi sont
les vecteurs associe´s aux formes line´aires sur VN :
T 7→
∫
Γ1
T (ξ, 0)f(ξ)ds
T 7→
∫
Γ2
−k(ξ)∂zT (ξ, 0)g(ξ)ds
T 7→
∫
Γ3
(−k(ξ)∂zT (ξ, 0)− a(ξ)T (ξ, 0))h(ξ)ds
Leurs composantes b1i , b
2
i et b
3
i , pour 1 ≤ i ≤ N , sont calcule´es a` l’aide des modes de
Graetz respectivement par :
b1i =
∫
Γ1
Tifds, b
2
i =
∫
Γ2
−λikTigds et b3i =
∫
Γ3
(−λik + a)Tihds
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Figure 4.2 – Exemple d’e´changeur en domaine fini avec conditions d’entre´e/sortie
spe´cifie´es (4.2). Les e´coulements dans les deux tubes sont a` contre-courant. Dans cet
exemple, les parties solides de l’entre´e et de la sortie ΓI,O2 sont associe´es a` une condition
adiabatique (Neumann homoge`ne). La tempe´rature est prescrite sur les arrive´es de fluide
ΓI,O1 (Dirichlet), et une condition de Robin est pose´e sur les sorties de fluide Γ
I,O
3 .
4.2.2 Conditions d’entre´e/sortie prescrites : domaine fini
On conside`re de´sormais un e´changeur en domaine fini Ω × (0, L) pour les conditions
d’entre´e/sortie spe´cifie´es en (4.2) sur ΓI et ΓO. Un cas particulier de ces conditions limites
est illustre´ en figure 4.2.
Conforme´ment a` la the´orie de´veloppe´e dans [4], la solution a` (2.4) (4.1) (4.2) fera
intervenir et les modes de Graetz avals (Tn)n∈N? et les modes de Graetz amonts (T−n)n∈N? .
On reprendra par la suite les notations T±n et λ
±
n de´finies en (2.10) distinguant les modes
amonts des modes avals.
L’espace V f dans lequel sera cherche´e la solution a` (2.4) (4.1) (4.2) sera de´fini selon :
V f =
{
T (ξ, z) =
∑
N?
x+nT
+
n (ξ)e
λ+n z + x−nT
−
n (ξ)e
λ−n (z−L) (4.9)
avec
∑
N?
|x+nλ+n |2 + |x−nλ−n |2 < +∞
}
Ainsi de´fini, V f est un sous espace ferme´ de L2(Ω × (0, L)) dont les e´le´ments sont dans
H1(Ω× (0, L)) et sont solutions de (2.4) (4.1).
Pour T ∈ V f , sa restriction T I a` l’entre´e et TO sur la sortie sont donne´es par :
T I(ξ) =
∑
N?
x+nT
+
n (ξ) + x
−
nT
−
n (ξ)e
−λ−nL (4.10)
TO(ξ) =
∑
N?
x+nT
+
n (ξ)e
λ+nL + x−nT
−
n (ξ). (4.11)
Le sous espace V fN ⊂ V f dans lequel sera nume´riquement cherche´ un minimiseur de la
fonctionnelle J dans (4.4) est de´fini comme :
V fN =
{
T (ξ, z) =
N∑
n=1
x+nT
+
n (ξ)e
λ+n z + x−nT
−
n (ξ)e
λ−n (z−L)
}
≡ RN ⊕ RN (4.12)
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et V fN sera naturellement identifie´ a` RN ⊕ RN , pre´cise´ment selon :
x =
(
x+,x−
) ∈ RN ⊕ RN −→ T fx ∈ V fN
avec T fx =
N∑
n=1
x+nT
+
n (ξ)e
λ+n z + x−nT
−
n (ξ)e
λ−n (z−L) (4.13)
et V fN est de dimension 2N .
La recherche de TN ∈ V fN satisfaisant (4.6) se fait en re´solvant (4.7). Dans ce cas :
– l’inconnue x ainsi que le second membre bf sont deux vecteurs dans RN ⊕ RN que
l’on notera blocs par blocs :
x =
∣∣∣∣ x+x− , bf =
∣∣∣∣ b+b−
– la matrice M est de taille 2N × 2N et sera note´e aussi par blocs de tailles N ×N .
On la notera M f .
La matrice M f se de´compose en :
M f = M I +M0 (4.14)
ou` les M I,O sont respectivement les matrices associe´es aux formes biline´aires (·, ·)I,O sur
V fN :
(Ta, Tb)
I =
∫
ΓI1
Ta(ξ, 0)Tb(ξ, 0)ds+
∫
ΓI2
k∂zTa(ξ, 0)k∂zTb(ξ, 0)ds
+
∫
ΓI3
(k∂zTa(ξ, 0) + aTa(ξ, 0))(k∂zTb(ξ, 0) + aTb(ξ, 0))ds
(Ta, Tb)
O =
∫
ΓO1
Ta(ξ, L)Tb(ξ, L)ds+
∫
ΓO2
k∂zTa(ξ, L)k∂zTb(ξ, L)ds
+
∫
ΓO3
(k∂zTa(ξ, L) + aTa(ξ, L))(k∂zTb(ξ, L) + aTb(ξ, L))ds
Les coefficients de ces matrices se calculent directement a` partir de l’identification de V fN
avec RN ⊕ RN en (4.13), et graˆce a` l’e´criture (4.10) de T ∈ V fN en entre´e et (4.11) de
T ∈ V fN en sortie.
Introduisons les matrices KI et KO s’e´crivant par blocs :
KI,O =
[
KI,O++ K
I,O
+−
KI,O+− K
I,O
−−
]
et dont les coefficients kI,O±±(i, j), 0 ≤ i, j ≤ N , sont de´finis par :
kI,O±±(i, j) =
∫
ΓIO1
T±i T
±
j ds+
∫
ΓIO2
λ±i kT
±
i λ
±
j kT
±
j ds
+
∫
ΓIO3
(
λ±i k + a
)
T±i
(
λ±j k + a
)
T±j ds
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Les matrices KI et KO sont syme´triques car KI,O+− = K
I,O
−+ .
Alors les matrices M I et MO sont donne´es par :
M I =
[
KI++ K
I
+−D−
D−KI+− D−K
I
−−D−
]
MO =
[
D+K
O
++D+ D+K
O
+−
KO+−D+ K
O
−−
]
ou` les matrices D± sont diagonales :
D+ = Diag
(
eλ
+
1 L, . . . , eλ
+
NL
)
, D− = Diag
(
e−λ
−
1 L, . . . , e−λ
−
NL
)
(4.15)
Ainsi l’assemblage de la matrice M f = M I +MO en (4.14) ne´cessite :
– le calcul des coefficients kI,Oij des matrices K
I et KO
– la distribution de ces coefficients dans les matrices M I et MO avec des ponde´rations
selon les coefficients des deux matrices diagonales D+ et D−
Le vecteur bf se de´compose e´galement en :
bf = bI + bO (4.16)
ou` les vecteurs bIO sont respectivement les repre´sentations des formes line´aires suivantes
sur V fN :
T ∈ V fN 7→
∫
ΓI1
Tfds+
∫
ΓI2
−k∂zTgds+
∫
ΓI3
(k∂zT + aT )hds
T ∈ V fN 7→
∫
ΓO1
Tfds+
∫
ΓO2
−k∂zTgds+
∫
ΓO3
(k∂zT + aT )hds
Introduisons les vecteurs βI =
∣∣∣∣ βI+βI− et βO =
∣∣∣∣ βO+βO− dont les composantes βIO± (i), pour
1 ≤ i ≤ N , sont donne´es par :
βIO± (i) =
∫
ΓIO1
T±i fds+
∫
ΓIO2
λ±i kT
±
i gds
∫
ΓIO3
(
λ±i k + a
)
T±i hds
Alors βI et βO sont de´finis selon :
bI =
∣∣∣∣ βI+D−βI− , bO =
∣∣∣∣ D+βO+βO−
ou` D± sont les matrices diagonales de´finies en (4.15).
4.2.3 E´changeur fini couple´ en aval avec un tube semi-infini
Nous conside´rons ici un e´changeur fini Ω × (0, L) couple´ avec un tube en sortie ω ×
(L,+∞). Le domaine ω associe´ au tube est un sous domaine de Ω : ω ⊂ Ω. On suppose
que l’e´coulement dans ce tube se fait dans la direction des z > 0, de sorte que ce couplage
mode´lise une condition limite libre sur ce tube en sortie. Les conditions d’entre´e/sortie
(4.2) (4.3) seront les suivantes :
100
0L
z
ΓI2
Γ1
ΓO2
ΓC
T+∞
Figure 4.3 – Exemple de configuration impliquant un e´changeur fini Ω × (0, L) couple´
en sortie avec un tube semi-infini. L’e´coulement dans le tube se fait dans le sens des
z > 0. Dans cet exemple, les conditions prescrites (4.2) sont impose´es a` l’entre´e fluide
(tempe´rature impose´e sur Γ1) et sur la partie solide (conditions adiabatiques sur Γ
IO
2 ),
tandis que les conditions de couplage (4.3) sont applique´es a` la sortie fluide ΓC = ω×{L} :
couplage entre l’e´changeur et le tube semi-infini ω × (L,+∞). La tempe´rature a` l’infini
T+∞ dans le tube semi-infini est une inconnue du proble`me a` de´terminer.
– conditions de couplage (4.3) a` la sortie du tube ΓC = ω × {L}
– conditions prescrites (4.2) sur l’entre´e ΓI et sur le reste de la sortie ΓO − ΓC
– la tempe´rature en +∞, T+∞ est libre et est une inconnue du proble`me
Un exemple de configuration de ce type est illustre´ en figure 4.3.
L’e´quation constitutive dans chacun des domaines Ω × (0, L) et ω × (L,+∞) est la
meˆme e´quation (2.4). Au sein de l’e´changeur Ω×(0, L) la condition late´rale est inchange´e :
condition de Dirichlet homoge`ne (4.1). La condition late´rale sur le tube semi-infini est fixe´e
a` une condition adiabatique (Neumann homoge`ne) :
∇ξT · n = ∂nT = 0 sur ∂ω × (L,+∞) (4.17)
En plus des modes de Graetz ge´ne´ralise´s T±n , λ
±
n de´finis en (2.10) associe´s a` (2.4) (4.1)
sur Ω, nous conside´rerons les modes de Graetz ge´ne´ralise´s t±n , µ
±
n associe´s a` (2.4) (4.1)
sur ω afin de de´crire le champ de tempe´rature dans le tube aval. Les t+n sont les modes de
Graetz avals associe´s aux valeurs propres µ+n < 0 et seront utilise´s ici pour repre´senter la
tempe´rature dans ω × (L,+∞). On conside´rera l’espace V O :
V O =
{
T (ξ, z) = x0 +
∑
N?
xnt
+
n (ξ)e
µ+n (z−L) , avec
∑
N?
|xnµ+n |2 < +∞
}
(4.18)
Il est a` noter que la de´finition de T ∈ V O fait intervenir la constante x0, cette constante
repre´sente la tempe´rature a` l’infini x0 = T
+∞ qui n’est pas fixe´e ici du fait de la condition
de Neumann homoge`ne sur le bord late´ral du tube aval. Cette constante est une des
inconnues du proble`me.
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Une solution a` notre proble`me couple´ est cherche´e dans l’espace V :
V =
{
T, T|Ω×(0,L) ∈ V f et T|ω×(L,+∞) ∈ V O
}
avec V f de´fini en (4.9).
De´finissons V ON comme :
V ON =
{
T (ξ, z) = x0 +
N∑
n=1
xnt
+
n (ξ)e
µ+n (z−L)
}
≡ RN+1 (4.19)
qui sera identifie´ a` RN+1 par,
x ∈ RN+1 −→ TOx = x0 +
N∑
n=1
xnt
+
n (ξ)e
µ+n (z−L) ∈ V ON , (4.20)
et est de dimension N + 1.
Nous chercherons une solution approche´e au proble`me de minimisation (4.5) a` partir
d’une suite Tn ∈ Vn qui minimise J (4.6), avec :
VN =
{
T, T|Ω×(0,L) ∈ V fN et T|ω×(L,+∞) ∈ V ON
}
≡ X
avec V fN de´fini en (4.12) et avec X = RN ⊕ RN ⊕ RN+1. Un e´le´ment x ∈ X sera note´
comme x = (x+,x−,xO). L’identification entre X et VN se fait selon :
x ∈ X −→ Tx ∈ VN , Tx |Ω×(0,L) = T f(x+,x−) et Tx |ω×(L;+∞) = TOxO
avec les identifications T f et TO de´finies en (4.13) et en (4.20).
La recherche de TN ∈ VN satisfaisant (4.6) se fait en re´solvant (4.7).
La matrice M du syste`me line´aire a` inverser se de´compose d’abord comme :
M =
[
M f 0
0 0
]
+MOC
ou` M f de´finie en (4.14) est associe´e a` la premie`re partie de la fonctionnelle J en (4.4)
de´die´e aux conditions prescrites (4.2) (M f est de taille 2N × 2N et est comple´te´e avec
trois blocs nuls).
La matrice MOC est associe´e au couplage sur ΓC et est la matrice de la forme biline´aire :
(Ta, Tb) ∈ VN × VN 7→
∫
ω×{L}
|Ta|left − Tb|right|2 + |∂zTa|left − ∂zTb|right|2ds (4.21)
Elle s’assemble a` l’aide des coefficients suivants :
q±±(i, j) = (1 + λ±i λ
±
j )
∫
ω
T±i T
±
j ds pour 1 ≤ i, j ≤ N (4.22)
r±±(i, j) = (1 + λ±i µ
±
j )
∫
ω
T±i t
±
j ds pour 1 ≤ i ≤ N et 0 ≤ j ≤ N
s±±(i, j) = (1 + µ±i µ
±
j )
∫
ω
T±i t
±
j ds pour 0 ≤ i, j ≤ N
avec la convention que t±0 = 1 est la fonction constante e´gale a` un sur ω et µ
±
0 = 0. Ces
coefficients de´finissent trois types de matrices respectivement :
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– les 4 matrices Q±± de taille N ×N
– les 2 matrices R±+ de taille N × (N + 1)
– la matrice S++ de taille (N + 1)× (N + 1)
La matrice MC est alors de´finie comme :
MC =
[
M+ C+
TC+ S++
]
avec M+ de taille 2N × 2N , C+ de taille 2N × (N + 1) de´finies par bloc comme :
M+ =
[
D+Q++D+ D+Q+−
Q+−D+ Q−−
]
et C+ =
[ −R++
−R−+
]
(4.23)
avec D+ la matrice diagonale de´finie en (4.15). Au final la matrice M s’e´crit :
M =
[
M f + M+ C+
TC+ S++
]
L’assemblage du second membre n’est pas modifie´ par les conditions de couplage qui sont
ici purement homoge`nes, pre´cise´ment le second membre b est donne´ par :
b =
∣∣∣∣ bf0
avec bf associe´ aux conditions prescrites et de´fini en (4.16) de taille N et auquel on adjoint
un bloc nul de taille N + 1.
4.2.4 E´changeur fini couple´ en aval et en amont avec un tube
semi-infini
Nous conside´rons maintenant un e´changeur fini Ω × (0, L) couple´ avec un tube en
entre´e ω × (−∞, L) et en sortie ω × (L,+∞). Nous reprenons ici les notations de la
section pre´ce´dente, on suppose de nouveau que l’e´coulement dans ce tube se fait dans la
direction des z > 0. Les conditions d’entre´e/sortie (4.2) (4.3) seront les suivantes :
– conditions de couplage (4.3) a` l’entre´e du tube ΓIC = ω × {0}
– conditions de couplage (4.3) a` la sortie du tube ΓOC = ω × {L}
– conditions prescrites (4.2) sur le reste de l’entre´e ΓI − ΓIC et de la sortie ΓO − ΓOC
– la tempe´rature en −∞ est impose´e e´gale a` T−∞, c’est une contrainte du proble`me
alors que la tempe´rature en +∞ T+∞ est libre et est une inconnue du proble`me.
Un exemple de cette configuration est illustre´ en figure 4.4 .
Nous reprenons les hypothe`ses et notations de la section pre´ce´dente. L’e´quation consti-
tutive dans chacun des domaines Ω × (0, L), ω × (−∞, 0) et ω × (L,+∞) est la meˆme
e´quation (2.4). Les conditions late´rales sont : Dirichlet homoge`ne (4.1) sur l’e´changeur
Ω× (0, L), Neumann homoge`ne (4.17) sur ∂ω × (L,+∞) ainsi que sur le tube amont :
∇ξT · n = ∂nT = 0 sur ∂ω × (−∞, 0)
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Figure 4.4 – Exemple de configuration impliquant un e´changeur fini Ω × (0, L) couple´
en entre´e et en sortie avec un tube semi-infini. L’e´coulement dans le tube se fait dans le
sens des z > 0. Dans cet exemple les conditions prescrites (4.2) sont impose´es uniquement
a` la partie solide (conditions adiabatiques sur ΓIO2 ), tandis que les conditions de couplage
(4.3) sont applique´es a` l’entre´e fluide ΓIC = ω × {0} et a` la sortie fluide ΓOC = ω × {L}.
Il s’agit respectivement de coupler l’e´changeur avec les tubes amont ω × (−∞, 0) et aval
ω × (L,+∞). La tempe´rature avale a` l’infini T+∞ dans le tube aval est une inconnue
du proble`me a` de´terminer, tandis que la tempe´rature amont a` l’infini T−∞ dans le tube
amont est une donne´e.
La description de la tempe´rature dans le tube aval se fera a` l’aide de l’espace V I :
V I =
{
T (ξ, z) = T−∞ +
∑
N?
xnt
−
n (ξ)e
µ−n z , avec
∑
N?
|xnµ−n |2 < +∞
}
et l’on rappelle qu’ici T−∞ est une contrainte impose´e.
Une solution a` notre proble`me couple´ est cherche´e dans l’espace V :
V =
{
T, T|Ω×(0,L) ∈ V f , T|ω×(−∞,0) ∈ V I et T|ω×(L,+∞) ∈ V O
}
avec V f de´fini en (4.9) et V O de´fini en (4.18).
De´finissons V IN comme :
V IN =
{
T (ξ, z) = T+∞ +
N∑
n=1
xnt
−
n (ξ)e
µ−n z
}
≡ RN (4.24)
qui sera identifie´ a` RN par :
x ∈ RN −→ T Ix = T+∞ +
N∑
n=1
xnt
−
n (ξ)e
µ−n z ∈ V IN (4.25)
et est de dimension N .
Nous chercherons une solution approche´e au proble`me de minimisation (4.5) a` partir d’une
suite Tn ∈ Vn qui minimise J (4.6), avec :
VN =
{
T, T|Ω×(0,L) ∈ V fN , T|ω×(−∞,0) ∈ V IN et T|ω×(L,+∞) ∈ V ON
}
≡ X
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avec V fN et V
O
N de´finis en (4.12) (4.19) respectivement et avec X = RN⊕RN⊕RN+1⊕RN .
Un e´le´ment x ∈ X sera note´ comme x = (x+,x−,xO,xI). L’identification entre X et VN
se fait selon :
x ∈ X −→ Tx ∈ VN , Tx |Ω×(0,L) = T f(x+,x−), Tx |ω×(−∞),0 = T IxI , et Tx |ω×(L,+∞) = TOxO
avec les identifications T f , T I et TO pre´de´finies en (4.13) (4.20) (4.25).
La recherche de TN ∈ VN satisfaisant (4.6) se fait en re´solvant (4.7).
La matriceM du syste`me line´aire a` inverser est de taille (2N + (N + 1) +N)×(2N + (N + 1) +N)
et se de´compose par blocs comme :
M =

M f +M+ C+ 0
TC+ S++ 0
0 0 0
+M IC
ou` :
– la matrice de gauche correspond et a` la premie`re partie de la fonctionnelle J en
(4.4) de´die´e aux conditions prescrites (donne´es par M f en (4.14)) et au couplage en
aval (pre´cise´ment a` la forme biline´aire (4.21)). Cette matrice est exactement celle
de´crite dans la section pre´ce´dente plus des blocs nuls
– la matrice de droite M IC est associe´e au couplage en amont, pre´cise´ment a` la forme
biline´aire suivante :
(Ta, Tb) ∈ VN × VN 7→
∫
ω×{0}
|Ta|left − Tb|right|2 + |∂zTa|left − ∂zTb|right|2ds
La matrice M IC a une de´finition similaire a` M
O
C , elle s’e´crit par blocs comme :
M IC =

M− 0 C−
0 0 0
TC− 0 S−−

avec M− de taille 2N × 2N , C− de taille 2N ×N de´finis par bloc comme :
M− =
[
Q++ Q+−D−
D−Q+− D−Q−−D−
]
et C− =
[ −R+−
−R−−
]
(4.26)
avec D− la matrice diagonale de´finie en (4.15) et ou` les matrices Q±±, R±± et S±± sont
celles introduites dans la section pre´ce´dente a` l’aide des coefficients q±±(i, j), r±±(i, j) et
s±±(i, j) en (4.22).
Au final la matrice M s’e´crit :
M =

M f +M+ +M− C+ C−
TC+ S++ 0
TC− 0 S−−

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Figure 4.5 – Exemple d’e´changeur en domaine fini couple´ avec deux tubes. Les deux tubes
sont a` contre courant, chacun d’eux est couple´ en z = 0 et en z = L avec l’e´changeur via
les conditions (4.3). La partie solide de l’entre´e et de la sortie de l’e´changeur est associe´e
aux conditions prescrites (4.2).
L’assemblage du second membre b n’est modifie´ par rapport au cas de l’e´changeur fini
que par l’adjonction de la contrainte T = T−∞ en aval lorsque z → −∞. On a :
b =
∣∣∣∣∣∣
bf
0
b−∞
ou` b−∞ est un vecteur de taille N dont les composantes sont les b−∞(i) = T−∞
∫
ω
t−i (ξ)ds,
et avec bf de´finis en (4.16).
4.2.5 Cas ge´ne´ral
A la lumie`re des cas traite´s pre´ce´demment, on peut donner la forme du syste`me (4.7)
a` re´soudre pour le cas ge´ne´ral ou` un e´changeur fini Ω× (0, L) est couple´ avec p tubes en
entre´e/sortie. Un exemple est illustre´ en figure 4.5.
La tempe´rature dans l’e´changeur est cherche´e sous la forme (4.12). Dans chacun des
tubes elle est cherche´e :
– soit sous la forme (4.19) si le tube est en aval
– soit sous la forme (4.24) si le tube est en amont
et conside´rant a` chaque fois les modes t±i (ξ), µ
±
i associe´s au tube conside´re´.
La matrice M du syste`me a` inverser sera :
M =

M f +M1 + · · ·+Mp C1 . . . Cp
TC1 S1
...
. . .
TCp Sp

avec :
106
5.5
6
6.5
0 5 10 15 20 25 30
N
Flux fluide/solide φ(N)
φ(+∞) = 6.67
1e-03
1e-02
1e-01
1e+00
1 10
N
Convergence de J(TN)
φ(N)J(TN )
slope -1.45
Figure 4.6 – Cas test 1 : convergence de J(TN) vers 0 en e´chelle logarithmique (a` gauche)
et convergence du flux fluide/solide pre´dit φ(N) (a` droite) par rapport a` N .
– les matrices Mi de taille 2N × 2N seront soit de la forme M+ en (4.23) soit de la
forme M− en (4.26) selon que le ieme tube est en aval ou en amont
– les matrices Ci de taille 2N × N seront soit de la forme M+ en (4.23) soit de la
forme C− en (4.26) selon que le ieme tube est en aval ou en amont
– les matrices Si de taille N ×N seront soit du type S++ soit du type S−− selon que
le ieme tube est en aval ou en amont
et a` chaque fois en utilisant les matrices Q±±, R±± et S±±. Ces matrices e´tant assemble´es
a` l’aide des coefficients q±±(i, j), r±±(i, j) et s±±(i, j) en (4.22) calcule´s relativement aux
modes de Graetz ge´ne´ralise´s T±j (ξ), λ
±
j de l’e´changeur et t
±
j (ξ), µ
±
j du i
eme tube conside´re´.
4.2.6 Convergence spectrale
L’objectif de cette section est d’analyser nume´riquement la convergence de J(TN)
vers ze´ro lorsque N → +∞ pour TN solution de (4.7), c’est-a`-dire pour TN tel que
J(TN) = minVN J . La de´finition de la fonctionnelle J est en (4.4), celle de VN ⊂ V sera
de´pendante du cas test conside´re´.
Trois cas tests seront conside´re´s : respectivement de´crits dans les figures 4.2, 4.3 et 4.4.
Pre´cise´ment, pour chacun des trois cas le domaine Ω sera le cercle unite´, le sous domaine
fluide ω sera le cercle de centre 0 et de rayon 1/2. La longueur L de l’e´changeur sera
L = 2.
Cette ge´ome´trie est axisyme´trique. La syme´trie du domaine permet le recours a` des
me´thodes analytiques de´crites dans [5] pour le calcul des modes de Graetz ge´ne´ralise´s.
Aucune erreur nume´rique sur le calcul des modes de Graetz n’interviendra. L’erreur de
troncature lie´e au nombre de modes pris en compte sera ici la seule source d’erreur.
L’e´coulement sera un e´coulement parabolique de Poiseuille : v(r) = 2Pe(1− (r/r0)2) avec
r0 = 1/2 le rayon du tube ω, r la coordonne´e radiale dans ce tube et Pe = 10 le nombre
de Pe´clet. Les conductivite´s fluides et solides seront e´gales : k = 1.
Les conditions d’entre´e/sortie sur la partie solide seront toujours des conditions adia-
batiques (Neumann homoge`ne). Les conditions d’entre´e/sortie sur la partie fluide pour
chacun des trois cas seront :
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Figure 4.7 – Cas tests 2 et 3 : convergence de J(TN) vers 0 par rapport au nombre de
modes N en e´chelle logarithmique.
– Cas test 1 : Tempe´rature prescrite T = 1 sur l’entre´e ω × {0} et condition de
Robin
dT
dz
+ av(ξ)T = 0 sur la sortie ω × {L}. Cette condition mode´lisant une
condition libre en sortie, le flux de chaleur e´tant conside´re´ comme proportionnel au
flux convectif, avec un rapport a fixe´ a` a = 1/10 ici
– Cas test 2 : Tempe´rature prescrite T = 1 sur l’entre´e ω×{0}, couplage (4.3) avec
un tube semi-infini en sortie ω × {L}
– Cas test 3 : Couplage (4.3) en entre´e ω × {0} et en sortie ω × {L} avec un tube
semi-infini. Dans ce cas, la condition tempe´rature prescrite T = 1 sur l’entre´e ω×{0}
est remplace´e par la contrainte T → 1 lorsque z → −∞ dans le tube aval
Pour les cas tests 2 et 3, la tempe´rature T+∞ lorsque z → +∞ dans ce tube sera calcule´e.
Pour chacun des trois cas, les espaces VN sont ceux de´crits respectivement en sections 4.2.3
et 4.2.4. La quantite´ N correspondra au nombre de modes amont et/ou aval conside´re´
dans chaque composante du syste`me : l’e´changeur Ω×(0, L) et les tubes semi-infinis. Pour
chaque cas test, TN sera calcule´ pour les valeurs de N comprises entre 1 et 28.
Nous regarderons le comportement de J(TN) lorsque N → +∞ pour chaque cas test
ainsi que celui de deux grandeurs physiquement importantes : le flux fluide/solide, note´
φ(N), dans l’e´changeur (i.e. le flux de chaleur sur l’interface ω × (0, L)) ainsi que la
tempe´rature en z = +∞ dans le tube aval, note´e T+∞(N). L’examen des 28 premiers
modes de Graetz (1 ≤ N ≤ 28) permet de de´terminer avec une pre´cision acceptable les va-
leurs asymptotiques de ces 3 quantite´s, notamment d’e´valuer les limites φ = limN→∞ φ(N)
et T+∞ = limN→∞ T+∞(N). Nous regarderons alors les erreurs relatives (en pourcentage) :
eφ(N) = 100
|φ(N)− φ|
|φ| , eT+∞(N) = 100
|T+∞(N)− T+∞|
|T+∞|
La convergence de J(TN) vers 0 est illustre´e en figure 4.6 (a` droite) pour le cas test 1 et
sur la figure 4.7 pour les cas tests 2 et 3. En e´chelle logarithmique, on observe pour chaque
cas un comportement line´aire semblable indiquant une convergence vers 0 de J(TN) en
O(N−3/2). Cependant chacune des composantes de la fonctionnelle a son propre taux de
convergence et le taux global observe´ est celui de la composante ayant la convergence vers
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Figure 4.8 – Cas tests 2 et 3 : convergence de la tempe´rature pre´dite T+∞(N) en z = +∞
et du flux fluide/solide pre´dit φ(N) par rapport a` N .
N cas test 1 cas test 2 cas test 3
1 16.9 16.1
2 7.59 1.39
3 6.58 2.59
4 4.53 2.84
5 4.49 2.90
6 3.86 2.24
7 3.51 2.23
8 3.36 1.90
9 2.90 1.69
10 2.90 1.61
N cas test 2 cas test 3
1 17.5 19.6
2 4.42 1.47
3 2.11 3.36
4 4.29 0.33
5 4.31 0.18
6 2.19 1.18
7 2.12 1.39
8 1.71 1.25
9 1.51 1.20
10 1.45 1.12
eφ(N) eT+∞(N)
Table 4.1 – Erreurs relatives (en %) commises sur le flux φ fluide/solide (a` gauche) et
sur la tempe´rature T+∞ en z = +∞ (a` droite) pre´dits en fonction de N
0 la plus lente : les composantes lentes sont associe´es a` la condition de Dirichlet prescrite
ou a` la composante de continuite´ de la tempe´rature pour le couplage.
Les comportements du flux fluide/solide ψ(N) et de la tempe´rature T+∞(N) sont
illustre´s en figures 4.6 et 4.8. Ces quantite´s convergent dans chaque cas. De plus, l’e´valuation
de leurs limites permet de de´terminer la vitesse de convergence qui est a` chaque fois e´value´e
en O(1/N). Les erreurs relatives en pourcentage sont reporte´es en table 4.1. Un meˆme
constat peut eˆtre formule´ pour chaque cas : bien que la convergence soit lente, un petit
nombre de modes de Graetz (de 5 a` 10) permet d’e´valuer avec une pre´cision tre`s correcte
(de 1 a` 2%) les quantite´s vise´es.
4.3 Illustrations nume´riques
Dans cette section nous allons pre´senter des re´sultats obtenus avec le solveur aux
e´le´ments finis FreeFem++ pour le cas de couplages entre un e´changeur fini et un ou
plusieurs tubes semi-infinis. Nous allons e´tudier les cas suivants :
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• un e´changeur cylindrique fini couple´ avec un tube semi-infini en aval
• un e´changeur cylindrique couple´ avec deux tubes semi-infinis, l’un en amont et l’autre
en aval
• un e´changeur cylindrique couple´ avec quatre tubes semi-infinis, deux en amont et deux
en aval.
Les deux premiers cas servent de validation a` notre imple´mentation en comparant
avec les solutions analytiques obtenues avec un code Maple. Nous nous attarderons plus
pre´cise´ment sur le dernier cas, celui de l’e´changeur, qui est le cas applicatif le plus re´aliste.
Notons de`s maintenant que dans tous ces exemples, la condition limite impose´e sur la
frontie`re externe de la partie solide d’un tube fini sera du type Dirichlet homoge`ne. Elle
sera en revanche du type Neumann pour un tube semi-infini.
4.3.1 Formulation du proble`me discret
Nous allons utiliser la de´marche employe´e dans la fin du second chapitre 2.4.3. Nous
rappelons que pour de´terminer les valeurs et vecteurs propres de l’e´changeur, il faut
re´soudre le proble`me discret :
ShX = λMhX
sur un maillage du domaine de l’e´changeur Ω. Comme nous l’avons vu dans les sections
pre´ce´dentes, nous avons besoin de de´terminer les modes de Graetz ge´ne´ralise´s du ou des
tubes semi-infinis pre´sents. Il est donc e´galement ne´cessaire de re´soudre le meˆme genre de
proble`me discret que 2.4.3 sur un domaine approprie´. Pour ceci, il faut d’abord de´finir le
domaine et le maillage associe´ a` ce domaine sur lequel nous allons faire cette re´solution.
Pour calculer les modes de Graetz ge´ne´ralise´s dans les tubes semi-infinis, on restreint le
maillage a` la partie fluide Γ du domaine Ω qui correspond a` la section du ou des tubes
semi-infinis. Cette ope´ration est effectue´e lors de la re´solution nume´rique au sein du code
FreeFem++ utilise´. Ceci permet de garder une continuite´ sur les noeuds de maillage de
la partie fluide. La continuite´ entre les deux domaines est ve´rifie´e en calculant sur la
partie fluide du domaine fini et sur la section fluide du tube semi-infini le de´bit, qui sont
alors identiques. Nous pouvons ensuite utiliser la me´thode de re´solution en 2.4.3 pour
de´terminer les valeurs propres et les vecteurs propres t±n , µ
±
n , ce qui permet de coupler le
domaine fini avec un tube aval et amont, selon le cas conside´re´. Il faut re´pe´ter l’ope´ration
pour chaque tube semi-infini dans lequel un fluide s’e´coule. La suite de l’imple´mentation
consiste a` construire la matrice M a` inverser et le second membre b afin de de´terminer les
coefficients x du syste`me (4.7) qui minimise la fonctionnelle J correspondante. On pourra
alors construire les champs de tempe´rature ainsi que les flux d’e´changes.
4.3.2 Tube fini couple´ avec un tube semi-infini aval
Dans cette partie nous allons e´tudier le cas d’un tube fini couple´ avec un tube semi-
infini aval. Cette configuration est celle pre´sente´e dans 4.2.3 et repre´sente´e par la figure 4.3.
Dans notre cas, le domaine Ω est compose´ d’une section fluide repre´sente´e par un cercle
centre´ en ze´ro et de rayon 1/2 encapsule´ dans une section solide cylindrique de centre 0
et de rayon unite´. Le domaine fini est compris pour z ∈ (0;L) ou` L est la longueur du
domaine suivant la coordonne´e longitudinale. La surface du tube semi-infini correspond
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Figure 4.9 – Exemples de maillages ge´ne´re´s avec FreeFem++ pour mailler le domaine
Ω. Les maillages sont volontairement peu raffine´s sur cette figure afin de mieux visua-
liser les e´le´ments utilise´s. A gauche est repre´sente´ un exemple de maillage utilise´ dans
le cas axisyme´trique. A droite on montre un exemple de maillage utilise´ dans le cas de
l’e´changeur.
a` la surface fluide du domaine fini et s’e´tend pour z ∈ (L; +∞). Le champ de vitesse
utilise´ est un profil de Poiseuille. Le nombre de Pe´clet de notre proble`me est ici fixe´ a`
Pe = 10. Nous imposons une condition de type Dirichlet T = 1 sur le domaine fluide et
une condition de type Neumann ∂zT = 0 sur le domaine solide en entre´e en z = 0. En
z = L, nous avons e´galement ∂zT = 0 pour la partie solide et nous avons des conditions
de couplage sur la tempe´rature et sa de´rive´e par rapport a` z sur la partie fluide. Nous
rappelons e´galement que la tempe´rature pre´dite a` l’infini x0 = T+∞ est un parame`tre libre
de notre proble`me que nous allons e´valuer.
Figure 4.10 – Illustration en 3D du proble`me e´tudie´ pour le cas d’un domaine fini couple´
avec un tube semi-infini aval par extrusion du maillage 2D de la figure 4.9 gauche.
Nous allons pre´senter des re´sultats nume´riques portant sur la convergence modale de
la fonctionnelle minimise´e J , le coefficient du champ de tempe´rature a` l’infini T+∞ et
le flux d’e´change entre la partie fluide et la partie solide du domaine fini φ. Nous allons
utiliser pour cela des e´le´ments finis P1 et P2. Nos re´sultats sont alors compare´s avec
les solutions analytiques calcule´es avec un code Maple. De nouveau, le nombre de modes
utilise´s est note´ N .
On observe d’apre`s la figure 4.11 que la fonctionnelle diminue en augmentant le nombre
de modes propres utilise´s pour les deux types d’e´le´ments finis. Cette de´croissance semble
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Figure 4.11 – Convergence modale pour des e´le´ments finis P1 et P2 de la fonctionnelle
J en fonction du nombre de modes conside´re´s N pour un tube fini couple´ avec un tube
semi-infini aval.
tendre vers 0. De plus on remarque que les re´sultats nume´riques se superposent avec les
re´sultats analytiques. La valeur de la fonctionnelle est faible avec seulement moins de dix
modes (ici 7). Rappelons que dans le cas de ge´ome´trie axisyme´trique, la troncature N
porte sur les modes qui ont cette meˆme structure.
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Figure 4.12 – Convergence modale pour des e´le´ments finis P1 et P2 de la tempe´rature
pre´dite T+∞(N) ainsi que des e´changes thermiques φ(N) entre partie fluide et partie solide
en fonction du nombre de modes N . Le cas conside´re´ est celui du tube fini couple´ avec un
tube semi-infini en aval.
La tempe´rature pre´dite en +∞ observe´e sur la figure 4.12 semble tendre vers une
valeur ”limite” avec l’augmentation du nombre de modes propres utilise´s. Les re´sultats
nume´riques sont tre`s proches du re´sultat analytique, avec seulement une diffe´rence qui
est infe´rieure a` 1%. Concernant la valeur du flux e´change´, les re´sultats avec des e´le´ments
fini P2 co¨ıncident avec la courbe analytique et tendent vers une valeur ”limite”. Nous
observons la meˆme chose en P1 mais les re´sultats diffe`rent de l’ordre d’un pourcent
environ. Que ce soit pour la tempe´rature ou le flux, on observe que dans les deux cas
ces deux quantite´s subissent une importante variation avec les deux premiers modes pour
converger/osciller vers une valeur ”limite”. Cette valeur est atteinte rapidement : dans les
deux cas sept modes suffisent.
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4.3.3 Tube fini couple´ avec un tube semi-infini en amont et en
aval
Dans cette partie nous allons conside´rer le cas d’un domaine fini couple´ en amont et en
aval avec un tube semi-infini. C’est la configuration que l’on retrouve en 4.2.4 repre´sente´e
par la figure 4.4. Tout comme pre´ce´demment, le domaine fini s’e´tend sur z ∈ (0;L), le
domaine semi-infini aval est de´fini pour z ∈ (L; +∞), tandis que le domaine semi-infini
amont s’e´tend pour z ∈ (−∞; 0). Le domaine Ω est le meˆme que celui utilise´ dans la
section pre´ce´dente. De nouveau, le champ de vitesse est de type Poiseuille. Dans cette
configuration il existe une contrainte de tempe´rature en −∞ : T−∞, et de nouveau une
tempe´rature ”libre” en +∞ : T+∞. Nous imposons T−∞ = 1. En z = 0 et z = L nous
avons des conditions de couplage sur T et ∂zT concernant le domaine fluide et une condi-
tion de type Neumann ∂zT = 0 sur le domaine solide. De nouveau, nous allons e´tudier
la convergence modale de la fonctionnelle J , de la tempe´rature pre´dite T+∞ et du flux
d’e´change φ entre la partie fluide et la partie solide de l’e´changeur fini.
Figure 4.13 – Illustration en 3D du proble`me e´tudie´ pour le cas d’un tube fini couple´
en amont et en aval avec des tubes semi-infinis par extrusion du maillage 2D de la figure
4.9 gauche.
La figure 4.14 nous montre que les re´sultats nume´riques concordent avec la courbe
analytique pour les deux types d’e´le´ments finis. La fonctionnelle J de´croˆıt vers ze´ro en
augmentant le nombre de modes N utilise´s pour la troncature. Cette de´croissance est
rapide pour les quatre premiers modes, puis plus lente par la suite. La` encore, on observe
que la valeur de la fonctionnelle est faible avec seulement sept modes.
La figure 4.15 montre que la tempe´rature pre´dite en +∞ et le flux d’e´change fluide/solide
φ obtenus nume´riquement diffe`rent de moins de 1% avec les valeurs analytiques. Dans
les deux cas, la quantite´ observe´e varie fortement pour les 2-3 premiers modes puis
tend/oscille vers une valeur ”limite” avec l’augmentation du nombre de modes N . La`
encore, un petit nombre modes (sept) permettent d’atteindre une tre`s bonne approxima-
tion des quantite´s auxquelles on s’inte´resse.
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Figure 4.14 – Convergence modale pour des e´le´ments finis P1 et P2 de la fonctionnelle
J en fonction du nombre de modes conside´re´s N pour un tube fini couple´ avec un tube
semi-infini en amont et en aval.
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Figure 4.15 – Convergence modale pour des e´le´ments finis P1 et P2 de la tempe´rature
pre´dite T+∞(N) ainsi que des e´changes thermique φ(N) entre partie fluide et partie solide
en fonction du nombre de modes conside´re´s N . Le cas conside´re´ est celui du tube fini
couple´ avec un tube semi-infini en amont et en aval.
4.3.4 E´changeur couple´
Dans cette section nous allons conside´rer un e´changeur couple´, c’est-a`-dire un domaine
fini comportant deux tubes fluides (un exemple de domaine Ω est repre´sente´ a` droite de
la figure 4.9), qui seront couple´s a` des tubes semi-infinis. C’est le cas conside´re´ en (4.2.4)
dont une repre´sentation est illustre´e figure 4.5. Pour cette configuration, on se place dans
une situation contre-courant. Le tube de gauche, que l’on appellera tube ”chaud” car c’est
celui dans lequel arrive le fluide chauffe´, sera parcouru par un e´coulement de Poiseuille
dans le sens 0 → L. Le tube de droite, par la suite appele´ ”froid” sera parcouru par le
meˆme champ de vitesse mais dans le sens inverse, c’est-a`-dire de L → 0. On impose des
conditions limites de type Neumann ∂zT = 0 sur la partie solide en entre´e et sortie et nous
avons des conditions de couplage sur T et ∂zT sur les domaines fluides. Contrairement au
cas pre´ce´dent ou` il y avait une tempe´rature impose´e en −∞ et une tempe´rature libre en
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+∞, ici il y a deux contraintes impose´es et deux inconnues de tempe´ratures :
– la contrainte de tempe´rature impose´e en −∞ pour le tube de gauche : TG−∞
– la contrainte de tempe´rature impose´e en +∞ pour le tube de droite : TD+∞
– la tempe´rature libre en +∞ pour le tube de gauche : TG+∞
– la tempe´rature libre en −∞ pour le tube de gauche : TD−+∞
Les tempe´ratures impose´es sont des donne´es connues que nous allons fixer suivant
leur point entre´e. Nous nommerons Ti,h et Ti,c (i pour “input”, h pour “hot”, c pour
“cold”) les tempe´ratures TG−∞ et T
D
+∞. Les tempe´ratures inconnues sont des tempe´ratures
de sortie. Nous appellerons To,h et To,c (o pour “output”) les tempe´ratures T
G
+∞ et T
D
−∞.
D’un point de vue pratique, la connaissance de ces tempe´ratures est importante. En effet
le but de l’e´changeur thermique est de re´chauffer le fluide du tube froid par e´changes avec
le tube chaud et re´ciproquement. Le fluide du tube chaud va alors sortir en aval avec une
tempe´rature To,h qui de´pendra de ces e´changes. De meˆme, le fluide du tube froid va sortir
en amont de l’e´changeur avec une tempe´rature To,c. Les termes To,h et To,c sont les termes
dominants dans l’expression de la tempe´rature quand on s’e´loigne de l’e´changeur. Nous
pouvons alors, a` l’instar de [1], de´finir les rendements h chaud et c froid de l’e´changeur
thermique, comme sa capacite´ relative a` refroidir le tube chaud et a` re´chauffer le tube
froid.
Figure 4.16 – Illustration en 3D du proble`me e´tudie´ pour le cas d’un e´changeur couple´
en amont et en aval avec des tubes semi-infinis par extrusion du maillage 2D de la figure
4.9 droite.
Nous les de´finissons de la fac¸on suivante :
h =
Ti,h − To,h
Ti,h − Ti,c et c =
To,c − Ti,c
Ti,h − Ti,c
Ces rendements permettent de de´finir l’efficacite´ de l’e´changeur. Il est e´galement
inte´ressant d’e´tudier l’impact de diffe´rents parame`tres sur ces rendements et donc de favo-
riser des configurations qui permettront d’optimiser les e´changes. Ces parame`tres peuvent
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eˆtres :
• ge´ome´triques comme la distance ` entre les centres des deux tubes porteurs, la longueur
L de l’e´changeur
• hydrodynamique avec la variation du nombre de Pe´clet Pe
• physique en fonction du choix des tempe´ratures en entre´e, a` la surface du solide et en
sortie, ou encore le rapport des conductivite´s thermiques
Concernant le dernier point, on peut toujours de´finir la tempe´rature a` un coefficient
multiplicatif pre`s (le proble`me conside´re´ est invariant par multiplication par un scalaire
quelconque). Pour fixer ce facteur, on choisit par convention classique dans ce contexte [1]
d’adimensionner la tempe´rature par la transformation T = T
∗−T ∗w
T ∗i,h−T ∗w
. T ∗ est la tempe´rature
dimensionnelle et T ∗i,h la tempe´rature injecte´e. Alors T est solution des e´quations (2.4)
adimensionne´es. Cette tempe´rature adimensionne´e peut alors eˆtre de´crite par un seul
parame`tre d’entre´e Ti,c car :
Ti,h =
T ∗i,h − T ∗w
T ∗i,h − T ∗w
= 1
Ti,c =
T ∗i,c − T ∗w
T ∗i,h − T ∗w
Il est alors raisonnable de conside´rer que les tempe´ratures de fonctionnement choisies
ve´rifient T ∗i,h ≥ T ∗w ≥ T ∗i,c, de sorte que le tube froid profite aussi du re´chauffement produit
par la tempe´rature impose´e sur le solide (on peut faire d’autres choix, mais c’est celui que
nous allons retenir par la suite).
Ceci conduit a` conside´rer 0 ≥ Ti,c ≥ −1, et nous ferons donc varier cette tempe´rature
dans cette gamme de parame`tre.
De ce qui pre´ce`de, on voit qu’il y a cinq parame`tres sans dimensions qui de´crivent le
proble`me :
1. le rapport distance entre tubes porteurs et diame`tre de l’e´changeur `?/D ≡ `
2. le rapport longueur e´changeur et diame`tre de l’e´changeur L?/D ≡ L
3. Le nombre de Pe´clet Pe
4. le rapport des conductivite´s thermiques fluide/solide
5. la tempe´rature de fonctionnement d’entre´e Ti,c
Dans la suite nous restreindrons l’e´tude a` des rapports de conductivite´s thermiques
fluide/solide unite´, mais nous ferons varier les quatre autres parame`tres.
Validations
Nous ne pouvons, ici, comparer nos re´sultats avec des re´sultats analytiques. Nous al-
lons, dans un premier temps, comparer les re´sultats obtenus avec des e´le´ments finis P1
et P2 dans le cas de la configuration d’e´changeur de´crite auparavant. Nous allons fixer
Ti,c = 0 et le nombre de Pe´clet de notre proble`me vaut 10. Le champ de vitesse est un
profil de Poiseuille. Nous utilisons le meˆme maillage pour les deux types d’e´le´ments et le
meˆme nombre N de mode.
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Figure 4.17 – E´volution du flux fluide/solide pour le tube chaud repre´sente´e a` gauche
et pour le tube froid repre´sente´e a` droite. Cette e´volution est porte´e en fonction de la
longueur de l’e´changeur L multiplie´e par la premie`re valeur propre aval pour le tube
chaud et la premie`re valeur propre amont pour le tube froid, ce qui correspond a` la
normalisation de la longueur de l’e´changeur par la premie`re valeur propre.
Concernant l’e´valuation de la premie`re valeur propre amont, nous trouvons que celle-ci
vaut 1.49451524 en P1 et 1.49422545 en P2, soit une une erreur relative entre les deux de
moins 0.1%. L’erreur reste aussi faible pour la premie`re valeur propre aval. Cependant,
la figure 4.17 nous montre qu’il existe des diffe´rences entre le cas P1 et le cas P2 sur
l’estimation des flux ainsi que des rendements. L’erreur relative entre les deux cas s’e´le`ve
a` plus de 10%. Nous utiliserons pour la suite des e´le´ments de type P2.
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Figure 4.18 – E´volution du rendement pour le tube chaud repre´sente´e a` gauche et pour
le tube froid repre´sente´e a` droite. Cette e´volution est porte´e en fonction de la longueur
de l’e´changeur L multiplie´e par la premie`re valeur propre aval pour le tube chaud et la
premie`re valeur propre amont pour le tube froid ce qui correspond a` la normalisation de
la longueur de l’e´changeur par la premie`re valeur propre.
Nous allons maintenant faire une e´tude sur la sensibilite´ du maillage utilise´. Nous
allons comparer deux maillages. Le premier est celui que l’on vient d’utiliser pour les
re´sultats comparatifs entre le P1 et le P2. Le second comporte le double de points
sur la circonfe´rence du domaine maille´. Nous reprenons les meˆmes configurations que
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pre´ce´demment.
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Figure 4.19 – E´volution de la premie`re valeur propre aval a` gauche et amont a` droite.
L’e´volution est porte´e en fonction de trois valeurs du nombre de Pe´clet : 1,10,100.
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Figure 4.20 – E´volution du flux fluide/solide pour le tube chaud a` gauche et le tube
froid a` droite. L’e´volution est porte´e en fonction de trois valeurs du nombre de Pe´clet :
1,10,100.
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Figure 4.21 – E´volution du rendement pour le tube chaud a` gauche et le tube froid a`
droite. L’e´volution est porte´e en fonction de trois valeurs du nombre de Pe´clet : 1,10,100.
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On observe d’apre`s les deux figures 4.19 et 4.20 qu’il y a tre`s peu de diffe´rences entre
les re´sultats obtenus avec le premier maillage et le second. Ces diffe´rences sont un peu
plus importantes concernant les re´sultats sur les rendements d’apre`s la figure 4.21. Nous
pouvons constater des erreurs relatives de l’ordre de 10% pour les plus grandes valeurs du
nombre de Pe´clet. Nous choisirons alors le second maillage pour la suite de nos e´tudes.
Nous pouvons e´galement regarder comment se comporte la fonctionnelle ou bien encore
des tempe´ratures de sortie en fonction du nombre de modes N . Ici ce nombre correspond
a` tous les modes calcule´s, et plus seulement les modes axisyme´triques par rapport aux
cas pre´ce´dents. Nous pre´sentons des re´sultats pour la configurations d’e´changeurs de´crite
auparavant avec Ti,c = 0 et le nombre de Pe´clet valant 10.
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Figure 4.22 – E´volution de la fonctionnelle par rapport au nombre N de modes utilise´s.
La figure 4.22 nous montre que la fonctionnelle de´croˆıt bien vers ze´ro en fonction
du nombre de modes utilise´s. La figure 4.23 nous montre que les tempe´ratures de sor-
tie convergent vers une valeur ”limite” en augmentant le nombre de modes utilise´s. Ces
re´sultats constituent des e´le´ments de validation de notre me´thode.
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Figure 4.23 – E´volution des tempe´ratures en sortie en fonction du nombre de modes N
utilise´s. A gauche est repre´sente´e To,h et a` droite To,c.
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Le dernier argument de validation que nous allons pre´senter est base´ sur l’existence
d’une antisyme´trie de notre proble`me. Cette dernie`re est par rapport a` un point de co-
ordonne´es (x = 0, y = 0, z = L
2
) (puisque notre e´changeur est de longueur L). En effet
dans ce cas, si on impose que Ti,c = −1 alors, de part les aspects hydrodynamiques,
ge´ome´triques et la condition sur Ti,c, nous avons : T (x, y, z) = −T (−x, y,−z). Si cela est
vrai pour T , chaque mode i ve´rifiera :
Ti(x, y)e
λiz = −T−i(−x, y)e−λ−iz (4.27)
ceci ∀i. E´tant donne´ que la valeur du spectre de l’e´changeur ne de´pend pas de l’orien-
tation des axes des coordonne´es x, y et z (puisque les valeurs propres sont scalaires), il
faut que λi = −λ−i. Pour que l’e´galite´ (4.27) soit respecte´e il faut alors que Ti(x, y) =
−T−i(−x, y). Montrons alors cette dernie`re e´galite´ a` partir du proble`me aux valeurs
propres 2D des modes de Graetz ge´ne´ralise´s. En effet, si on utilise les notations intro-
duites en (3.1.1), nous avons :
Aψi = λivψi (4.28)
Aψ−i = λ−ivψ−i (4.29)
Si on applique l’ope´rateur d’antisyme´trie S tel que S (Ti(x, y)) = Ti(−x, y) a` la seconde
e´quation, en utilisant l’antisyme´trie du champ de vitesse par cette transformation, on
obtient :
ASψ−i = λ−iSvSψ−i =⇒ ASψ−i = λiv(x, y)Sψ−i
avec Sψ−i = ψ−i(−x, y) et SvSψ−i = v(−x, y)ψ−i(−x, y) ou` v est le champ de vitesse.
En utilisant la premie`re e´quation de 4.28 nous obtenons :
A(ψi − Sψ−i) = λiv(ψi − Sψ−i)
Puisque ψi−Sψ−i est maintenant une solution du proble`me aux valeurs propres du premier
mode, cela conduit a` :
ψi − Sψ−i = αψi (4.30)
c’est a` dire :
(1− α)ψi = Sψ−i (4.31)
Puisque les modes sont norme´s, ‖ψi‖ = ‖ψ−i‖ = ‖Sψ−i‖ de sorte qu’en prenant la norme
de (4.31) on trouve |1 − α| = 1 ou encore α = 2 ce qui implique, en utilisant (4.30) que
Sψ−i = −ψi, c’est-a`-dire ce que nous voulions montrer sur les modes de la tempe´rature
Ti(x, y) = −T−i(−x, y).
Dans le cas d’une configuration d’e´changeur avec Pe = 10 et Ti,c = −1, la valeur de λ1
est -1.49425. Nous trouvons alors que −λ−1 vaut −1.494, soit une erreur relative de 0.01%
environ. On retrouve bien la proprie´te´ d’antisyme´trie entre le couple (λ1, λ−1). La figure
4.24 nous montre que la proprie´te´ se re´percute sur les flux d’e´changes et les tempe´ratures
de sortie, comme on s’y attendait. La figure 4.32 quant a` elle nous permet de visualiser
cette antisyme´trie sur les coupes du champ de tempe´rautre dans le plan y = 0.
E´tudes parame´triques
Dans cette partie nous allons pre´senter quelques re´sultats obtenus en faisant varier
plusieurs parame`tres de notre proble`me : distance entre les tubes, longueur de l’e´changeur,
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Figure 4.24 – Comparaison des flux fluide/solide pour le tube chaud et froid ainsi que
les tempe´ratures de sortie, en fonction de la longueur de l’e´changeur L pour Ti,c = −1 et
Pe = 10.
nombre de Pe´clet. Nous introduisons le parame`tre δ = ri
re
qui est le rapport entre le rayon
d’un tube fluide et le rayon du domaine solide. E´tude suivant L
La figure 4.25 nous montre que tant que la distance entre les deux tubes fluides ne
de´passe pas une certaine valeur, alors cet e´cart n’impacte pas trop les e´changes thermiques.
Des variations plus importantes se font sentir de`s que l’on atteint la valeur de l = 2δ,
surtout pour le tube froid. On observe e´galement que le flux converge vers une valeur
limite dans tous les cas pour environ une longueur caracte´ristique e´gale a` environ 3/λ±1.
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Figure 4.25 – Comparaison des flux fluide/solide pour les tubes chaud et froid en fonction
de la longueur de l’e´changeur L multiplie´ par la plus petite valeur propre correspondante.
On a Ti,c = −3/4 et Pe = 10.
Nous pouvons avec la figure 4.26 observer les meˆmes comportements concernant les
valeurs des rendements si ce n’est que ces derniers semblent plus sensibles a` la variation
de la distance l.
Nous pre´sentons maintenant des re´sultats sur la variation des tempe´ratures de sortie en
fonction de Ti,c impose´e pour un nombre de Pe´clet valant 10 et l = δ. On observe d’apre`s
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Figure 4.26 – Comparaison des rendements pour les tubes chaud et froid en fonction de
la longueur de l’e´changeur L multiplie´ par la plus petite valeur propre correspondante.
On a Ti,c = −3/4 et Pe = 10.
la figure 4.27 que quelque soit la valeur de Ti,c, la tempe´rature de sortie du tube froid
semble converger vers une meˆme valeur, proche de ze´ro. Les valeurs de la tempe´rature de
sortie du tube chaud convergent vers des valeurs sensiblement diffe´rentes selon Ti,c. Ces
convergences se font pour une longueur caracte´ristique e´gale a` environ 3/λ±1. Ainsi il est
inte´ressant de constater que la longueur 1/λ±1 permet d’expliquer les variations longitudi-
nales des rendements quelques soient les valeurs de fonctionnement choisies Ti,c car toutes
les courbes des figures 4.27 montrent des e´chelles de variations similaires. De meˆme, on
constate qu’il faut une distance 3/λ1 pour atteindre la limite supe´rieure du rendement
chaud et une longueur 3/λ−1 pour atteindre celle du rendement froid. Ainsi, on voit que
si λ1 et λ−1 diffe`rent beaucoup, il sera impossible de trouver une longueur d’e´changeur
qui puisse atteindre au mieux les deux fonctionnalite´s de re´chauffer et refroidir. Selon les
modalite´s d’utilisation de celui-ci, c’est a` dire selon la tempe´rature de fonctionnement de
l’entre´e froide adimensionne´e Ti,c (qui de´pend des tempe´ratures d’entre´es/sorties et de
celle prescrite a` la surface de l’e´changeur), et selon la longueur L choisie, l’e´changeur sera
plus efficace pour re´chauffer plutoˆt que refroidir ou re´ciproquement.
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Figure 4.27 – Comparaison de la tempe´rature de sortie pour le tube chaud a` gauche,
et froid a` droite, en fonction de la longueur de l’e´changeur L multiplie´ par la plus petite
valeur propre correspondante et pour diffe´rentes valeurs de Ti,c. On a Pe = 10 et l = δ.
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E´tude suivant `
Dans cette partie nous allons brie`vement pre´senter des re´sultats obtenus en faisant
varier la distance ` entre les deux domaines fluides pour diffe´rentes valeurs de Ti,c. Nous
utilisons un e´changeur de longueur L = 2|λ1| et le nombre de Pe´clet est fixe´ a` 10.
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Figure 4.28 – Comparaison de la tempe´rature de sortie pour le tube chaud a` gauche, et
froid a` droite, en fonction de la distance l entre les deux tubes et pour diffe´rentes valeurs
de Ti,c. On a Pe = 10 et la longueur du domaine est fixe´e a` L = 2|λ1|.
On observe d’apre`s 4.28 que la tempe´rature de sortie du tube froid ne semble pas
de´pendre de Ti,c et ce e´galement quelque soit `. En revanche, la tempe´rature de sortie
du tube chaud de´pend fortement de Ti,c et cela d’autant plus que les tubes sont proches.
Si on les e´carte, alors cette tempe´rature de sortie semble tendre vers une valeur unique
quelque soit Ti,c. D’apre`s la figure 4.29, les comportements des rendements des deux tubes
ne semblent pas eˆtre fortement impacte´s par la variation de la distance `. En effet, quelque
soit Ti,c, h et c diminuent faiblement.
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Figure 4.29 – Comparaison des rendements pour le tube chaud a` gauche, et froid a`
droite, en fonction de la distance l entre les deux tubes et pour diffe´rentes valeurs de Ti,c.
On a Pe = 10 et la longueur du domaine est fixe´e a` L = 2|λ1|.
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Variations du rendement avec le nombre de Pe´clet
Enfin pour finir, nous pre´sentons des re´sultats sur l’e´volution des rendements du tube
chaud et du tube froid. Nous voulons observer qu’elle est la longueur L de l’e´changeur
pour laquelle ces rendements atteignent une valeur limite. Cette e´tude est importante
d’un point de vue pratique car, en fonction des parame`tres ge´ome´triques de l’e´changeur
(par exemple la distance entre les tubes) ainsi qu’hydrodynamiques (le nombre de Pe´clet
de notre proble`me) employe´s, elle donne une ide´e de la longueur L qui sera ne´cessaire
pour atteindre un rendement maximal. Dans toute cette section la condition d’entre´e du
tube froid est fixe´e a` −1 qui est la configuration antisyme´trique que nous avons analyse´e
plus toˆt. Pour cette raison de syme´trie, tous les rendements chaud et froid atteindront la
meˆme valeur plateau en L→∞.
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Figure 4.30 – E´volution des rendements tube chaud et tube froid en fonction de la
longueur L de l’e´changeur pour les deux figures en haut et en fonction de L multiplie´ par
la plus petite valeur propre correspondante en bas. La condition d’entre´e du tube froid
est fixe´e a` −1 et l’e´cart entre les deux tubes est l = δ
2
.
Nous observons d’apre`s la figure 4.30 que plus le nombre de Pe´clet est grand et plus
la longueur L ne´cessaire pour que les rendements atteignent une valeur plateau doit eˆtre
grande.
Ceci est notamment duˆ au fait que plus le nombre de Pe´clet est grand et plus la
premie`re valeur propre amont et aval est grande en valeur absolue. Ainsi, le champ de
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tempe´rature doit eˆtre advecte´ plus loin avant d’eˆtre e´tabli. La remise a` l’e´chelle de la
longueur de l’e´changeur L choisie pour la figure 4.30 haut par la premie`re valeur propre
amont/aval (qui est identique dans ce cas antisyme´trique) en figure 4.30 bas montre tre`s
clairement qu’a` grand Pe´clet la longueur d’e´tablissement du rendement correspond bien
a` 1/λ1 puisque les courbes de rendements pour Pe = 10 et Pe = 100 se stabilisent sur
une longueur quasi-identique. Par ailleurs, on observe aussi que plus le nombre de Pe´clet
est grand plus la courbe du rendement est e´leve´e. Cela semble logique, dans la mesure
ou`, graˆce a` une augmentation de la convection, les e´changes sont plus e´leve´s. Ne´anmoins
l’efficacite´ de la convection a` produire de l’e´change est de moins en moins visible a` mesure
que le Pe augmente. En effet, les rendements pour les cas Pe = 10 et Pe = 100 se
rapprochent sensiblement, contrairement au cas Pe = 1. Ces re´sultats sugge`rent fortement
que, dans le cas ou` l’on peut ne´gliger la convection longitudinale Pe  1, il existe un
re´gime asymptotique pleinement e´tabli produisant une courbe limite de rendement vers
laquelle les cas Pe = 10 et Pe = 100 semblent converger. Ceci est en particulier visible
pour la valeur limite du rendement que l’on atteint en L→∞ car on remarque que l’e´cart
entre les valeurs ”plateaux” de rendement vers lesquels tendent les cas Pe = 10 et Pe =
100 est faible, de l’ordre de quelques %. On peut alors reprendre ici la discussion que nous
avions esquisse´e dans l’introduction sur l’existence d’un re´gime e´tabli du premier mode de
Graetz pour lequel les principales grandeurs d’inte´reˆt (flux, tempe´rature, rendement) sont
domine´es par ce premier mode. On comprend facilement, d’un point de vue pratique, qu’a`
partir d’une certaine valeur du de´bit injecte´ (correspondant a` un Pe e´leve´) la valeur limite
du rendement ne progresse que marginalement, et il n’est alors plus ne´cessaire d’augmenter
la taille de l’e´changeur (et on imagine que les couˆts de fabrication et d’entretien d’un
e´changeur sont au moins proportionnels a` cette taille..).
Plus pre´cise´ment, ces re´sultats nous indiquent que dans la configuration antisyme´trique
choisie, il est inutile de choisir une longueur plus grande que 3/λ1. On voit ici de manie`re
claire tout l’inte´reˆt d’une analyse modale pour estimer λ1 plutoˆt que des calculs nume´riques
directs qui ne donnent pas cette information (la premie`re valeur propre de Graetz) qui
est inde´pendante des configurations d’entre´e choisies pour les tempe´ratures chaudes et
froides.
L’observation des figures 4.31 pour une distance diffe´rente entre tube chaud et froid de
celle utilise´e pour les figures 4.30 renforcent les commentaires pre´ce´dents. D’une part on
observe ici encore l’e´tablissement du rendement sur une longueur de l’ordre de 3/λ1. On
voit aussi qu’augmenter la convection augmente le rendement. Mais on constate ici encore
que cela est de moins en moins ”rentable” a` mesure que le nombre de Pe augmente, dans
la mesure ou` l’on sait adapter la longueur de l’e´changeur.
On constate par ailleurs sur les figures 4.31 qu’e´loigner les deux tubes d’un facteur
quatre par rapport a` la configuration pre´ce´dente n’affecte que tre`s mode´re´ment la valeur
asymptotique du rendement (de l’ordre de 3%). C’est un effet marginal, et l’on constate,
pour le reste des courbes de rendement remis a` l’e´chelle Lλ1, que la distance ge´ome´trique
entre tubes a un effet mineur sur le rendement : c’est un constat important qu’il serait
inte´ressant d’e´tendre a` d’autres configurations.
Coupes de tempe´rature
Dans cette partie nous pre´sentons des coupes du champ de tempe´rature dans le plan
(x, z) pour y = 0. Pour ceci, nous avons cre´e´ une extrusion du maillage du domaine Ω
suivant la coordonne´e longitudinale z. Nous re´alisons cette ope´ration lors de la re´solution
avec FreeFem++. Les visualisations sont faites avec le logiciel Tecplot [6].
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Figure 4.31 – E´volution des rendements tube chaud et tube froid en fonction de la
longueur L de l’e´changeur pour les deux figures en haut et en fonction de L multiplie´ par
la plus petite valeur propre correspondante en bas. La condition d’entre´e du tube froid
est fixe´e a` −1 et l’e´cart entre les deux tubes est cette fois ci l = 2δ.
On observe avec la figure 4.32 comment le fluide convecte la tempe´rature de plus en
plus loin avec l’augmentation de l’intensite´ du champ de vitesse via l’augmentation du
nombre de Pe´clet. On retrouve e´galement la syme´trie attendue dans le cas Ti,c = −1.
Flux fluide/solide en fonction de z : Φ(z)
Nous pre´sentons maintenant des re´sultats portant sur le flux fluide/solide en fonction
de z. En effet, jusqu’ici, nous avions regarde´ comment se comporte le flux de tempe´rature
φ apre`s avoir inte´gre´ les gradients de tempe´rature sur toute la longueur du domaine L.
Nous allons regarder ici la valeur des gradients de tempe´rature avant d’effectuer cette
inte´gration : c’est ce que que nous appellerons Φ(z).
On observe d’apre`s la figure 4.33 que le flux Φ(z) du tube chaud ne semble pas de´pendre
pour cette valeur du nombre de Pe´clet de la condition d’entre´e Ti,c. Cela semble eˆtre
l’inverse pour le tube froid. Des e´carts importants sont observe´s pour les diffe´rentes valeurs
de Ti,c sur Φ(z) pour une position proche de la condition d’entre´e du tube froid. Cependant
plus on s’en e´loigne et plus les valeurs du flux ont tendance a` converger vers une meˆme
valeur. On constate de nouveau que les flux du tube chaud et froid ”jouent” des roˆles
syme´triques dans le cas ou` Ti,c = −1.
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Figure 4.32 – Comparaison du champ de tempe´rature dans l’e´changeur pour trois valeurs
du nombre de Pe´clet : 15 (en haut), 30 (au milieu), 45 (en bas). Ti,c = −1 et la longueur
du domaine L = 4.
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Figure 4.33 – E´volution du flux de tempe´rature fluide/solide Φ(z) en fonction de la
coordonne´ longitudinale z pour le tube chaud a` gauche et le tube froid a` droite. La
longueur de l’e´changeur est L = 5 et Ti,c = −1,−12 , 0. Le nombre de Pe´clet vaut 10 et
l’e´cart entre les deux tubes est l = δ.
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Chapitre 5
Dispersion de Taylor en domaine
confine´ 3D
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Dans le dernier chapitre de ce travail, nous e´tudions le phe´nome`ne de dispersion de
Taylor dans un domaine confine´ tridimensionnel. Ces travaux ont e´te´ commence´s lors de
mon stage de Master 2 Recherche sous la tutelle de Franck Plouraboue´ et d’Alain Bergeon.
J’ai pu ensuite continuer a` travailler sur ce sujet durant ma the`se.
5.1 Introduction
Dans un premier temps, nous de´rivons les e´quations de convection-diffusion moyennes
aux temps longs permettant de de´crire la dispersion de Taylor dans un canal bidimension-
nel longitudinalement variable de demi-hauteur h(x). Pour cela nous utilisons l’approche
de Taylor et retrouvons les re´sultats pre´ce´demment obtenus en [1–3].
Nous de´veloppons ensuite une e´tude nume´rique associe´e qui nous permet de calculer
les variations spatio-temporelles de la concentration moyenne, puis d’estimer ces moments.
Nous pouvons ainsi quantifier les effets duˆs aux variations de ge´ome´tries ainsi qu’explo-
rer diffe´rentes valeurs du nombre de Pe´clet dans des configurations similaires a` [1] pour
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validation.
Nous traiterons ensuite le cas des canaux tridimensionnels, a` la fois sur le plan the´orique,
puis par une e´tude parame´trique nume´rique.
Dans l’organisation du chapitre, une premie`re partie permettra d’e´tablir la de´rivation
the´orique des diffe´rentes e´quations de notre proble`me.
Nous e´tablirons d’abord les champs de vitesse dans le cas de milieux confine´s, en utilisant
la the´orie de la lubrification.
Ensuite nous mettrons en place la de´rivation the´orique qui de´termine le champ de concen-
tration moyen du cas bidimensionnel longitudinalement variable de demi-hauteur h(x).
Enfin, nous ferons l’extension au cas tridimensionnel, qui de´coule du cas bidimensionnel
de fac¸on simple.
La seconde partie correspondra a` la mode´lisation et validation nume´rique de notre proble`me.
De nouveau, nous effectuons une imple´mentation de la formulation faible du proble`me via
le solveur aux e´le´ments finis FreeFem++ [4]. La formulation nume´rique est valide´e aux
travers de questions portant sur le maillage, le type d’e´le´ments finis, le pas de temps et
la condition initiale injecte´e que nous utilisons.
Enfin une dernie`re partie nous permettra de pre´senter diffe´rents re´sultats obtenus pour
les configurations 2D et 3D ainsi que d’e´voquer les diffe´rentes perspectives. Des e´tudes
parame´triques portant sur la ge´ome´trie des constrictions utilise´es ainsi que les re´gimes hy-
drodynamiques employe´s sont re´alise´es afin de voir l’impact sur la dispersion longitudinale
de la concentration moyenne.
5.2 De´rivation the´orique des e´quations
5.2.1 Champs de vitesse : hypothe`se de lubrification
Dans ce paragraphe, nous de´terminons les expressions ge´ne´rales des champs de vitesses,
dans le cas d’un canal bidimensionnel longitudinalement variable et de demi-hauteur h(x),
en re´solvant les e´quations de la lubrification stationnaire.
Soient x et z les variables qui de´crivent respectivement les axes horizontaux et verticaux
et (u,w) les composantes des champs de vitesse correspondants. Notons b sa longueur
caracte´ristique longitudinale et h0 sa longueur caracte´ristique verticale. De par le confi-
nement spatial de notre ge´ome´trie, nous avons : h0 << b⇒  = h0b << 1.
Les e´quations de Navier et Stoke pour un e´coulement bidimensionnel, stationnaire plan
accompagne´ de la relation d’imcompressibilite´ sont :
∂u
∂x
+
∂w
∂z
= 0 (5.1)
ρu
∂u
∂x
+ ρw
∂u
∂z
= −∂p
∂x
+ µ
∂2u
∂x2
+ µ
∂2u
∂z2
(5.2)
ρu
∂w
∂x
+ ρw
∂w
∂z
= −∂p
∂z
+ µ
∂2w
∂x2
+ µ
∂2w
∂z2
(5.3)
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Soit U la vitesse caracte´ristique longitudinale et W la vitesse suivant z. L’analyse di-
mensionnelle des diffe´rents termes de la relation d’incompressibilite´ permet de de´terminer
la vitesse caracte´ristique verticale comme suivant :
W =
Uh0
b
= U << U (5.4)
En appliquant le meˆme raisonnement a` l’e´quation 5.2 et en se servant du re´sultat
obtenu avec 5.4, nous obtenons :
ρu
∂u
∂x︸ ︷︷ ︸ +ρw∂w∂z︸ ︷︷ ︸= −∂p∂x +µ∂
2u
∂x2︸ ︷︷ ︸ +µ∂
2u
∂z2︸ ︷︷ ︸
O(ρU
2
b
) O(ρU
2
b
) O(µU
b2
) << O(µU
h20
)
(5.5)
Le rapport effets d’inertie/effets visqueux est O(2Re), soit tre`s petit devant un. Ainsi,
la pression ne de´pend que de x et 5.2 se restreint alors a` :
∂p
∂x
= µ
∂2u
∂z2
(5.6)
En inte´grant deux fois successivement cette dernie`re e´quation entre −h(x) et z et en
se servant de la condition d’adhe´rence du fluide a` la paroi nous de´terminons le champ de
vitesse u :
u(x, z) =
1
2µ
(z2 − h(x)2)dp
dx
= ϕ
dp
dx
(5.7)
Maintenant que nous connaissons l’expression du champ u et en nous servant de la
relation de la conservation du de´bit, a` savoir h∆p +∇h.∇p = 0, nous de´terminons w en
inte´grant a` deux reprises cette fois ci l’e´quation d’incompressibilite´ 5.1 entre −h(x) et z :
w(x, z) =
−1
6µ
z(z2 − h(x)2)d
2p
dx2
= g
d2p
dx2
(5.8)
Dans le cadre de la lubrification bidimensionnel, pour un e´coulement stationnaire, on
peut ge´ne´raliser ces re´sultats pour les vitesses qui ve´rifient :
u(x, z) = ϕ(x, z)∇p(x) (5.9)
w(x, z) = g(x, z)∆p(x) (5.10)
Il est facile de montrer que cette structure se ge´ne´ralise au cas tridimensionnel stationnaire.
De plus, elles sont conserve´es dans le cas tridimensionnel pulse´ [5]. Nous nous permettrons
donc d’utiliser cette forme des champs de vitesse dans le cas 3D.
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5.2.2 E´tude de l’influence de la variation des parois : canal 2D
de hauteur variable
Dans cette section, nous allons de´terminer l’e´quation qui re´git l’e´volution de la concen-
tration moyenne C dans le cas d’un canal bidimensionnel qui varie longitudinalement
suivant sa demi-hauteur h(x). Nous reprenons la de´marche utilise´e par Taylor.
Champs de vitesse
Graˆce aux e´quations de lubrification nous savons que :
U(x, z) =
1
2µ
(z2 − h(x)2)∂p
∂x
W (x, z) =
−1
6µ
z(z2 − h(x)2)∂
2p
∂x2
donnant :
U = −1
3µ
h(x)2 ∂p
∂x
et u′ = 1
6µ
(3z2 − h(x)2) ∂p
∂x
W = 0 et w′ = −1
6µ
z(z2 − h(x)2) ∂2p
∂x2
E´quation d’advection-diffusion et de´composition des champs
Notre e´quation de de´part est l’e´quation classique d’advection diffusion :
∂C
∂t
+ (U.∇)C −Dm∆C = 0 (5.11)
En utilisant la de´composition en valeur moyenne plus valeur fluctuante des champs de
vitesse et de concentration, cette dernie`re e´quation 5.11 devient :
∂C
∂t
+ U
∂C
∂x
+ U
∂c′
∂x
+ +u′
∂c′
∂x
+ v′
∂c′
∂z
−Dm
(
∂2C
∂x2
+ ∆c′
)
= 0 (5.12)
On remarque que des termes supple´mentaires lie´s a` h(x) sont pre´sent par rapport a`
l’analyse classique de Taylor entre deux plans paralle`les. En effet, la de´pendance en x de
h(x) empeˆche de commuter les de´rive´es spatiales avec l’inte´grale de moyenne et ainsi de
faire apparaˆıtre la moyenne de c′ qui est nulle.
Conditions aux limites
Cette e´quation est munie des conditions aux limites de flux nul de C aux parois :
(n.∇C)z=±h = 0 (5.13)
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ou` n est la normale sortante a` la paroi. De´finissons l’e´quation de la surface en z = h
par H = z − h = 0 afin de simplifier ces conditions aux limites aux parois. Si on de´finit
n a` l’aide de H par ∇H||∇H|| = n nous avons :
(n.∇C)z=+h = 1√
1 + (dh
dx
)2
(
∂C
∂z
− dh
dx
∂C
∂x
)
z=+h
= 0 (5.14)
En faisant de meˆme sur l’e´quation des conditions limites (5.14), nous obtenons :(
∂c′
∂z
− dh
dx
∂C
∂x
− dh
dx
∂c′
∂x
)
z=±h(x)
= 0 (5.15)
Il est possible de montrer que c′ ∼ O(2PeC). Ainsi une analyse de l’ordre de grandeur
de ces diffe´rents termes nous donne :
∂c′
∂z
∼ O
(
2PeC
h0
)
,
dh
dx
∂C
∂x
∼ O
(
Ch0
b2
)
et
dh
dx
∂c′
∂x
∼ O
(
h0
b2
2PeC
)
(5.16)
Par conse´quent :
∂c′
∂z
+
dh
dx
∂C
∂x
+
dh
dx
∂c′
∂x
∼ C
h0
[
O(2Pe) +O(2) +O(4Pe)
]
(5.17)
Pour  1 et des nombres de Pe´clet tels que Pe > −1 > 1, alors nous pouvons ne´gliger
les deux derniers termes devant le premier. Ainsi l’e´quation portant sur les conditions
limites se restreint de nouveau a` : (
∂c′
∂z
)
z=±h(x)
= 0 (5.18)
Mode`le de fermeture pour c′
Nous cherchons de nouveau l’expression de c′ en utilisant l’hypothe`se de fermeture de
Taylor. A partir de 5.11 nous obtenons l’e´quation :
Dm
∂2c′
∂z2
= g(x, t) + u′
∂C
∂x
(5.19)
ou` on a :
g(x, t) =
∂C
∂t
+ U
∂C
∂x
−Dm∂
2C
∂x2
(5.20)
En inte´grant une premie`re fois cette e´quation entre −h(x) et z et en de´finissant A(x, t) =
gh(x) et U ′ =
∫ z
−h u
′ dz nous obtenons :
Dm
(
∂c′
∂z
)
z
= gz + U ′
∂C
∂x
+ A(x, t)
L’utilisation des conditions limites aux parois et U ′(h) = 2h(x)u′ = U ′(−h) = 0
impliquent que A et g sont nulles. Ainsi, en inte´grant l’e´quation obtenue entre −h(x) et
z, nous avons :
c′ =
U ′
Dm
∂C
∂x
+B(x, t)
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ou` B(x, t) = c′(−h) et U ′ = ∫ z−h U ′ dz
En utilisant la proprie´te´ c′ = 0 on trouve que B(x, t) = −U
′
Dm
∂C
∂x
. Au final on obtient :
c′ =
1
Dm
(U ′ − U ′)∂C
∂x
(5.21)
Notons de`s maintenant que ce re´sultat se ge´ne´ralise dans le cas tridimensionnel. En
effet, les fluctuations de concentration s’e´crivent alors
c′ =
1
Dm
[
(U ′ − U ′).∇C] (5.22)
E´quation finale
Nous calculons U ′ − U ′ et nous injectons ce re´sultat dans les diffe´rents termes de
l’e´quation 5.12. Apre`s avoir utilise´ la conservation du de´bit :
∇.(Q) = 0⇒ ∇.(2h(x)U) = 0⇒ ∇.
(
h(x)3
dp
dx
)
= 0
nous obtenons :
U
∂c′
∂x
+ u′
∂c′
∂x
+ w′
∂c′
∂z
=
−2h(x)5
945Dmµ2
(
dp
dx
)2
∂
∂x
(
h(x)
∂C
∂x
)
(5.23)
Comme :
Q
2h(x)
= U =
−1
3µ
h(x)2
dp
dx
=⇒ dp
dx
=
−3Qµ
2h(x)3
L’e´quation 5.12 devient :
∂C
∂t
+ U
∂C
∂x
− Q
2
210Dm
1
h(x)
∂
∂x
(
h(x)
∂C
∂x
)
−Dm
(
∂2C
∂x2
+ ∆c′
)
= 0 (5.24)
Examinons le dernier terme de cette e´quation afin de la simplifier.
Le terme suivant la de´rive´e seconde en z du laplacien de c′ s’e´crit :
∂2c′
∂z2
=
1
2h(x)
∫ h
−h
∂2c′
∂z2
dz =
1
2h(x)
[(
∂c′
∂z
)
z=h(x)
−
(
∂c′
∂z
)
z=−h(x)
]
= 0
d’apre`s les conditions limites.
Effectuons maintenant une analyse dimensionnelle sur les termes ∂
2c′
∂x2
et ∂
2C
∂x2
. En re-
prenant les meˆme notations que dans la section pre´ce´dente et en exprimant dp
dx
par son
e´criture en fonction du de´bit et de h(x) on peut montrer que :
c′ ∼ O
(
QCh0
bDm
)
.
En de´finissant le nombre de Pe´clet dans ce cas bidimensionnel comme :
Pe =
Qb
Dmh0
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on retrouve que c′ ∼ O(2PeC). Ainsi :
∂2c′
∂x2
+
∂2C
∂x2
∼ C
b2
(
O(2Pe) +O(1)
)
Dans ce manuscrit nous travaillons avec des nombres de Pe´clet tels que 2Pe << 1
qui est aussi le re´gime conside´re´ par Selverov et Stone [1]. Ainsi :
∂2c′
∂x2
<<
∂2C
∂x2
Et par conse´quent, l’e´quation re´gissant l’e´volution de C devient :
∂C
∂t
+ U
∂C
∂x
=
Q2
210Dm
1
h(x)
∂
∂x
(
h(x)
∂C
∂x
)
+Dm
∂2C
∂x2
(5.25)
que l’on peut exprimer sous la forme :
∂C
∂t
+ U
∂C
∂x
+Dm
1
h(x)
dh(x)
dx
∂C
∂x
=
DSt
h(x)
∂
∂x
(
h(x)
∂C
∂x
)
(5.26)
ou` :
DSt = Dm +
Q2
210Dm
(5.27)
Une analyse dimensionnelle du second et troisie`me terme du membre de gauche de
l’e´quation 5.26 nous donne :
Dm
1
h(x)
dh(x)
dx
∂C
∂x
+ U
∂C
∂x
∼ QC
bh0
(O(1) +O(Pe−1))
Or, on conside`re que Pe −1  1, donc :
U
∂C
∂x
 Dm 1
h(x)
dh(x)
dx
∂C
∂x
L’e´quation finale qui re´git la concentration moyenne C est :
∂C
∂t
+ U
∂C
∂x
=
DSt
h(x)
∂
∂x
(
h(x)
∂C
∂x
)
(5.28)
Si on remarque que ∂xQ
2 = 2Q∂xQ = 2Q∇ · Q = 0, alors cette dernie`re e´quation
s’e´crit :
∂C
∂t
+ U
∂C
∂x
=
1
h(x)
∂
∂x
(
h(x)DSt
∂C
∂x
)
(5.29)
ou` (Dm +
Q2
210Dm
)∂
2C
∂x2
est le terme classique de Taylor et (Dm +
Q2
210Dm
) 1
h(x)
dh(x)
dx
∂C
∂x
est le
terme relatif a` la variation de la ge´ome´trie des parois. Ces re´sultats ont e´te´ obtenus pour
des nombres de Pe´clet tels que :
−2  Pe −1
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Nous pouvons interpre´ter ce re´sultat comme l’e´quation bilan de la conservation de la quan-
tite´ C qui est advecte´e par la vitesse moyenne U et qui est disperse´e dans le canal par un
terme de dispersion de Taylor, qui est ici local car il tient compte de la ge´ome´trie et donc
de l’endroit conside´re´. Ce re´sultat est identique a` celui trouve´ pre´ce´demment par Mer-
cer et Robert par une approche tout a` fait diffe´rente (re´duction a` la varie´te´ centrale) [2]
ou plus re´cemment avec la meˆme approche par Selderov et Stone [1]. Une interpre´tation
physique du re´sultat est aussi donne´ en [1] que nous reproduisons ci-dessous.
Soit A(x) et A(x+ dx) deux sections transversales du canal en x et x+ dx. On de´termine
le volume entre ces deux sections en e´tablissant une section moyenne A(x) a` partir de
A(x) et A(x + dx). Comme h(x) varie faiblement en fonction de x, on peut approcher
A(x) par A(x). Par conse´quent le volume entre A(x) et A(x+dx) est A(x)dx. La variation
de C au cours du temps dans le volume pre´ce´demment de´fini , i.e. ∂
∂t
(CA(x)dx), est e´gale
au flux total de C plus le flux total de ce qui disperse´ de C au sein du volume. Le flux
total de C au sein du volume est e´gal a` C advecte´e par la vitesse moyenne U qui rentre
via la surface en A(x) moins C advecte´e par la vitesse moyenne U qui sort via la surface
A(x + dx), soit −(UAC)|x+dxx . Le flux de ce qui est disperse´ entre A(x) et A(x + dx) est
de´termine´ par la loi de Fick mais avec un coefficient de dispersion e´gal au coefficient de
dispersion de Taylor, soit (DTA
∂C
∂x
)|x+dxx . Au final nous obtenons :
∂
∂t
(CA(x)dx) = −(UAC)|dx+xx + (DTA
∂C
∂x
)|x+dxx (5.30)
On divise ensuite par dx et on prends la limite dx→ 0 pour obtenir :
∂C
∂t
+
1
A(x)
∂
∂x
(CA(x)U) =
1
A(x)
∂
∂x
(DTA(x)
∂C
∂x
) (5.31)
En notant que la conservation du de´bit implique que d
dx
(A(x)U) = 0 on obtient :
∂C
∂t
+ U
∂C
∂x
=
1
A(x)
∂
∂x
(DTA(x)
∂C
∂x
) (5.32)
Dans notre cas, l’aire transversale A(x) = 2h(x) et on retrouve bien le re´sultat obtenu
pre´ce´demment.
5.2.3 Proble`me tridimensionnel
Dans cette partie nous conside´rons un solute´ de dispersant dans un e´coulement au sein
d’un canal 3D. La direction de l’e´coulement est le plan (x, y) et la coordonne´e verticale z
varie entre z = −h(x, y) et z = h(x, y). Nous reprenons les meˆmes conventions que la sec-
tion pre´ce´dente en pre´cisant que b est l’e´chelle caracte´ristique dans le plan de l’e´coulement.
Dans un premier temps nous allons e´tablir l’e´quation re´gissant l’e´volution de C sans
spe´cifier la possible de´pendance en temps du champ de vitesse. Puis nous e´tudierons le
cas stationnaire pour montrer que le re´sultat obtenu est la ge´ne´ralisation du cas bidimen-
sionnel. Pour cette section nous allons utiliser une de´marche diffe´rente de la pre´ce´dente.
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Champs de vitesse
Nous avons vu dans le chapitre de la lubrification que la structure des champs de
vitesse 3D est :
U = (U, V ) = ϕ(x, y, z)∇p(x, y)
W = g(x, y, z)∆p(x, y)
(5.33)
Ce qui nous donne de par la de´composition de la vitesse :
U(x, y) = ϕ(x, y)∇p(x, y) (5.34)
u′(x, y, z) = f(x, y, z)∇p(x, y) (5.35)
De´finissons les inte´grales premie`res du champ de vitesse horizontal perturbe´ :
U′ =
∫ z
−h u
′ dz =
∫ z
−h f dz∇p = F (x, y, z)∇p
U ′ = ∫ z−h U′ dz = ∫ z−h F dz∇p = F(x, y, z)∇p (5.36)
Nous aurons besoin de ces de´finitions par la suite.
E´quation d’advection-diffusion et conditions limites
De´finissons q = U − Dm∇C que nous appellerons flux convecto-diffusif et ou` Dm
est le coefficient de diffusion mole´culaire . Nous de´finissons q comme un vecteur dont la
premie`re composante est un vecteur q2 qui correspond aux composantes suivant x et y et
la seconde un scalaire qz qui correspond a` la composante de ce vecteur suivant z. Ainsi :
q = (q2, qz). Nous pouvons alors e´crire 5.11 de la fac¸on suivante :
∂c
∂t
+∇3 · q = 0 (5.37)
ou` ∇3 correspond a` l’ope´rateur divergence suivant x, y, z.
Inte´grons 5.37 entre −h(x, y) et +h(x, y) et se´parons dans le terme de de´rive´e tem-
porelle la concentration en quantite´ moyenne et fluctuante. De´composons e´galement q en
deux parties. En utilisant la proprie´te´ de moyenne nulle des quantite´s fluctuantes de la
concentration, nous obtenons :
2h
∂C
∂t
+
∫ +h
−h
∇2 · q2 dz +
∫ +h
−h
∂qz
∂z
dz = 0 (5.38)
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ou` ∇2 · correspond a` l’ope´rateur divergence cette fois ci dans le plan (x, y). A l’aide
de la re`gle de l’inte´grale de Leibniz nous avons :∫ +h
−h
∇2 · q2 dz = ∇2 ·
∫ +h
−h
q2 dz − q2|z=h∇h− q2|z=−h∇h
Le dernier terme de 5.38 nous donne :∫ +h
−h
∂qz
∂z
dz = [qz]
+h
−h
Ainsi notre e´quation se re´e´crit :
2h
∂C
∂t
+∇2 ·
∫ +h
−h
q2 dz − q2|z=h∇h− q2|z=−h∇h+ [qz]+h−h = 0 (5.39)
Les conditions limites de flux nul aux parois nous donnent :
q3 · n = 0⇔
(
q3
qz
)
·
(−∇h
1
)
= 0 (5.40)
Si on regarde ces conditions en ±h nous avons :
qz(±h) = ±q2|z=±h · ∇h
En sommant ces deux e´quations et en soustrayant au membre de gauche celui de droite
nous obtenons :
[qz]
+h
−h − [q2|z=h + q2|z=−h] · ∇h = 0
Ainsi 5.39 se simplifie en :
∂C
∂t
+
1
2h
∇2 ·
∫ +h
−h
q2 dz = 0 (5.41)
De´composons maintenant les champs de vitesse et de concentration en moyenne plus
fluctuation dans q2. Rappelons que q2 = U2−Dm∇2C ou` U2 = U2+u′2. Nous obtenons
alors :
1
2h
∇2 ·
∫ +h
−h
q2 dz =
1
2h
∇2 ·
(
2hU2C + 2hu′2c′ −Dm[2h∇2C + 2h∇2c′]
)
(5.42)
Pour la suite, nous conviendrons que les ope´rateurs et champs de vitesses utilise´s sont
ceux du plan (x, y). Ainsi nous avons :
1
2h
∇ ·
∫ +h
−h
q dz =
1
2h
∇ · (2hUC + 2hu′c′ −Dm[2h∇C + 2h∇c′]) (5.43)
C’est cette expression que nous allons maintenant simplifier :
• Le premier terme s’e´crit
1
2h
∇ · (2hUC) = 1
2h
(
C∇ · (2hU) + 2hU · ∇C)
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De´finissons Q le de´bit local dans le plan (x, y). Par de´finition nous avons :∫ +h
−h
U = Q =⇒ 2hU = Q =⇒ ∇ · (2hU) = ∇ · (Q) = 0
par conservation du de´bit. Nous avons donc :
1
2h
∇ ·
∫ +h
−h
2hUC dz = U · ∇C
• Le second terme se re´e´crit en utilisant (5.22) ainsi que la de´finition de U′ :
u′c′ =
1
2h
(
[U′c′]h−h −
∫ h
−h
U′
Dm
(U′ · ∇C) dz
)
Or :
U′(h) =
∫ h
−h
u′ dz = 2hu′ = 0
et :
U′(−h) =
∫ −h
−h
u′ dz = 0
Donc :
2hu′c′ =
−1
Dm
∫ h
−h
U′(U′ · ∇C) dz
En utilisant l’expression des champs de vitesse via leur forme ge´ne´rique vue en 5.34,
ainsi que ∇p = 1
2hϕ2
Q, on montre que :∫ h
−h
U′(U′ · ∇C) dz = 2hD · ∇C
ou` :
D = F
2
4h2ϕ2
(Q⊗Q)
Ainsi que :
1
2h
∇ · (2hu′c′) = −1
2h
∇ ·
(
2h
Dm
D · ∇C
)
• En suivant la section pre´ce´dente, on peut montrer par une analyse dimensionnelle
sur les deux derniers termes de (5.42) que :
∇C +∇c′ ∼ C
b
(
O(1) +O(2Pe)
)
Nous ne´gligerons donc le terme en c′ devant celui en C pour obtenir
1
2h
∇ · (−Dm[2h∇C + 2h∇c′]) =⇒ −1
2h
∇ · (2hDm∇C)
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E´quation finale
1
2h
∇ ·
∫ +h
−h
q dz = U · ∇C − 1
2h
∇ ·
(
2h
Dm
D · ∇C
)
− 1
2h
∇ · (2hDm∇C) (5.44)
En remarquant que :
− 1
2h
∇ ·
(
2h
Dm
D · ∇C
)
− 1
2h
∇ · (2hDm∇C) = −1
2h
∇. (2hD∗.∇C) (5.45)
ou` :
D∗ = Dm
(
I +
F 2
4h2D2mϕ
2 (Q⊗Q)
)
(5.46)
avec D∗ le tenseur de dispersion effectif local de Taylor et I la matrice identite´ 2× 2.
Nous avons donc montre´ que l’e´quation qui re´git l’e´volution de la concentration moyenne
effective de Taylor du traceur aux temps longs prend, en 3D, la forme conservative sui-
vante :
∂C
∂t
+ U.∇C = 1
2h
∇. (2hD∗.∇C) , (5.47)
Re´gime stationnaire
A aucun moment nous n’avons explicite´ le re´gime temporel de l’e´coulement. Supposons
que celui-ci soit stationnaire. D’apre`s la ge´ne´ralisation en 3D des e´quations de lubrification
stationnaire vues plus haut, nous avons :
F 2 = 2h
6
945µ2
ϕ2 = h
4
9µ2
}
=⇒ F
2
4h2D2mϕ
2 =
1
210D2m
(5.48)
Nous voyons donc que l’e´quation 5.47 en re´gime stationnaire est bien la ge´ne´ralisation
de notre re´sultat dans le cas bidimensionnel ou` h varie longitudinalement.
5.3 Mode´lisation nume´rique et validation
5.3.1 Mode´lisation nume´rique
Soit une cavite´ tridimensionnelle d’ouverture comprise entre−h∗(x∗, y∗) et +h∗(x∗, y∗),
de longueur comprise entre 0 et L et de dimension transverse comprise entre −w∗(x∗, y∗)/2
et +w∗(x∗, y∗)/2. Un fluide, au sein duquel se trouve un traceur de concentration C∗ qui
va se re´pandre, s’e´coule dans le plan (x∗, y∗) suivant un re´gime stationnaire. La longueur
caracte´ristique de la cavite´ suivant x∗ est L, H suivant sa hauteur z∗ et W suivant sa
direction transverse y∗. Pour respecter le confinement ge´ome´trique et afin de pouvoir
appliquer la the´orie de la lubrification, nous avons  = H
L
< 1. Le traceur, au temps initial
t∗0, se trouve a` l’entre´e de la cavite´ et sa concentration moyenne C
∗
0 suit une loi gaussienne
qui est suppose´e connue. Rappelons que nous travaillons sur des proble`mes syme´triques
par rapport au plan horizontal. Ainsi nous pouvons restreindre notre e´tude entre 0 et
+h∗(x∗, y∗). Puisque nos e´quations sont moyenne´es suivant la hauteur, de´finissons Ω∗ la
surface dans le plan (x∗, y∗) de notre ge´ome´trie. C’est sur cette surface que nous avons
de´termine´ nos e´quations et que nous allons calculer la dispersion du solute´.
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Proble`me en pression
Nous allons, dans un premier temps, de´terminer les champs de pression sur Ω∗ en nous
basant sur les travaux de [5]. De´finissons le de´bit horizontal par :
Q∗ = −K∗∇p∗
K∗ =
−2(h∗)3
3
ou`K∗ est la conductance hydraulique et p∗ le champ de pression. Puisqu’il y a conservation
du de´bit nous avons :
∇ ·Q∗ = −∇ · (K∗∇p∗) = 0 (5.49)
Nous re´solvons alors nume´riquement le proble`me variationnel associe´.
Pour toute la suite nous allons travailler en variables adimensionne´es que nous note-
rons sans l’indice ∗. Les variables spatiales sont adimensionne´es par leur longueur ca-
racte´ristique respective. La vitesse utilise´e pour adimensionner nos champs est la vitesse
moyenne U∗ associe´e au de´bit moyen Q∗. La pression est adimensionne´e par une pression
visqueuse µU∗L/H2 et nous de´finissons l’ope´rateur gradient adimensionne´ comme :
∀ f(x, y) ∈ Ω,∇f =
(
∂xf
1
γ
∂yf
)
(5.50)
ou` nous de´finissons γ = W
L
et Ω = [0; 1] × [−1/2; 1/2] est le domaine adimensionne´
associe´ a` notre ge´ome´trie. Alors, pour p et p˜ deux fonctions de´finies sur Ω, la formulation
variationnelle associe´e a` l’e´quation (5.49) adimensionne´e est :
S[p, p˜] =
∫
Ω
K (∇p · ∇p˜) dxdy
A cette e´quation nous associons des conditions limites de type Dirichlet sur la pression en
entre´e et sortie de l’e´coulement afin de ge´ne´rer un diffe´rentiel et ainsi mettre le fluide en
mouvement. Nous de´terminons alors le champ de pression p sur Ω qui nous permet alors
de reconstruire les champs de vitesse, et notamment le champ de vitesse moyen dans le
plan (x, y) adimensionne´ : U.
Proble`me sur la concentration
Dans cette section nous allons de´terminer la dispersion du solute´. Nous adimensionnons
la concentration par la concentration moyenne C∗0 que nous notons C et le temps t
∗ par
un temps convectif L/U∗ que nous notons t. Nous allons utiliser un sche´ma d’inte´gration
temporel d’Euler d’ordre un pour de´terminer a` chaque pas de temps δt la concentra-
tion moyenne C en re´solvant le proble`me variationnel associe´ a` l’e´quation (5.47) adimen-
sionne´e. Le pas de temps δt utilise´ est choisi inversement proportionnel au nombre de
Pe´clet afin de capter les effets convectifs quelque soit la valeur de ce parame`tre. Nous
de´finissons le tenseur de dispersion effectif local de Taylor adimensionne´, issu de (5.46) de
la fac¸on suivante :
D =
(Da Db
Db Dc
)
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ou` :
Da = 1
Pe
+
(Qx)
2Pe
210
: dispersion longitudinale
Db = 
2QxQyPe
210
: couplage entre dispersion longitudinale et transversale
Dc = 1
Pe
+
(Qy)
2Pe
210
: dispersion transversale
avec Pe le nombre de Pe´clet de notre proble`me et Qx et Qy les composantes du vecteur
de´bit horizontal adimensionne´.
Soit cn et c˜n deux fonctions de´finies sur Ω au temps n. De´finissons le vecteur :
ω =

(Da
Db
)
· ∇cn(Db
Dc
)
· ∇cn

Ainsi a` chaque pas de temps n, nous avons le proble`me variationnel suivant :
S[cn, c˜n] =
∫
Ω
(
cn − cn−1
δt
c˜n + ω · ∇c˜n + (U · ∇cn) c˜n) dxdy
Nous pouvons alors a` chaque temps n de´terminer la concentration moyenne adimen-
sionne´e du traceur en connaissant cette dernie`re au pas de temps n − 1. Nous utilisons
ensuite les de´finitions des moments utilise´s dans [1] pour de´terminer la dispersion du so-
lute´. Le moment d’ordre ze´ro correspond a` la concentration totale du solute´ initialement
introduit. Ce moment est donc constant pour tout temps t :
M0 = M = α
∫
Ω
hβ(x, y)C(x, y, t) dxdy
Le moment d’ordre un correspond a` la concentration moyenne et de´pend du temps :
M1 = µL(t) =
α
M
∫
Ω
xhβ(x, y)C(x, y, t) dxdy (5.51)
Le moment d’ordre deux correspond a` la dispersion longitudinale e´leve´e au carre´ du solute´,
encore appele´e de´viation standard. Elle de´pend e´galement du temps :
M2 = σ
2
L(t) =
α
M
∫
Ω
(x− µ)hβ(x, y)C(x, y, t) dxdy (5.52)
Les coefficients α et β valent 2 et 1 dans le cas d’une ge´ome´trie plane ou` pi et 2 dans le cas
d’une ge´ome´trie axisyme´trique. De la meˆme fac¸on que nous avons e´tabli la dispersion lon-
gitudinale, nous pouvons de´terminer la dispersion transverse en de´finissant respectivement
les deux premiers moments : µT (t) et σ
2
T (t) en remplac¸ant x par y dans les expressions
(5.51) et (5.52). Nous allons imple´menter ces deux formulations variationnelles a` l’aide
du solveur aux e´le´ments finis FreeFem++ [4] afin de mener nos e´tudes nume´riques.
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5.3.2 Validation
Nous validons notre code suivant plusieurs points : maillage, pas de temps, condition
initiale et utilisation d’e´le´ments P1 ou bien P2. Cette section suit les exemples e´tudie´s
en [1]. Nous proce´dons a` ces validations pour un canal bidimensionnel variant longitudi-
nalement suivant h(x) posse´dant une constriction et pour les deux valeurs extreˆmes du
nombre de Pe´clet utilise´ : 100 et 1000. La surface Ω que nous maillons est un rectangle de
dimension 6 × 2. Nous regardons alors comment se comporte la dispersion longitudinale
normalise´e ou non par le coefficient de diffusion longitudinal effectif Da = 1Pe + (Qx)
2Pe
210
au cours du temps.
Maillages et e´le´ments finis
Nous comparons deux maillages. Le second maillage posse`de deux fois plus de points
suivant les axes x et y que le maillage un. Nous effectuons cette comparaison pour des
e´le´ments finis de type P1 et P2.
Nous observons d’apre`s 5.1 que les diffe´rences sur les valeurs de la dispersion norma-
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Figure 5.1 – Dispersion longitudinale calcule´e normalise´e en fonction du temps t pour
les deux maillages, suivant des e´le´ments finis de type P1 et P2 et pour deux valeurs du
nombre de Pe´clet : Pe = 100 et Pe = 1000.
lise´e sont tre`s faibles entre les deux cas, indiquant que nous avons converge´ en maillage.
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Cependant pour des e´le´ments de type P2 les maillages se superposent quasiment, contrai-
rement au cas P1. Nous utiliserons donc le premier maillage avec des e´le´ments de type P2
pour nos calculs.
Pas de temps
Nous comparons diffe´rents pas de temps δt. Ceux-ci sont inversement proportionnels
au nombre de Pe´clet : δt ∼ 1
Pe
.
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Figure 5.2 – Dispersion longitudinale calcule´e normalise´e en fonction du temps t pour
trois pas de temps et a` Pe = 100.
Nous regardons comment se comporte la dispersion longitudinale normalise´e a` Pe =
100 pour trois pas de temps δt distincts. On remarque d’apre`s 5.2 que la dispersion
longitudinale adimensionne´e converge pour un pas de temps δt = 1
10Pe
. Nous garderons
ce pas de temps pour nos calculs.
Type de condition initiale
Nous regardons la condition initiale C0 que nous imposons en entre´e a` t = 0 pour
deux dispositions diffe´rentes du traceur. Pour la premie`re, le traceur est pre´sent sous la
forme d’un cercle de rayon r0. Pour la seconde, le traceur est dispose´ suivant la loi d’une
gaussienne dont on fixe la variance σ0. Nous allons regarder comment se comporte la dis-
persion normalise´e dans les deux cas ainsi que l’erreur sur le moment d’ordre 0 pour une
valeur fixe´e de r0 et σ0 telles que r0 = σ0. Nous prenons la valeur la plus petite possible
afin de pouvoir mode´liser la concentration en t = 0 comme un Dirac.
On note d’apre`s la figure 5.3 que par rapport a` la dispersion longitudinale calcule´e nor-
malise´e nous obtenons des re´sultats similaires. Cependant, l’erreur relative sur le moment
d’ordre ze´ro est trois fois plus grande et proche de 10% dans le cas du cercle par rapport au
cas de la loi Gaussienne. Ceci peut eˆtre explique´ e´ventuellement par l’aspect plus re´gulier
de cette dernie`re condition. Nous choisirons ce type de conditions pour la suite.
Condition initiale σ0
Ici on regarde comment se comporte la dispersion longitudinale calcule´e adimensionne´e
pour diffe´rentes valeurs de la variance σ0 pour une condition initiale qui suit la loi Gaus-
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Figure 5.3 – Dispersion longitudinale calcule´e adimensionne´e et erreur relative sur le
premier moment M0 en fonction du temps t pour les deux dispositions initiales de la
concentration et pour deux nombres de Pe´clet : Pe = 100 et Pe = 1000.
sienne. Nous faisons cette e´tude pour diffe´rentes valeurs de Pe´clet.
Nous observons d’apre`s 5.4 que les deux courbes de la dispersion normalise´e calcule´e se
superposent pour la dernie`re valeur de σ0. C’est donc celle-ci que nous utiliserons pour la
suite. Il est normal que nous trouvions cette superposition pour les temps t ou` le traceur
est hors de la constriction, repre´sente´ par ce pic observe´. En effet, nous normalisons par le
coefficient de dispersion locale qui de´pend lui meˆme du nombre de Pe´clet conside´re´. Ainsi
nous pouvons voir au travers de la dispersion calcule´e normalise´e le roˆle joue´ uniquement
par la constriction.
5.4 Re´sultats et perspectives
Dans cette section nous allons pre´senter diffe´rents re´sultats obtenus en utilisant les
parame`tres choisis dans la section pre´ce´dente. Nous allons d’abord regarder des configu-
rations bidimensionnelles telle que celle repre´sente´e par la figure 5.2.1. Nous montrons le
roˆle joue´ par le nombre de Pe´clet pour une ou plusieurs constrictions au sein de diffe´rents
types de canaux : plan, divergent et convergent. Nous montrerons e´galement l’effet de
l’amplitude de ces constrictions. Nous pre´senterons quelques re´sultats pour le cas tridi-
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Figure 5.4 – Dispersion longitudinale calcule´e adimensionne´e en fonction du temps t pour
diffe´rentes valeurs de la variance initiale σ0 et pour deux nombres de Pe´clet : Pe = 100
en noir et Pe = 1000 en rouge.
mensionnel. Nos re´sultats sont cohe´rents avec [1] ainsi qu’avec les pre´dictions the´oriques
dans le cas d’un canal bidimensionnel plan ou pour une succession infinie de constrictions.
5.4.1 Canal bidimensionnel
Une seule constriction
On conside`re trois canaux : un canal plan, un canal divergent et un canal convergent.
Ces trois canaux dans lesquels on injecte la meˆme concentration initiale a` t = 0 sont de
meˆme longueur. Les constrictions du divergent et du convergent sont compose´es de deux
rampes line´raires. Chaque rampe commence et finit spatialement au meˆme endroit dans
les deux cas. L’amplitude du convergent est note´e δc = 1 − hmin et celle du divergent
δd = hmax − 1. Le convergent et le divergent ont la meˆme amplitude δ = 0.5.
D’apre`s (5.5), on remarque que la dispersion est modifie´e par rapport au re´sultat
classique de la dispersion de Taylor lors du passage du solute´ dans la constriction. La
dispersion du solute´ dans le cas du divergent est plus e´leve´e a` la sortie de la constriction
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Figure 5.5 – Dispersion longitudinale calcule´e en fonction du temps t pour un canal plan,
un divergent et un convergent a` Pe = 100 et pour une amplitude δ = 0.5.
compare´ au cas du canal plan. Et inversement, la dispersion est plus faible a` la sortie du
convergent compare´ au canal plan. Un divergent a donc tendance a` augmenter la disper-
sion du solute´ alors qu’un convergent va la diminuer.
Comme l’explique [1], un convergent peut eˆtre vu comme une re´gion de dispersion faible et
un divergent comme une re´gion de forte dispersion. Si on remplace le convergent/divergent
par une section constante de dispersion faible/forte, la dispersion du solute´ apre`s le pas-
sage dans cette section sera identique a` la dispersion du solute´ qui aurait traverse´ le
convergent/divergent e´quivalent.
L’effet d’un convergent sur la dispersion du solute´ peut eˆtre explique´ ainsi : on peut voir
un convergent comme la succession d’une partie convergente et d’une partie divergente.
La premie`re partie va e´tirer le solute´, augmentant ainsi sa dispersion pour atteindre une
valeur maximale. La deuxie`me partie va compresser le solute´ qui a atteint des valeurs de
dispersion e´leve´es. L’effet de compression va alors eˆtre plus prononce´ et expliquer pour-
quoi la dispersion a` la sortie va eˆtre plus faible que celle d’un canal plan. Le phe´nome`ne
inverse se produit pour un divergent.
On peut aussi regarder l’effet d’un divergent et d’un convergent avec une amplitude
accrue de leur forme. La figure 5.6 montre que l’augmentation de l’amplitude dans un
convergent ou un divergent augmente l’effet de la constriction sur la dispersion du solute´.
Donc, plus une constriction sera d’amplitude accentue´e et plus la dispersion a` la sortie
sera augmente´e ou diminue´e par rapport au canal plan. Enfin, on remarque que dans le
convergent plus l’amplitude est importante et plus le pic de dispersion est accentue´ alors
qu’a` la sortie les courbes semblent se superposer vers une meˆme courbe a` partir d’une
certaine amplitude. Inversement dans le divergent, les courbes ont tendance a` se super-
poser vers une meˆme courbe a` partir d’une certaine amplitude. Alors qu’a` la sortie, plus
l’amplitude augmente et plus les e´carts sur la dispersion se creusent.
La figure 5.7 nous montre que l’augmentation du nombre de Pe´clet dans un convergent
augmente l’effet de la dispersion au sein de la constriction. Cette figure nous montre
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Figure 5.6 – Dispersion longitudinale calcule´e en fonction du temps t pour un canal plan,
un divergent et un convergent a` Pe = 100. Le divergent et le convergent ont la meˆme
amplitude δ variant entre 0.1 et 0.9. La courbe en rouge est le canal plan, en noires la
constriction. Plus l’amplitude est importante et plus l’effet de la constriction est accentue´.
 0
 0.5
 1
 1.5
 2
 2.5
 3
 3.5
 4
 0  1  2  3  4  5  6  7
σ
L/ D
1 /
2
t
Pe=100
Pe=1000
Pe=100 - canal plan
Pe=100 - Courbe theorique
Figure 5.7 – Dispersion longitudinale calcule´e normalise´e en fonction du temps t pour
Pe = 100 et Pe = 1000 dans le cas d’un convergent et Pe = 100 dans le cas d’un canal
plan. La courbe the´orique pour le re´sultat de Taylor a` Pe = 100 est e´galement porte´e.
e´galement que nos re´sultats dans le cas d’un canal plan co¨ıncide avec le re´sultat the´orique
de Taylor, a` savoir que σ = 2Dt ou` D est le coefficient de dispersion effectif de Taylor, ce
qui apporte une validation supple´mentaire aux calculs nume´riques effectue´s.
Plusieurs constrictions
Dans cette partie nous regardons des canaux posse´dant plusieurs ou une infinite´ de
constrictions.
La courbe 5.8 compare la dispersion du solute´ pour un canal plan et un canal dit si-
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nuso¨ıdal qui comporte un nombre infini de constrictions. On peut voir que la succession
infinie de constrictions augmente la dispersion par rapport au cas du canal plan. La dis-
persion du canal sinuso¨ıdal co¨ıncide avec la courbe the´orique de dispersion aux temps
longs que nous avons de´termine´, validant ainsi nos re´sultats.
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Figure 5.8 – Dispersion longitudinale calcule´e en fonction du temps t avec Pe = 100
pour un canal plan et un canal dit sinuso¨ıdal posse´dant un nombre infini de constrictions.
On porte e´galement la courbe the´orique de dispersion aux temps longs.
La figure 5.12 nous montre que plus le nombre de constrictions traverse´es par le solute´
est important et plus la valeur de la dispersion a` la sortie est faible devant celle obtenue
dans le cas d’un canal plan. Ceci est du a` la succession d’e´tirement que subi le traceur.
Celui-ci ne peut pas eˆtre compresse´ car quand il sort d’une constriction il rentre dans une
autre. Au passage de chaque constriction la valeur maximale de la dispersion augmente.
Or plus cette valeur est importante et plus la compression a` la sortie est accentue´e, d’ou`
la baisse si importante dans le cas de quatre constrictions et moins importante dans le
cas d’une constriction.
5.4.2 Canal tridimensionnel
Enfin, nous pre´sentons les re´sultats que nous avons obtenu dans le cas tridimension-
nel. Notre constriction posse`de une demi-hauteur h(x, y) variant dans le plan (x, y). La
figure 5.10 est un exemple d’une constriction sur laquelle nous allons faire nos e´tudes
nume´riques.
Dans la figure suivante nous avons une vue de dessus d’une succession de plusieurs
constrictions comme celle repre´sente´e dans la figure 5.10. Nous repre´sentons e´galement la
dispersion du solute´ a` trois instants :
Nous avons regarde´ comment se comporte la dispersion longitudinale calcule´e adimen-
sionne´e pour diffe´rents rapports d’aspect entre la longueur caracte´ristique longitudinale
H et la longueur caracte´ristique transversale W que l’on note γ = W
H
. Ces re´sultats sont
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Figure 5.9 – Dispersion longitudinale calcule´e en fonction du temps t avec Pe = 100
pour un canal plan, un canal avec une constriction, un canal avec quatre constrictions et
un canal avec un nombre infini de constriction, dit sinuso¨ıdal.
Figure 5.10 – Exemple d’une constriction tridimensionnelle .
Figure 5.11 – Concentration moyenne C respectivement a` t1(en haut) < t2(au milieu) <
t3(en bas).
obtenus dans ces ge´ome´tries vues en 5.11. On observe 5.12 que la dispersion longitudinale
est influence´e par le rapport d’aspect γ, la dispersion e´tant plus faible quand γ n’est pas
trop e´leve´.
Enfin pour terminer, nous comparons la dispersion longitudinale calcule´e adimensionne´e
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dans le cas d’un canal tridimensionnel constitue´ d’une se´rie de plusieurs constrictions, un
canal sans constriction (toujours tridimensionnel) et un canal bidimensionnel plan. On ob-
serve alors que la dispersion dans le canal tridimensionnel sans constriction est identique
a` celle du canal bidimensionnel plan. Nos re´sultats montrent qu’un canal 3D compose´ de
plusieurs constrictions disperse environ deux fois mieux qu’un canal plan.
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Figure 5.12 – Dispersion longitudinale calcule´e adimensionne´e en fonction du temps t
pour Pe = 100 dans un canal tridimensionnel constitue´ de plusieurs constrictions telle
que 5.10 et pour deux rapports d’aspect : γ = 1/4 et γ = 1/8 .
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Figure 5.13 – Dispersion longitudinale calcule´e adimensionne´e en fonction du temps t
avec Pe = 100 pour un canal 2D plan, 3D sans constrictions et 3D avec constrictions.
5.4.3 Conclusions et perspectives
Nous avons e´tabli un mode`le the´orique de la dispersion de Taylor d’un solute´ au sein
de canaux bidimensionnels et tridimensionnels de hauteurs et largeurs variables. Nous
avons de´limite´ la gamme du nombre de Pe´clet pour laquelle la the´orie propose´e est valide.
La formulation conservative de l’e´quation de convection-diffusion moyenne obtenue en 3D
ge´ne´ralise les re´sultats pre´ce´demment obtenus en 2D.
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Elle montre comment la ge´ome´trie joue un roˆle dans la dispersion du solute´ en plus du
terme classique. Nous avons ensuite imple´mente´ la formulation variationnelle du proble`me
associe´ via FreeFem++. Nous avons valide´ le code nume´rique en nous inte´ressant a` la
convergence sur le maillage, le pas de temps, les conditions initiales utilise´s.
Nous avons pu ensuite mode´liser des canaux bidimensionnels compose´s d’une ou plu-
sieurs constrictions. Nous avons analyse´ l’influence du nombre de Pe´clet sur la dispersion
longitudinale ainsi que sur le type de constriction conside´re´e (convergent ou divergent)
et leurs amplitudes. Nos re´sultats sont en accord avec la the´orie de Taylor dans le cas
d’un canal plan ainsi qu’avec la the´orie homoge´ne´ise´e associe´e a` une succession infinie de
constrictions.
Ils le sont e´galement avec les re´sultats nume´riques de [1]. Enfin nous avons regarde´
succinctement comment se comporte la dispersion longitudinale dans le cas de canaux
tridimensionnels avec diffe´rents rapports d’aspects entre la longueur transverse et longi-
tudinale. Nous comparons nos re´sultats avec ceux obtenus en 2D.
En guise de perspectives nous souhaiterions mener des e´tudes parame´triques approfondies
similaires au cas 2D en ge´ome´tries 3D. Nous voudrions e´galement explorer le roˆle de la
dispersion transverse et du confinement transversale dans la dispersion totale du solute´.
Enfin, il serait inte´ressant d’analyser des re´gimes de vitesse pulse´ similaires a` [5].
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Chapitre 6
Conclusions et perspectives
Dans ces travaux nous avons e´tudie´ deux proble`mes convecto-diffusifs de transfert
ou de transport d’un champ scalaire dans des ge´ome´tries complexes. Les chapitres 2, 3,
et 4 ont aborde´ le proble`me dit de Graetz, qui correspond au transport stationnaire de
tempe´rature. Le dernier chapitre 5 est consacre´ au proble`me de dispersion de Taylor, que
j’ai e´tudie´ notamment en Master 2 Recherche.
Dans les deux cas, un travail the´orique ge´ne´raliste a permis de reformuler des proble`mes
tridimensionnels dans le cadre d’une formulation bidimensionnelle.
Cette formulation the´orique est d’un grand avantage car le traitement nume´rique des
proble`mes associe´s est alors conside´rablement alle´ge´.
De plus, le formalisme employe´ permet de traiter toutes sortes de conditions physiques,
ge´ome´triques et hydrodynamiques. L’imple´mentation simple de ces me´thodes de re´solution
par discre´tisation aux e´le´ments finis a e´te´ re´alise´e et adapte´e dans chaque cas pour ef-
fectuer des e´tudes parame´triques. Concernant le proble`me de transfert stationnaire un
travail the´orique a permis de ge´ne´raliser le concept de mode de Graetz a` des condi-
tions aux limites late´rales quelconques dans des ge´ome´tries non axisyme´triques infinies
et semi-infinies. Nous avons en particulier montre´ dans le chapitre 3 que des conditions
late´rales de Neumann homoge`nes dans un e´changeur e´quilibre´ (dans le cas de conducti-
vite´s identiques entre fluide et solide ce cas correspond a` un de´bit total Q = 0) diffe`rent
sensiblement du cas Dirichlet. Il existe alors, dans ce cas, un mode supple´mentaire lie´ a` un
noyau non nul de l’ope´rateur de convecto-diffusion qui s’applique aux modes de Graetz,
et qui conduit a` des modes qui ne varient pas exponentiellement dans la direction longi-
tudinale, mais line´airement. Par ailleurs, nous avons aussi montre´ comment de´composer
des conditions aux limites quelconques sur les modes de Graetz, par convolution dans la
direction longitudinale. Nous avons conside´re´ pour les tests et illustrations nume´riques le
cas de conditions late´rales de flux de Heaviside longitudinales dans des cas semi-infinis,
avec des conditions d’entre´e prescrites de Dirichlet du type de celles utilise´es dans d’autres
travaux de la litte´rature, comme pre´ce´demment discute´ dans l’introduction. Dans des cas
axisyme´triques, la convergence modale a e´te´ compare´e avec des calculs quasi-analytiques
obtenus avec un code Maple. Nous avons ensuite observe´ nume´riquement la convergence
dans des cas non axisyme´triques dans un e´changeur cylindrique a` deux tubes ou bien
des tubes re´partis pe´riodiquement dans la direction transverse (proche d’une configura-
tion ”plancher chauffant”). Dans tous les cas, nous avons confirme´ qu’un petit nombre
de modes suffit pour obtenir une tre`s bonne estimation des e´changes. Dans le chapitre
4, nous nous sommes inte´resse´s au point de vue comple´mentaire qui consiste a` enrichir
la complexite´ des conditions d’entre´es/sorties pour de´crire au plus pre`s des situations
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d’e´changeurs classiques, en gardant l’hypothe`se de condition late´rale de Dirichlet ho-
moge`ne prescrite. Nous avons alors conside´re´ deux familles de conditions d’entre´e/sorties :
soit on prescrit explicitement les conditions d’entre´e et sortie des tubes chaud et froid, soit
on couple l’e´changeur avec des tubes semi-infinis en amont et aval, qui permettent d’as-
surer la continuite´ des champs de tempe´rature et de sa de´rive´e le long de la coordonne´e
longitudinale sur les domaines fluides. Dans les deux cas, nous avons propose´ une nouvelle
approche pour des conditions d’entre´e/sortie complexes par minimisation d’une fonction-
nelle quadratique adapte´e. La minimisation analytique de cette fonctionnelle conduit a`
la construction explicite d’un syste`me line´aire sur les amplitudes des modes dont l’inver-
sion donne la solution du proble`me. Nous avons donne´ explicitement pour chaque famille,
et leurs possibles compositions en entre´e et en sortie, la forme ge´ne´rique des syste`mes
line´aires a` re´soudre. Les illustrations nume´riques et les e´tudes parame´triques que nous
avons ensuite de´veloppe´es ont privile´gie´ les couplages avec des tubes pour se rappro-
cher de configurations re´alistes. En effet, cette me´thode pre´conise d’imposer une valeur
constante de la tempe´rature en champ lointain des tubes d’entre´e et de calculer, en champ
lointain, des tubes de sortie une tempe´rature e´galement constante qui sera la valeur signi-
ficative de notre champ. Ceci paraˆıt plus re´aliste que d’imposer en sortie les tempe´ratures
que l’on cherche justement a` de´terminer. De plus le controˆle des tempe´ratures d’entre´e
et le calcul des tempe´ratures de sortie posse`de un ve´ritable caracte`re applicatif, puisque
ceux sont les parame`tres attendus d’un e´changeur.
La me´thode de calcul a e´te´ d’abord valide´e en comparant avec des solutions analytiques
obtenues via un code Maple pour un domaine axisyme´trique couple´ en amont et en aval.
Nous nous sommes ensuite concentre´s sur le cas d’un e´changeur a` deux tubes de section cy-
lindrique de meˆme type que celui e´tudie´ au chapitre 3. Nume´riquement, la de´termination
des champs de tempe´rature dans chaque compartiment (tubes avals, amonts et e´changeur)
passe par l’inversion d’un syste`me matriciel qui reste de taille raisonnable.
Bien que les re´sultats des e´tudes parame´triques furent obtenus tardivement dans le de´roulement
de la the`se, nous avons tente´ d’en donner les principales conclusions meˆme si leurs in-
terpre´tations physiques auraient pu eˆtre plus de´veloppe´es. En premier lieu, nous confir-
mons les re´sultats du chapitre 3 indiquant qu’un nombre de modes ”principaux” mode´re´s
suffisent a` de´crire et approcher les e´changes. En second lieu, nous avons pu montrer que
l’e´changeur doit eˆtre au moins de longueur 3/|λ±1| (ou` λ±1 est le premier mode propre
de Graetz amont ou aval) pour atteindre la valeur limite de son rendement chaud ou
froid. Dans le cas de configurations non syme´triques nous avons constate´ que la longueur
d’e´tablissement est e´gale 3/|λ1| pour le rendement chaud et 3/|λ−1 pour le rendement
froid, de sorte qu’une des deux fonctionnalite´s de l’e´changeur doit alors eˆtre privile´gie´e si
λ−1 et λ1 diffe`rent sensiblement. Ce constat est bien entendu diffe´rent dans le cas d’une
configuration syme´trique pour laquelle la tempe´rature d’entre´e adimensionne´e Ti,c = −1.
Ainsi, le spectre est syme´trique, de sorte que λ1 = λ−1, et la convergence vers la va-
leur limite du rendement chaud et froid est donc e´galement syme´triques Les e´changeurs
syme´triques sont donc plus ”universels” que les autres puisqu’ils ont une qualite´ de fonc-
tionnement identique au re´chauffement et au refroidissement. Nos calculs ont e´galement
montre´ que pour des re´gimes convectifs (i.e Pe = 10, 100), les rendements sont proches,
et convergent vers la limite pleinement de´veloppe´e du premier mode de Graetz. Il n’est
donc pas ne´cessaire d’injecter une vitesse convective trop importante pour obtenir de bons
re´sultats de rendements, pourvu que la longueur de l’e´changeur soit adapte´e, c’est a` dire
de l’ordre de 3/|λ±1|. Ce re´sultat est particulie`rement important pour les applications
afin d’utiliser au mieux un e´changeur. Nos re´sultats indiquent aussi que les flux e´change´s
sont sensibles a` l’e´cart l entre les tubes a` partir d’une certaine valeur limite. En effet, les
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re´sultats sont proches pour l = δ/2 (ou` δ est le rapport entre diame`tre des tubes fluides
et diame`tre de l’e´changeur) et l = δ, mais sensiblement diffe´rents a` partir de l = 2δ.
On remarque e´galement que bien que la tempe´rature de sortie du tube chaud tende vers
une meˆme valeur avec l qui augmente, et ce quelque soit la tempe´rature d’entre´e du tube
froid, le rendement du tube chaud est peu sensible a` l’e´cart des deux tubes. De meˆme,
bien que la tempe´rature de sortie du tube froid de´croˆıt avec l et semble invariante selon
la tempe´rature du tube froid injecte´e en entre´e, le rendement de ce tube varie peu avec l.
Dans le futur nous souhaiterions approfondir ces re´sultats par des e´tudes plus pousse´es.
Nous voudrions de´terminer avec plus d’exactitude le comportement des rendements et des
flux e´change´s selon une gamme plus e´tendue des parame`tres cite´s auparavant (l,L,Pe).
Ceci pourrait permettre e´ventuellement de mettre en avant des configurations optimales en
terme de rendements ou de flux fluide/solide dans la configuration e´changeur syme´trique.
Le formalisme mathe´matique e´tant e´tabli ainsi que l’imple´mentation nume´rique associe´e,
nous pensons qu’il y a maintenant tous les outils ne´cessaires afin de mener ces e´tudes. La
comparaisons de nos re´sultats avec des e´tudes expe´rimentales, notamment concernant la
mesure des flux d’e´changes et les tempe´ratures de sortie serait e´galement envisageable,
mais il nous faudrait certainement travailler avec d’autres conditions late´rales qu’une
tempe´rature homoge`ne impose´e comme au chapitre 4. Une extension a` une condition
adiabatique impose´e (qui pourrait eˆtre pertinente pour des expe´riences mene´e dans l’air)
est possible, mais ne´cessite la prise en compte du mode u0 dont la variation longitudinale
line´aire pourrait permettre de capter une grande partie de la diffe´rence de tempe´rature
impose´e au deux extre´mite´s de l’e´changeur. Enfin, pour conside´rer des configurations plus
re´alistes encore, il faudrait e´tudier l’influence d’un rapport de conductivite´s thermiques
diffe´rent de 1. C’est en effet le cas dans la plupart des configurations e´tudie´es dans la
litte´rature pour des applications de micro-e´changeurs ou` la conductivite´ du solide va eˆtre
dans la plupart des cas plus importante que celle du fluide. Les flux d’e´changes vont alors
eˆtre modifie´s et il serait inte´ressant d’e´tudier comment.
Concernant le proble`me de dispersion de Taylor, nous avons e´galement proce´de´ en plu-
sieurs e´tapes. Nous avons dans un premier temps e´tabli la forme conservative des e´quations
de dispersion de Taylor pour un canal tridimensionnel texture´. Nous avons pu ve´rifier que
la formulation the´orique est la ge´ne´ralisation de re´sultats connus en 2D dans le cas d’un
e´coulement stationnaire. Dans un second temps nous avons imple´mente´ nume´riquement
cette formulation. Nous l’avons teste´ dans le cas d’un canal bidimensionnel plan puis
texture´. La` encore, nous avons pu ve´rifier que nos re´sultats sont en ade´quation avec cer-
tains re´sultats the´oriques d’homoge´ne´isation ou bien avec des travaux ante´rieurs. Enfin,
nous avons pre´sente´ des re´sultats dans le cas de cavite´s texture´es 3D que nous aimerions
toutefois e´largir et approfondir dans le futur.
Nous aimerions e´tudier plus en de´tail le roˆle de constrictions suivant la hauteur h mais
aussi suivant les bords de la cavite´. Nous voudrions de´terminer e´galement la de´pendance
de la dispersion longitudinale suivant le parame`tre du rapport d’aspect γ. Une autre
chose e´galement inte´ressante a` regarder est la dispersion transverse, qui prend tout son
sens dans le cas de cavite´s 3D qui sont ferme´es. Enfin, nous pourrions nous inte´resser a`
des e´coulements pulse´s. Comme dans la proble´matique de Graetz, tous les outils sont a`
disposition pour mener ces diffe´rentes e´tudes.
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Transports couple´s en ge´ome´tries complexes
Ces travaux s’inte´ressent au transfert stationnaire de chaleur par convection dif-
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