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Abstract: In this paper we present a comparative study on methods calculating the special normal form 
(SNF) allowing an exact ESOP minimum representation. SNF [1] evaluation is shown to be highly 
practical and demonstrated results prove its real application in functional ESOP minimization and 
evaluation of the complexity and of the structure of Boolean functions. 
 
1.  Introduction 
 
It is well known ESOP is a very good functional representation not only because it is the most general 
Reed-Muller representation but also because the EXOR logic gates have a lot of practical benefits in logic 
synthesis. One of main problems in EXOR logic is the search of an exact minimum in functions using ESOP 
representation. Previously, different approaches have been tested [1, 2, 3, 4, 5] however various problems 
constraint the finding of an optimal algorithm. A high computational time, the requirement of high 
computational power, feasibility of the minimization for functions with only a small number of variables 
(n < 5) are some of them. For example in [4] the algorithm was able to find an exact minimum from an ESOP 
of a function with 6 variable but only after calculating all possibilities of the ESOP branching. Other 
approaches such as [2, 3] are minimizing the ESOP of function with maximum 4 variables. Here the focus is 
on previously presented method used for finding the exact minimal solution of an arbitrary function 
minimization in ESOP representation, the special normal form SNF [1]. This representation of any ESOP 
function was proven to be a canonical and have a high number of ideal properties for functional minimization. 
Already mentioned canonicity, a relatively easy way to find exact minimal solution and the possibility to find 
the number of cubes for the exact minimum of an arbitrary function ƒ [1], are useful characteristics allowing a 
complex function exact minimization. In this paper we present an extended research on the SNF and its 
properties. New algorithm for exact minimization based on SNF and a classification of Boolean functions 
based on the number of cubes in the SNF are presented.  
This paper is organized as follows. In the second part the background on SNF and basic operations are 
presented. Next a greedy method for finding a minimum is shown, followed by an optimized algorithm in part 
four. In the fifth part some complexity measures are studied. The sixth part is the presentation of results and 
discussion on them. The last part is a conclusion and a presentation on future work. 
 
2.  Special Normal Form (SNF) 
 
In this section SNF is briefly presented so as important properties are pointed out. For a more detailed 
description of SNF the interested reader is welcome to read concerned literature [1]. The SNF is a canonical 
representation of any Boolean function in the ESOP form. To create this representation from a function two 
operations are introduced in the previous work, however for the clarity of our explanation we show them 
again. 
Suppose a cube of an ESOP of a function  c a c b a f ⋅ ⋅ = 1 ) , , (  with a support of 3 variables a, b and c.  In 
order to obtain the SNF of our cube two operations are defined. First, the expansion operation (Exp) allows 
expanding any cube of the ESOP to 
n 2 of cubes. The expansion is based on the equation (1). 
  0 1= ⊕ ⊕ x x   (1) It is a complete expansion of all cubes with respect to (w.r.t) all variables of the support (2).  
  () () () ( ) ( ) b c b b bc b a c b a b a bc a c b b a c a Exp f Exp ⊕ ⊕ ⊕ ⊕ ⊕ ⊕ ⊕ = ⊕ ⋅ ⊕ ⋅ ⊕ = ⋅ ⋅ = 1 1 1  (2) 
The expansion (Exp) defines a complete lattice where each cube has n edges and is connected to a 
neighbor if and only if their difference is in one variable (Figure 1).  
This method uses ternary vector to represent any 
ESOP, where each ternary vector describes a cube and the 
symbols “1”, “0”, and “-” are associated to the variables in 
the order of the support. A “1” represents the associated 
variable, “0” represents the complemented variable and “-” 
means the variable is not present in the cube. In the case of a 
function with n variables and k cubes, the resulting 
expansion includes k·2ⁿ cubes. Some of them are redundant 
if k > 1. 
Once the expansion is completed the second operation 
needs to be applied. The Reduction (R) over any expanded 
ESOP removes redundant cubes and reduces their total 
number. These two operations define an SNF as follows: 
   )) ( ( ) ( f Exp R f SNF =  (3) 
where the sequence of above defined operations create an 
adjacency lattice (Figure 1) representing the SNF with 
above described properties. 
 To complete the necessary knowledge about the SNF few other properties and operations needs to be 
described. Two transformations are defined as in [1]: Transformation T1 and T2. T1 allows adding a pair of 
duplicate cubes and T2 combines two distance-1 cubes. Both T1 and T2 do not modify the function of the 
SNF or its properties because T1: two identical cubes are eliminated by the Reduction operation and T2: 
combining two smaller cubes into one larger is allowed by classical Boolean operations. SNF also allows the 
calculation of the lower bound on the number of cubes in the exact minimum of an ESOP function. According 
to [1] any Boolean function has exactly  ( ) ( )
n n 2 3 2
−  different reduced ESOPs and no ESOP representation of any 
ƒ has less than  
n f SNF 2 / | ) ( |  cubes. Another interesting and essential property used in SNF is the use 
of the overlapping of 2 cubes. According to all previous definitions a reduced ESOP cannot contain two same 
cubes. Two cubes c1 and c2 have consequently a distance D ≥ 1 and they overlap in 2
n-D cubes of their 
expansion. The distance D is defined as the number of variables two cubes are different in. All properties 
introduced and proved in [1] make possible the representation of the SNF in an adjacency graph as shown in 
figure 2. 
 
The adjacency graph has interesting properties however here it is only important to notice the number of 
edges each node is connected to is n [1], where n is the number of variables in the support of the minimized 
function. The adjacency graph seems to be a very good representation for the SNF especially because it is 
Figure 1:  Lattice of cubes created by 
expansion of  c a  
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Figure 2:   Adjacency graphs for (a) Exp( b a ), (b) Exp( b a ), (c) SNF( b a b a ⊕ ) 
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1 0 easy to handle and the result can be observed 
visually. However for the computation of SNF 
for function with higher number of variables it 
becomes not practically useful and another 
representation is required. As in [1], both 
methods bellow are using the adjacency matrix 
(see e.g. Table 1) and the main difference 
between them is the strategy for selecting 
cubes from this matrix.  
 
3.  A greedy search 
minimization algorithm 
 
This part describes the “basic” greedy 
strategy for the minimum ESOP search based 
on the SNF minimization. The number of 
cubes in the SNF is generally high because the 
expansion operation Exp creates 2
n cubes from 
each cube in the ESOP. Even if the R 
operation reduces the number of the cubes 
according to [1] in the example of figure 2 
only one pair of cubes out of 2*2
n can be 
removed. The general strategy of creating the 
SNF can be explained as follows: The Exp 
operation expands all cubes of the ESOP w.r.t. 
to all variables of the support. Then redundant 
cubes are removed with the R operation and 
the adjacency graph of the whole SNF is 
created.  
The strategy applied to search the 
minimal number of cubes covering the whole 
SNF reverses the steps to create the SNF. 
Adding (EXOR-ing) a small number of pairs 
of cubes to the SNF creates a lattice which can 
collapse to a cube of the minimal solution. 
Removing this lattice from the SNF leads to 
the SNF of a simpler function than the 
previous one. Each step consequently re-
models the adjacency graph and a new order 
and classification needs to be done.   
In both bellow described methods, the 
first step is the construction of an adjacency 
matrix as on Table 1. In this matrix the rows 
represent each possible cube (3
n) on the n 
variable basis of the function. Columns are all 
cubes one by one from the SNF of the 
function. Each row consequently covers a 
certain number of cubes from the SNF and has 
a coefficient w. This weight w is called the C-
cover and represents the number of cubes in 
the SNF covered by an arbitrary cube out of all 
3
n available cubes. For example the cube (----) 
covers 11 cubes from the SNF. The number of 
pairs of cubes which must be added for 
Table 1. Coverage matrix of a SNF 
 
    a ----------------0000000000000000111111111111   
    b ------0000111111------0000001111000000111111   
    c --0011--00--0011--0011--0011--00--0011--0011   
    d -1-0010101-0-101-1-001-0-1010101-1-001-1-001   
abcd                                                w 
----  00000000000000000000000001110011000111000111 11 
---0  00000000000000000000000011010001001001001001  8 
---1  00000000000000000000000010100010001110001110  9 
--0-  00000000000000000000000100111100010011010011 11 
--00  00000000000000000000001000010100110001110001  9 
--01  00000000000000000000001100101000100010100010  8 
--1-  00000000000000000000000101001111010100010100 10 
--10  00000000000000000000001011000101111000111000 11 
--11  00000000000000000000001110001010101100101100 11 
-0--  00000000000000000001110000000011000000000111  8 
-0-0  00000000000000000010010000000001000000001001  5 
-0-1  00000000000000000011100000000010000000001110  7 
-00-  00000000000000000100110000001100000000010011  8 
-000  00000000000000001100010000000100000000110001  7 
-001  00000000000000001000100000001000000000100010  5 
-01-  00000000000000000101000000001111000000010100  8 
-010  00000000000000001110000000000101000000111000  8 
-011  00000000000000001011000000001010000000101100  8 
-1--  00000000000000000001110001110000000111000000  9 
-1-0  00000000000000000010010011010000001001000000  7 
-1-1  00000000000000000011100010100000001110000000  8 
-10-  00000000000000000100110100110000010011000000  9 
-100  00000000000000001100011000010000110001000000  8 
-101  00000000000000001000101100100000100010000000  7 
-11-  00000000000000000101000101000000010100000000  6 
-110  00000000000000001110001011000000111000000000  9 
-111  00000000000000001011001110000000101100000000  9 
0---  00000000110001110000000000000000000111000111 11 
0--0  00000000010011010000000000000000001001001001  8 
0--1  00000000100010100000000000000000001110001110  9 
0-0-  00000011000100110000000000000000010011010011 11 
0-00  00000001001000010000000000000000110001110001  9 
0-01  00000010001100100000000000000000100010100010  8 
0-1-  00000011110101000000000000000000010100010100 10 
0-10  00000001011011000000000000000000111000111000 11 
0-11  00000010101110000000000000000000101100101100 11 
00--  00011100000001110000000000000000000000000111  9 
00-0  00100100000011010000000000000000000000001001  7 
00-1  00111000000010100000000000000000000000001110  8 
000-  01001100000100110000000000000000000000010011  9 
0000  11000100001000010000000000000000000000110001  8 
0001  10001000001100100000000000000000000000100010  7 
001-  01010000000101000000000000000000000000010100  6 
0010  11100000001011000000000000000000000000111000  9 
0011  10110000001110000000000000000000000000101100  9 
01--  00011100110000000000000000000000000111000000  8 
01-0  00100100010000000000000000000000001001000000  5 
01-1  00111000100000000000000000000000001110000000  7 
010-  01001111000000000000000000000000010011000000  8 
0100  11000101000000000000000000000000110001000000  7 
0101  10001010000000000000000000000000100010000000  5 
011-  01010011110000000000000000000000010100000000  8 
0110  11100001010000000000000000000000111000000000  8 
0111  10110010100000000000000000000000101100000000  8 
1---  00000000110001110000000001110011000000000000 10 
1--0  00000000010011010000000011010001000000000000  8 
1--1  00000000100010100000000010100010000000000000  6 
1-0-  00000011000100110000000100111100000000000000 10 
1-00  00000001001000010000001000010100000000000000  6 
1-01  00000010001100100000001100101000000000000000  8 
1-1-  00000011110101000000000101001111000000000000 12 
1-10  00000001011011000000001011000101000000000000 10 
1-11  00000010101110000000001110001010000000000000 10 
10--  00011100000001110001110000000011000000000000 11 
10-0  00100100000011010010010000000001000000000000  8 
10-1  00111000000010100011100000000010000000000000  9 
100-  01001100000100110100110000001100000000000000 11 
1000  11000100001000011100010000000100000000000000  9 
1001  10001000001100101000100000001000000000000000  8 
101-  01010000000101000101000000001111000000000000 10 
1010  11100000001011001110000000000101000000000000 11 
1011  10110000001110001011000000001010000000000000 11 
11--  00011100110000000001110001110000000000000000 11 
11-0  00100100010000000010010011010000000000000000  8 
11-1  00111000100000000011100010100000000000000000  9 
110-  01001111000000000100110100110000000000000000 11 
1100  11000101000000001100011000010000000000000000  9 
1101  10001010000000001000101100100000000000000000  8 
111-  01010011110000000101000101000000000000000000 10 
1110  11100001010000001110001011000000000000000000 11 
1111  10110010100000001011001110000000000000000000 11 collapsing one lattice is 2
n-w. Thus, the basic strategy is to select a row with the highest w (C-cover), i.e. 
adding a small number of cubes to obtain the smallest remaining the SNF. This will yield a new function 
(EXOR-ing the old one with the selected cube) after expansion into an SNF generates a new adjacency 
matrix. Reconstructing a new adjacency matrix for the new f function and repeating the already described 
steps will ultimately lead to number of cubes covering all SNF.  
Selecting the cube with the weight w reduces the number of cubes in the SNF in one step by 2w-2
n. 
Thus, if w > 2
n-1 the number of cubes in the SNF will be decreased and the larger w of the selected cube the 
smaller the size of the remaining SNF. Therefore in the greedy method the cube having the highest weight w 
is taken. Unfortunately, the size of the SNF indicates only in general the size of the smallest ESOP. There are 
some cases, where a slightly larger SNF needs less cubes in the smallest associated ESOP.  
 
4.  MIN-MAX-decision - the improved method  
 
The previously described steps of eliminating number of cubes in the SNF evaluates only the weight w 
(C-cover) from the rows and it was proven the fact of selecting the cube with highest C-cover might not be 
optimal (see discussion on the results). Additional information can be taken from the columns of the 
adjacency matrix. Note the sum of all values in each column is 2
n. That means that a cube of the SNF cSNF can 
be covered exactly form these cubes created by Exp(cSNF). The sum of all values in a column does not 
distinguish the cubes of the SNF, but a weighted sum of all C-covers, called WSOC, will be shown very 
efficient for selecting cubes for exact minimization. In other words WSOC is the sum for a column of such 
numbers of C-covers labeled by 1 in the adjacency matrix. The meaning of WSOC of cSNF is the larger the 
value of WSOC the easier cSNF be covered.  
In Table 2 for example the cube from the SNF (----) has a value of 139 (In this table the rows and 
columns are inverted, i.e. all possible cubes are now the columns and cubes of the SNF are rows). Also this 
table is simplified because shows only cubes already selected by the minimum value of WSOC however the 
original matrix of the initial SNF can be seen in table 1. This final cost for a cube in the SNF gives important 
additional information. The strategy is yet modified so as the algorithm search for a cube covered the least 
number of times by the sum of all possible added cubes WSOC.  
Summarized it can be expressed as a 
MIN-MAX-decision strategy. First the 
algorithm searches for the smallest WSOC and 
then among all cubes belonging to it selects the 
one with maximal C-cover. In the case more 
than one is available the selection is random. 
Once again, each time we select a cube to 
cover a part of our adjacency graph the matrix 
is remodeled according to the new function and 
SNF found and new coefficient are calculated. 
The main difference between the greedy 
algorithm searching for a cube with a maximum 
cover in the SNF and this method is the fact the 
use of a maximum cover cube might not be 
optimal and might not lead to an exact 
minimum of the ESOP. To sum this method, 2 
criteria are used: first, select the most difficult 
to cover cubes of the SNF having the lowest 
value of WSOC and second take the cube of the 
highest number of covered cubes (C-cover) in 
the selected subset of the SNF.  
 
5.  Complexity measure 
 
Another useful application of the SNF minimization is the function classification using the number of 
cubes in the SNF. Proposed, here is an analysis of dependence of number of cubes in the SNF and the number 
Table2.  Improved adjacency matrix 
 
      d   - - 0 1 - - 0 1 - - 0 1 - - 0 1 
      c   - 0 1 1 - 0 1 1 - 0 1 1 - 0 1 1 
      b   - - - - - - - - 0 0 0 0 1 1 1 1 
      a   - - - - 0 0 0 0 1 1 1 1 1 1 1 1  
abcd 
----   0> 0 0 0 0 0 0 0 0 0 0 1 1 0 0 1 1 +139 
--0-   3> 0 0 0 0 0 0 0 0 0 0 1 1 0 0 1 1 +139 
--10   7> 0 0 0 0 0 0 0 0 1 1 0 0 1 1 0 0 +139 
--11   8> 0 0 0 0 0 0 0 0 1 1 0 0 1 1 0 0 +139 
0---  27> 0 0 0 0 0 0 0 0 0 0 1 1 0 0 1 1 +139 
0-0-  30> 0 0 0 0 0 0 0 0 0 0 1 1 0 0 1 1 +139 
0-10  34> 0 0 0 0 0 0 0 0 1 1 0 0 1 1 0 0 +139 
0-11  35> 0 0 0 0 0 0 0 0 1 1 0 0 1 1 0 0 +139 
10—-  63> 0 0 1 1 0 0 1 1 0 0 0 0 0 0 0 0 +139 
100-  66> 0 0 1 1 0 0 1 1 0 0 0 0 0 0 0 0 +139 
1010  70> 1 1 0 0 1 1 0 0 0 0 0 0 0 0 0 0 +139 
1011  71> 1 1 0 0 1 1 0 0 0 0 0 0 0 0 0 0 +139 
11—-  72> 0 0 1 1 0 0 1 1 0 0 0 0 0 0 0 0 +139 
110-  75> 0 0 1 1 0 0 1 1 0 0 0 0 0 0 0 0 +139 
1110  79> 1 1 0 0 1 1 0 0 0 0 0 0 0 0 0 0 +139 
1111  80> 1 1 0 0 1 1 0 0 0 0 0 0 0 0 0 0 +139 
 
                        11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 
           4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4  of function having the same number of cubes in the SNF. In the 
Table 3 are all functions of 2, 3 and 4 variables classified 
according to the number of cubes they have in the SNF. In each 
section three columns can be seen. The leftmost column is the 
number of cubes in the SNF. The middle one is the number of 
functions among all functions from this group having the 
corresponding number of cubes in the SNF. The rightmost 
column is the number of cubes in the exact minimum of the 
ESOP.  
The first observation for the functions with 2 variables is 
the fact functions with medium complexity, E-Minimum equals 
1, and with 4 cubes in the SNF are the most numerous.  
Similar observations can be made for functions with 3 
variables, see graph 1. More in details it can be observed that a 
set of numbers of cubes in the SNF may correspond to the 
same number of cubes in the exact ESOP. Consequently, the 
number of cubes in the SNF is a more accurate measure of the 
complexity of a Boolean function than their number of cubes in 
the exact ESOP minimum. Interestingly groups emerge. As can 
be seen on the graph 1 the functions of three variables can be 
split in two groups: one where the number of functions is 
increasing with increasing number of cubes and a second one 
where the number of functions is decreasing with increasing 
number of cubes in the SNF. The explanation of the 
phenomenon is that that the largest number of the functions has 
a medium complexity. 
The last part of table 3 includes the functions with 4 
variables represented in graph 2. Again most functions have 
medium complexity, but two local maxima can be found. The 
first one is shaped by functions of 3 variables and can be seen 
by comparing both graphs. In the second maximum are 
functions really depending on 4 variables and having medium 
complexity. 
A general observation is that enlarging the number of 
cubes in the exact ESOP minimum corresponds to enlarging 
the number of cubes in the SNF. For each number of cubes in 
the exact minimum ESOP we can define an interval limited by 
the smallest and largest number of cubes in the SNF.  
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 Graph 1.  Normalized number of functions per line in 
table 3 for functions with 3 variables. 
Graph 2.  Normalized number of function per line in 
table 3 for functions with 4 variables.  
 
Table 3.   A classification of Boolean 
functions 
 
Number of Variables: 2 
Number of functions:16 
 
SNF(cubes): F:  E-Minimum: 
  0 1 0 
 4  9  1 
 6  6  2 
 
 
Number of Variable: 3 
Number of function: 256 
 
SNF(cubes): F:  E-Minimum: 
 0  1  0 
 8  27  1 
  12 54 2 
 14  108  2 
  16 54 3 
  18 12 3 
 
 
Number of Variable: 4 
Number of function: 65536 
 
SNF(Cubes): F:  E-Minimum: 
 0  1  0 
  16 81 1 
 24  324  2 
 28  1296  2 
 30  648  2 
 32  648  3 
 34  3888  3 
  36  6732  3: 6624|4:  108 
 38  7776  3 
  40  9234  3: 2592|4: 6642 
  42  14472  3:  216|4:14256 
  44  12636  4:12624|5:   12 
  46  5184  4: 3888|5: 1296 
 48  1944  5 
 50  648  5 
  54 24 6 For example the interval for exact minimum ESOP 
of 2 cubes in functions with 4 variables is 24 to 30. In 
opposite to functions with 2 or 3 variables such intervals 
may overlap in functions with 4 variables. In case of 
overlapping intervals separate numbers in the last column 
of table 3 shows the number of functions having different 
exact minimum ESOP. For example the notation 
3: 6624|4:  108 means there are 6624 functions with 3 
cubes and 108 function with 4 cubes in the exact 
minimum ESOP for 36 cubes in the SNF. Such an 
interval must not be continuous in terms of SNF-cubes as 
can be seen for the interval covering the exact minimum 
ESOP’s having 4 cubes. 
The number of cubes in the SNF may be the basis of 
a shell model of all Boolean functions. In the core of this 
model is located the Boolean function f = 0 having |SNF| 
= 0. The next shell is occupied by 3
n Boolean function 
having only one cube and |SNF| = 2
n. According the 
number of cubes in the minimal ESOP and their distances 
the Boolean functions are ordered into the next shells. In 
general the number of cubes of the exact minimal ESOP 
enlarges by the number of the shell, labeled by |SNF|. As 
shown in table 3 for function of 4 variables, there are 
some shells occupied by Boolean function having a 
difference of one in the number of cubes in the minimal 
ESOP.  
Another clear but necessary to mention property of 
this classification is the even number of cubes in each 
cluster. The SNF constructions always leave adjacency 
graphs with an even number of nodes and this is because 
the ESOP expansion generates from each cube 2
n cubes 
and the reduction operation removes always a pair of 
cubes.  
 
6.  Results and Comparisons 
 
This last part of the paper discusses the results and 
compares both presented algorithms for ESOP 
minimization using the SNF representation. On Table 4 
are presented results of a function minimization using the 
greedy algorithm.  
The table 1 is the initial table created from the 6 
input cubes in table 4. Here the strategy led to a result 
with 5 cubes as solution, however the exact minimum 
number of cubes calculated for this function was 4. With 
the additional data in table 4 it can be seen the algorithm 
takes the cube with a highest C-cover of 12. The 
transformation due to the removal of the cube will reduce 
the initial SNF of 44 cubes to 36. According to table 3 
functions with 36 cubes in the SNF have either 3 or 4 
cubes in the minimum ESOP. After this step the new 
function still needs 4 cubes in the exact minimum ESOP 
and is an example of the 108 functions with 36 cubes in 
the SNF. 
If instead of taking cube witch a C-cover of 12 
Table 5. One of result found by the optimized method 
  
Input Vectors: 
 
1  {----} 
2  {1000} 
3  {0010} 
4  {1001} 
5  {1111} 
6  {0110} 
 
Solution: 
 
1  Max = 11; Min = 139  {--0-} 
2  Max = 13; Min = 121  {10--} 
3  Max = 14; Min =  99  {1110} 
4  Max = 16; Min =  81  {0-11} 
 
Number of Cubes in the SNF:  44 
Number of cubes on input:   6 
Number of cubes on output:   4 
Table 6. Results obtained by the optimized MIN-
MAX -decision algorithm 
 
Number of variables:     4 
Number of Cubes in the SNF:  44 
Number of cubes on input:   6 
Number of cubes on output:   4 
Number of exact minimum:   4 
 
Input Vectors: 
 
7  {----} 
8  {1000} 
9  {0010} 
10  {1001} 
11  {1111} 
12  {0110} 
 
Exact minimums found (cubes of a column): 
 
{----}   {--11}   {--10}   {--0-} 
{100-}   {1010}   {1011}   {10--} 
{1111}   {11--}   {110-}   {1110} 
{0-10}   {0-0-}   {0---}   {0-11} 
Table 4. Result obtained by the greedy algorithm 
 
Input Vectors: 
 
1  {----} 
2  {1000} 
3  {0010} 
4  {1001} 
5  {1111} 
6  {0110} 
 
Solution: 
 
1  Max = 12; Min = 139  {1-1-} 
2  Max =  9; Min = 121  {----} 
3  Max = 13; Min = 109  {10--} 
4  Max = 12; Min =  99  {0010} 
5  Max = 16; Min =  81  {-110} 
 
Cubes in the SNF:  44 
Input cubes:     6 
Output cubes:  5 another cube with C-cover of 11 is taken the resulting SNF will have 38 cubes and according to table 3 all of 
these functions have an exact minimum ESOP of 3 cubes. Consequently the greedy method will not always 
find the optimal solution. All 5 cubes of the result from using the greedy method are the five lines in the lower 
part of the table 4. The Max coefficient corresponds to the largest C-cover defined previously and the Min is 
the smallest WSOC. It is interesting to notice while the WSOC decrease with each step the C-cover is not 
increasing two times. This shows once again the greedy strategy of selecting always the cube covering the 
maximum number of cubes in the SNF is not 
optimal. Locally optimal selection does not yield 
a global optimal solution. To compare with the 
improved method table 5 shows one of the results 
and table 6 shows all exact minimums found by 
this optimized method.  
Comparison between the bottom lines of 
table 5 shows the MIN-MAX method increases 
C-covers and decreases WSOC at each step. 
Moreover as table 6 shows all 4 exact minimums 
were found. Important point in this strategy is the 
fact the only calculation requirement is on the 
adjacency matrix. According to the tables 7-10 
the size of the original matrix in table 1 is 
reduced in each step by w
n 2 2 − , where the 
weight w means the C-cover. Remind in all here 
presented tables have the cubes from the SNF on 
the rows and all possible cubes on the columns, 
contrary to the initial table 1. Shown values of C-
covers and of WSOC are for the complete 
adjacency matrix each time reconstructed for 
each step, so the values cannot be obtained 
directly from the presented ones.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table 10.   Selected adjacency 
matrix for step 3 
 
      d   1    
      c   1   
      b   -   
      a   0   
abcd 
-0--  9>  1 +81 
-0-0 10>  1 +81 
-00- 12>  1 +81 
-000 13>  1 +81 
-1-- 18>  1 +81 
-1-0 19>  1 +81 
-10- 21>  1 +81 
-100 22>  1 +81 
10-- 63>  1 +81 
10-0 64>  1 +81 
100- 66>  1 +81 
1000 67>  1 +81 
11-- 72>  1 +81 
11-0 73>  1 +81 
110- 75>  1 +81 
1100 76>  1 +81 
 
          16 
          16 
 
Table 7.  Selected adjacency matrix for step 0 
 
      d   - - 0 1 - - 0 1 - - 0 1 - - 0 1 
      c   - 0 1 1 - 0 1 1 - 0 1 1 - 0 1 1 
      b   - - - - - - - - 0 0 0 0 1 1 1 1 
      a   - - - - 0 0 0 0 1 1 1 1 1 1 1 1  
abcd 
----   0> 0 0 0 0 0 0 0 0 0 0 1 1 0 0 1 1 +139 
--0-   3> 0 0 0 0 0 0 0 0 0 0 1 1 0 0 1 1 +139 
--10   7> 0 0 0 0 0 0 0 0 1 1 0 0 1 1 0 0 +139 
--11   8> 0 0 0 0 0 0 0 0 1 1 0 0 1 1 0 0 +139 
0---  27> 0 0 0 0 0 0 0 0 0 0 1 1 0 0 1 1 +139 
0-0-  30> 0 0 0 0 0 0 0 0 0 0 1 1 0 0 1 1 +139 
0-10  34> 0 0 0 0 0 0 0 0 1 1 0 0 1 1 0 0 +139 
0-11  35> 0 0 0 0 0 0 0 0 1 1 0 0 1 1 0 0 +139 
10—-  63> 0 0 1 1 0 0 1 1 0 0 0 0 0 0 0 0 +139 
100-  66> 0 0 1 1 0 0 1 1 0 0 0 0 0 0 0 0 +139 
1010  70> 1 1 0 0 1 1 0 0 0 0 0 0 0 0 0 0 +139 
1011  71> 1 1 0 0 1 1 0 0 0 0 0 0 0 0 0 0 +139 
11—-  72> 0 0 1 1 0 0 1 1 0 0 0 0 0 0 0 0 +139 
110-  75> 0 0 1 1 0 0 1 1 0 0 0 0 0 0 0 0 +139 
1110  79> 1 1 0 0 1 1 0 0 0 0 0 0 0 0 0 0 +139 
1111  80> 1 1 0 0 1 1 0 0 0 0 0 0 0 0 0 0 +139 
 
                        11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 
          4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 
Table 8.   Selected adjacency 
matrix for step 1 
 
      d   1  -  
      c   1  –  
      b   -  0  
      a   0  1  
abcd 
0-10 34> 0  1 +121 
0-11 35> 0  1 +121 
0111 53> 0  1 +121 
10—- 63> 1  0 +121 
10—0 64> 1  0 +121 
11—- 72> 1  0 +121 
 
         13 13 
          3  3 
Table 9.   Selected adjacency 
matrix for step 2 
 
      d   1  0  
      c   1  1  
      b   -  1  
      a   0  1  
abcd 
0--1 29> 0  1 +99 
0-01 32> 0  1 +99 
11—0 73> 1  0 +99 
1100 76> 1  0 +99 
 
         14 14 
          2  2 The table 7 presents 16 cubes covering 4 cubes of the minimal WSOC of 139 and having a C-cover of 
11 in general. Each of these cubes is a possibility to start the minimization. Note the maximal C-cover of 12 
does not cover this part of SNF cubes. Depending on the starting point of the algorithm the solution will be 
different and starting with each cube all possible solutions will be found (see table 6).  
 
7.  Conclusion and future work 
 
It was shown that the SNF includes important information for finding the exact minimal ESOP. Taking 
cubes with a low number of the coefficient C-cover can not lead to a minimal ESOP. A greedy method takes 
in each step a cube with the highest value of the coefficient C-cover, which is only a local optimum. The 
MIN-MAX-decision algorithm takes advantage form one more coefficient calculated from the SNF. This 
coefficient is the weighted sum of C-covers WSOC and combined with the C-cover leads to the exact 
minimum ESOP.  
One more result is that the number of cubes of the SNF allows distinguishing between classes of 
Boolean functions having the same number of cubes in the exact minimal ESOP. Based on this the 
distribution of the complexity over all Boolean functions was evaluated and the shell model of all Boolean 
functions was suggested.   
Further work on these ideas will show the relations between classes of Boolean functions and 
distributions of C-covers of the SNF. However the state of art in the exact minimization of the ESOP form 
remains problematic because the expansion of cubes is exponential (2
n). This is one of the major 
disadvantages of this method. The matrix of the SNF in its original form is calculated only once and next step 
exponentially decrease the size of required information. The calculation of the C-cover and WSOC 
coefficients can be further optimized and requires smart tools to extract information from previous steps. 
Further calculations of functions with 5, 6 and 7 variables are required to prove the algorithm is efficient and 
that the classification so as the exact ESOP minimum can be efficiently found. 
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