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Introduction 
The Kondo effect, known for nearly 80 years is one of the first discovered correlation 
phenomena in solid state physics [1]. The phenomenon arises due to the presence of 
magnetic elements with partially filled d-, or f-orbitals in a non-magnetic host metal. As a 
result, a variety of low temperature thermodynamic anomalies can be observed, which are 
summarized by the term Kondo effect. The most prominent macroscopic hallmark is the 
resistance minimum at low temperature found for metals with magnetic impurities. From a 
microscopic point of view, the magnetic atoms have localized spins and thus internal degrees 
of freedom, which can interact with the surrounding conduction electrons of the metal. For 
low temperature the impurity spin is effectively screened by the conduction electrons. 
Although the phenomenon is well-known for a long time, the theoretical descriptions as well 
as the experimental investigations are challenging subjects of modern solid state research. 
The transition in particular from systems where the impurities can be treated individually 
towards dense systems is of fundamental interest. In the latter case where the density of 
magnetic impurities is sufficiently high, they can no longer be treated individually. The 
interplay between both the interaction between the impurities and the interaction with the 
conduction electrons is expected to provide the driving force for the emergence of strongly 
correlated electron physics in many materials. Especially materials where the local moments 
are arranged in a periodic array, so-called heavy-fermion systems [2]
1
 are widely studied 
during the last decades. In general, the correlations in the electronic system give rise to 
physics beyond the single particle picture. A correct description of localized moments in a 
metal requires a full many-body treatment. 
Experimentally, strongly correlated electron systems have been investigated mainly by 
macroscopic transport (electrical resistivity) and thermodynamic measurements (specific 
heat, magnetic susceptibility and thermal expansion) [2, 3] or high-resolution photoemission 
electron spectroscopy (PES) and inverse photo emission spectroscopy (IPES) [4]. As a result 
of their limited spatial resolution these techniques always probe a very large ensemble of 
impurities. Using these methods only a global characterization with no local information of 
the material can be obtained. This is in contrast to theoretical calculations considering only 
finite microscopic systems or systems of reduced dimensionality. This discrepancy often 
allows only comparing universal features and no system specific details. In order to 
investigate details and to further understand the impact of defects or disorder on the 
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Since the localized magnetic moments and their correlation to the conduction electrons may give rise 
to electron quasi-particle masses up to thousand times higher than the bare electron mass, these 
materials are called heavy-fermion systems. 
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properties of strongly correlated systems, experimental tools with high spatial and spectral 
resolution are required. 
The rapidly developing field of scanning tunneling microscopy (STM) and spectroscopy 
(STS) paved the way to tackle single-impurity [5] and two-impurity Kondo physics [6-10]. 
Since the first STM studies in 1998 [11, 12] showing Kondo fingerprints (see Figure I.1) 
many experiments on magnetic atoms and molecules on metal surfaces have been carried 
out. 
 
Figure I.1: Manifestation of the Kondo effect on single magnetic adatoms. a, Sketch of 
a single magnetic impurity located on a crystalline surface. b, Experimental STS results for 
single cobalt atoms on an Au(111) surface taken from [12]. In the spectroscopic data, a 
dip-like feature appears above the cobalt atom, which is interpreted as a fingerprint of the 
Kondo effect. In contrast, the bare Au(111) surface shows no signature in the differential 
conductivity around zero sample bias voltage. 
With its unprecedented control the STM technique allows for the first time to investigate 
phenomena that occur on very small length and energy scales. It turns out that in an STM 
experiment the Kondo signature cannot be characterized by only one single feature, e.g. a 
peak or a dip, but also by asymmetric line shapes. This is in contrast to PES and IPES 
showing always a peak-like structure in the spectrum. 
Studies which investigate the dependence of the Kondo signature on the lateral distance 
showed that the Kondo signature rapidly vanishes with increasing distance from the 
atom [12-14]. This is in contrast to theory [15-17], which predicts a spatially extended 
Kondo feature. In addition, the interaction of two neighboring Kondo impurities only plays 
an important role for an interatomic distance of a few angstroms [6-9]. For a greater distance 
a coupling between the impurities can be achieved when the magnetic atoms are connected 
by a non-magnetic atomic chain [10]. The missing spatial extension of the Kondo signature 
and the weak interaction between the magnetic atoms and molecules on noble metal surfaces 
make it rather complicated to compare the results to macroscopic measurements of strongly 
correlated systems. 
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A new experimental approach to study single impurities was introduced by A. Weismann 
and colleagues [18]. It turns out that it is generally possible to investigate individual atoms 
below metal surfaces by STM [19, 20]. The impurities act as local scattering centers 
modifying the local density of states (LDOS) around the impurity. The interference pattern at 
the surface can be measured and analyzed as function of applied bias voltage. 
 
Figure I.2: A sketch of the experimental part presented in this thesis. Silver, cobalt and 
iron impurities embedded below a Cu(100) surface are investigated by means of low 
temperature scanning tunneling microscopy and spectroscopy. 
Following the idea of embedded impurities, in this thesis silver (Ag), iron (Fe) and cobalt 
(Co) atoms buried below a Cu(100) surface are investigated using low temperature STM and 
STS (       ). In Figure I.2 a sketch of the experiment is depicted. Single Fe and Co atoms 
belong to the 3d transition metals and both exhibit a partially filled d-orbital. From 
macroscopic measurements [3], showing the Kondo effect, it is well-known that the local 
moment of Fe and Co survives in copper. Silver atoms are non-magnetic and represent a 
control experiment to verify that the observed features of Fe and Co can be related to their 
localized moment. 
This thesis focuses on single impurity-Kondo physics and the transition towards coupled 
Kondo systems in real space. Although the STM is a surface sensitive method the results can 
be directly related to bulk properties, which is in contrast to adatom systems. Therefore, the 
experimental findings are not only relevant for artificially nanostructures but also may be 
relevant for bulk systems. In particular, the results obtained on the nano scale can be 
compared for the first time to the macroscopic properties of the material. 
The work is structured as follows: In chapter 1 the sample preparation and the low 
temperature STM and its underlying theory are introduced. The signatures caused by the 
bulk impurities are strongly related to the band structure of the copper crystal. The local 
density of states in the vicinity of an impurity will be discussed in chapter 2. 
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Measurements of single isolated magnetic Co and Fe atoms embedded below a Cu(100) 
surface are presented in chapter 3 showing that magnetic sub-surface impurities offer a 
hitherto unobserved spatially extended Kondo signature. The main idea for the description of 
Kondo bulk impurities is the separation of the electron propagation, determined by the host 
properties, and the scattering characteristics of the impurity, which is strongly affected by the 
Kondo effect. A simulation combining band structure calculations and many-body 
calculations
2
 is able to reproduce the main experimental findings. A detailed analysis of 
spectroscopic data as function of lateral tip position and impurity distance below the surface 
reveals an oscillation of the line shape of the Kondo signature, which has been predicted 
theoretically in the past but so far was not observed in the experiment. 
A control experiment to verify that the observed features for magnetic Fe and Co are really 
due to their localized magnetic moment is presented in chapter 4. Here non-magnetic Ag 
impurities are considered. While for magnetic Co and Fe impurities the signature strongly 
depends on the applied bias voltage for Ag atoms only a minor dependence is found - the 
scattering behavior seems to be nearly energy independent. Nevertheless, spectroscopic data 
reveal an unexpected small kink around zero bias voltage. Up to now the physical origin of 
this feature not related to Kondo physics is not fully clear. 
In chapter 5 systems with higher Fe doping concentrations are considered. These samples 
allow investigating not only single isolated impurities but also two neighboring atoms. Fe 
dimers show a considerably different spectral signature as compared to single impurities 
taken on the same sample. The observed Kondo features are strongly altered or even 
suppressed due to the presence of the second Fe atom. It turns out that the behavior strongly 
depends not only on the interatomic distance but depends crucially on the atomic 
configuration of the dimer with respect to the host lattice. Comparing the experimental 
findings with recent first-principles calculations
3
 demonstrates that the properties of two 
neighboring iron atoms can be related to the indirect Rudermann-Kittel-Kasuya-Yosida 
(RKKY) interaction. The calculation is able to reproduce both the strength as well as the 
strong directionality of the magnetic interaction found in the experiment. In chapter 6 the 
experimental findings are compared to previous works on adatom systems followed by a 
discussion of the perspective for magnetic bulk impurity systems. Finally, in chapter 7 the 
results of this thesis are summarized. 
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The simulation and the many-body calculations originate from collaboration with Piet E. Dargel, 
Robert Peters and Thomas Pruschke from the Institute for Theoretical Physics at the University of 
Göttingen, Germany. 
3
The first-principles calculations originate from collaboration with Mohammed Bouhassoune and 
Samir Lounis from the Institute for Advanced Simulation at the Research Centre Jülich, Germany. 
In aller Kürze 
Der Kondo-Effekt ist seit über 80 Jahren Gegenstand der Forschung und einer der ersten 
entdeckten Korrelations-Phänomene der Festkörperphysik [1]. Der Effekt tritt immer dann 
auf, wenn magnetische Störstellen mit partiell gefüllten d- oder f-Orbitalen in einem 
nicht-magnetischen Metall vorhanden sind. In einem solchen System beobachtet man eine 
Reihe von thermodynamischen Anomalien, die zusammenfassend als Kondo-Effekt 
bezeichnet werden. Eine der wichtigsten Eigenschaften dieser Materialien ist ein lokales 
Minimum des elektrischen Widerstands, das bei sehr tiefen Temperaturen beobachtet wird. 
Das magnetische Atom hat einen lokalisierten Spin und damit einen internen Freiheitsgrad, 
der mit den ihn umgebenden Elektronen interagiert. Obwohl der Kondo-Effekt seit langen 
bekannt ist, wird er immer noch experimentell und theoretisch untersucht. Insbesondere der 
Übergang von einer einzelnen Kondo Störstelle hin zu einem dichten System ist aus 
physikalischer Sicht interessant. In einem dichten System können die Störstellen nicht mehr 
als unabhängig voneinander betrachtet werden. Hier muss die Wechselwirkung zwischen den 
Störstellen sowie die Wechselwirkung jeder einzelnen Störstelle mit den umgebenden 
Elektronen berücksichtigt werden. Es wird vermutet, dass das Zusammenspiel beider 
Prozesse der Schlüssel für das Verständnis von stark korrelierten Elektronensystemen und 
ihrer Eigenschaften ist. In den letzten Jahrzehnten sind vor allem Materialien, in denen 
magnetische Störstellen periodisch angeordnet sind, sogenannte Schwere-Fermionen 
Systeme in den Blickpunkt gerückt [2]. Allgemein zeigen stark korrelierte 
Elektronensysteme Eigenschaften, die sich nicht mehr mit dem üblichen 
quantenmechanischen „Einteilchenbild“ beschreiben lassen. Eine korrekte Beschreibung 
erfordert die Berücksichtigung der „Vielteilchennatur“ eines solchen Systems. 
Experimentell wurden stark korrelierte Elektronensystemen hauptsächlich durch 
makroskopische Transportmessungen (elektrischer Widerstand), thermodynamische 
Messgrößen (spezifische Wärme, magnetische Suszeptibilität und thermische 
Ausdehnung) [2, 3] sowie durch optische Experimente (PES / IPES) [4] charakterisiert. All 
diese Methoden haben gemeinsam, dass sie ein makroskopisches Ensemble von 
magnetischen Störstellen messen. Dies erlaubt experimentell nur globale und keine lokalen 
Aussagen über die Eigenschaften zu treffen. Die Ergebnisse sind häufig nur schwer mit 
theoretischen Modellen oder Vorhersagen zu vergleichen, da diese nur mikroskopische 
Systeme oder Systeme mit reduzierter Geometrie untersuchen. Aus diesem Grund werden 
meistens nur universelle Eigenschaften und keine systemspezifischen Details betrachtet. Zur 
Untersuchung von lokalen Eigenschaften, z.B. dem Einfluss von Defekten oder Unordnung 
auf das Verhalten von stark korrelierten Elektronensystemen, sind Messmethoden 
erforderlich, die eine hohe Orts- sowie Energieauflösung besitzen. 
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Die Erfindung des Rastertunnelmikroskops ermöglicht zum ersten Mal einen 
experimentellen Zugang den Kondo-Effekt lokal zu untersuchen. Erste 
Rastertunnelmikroskop-Messungen im Jahr 1998 [11, 12] an magnetischen Adatomen auf 
einer Metalloberfläche konnten eine Resonanz bei der Fermienergie in der differentiellen 
Leitfähigkeit als Signatur des Kondo-Effekts nachweisen. Die gemessene Signatur ist stark 
von dem untersuchten System abhängig. Insbesondere ob eine Erhöhung, eine Vertiefung 
oder ein asymmetrischer Verlauf der differentiellen Leitfähigkeit beobachtet wird, hängt sehr 
stark von dem spezifischen System, dem magnetischen Atom / Molekül und dem Substrat 
ab. Dieses Verhalten stellt einen Unterschied zur Photoemissionsspektroskopie (PES / IPES) 
dar, bei der der Kondo-Effekt nur durch eine einzige Signatur beschrieben werden kann: 
Einen Peak bei der Fermienergie. 
Seit 1998 werden einzelne magnetische Adatome [5] und Moleküle sowie deren 
Wechselwirkung mit dem Rastertunnelmikroskop untersucht [6-10]. Bei all diesen Studien 
konnte eine scharfe Resonanz bei der Fermienergie direkt über dem magnetischen Atom 
beobachtet werden. Im Gegensatz zu theoretischen Vorhersagen [15-17] verschwindet diese 
Signatur, wenn man nicht direkt über der magnetischen Störstelle misst [12-14]. Zudem wird 
zwischen zwei Störstellen nur für sehr kleine Abstände, im Bereich von wenigen Ångström, 
eine Wechselwirkung beobachtet [6-9]. Für größere Abstände wird nur eine Kopplung 
gemessen, falls die magnetischen Störstellen durch eine Kette aus nichtmagnetischen 
Atomen verbunden werden [10]. Die fehlende räumliche Ausdehnung des Kondo-Effekts 
sowie die schwache Wechselwirkung zwischen zwei Atomen erlaubt zurzeit keinen 
Vergleich zu bisherigen makroskopischen Messungen stark korrelierter Elektronensysteme. 
Einen neuen experimentellen Ansatz für die Untersuchung von Kondo Systemen liefert 
A. Weismann [18]. Dabei zeigt sich, dass es generell möglich ist, auch einzelne Störstellen 
unterhalb einer Metalloberfläche mit dem Rastertunnelmikroskop zu betrachten [19, 20]. Die 
Störstellen bilden lokale Streuzentren an denen die Leitungsbandelektronen streuen. Das 
Ergebnis ist ein stehendes Wellenmuster, das an der Oberfläche beobachtet wird. Dieses 
Streumuster kann mit Hilfe des Rastertunnelmikroskops gemessen und als Funktion der 
angelegten Spannung untersucht werden. 
Basierend auf diesem Ansatz werden in dieser Arbeit unter der Cu(100)-Oberfläche 
vergrabene Eisen-, Kobalt- und Silberatome mit dem Rastertunnelmikroskop bei tiefen 
Temperaturen (       ) betrachtet. Eisen und Kobalt gehören zu den Übergangsmetallen 
und haben jeweils ein nicht vollständig gefülltes d-Orbital in der Gasphase. Von 
makroskopischen Messungen ist bekannt, dass beide Elemente magnetische Störstellen in 
Kupfer sind [3]. Silber hingegen ist eine nichtmagnetische Störstelle und repräsentiert eine 
Art Kontrollexperiment mit dem das Verhalten magnetischer und nichtmagnetischer Atome 
unterschieden werden kann. 
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Den Schwerpunkt dieser Arbeit stellt der Übergang von einer einzelnen Kondo Störstelle hin 
zu einem System aus interagierenden Störstellen dar. Obwohl das Rastertunnelmikroskop 
Eigenschaften von Oberflächen misst, können die Ergebnisse mit vorhandenen 
makroskopischen Messungen verglichen werden. Aus diesem Grund sind die Ergebnisse 
dieser Arbeit nicht nur für das Verständnis der Physik von Nanostrukturen sondern auch für 
das Verständnis von Volumenphysik relevant. Die lokalen Ergebnisse können zum ersten 
Mal mit Ergebnissen makroskopischer Messungen verglichen werden. 
Die Arbeit gliedert sich wie folgt: In Kapitel 1 wird die Probenpräparation und der 
theoretische Hintergrund für die Rastertunnelmikroskopie kurz vorgestellt. Die beobachtete 
Signatur von vergrabenen Störstellen ist eng verknüpft mit der elektronischen Struktur des 
Kupferkristalls. Die resultierenden Ladungsdichteoszillationen und ihre Eigenschaften 
werden im Kapitel 2 vorgestellt. 
Die Messungen an einzelnen unter der Cu(100) Oberfläche vergrabenen Eisen- und 
Kobaltatomen werden im Kapitel 3 diskutiert. Im Gegensatz zu bisherigen Arbeiten zeigen 
vergrabene magnetische Störstellen einen räumlich ausgedehnten Kondo-Effekt. Das 
zugrunde liegende Konzept basiert auf einer Trennung von der Elektronenpropagation, die 
durch die Bandstruktur beschrieben wird und der Streueigenschaft der Störstelle selbst, die 
stark von dem Kondo-Effekt modifiziert ist. Eine Simulation, die Bandstruktur sowie die 
Vielteilchennatur des Kondo-Effekts berücksichtigt, ist in der Lage die experimentellen 
Ergebnisse zu reproduzieren. Eine detaillierte Studie der Kondo Signatur als Funktion des 
Abstandes zur Störstelle zeigt eine Oszillation der beobachteten Linienform. Dieses 
Verhalten, dass vor langer Zeit vorhergesagt wurde, kann hier zum ersten Mal experimentell 
verifiziert werden. 
Um zu zeigen, dass das beobachtete Verhalten wirklich mit dem lokalen magnetischen 
Moment der Eisen- und Kobaltstörstellen zusammenhängt, werden im Kapitel 4 Messungen 
an nichtmagnetischen Silberstörstellen vorgestellt. Während das Streumuster für 
magnetische Atome sehr stark von der angelegten Spannung abhängt, wird für Silber nur 
eine geringfügige Änderung beobachtet. Das Streuverhalten ist hier nahezu 
Energieunabhängig. Dieses Ergebnis stimmt mit theoretischen Vorhersagen überein. 
Hochaufgelöste Spektroskopische Messungen zeigen jedoch einen „ nick” nahe der 
Fermienergie. Der physikalische Ursprung dieser Besonderheit ist zurzeit noch nicht 
abschließend geklärt. 
In Kapitel 5 werden Systeme mit einer höheren Eisendotierung untersucht. Die Proben 
erlauben die Untersuchung von Wechselwirkungen zwischen zwei benachbarten Störstellen, 
sogenannten Dimeren. Diese zeigen im Vergleich zu der einzelnen Eisenstörstelle auf 
derselben Probe signifikant andere Eigenschaften. Die Signatur des Kondo-Effekts hängt 
hier von der genauen Geometrie des Dimers ab. Es kann zu einer spektralen Verbreiterung 
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der Signatur oder sogar zum Verschwinden des Kondo-Effekts kommen. Welches Verhalten 
beobachtet wird, hängt nicht nur vom geometrischen Abstand der Eisenatome ab, sondern 
auch von deren Anordnung im Kristallgitter. Ein Vergleich der experimentellen Ergebnisse 
mit Dichtefunktionalrechnungen zeigt, dass die magnetische Wechselwirkung zwischen den 
Atomen sich mit Hilfe der Rudermann-Kittel-Kasuya-Yosida (RKKY) Wechselwirkung 
beschreiben lässt. Die Simulation kann sowohl die Stärke als auch die 
Richtungsabhängigkeit beschreiben. Im Kapitel 6 werden die experimentellen Ergebnisse 
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1 Experimental setup and background 
The experimental task of this thesis is to prepare magnetic and non-magnetic bulk impurities 
and to investigate these systems by scanning tunneling microscopy (STM). In the first part of 
this chapter the sample preparation will be described. The main experimental 
instrumentation, the low temperature STM as well as the standard theory for the 
interpretation are introduced in the second part. 
1.1 Sample preparation 
The basic idea of preparing single sub-surface atoms is very simple. Starting with a clean 
Cu(100) single crystal a thin alloy containing the host and the impurity material is epitaxially 
grown onto the substrate by using two electron beam evaporators. In order to get a 
well-defined sample system, the preparation has to meet several requirements. For the 
investigation of single atoms a low concentration of impurities is sufficient. Therefore, the 
host evaporator operates at moderate rates ( -    min, monolayer per minute), whereas the 
second one is kept at very low deposition rates ( .    min). To avoid unwanted 
contamination the whole preparation is performed under ultra-high vacuum (UHV) 
conditions      -  mbar  using high purity materials and a carefully cleaned substrate. 
Furthermore, the resulting surface should provide large atomically flat areas to get a 
well-defined tunneling geometry. 
1.1.1 UHV preparation chamber 
The sample preparation is carried out in a mobile UHV-chamber. In combination with a 
valve and a turbo-molecular pump this chamber allows an immediate transfer of the sample 
to various existing UHV-chambers for example the STM-chamber or the characterization 
chamber without breaking the vacuum. After 48 hours bake-out at        a base pressure of 
      -   mbar is achieved. 
For the sample preparation the chamber is equipped with three independent operating 
electron beam evaporators, an ion sputtering system and a pyrometer for non-contact 
temperature measurement. The sample is mounted below a liquid nitrogen (LN2) tank which 
allows cooling of the sample. Using a tungsten filament the sample can be heated from the 
back side of the crystal. With this setup substrate temperatures from 100 K up to 1300 K can 
be achieved. Additionally, the sample holder possesses six electrical contacts (multi-segment 
sample holder). The electrical contact is necessary to apply a high voltage to the sample in 
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order to perform electron beam heating and to suppress ion bombardment during 
evaporation. Furthermore, the electrical contact is used to ground the sample during 
sputtering. The current directly gives rise to the amount of argon ions hitting the sample per 
second. A detailed description of the sample preparation chamber can be found in [21, 22]. 
1.1.2 Single crystal preparation and characterization 
As substrate material a single crystal of copper is used in this work, which is commercially 
available from MaTeck, Jülich. The crystal is 1 mm thick and has a hat-like shape with 
diameters of  .  mm and  .  mm, respectively. The surface is oriented normal to the [100] 
direction with an accuracy better than 0.1 % and polished to a roughness smaller than    nm. 
According to the specification the purity is better than   .     . 
In order to get a well-defined epitaxial growth of the copper alloy one needs a clean and 
atomically flat substrate. In case of the Cu(100) single crystal substrate this goal can be 
achieved by cycles of argon ion bombardment at room temperature followed by electron 
beam heating. Typically ten cycles are enough to achieve a clean surface. The ion 
bombardment leads to sputtering of the surface as well as to argon implantation in the 
surface region. Both effects lead to a distorted crystalline structure at the surface. The 
crystalline structure is recovered by a short annealing step. The temperature must be high 
enough or the duration long enough that all implanted argon atoms diffuse to the surface and 
leave the sample. Moreover, during the annealing bulk defects segregate towards the surface. 
They are removed in subsequent sputtering steps. In the following a detailed description of 
the methods for the Cu(100) single crystal preparation will be given. 
Sample holder 
The sample holder has to fulfill several requirements: on the one hand a good thermal 
contact to the cryostat is essential. On the other hand to heat only the crystal and not the 
whole sample holder an electrical insulation is necessary for the application of electron beam 
heating. To meet these requirements the sample holder consists of two different sized 
dovetail-shaped blocks made of stainless steel. The blocks are hold together by a 
sapphire-slab on which the copper crystal is placed. Sapphire is an electrical insulating 
material which has a high thermal conductivity. To beware of contamination by secondary 
sputtering effects the single crystal of copper is pressed with caution onto the sapphire-slab 
by a copper plate or copper-covered molybdenum plate. The complete design of the sample 
holder is sketched in Figure 1.1. 
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Figure 1.1: Design of the low temperature sample holder. The Cu(100) crystal is fixed 
onto the sapphire slab by a copper plate. An electrical contact to the crystal is provided by 
the backward small stainless steel block. 
The crystal can be electrically contacted by the small stainless steel block. A hole in both, 
the big block and the sapphire-slab gives access to the back side of the crystal. For the 
electron beam heating process a tungsten wire can be inserted in this opening. The geometry 
of the sample holder and the hat-like shape of the crystal avoid direct trajectories between 
sample holder and the crystal surface. Therefore, a contamination by secondary processes 
during argon sputtering is suppressed. 
Argon sputtering 
For removing surface material a sputtering source (IQE11/35 by SPECS, Berlin) is used. The 
general concept of sputtering can be summarized as follows: Argon atoms, entering the 
preparation chamber through a variable leak valve, are ionized by an electron beam and 
accelerated to the sample by a high voltage. By tuning the pressure in the chamber and by 
measuring the ion flux on the sample the intensity of the argon ion beam is adjustable. 




 with     e  ion beam energy. 
At the beginning of the preparation the sputtering goes on for one hour to remove the oxide 
film and structures coming from prior experiments. After the sample is sputtered for one 
hour, the sputtering time is reduced to 20 minutes for all following cleaning cycles. 
Annealing 
The sample heating is realized by electron bombardment. A tungsten wire is brought into 
close contact to the backside of the crystal using a z-micrometer drive. Filament currents in 
the order of  –    lead to a thermal emission of electrons that are accelerated to the crystal 
by applying a positive voltage to the sample. This setup allows powers up to     resulting 
in temperatures up to       . The temperature can be monitored by a pyrometer (IM120 by 
IMPAC, Frankfurt) in the range from    –      . For the emissivity of the clean Cu(100) 
surface a value of     is proposed [21]. During the annealing process the crystal is heated 
up by a rate of approximately      min to a final temperature of      . When the 
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temperature is reached, it is kept constant for 10 minutes followed by a step by step cool 
down extended over 10 minutes. For the last cycle, before starting the thin film epitaxy the 
annealing time is reduced to 5 minutes to avoid segregation of bulk defects. 
Substrate characterization 
The single crystal preparation procedure is tested by the non-local surface sensitive methods 
low energy electron diffraction (LEED) and Auger electron spectroscopy (AES). These two 
methods allow investigating the crystalline quality of the sample and the chemical 
composition of the surface after the preparation, respectively.  
 
Figure 1.2: Characterization of the prepared Cu(100) surface. a, AES spectra (shifted 
vertically for clarity) before and after several cycles (3, 5, 9) of sputtering and heating. 
Characteristic energy intervals for the atomic species C, O and Cu are highlighted by color. 
b, After the cleaning procedure the LEED diffraction pattern taken at 170 eV reveals sharp 
peaks. c, In the STM topography (150 nm x 150 nm, 1 V, 50 pA) a flat surface is observed 
which offers large and defect free terraces. 
In Figure 1.2a the AES spectrum before the cleaning procedure is shown. By comparing the 
signature with reference spectra [23] one observes that besides copper (Cu) also oxygen (O), 
carbon (C) and molybdenum are present at the beginning of the sample preparation. After 
three cycles of sputtering and heating the oxygen and the carbon signature decreases while 
the intensity of the copper peaks increases. Finally, after nine cycles no signature of carbon 
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and oxygen is observed. This shows that the cleaning procedure works very well resulting in 
a defect free surface. Only peaks referred to molybdenum and copper are found in the 
spectrum. The peaks belonging to molybdenum are due to defocussing of the electron beam 
which hits not only the crystal but also the sample holder. 
The crystalline quality is analyzed by the LEED diffraction pattern, see Figure 1.2b. It shows 
sharp peaks resembling the diffraction characteristics of an fcc-crystal structure. The high 
quality of the cleaned Cu(100) substrate is confirmed by a high resolution STM topography 
(see Figure 1.2c) revealing large and homogeneous terraces, which are separated by atomic 
steps. 
1.1.3 Epitaxy of diluted Cu films 
To get well-defined alloys only high purity materials are used in this work. The materials 
were purchased from Alfa Aesar and have a purity of   .     (Co, Fe),   .    (Ag) and 
  .      (Cu). Before the deposition, the evaporators are outgassed for roughly two hours. 
This means that they are kept at high flux rates (compared to the actual thin film epitaxy) 
until the pressure in the preparation chamber is constant. 
After manufacturing a clean and flat Cu(100) surface, thin films of diluted copper are 
deposited onto the clean substrate. Therefore, electron beam evaporators (e-beam by 
TECTRA, Frankfurt) are used. Electrons which are emitted by a tungsten filament are 
accelerated due to high voltage to the material to be evaporated. The evaporant, which is 
either a rod (Co and Fe) or located in a tungsten crucible (Cu and Ag), is heated up and goes 
into the gas phase. A small fraction of these vapor-phase atoms are ionized by the electron 
beam. A part of the ionized atoms can be captured and used to control the material flux. A 
detailed description of the evaporators, their functionality as well as their close-loop control 
is given in [18, 21, 22, 24, 25]. In the following only the most important facts and parameters 
for the preparation of Ag-, Co- and Fe-diluted copper films will be discussed. 
It turned out that for the deposition of copper one has to take care of positively charged 
atoms. Although they are useful for the control of the flux they are repelled by the crucible 
and directly accelerated to the sample. The ion flux, measured directly at the sample using a 




. This value and the energy of the ions 
(   –     e ) are comparable to the argon bombardment used for cleaning the crystal. As a 
result, the ionized atoms have an impact on the morphology and the growth process for thin 
copper films. A detailed study of the influence of sputtering during growth of copper on 
Cu(100) can be found in [25]. To avoid the sputtering effect a high positive voltage 
(   –      ) is applied to the crystal during the evaporation. 
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In order to investigate single individual isolated impurity atoms one has to be able to prepare 
alloys which contain only small defect concentrations of lower than  .  . One possibility is 
to use very low deposition rates for the impurity material. The lowest stable rates which can 
be realized for iron, cobalt and silver are in the order of  .    min. To achieve impurity 
concentration of less than  .  , this implies a copper deposition rate of more than 
      min. These high rates cannot be reached for the electron beam evaporation of 
copper. To obtain low concentrations for moderate copper flux rates computer controlled 
stepper motors are attached to the shutter of the evaporator containing the impurity material. 
The stepper motors provides shutter opening times down to 50 milliseconds. Using this setup 
the deposition of thin copper films with small defect concentrations up to  .    is possible 
by using moderate copper fluencies of about  . –    min. In the following the preparation 
of Co-, Fe- and Ag-diluted copper films is described in detail. 
Co in Cu(100) 
After the cleaning procedure six monolayers of copper were deposited onto the substrate 
using a deposition rate of     min. In a next step, under continuous copper deposition the 
cobalt shutter is opened for 100 milliseconds every minute for twelve minutes. At the same 
time, the deposition rate for Co is stabilized at  .     min. This value theoretically 
corresponds to a cobalt concentration of      .   
 
and is in good agreement to the 
concentration that is observed in the experiment [25]. Finally, two layers of pure copper are 
deposited. The whole epitaxy is carried out at a substrate temperature
4
          to ensure 
a layer by layer growth resulting in a very flat surface [25]. 
Fe in Cu(100) 
First attempts trying the same recipe for the preparation of iron doped copper films result in 
a high number of iron clusters located in the surface layer. Nearly all Fe atoms segregate to 
the surface layer for the same growth conditions as for Co (        ). A way to reduce 
the mobility of the iron atoms during epitaxy is to go to lower temperatures. Therefore, the 
substrate is cooled down to       prior to deposition. After doing this, nine monolayers of 
copper are evaporated using a deposition rate of  .    min. Then for 18 minutes every two 
minutes the iron shutter is opened for 160 milliseconds. The deposition rate is well stabilized 
at  .    min. Finally, two monolayers of copper were deposited on top. The low 
temperature growth hinders the iron atoms to segregate to the surface but has the drawback 
of producing a very rough surface not suitable for an STM experiment. To overcome this 
shortcoming, the sample is flushed to a temperature of       for five seconds. After this the 
electron beam heating is rapidly ceased. The short annealing step is sufficient for surface 
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According to calibration measurements, a constant heating power of 3W corresponds to a sample 
temperature of         . 
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diffusion of copper atoms and results in a flat surface with    nm      nm atomic step free 
terraces. Although the concentration of the iron atoms embedded in the copper crystal should 
be in principle the same as in the cobalt case described above, only a fraction of the 
concentration of the impurities is located below the surface. There are still iron clusters in 
the first atomic layer of the surface indicating that there is still room for sample preparation 
improvements. 
Ag in Cu(100) 
The silver-doped copper film is prepared in the same manner using a low temperature 
deposition. After eight monolayers of copper are deposited at     min, ten monolayers of a 
 .    silver-copper alloy are grown. Finally, two layers of copper are grown on top. 
Afterwards, the sample is annealed to       followed by a fast cool down procedure. 
1.2 Scanning tunneling microscopy 
The scanning tunneling microscope (STM) was invented by G. Binnig and H. Rohrer in 
1982 at the IBM research center in Zürich [26, 27]. It is based on the concept of tunneling. 
This quantum effect causes a current flow between a metal tip and a conductive sample if 
they are brought into close proximity to each other with a bias voltage applied 
simultaneously. For a given tip-sample system the resulting tunneling current is a function of 
the applied bias voltage, the tip-sample distance and the lateral tip position. Keeping the bias 
voltage and the lateral tip position fixed, the tunnel current depends exponentially on the 
tip-sample distance. This fact can be utilized to stabilize the tip height by using a close-loop 
control and piezoelectric elements. Local information about the sample is gained by scanning 
the tip across the surface (   ). 
Since the tip is separated only a few angstroms from the surface, the STM technique requires 
excellent damping of internal (liquid nitrogen and helium) and external (building and noise) 
vibrational sources. Moreover, clean surfaces, stable and sharp tips and good electronic 
equipment are necessary for high quality STM measurements. An introduction to scanning 
tunneling microscopy and related techniques can be found in [28-30]. 
The experiments in this thesis were performed using a home built low temperature STM 
operating at pressures below       -  mbar. The scanning unit is a Besocke-type 
piezo-unit [31] mounted on the bottom of a liquid helium (LHe) bath cryostat. The scanner 
and the sample support are thermally coupled to the helium bath via sapphire plates and 
indium foils. Small silver wires interconnect the tip and the cryostat. A liquid nitrogen (LN2) 
vessel surrounds the LHe-tank and STM-head shielding the heat radiation. An optical access 
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is provided by windows in the nitrogen cup. These openings are covered by special glasses 
that absorb infrared radiation. This setup provides a sample and tip cooling and the 
possibility of replacing both of them in-situ. The sample temperature is estimated around 
   . Recent scanning tunneling potentiometry studies investigating the thermovoltage 
between tip and sample indicate that the temperature of the tip is slightly higher than 
    [32]. Measurements considering the Cu(100) surface reveal an thermovoltage 
signal - the experimentally uncertainty of the applies bias voltage - with amplitude up to 
 .  m . This value is small compared to the voltage ranges considered in this work and 
hence the thermovoltage is neglected in the following. 
1.2.1 Standard STM theory 
There exists no complete theoretical formalism describing the tunneling process in all its 
diversity. The most widely used models start with a tunneling formalism proposed by 
Bardeen calculating the current from the sample and tip states of the unperturbed systems 
using first order perturbation theory [33]. Transition of electrons can only take place from 
filled sample states   
  into empty tip states   
  or from filled tip states into empty sample 
states. Applying a voltage   to the sample, the tunneling current      can be expressed as 
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where      (          ⁄  )
  
 is the Fermi-Dirac distribution and    is the tunneling 
matrix element describing the transition probability from state   
  to state   
 . The Dirac 
delta function restricts the tunneling process to states fulfilling energy conservation. Under 
the assumption that the tunneling matrix element    does only depend on the energetic 
position of the considered states, the summation of the states in equation (1.1) can be 
replaced by an integration over the density of states (DOS) of tip   and sample   . 
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This formula links the tunneling current to the electronic properties of tip and sample 
described by the density of states. The distance dependence as well as the lateral dependence 
of the current are included in the matrix element . For low temperature the Fermi-Dirac 
distribution can be approximated by a step function. 
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Assuming further small voltages   the integral can be simplified. The tunnel current then 
reads 
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The model so far for the tunneling current is a consequence of Bardeen’s tunneling 
formalism connecting the current to a transfer matrix element. In a next step, it is necessary 
to calculate this element for the special geometry of a sharp tip in front of a sample. In 
general, the shape and the electronic structure of the tip are unknown in the experiment. 
Tersoff and Hamann approximated the tip as an s-like wave function centered at the tip 
apex  ⃗ . They relate the tunnel current to the local density of states of the sample at the 
position of the tip [34, 35]. 
                   ⃗   (1.5) 
According to Tersoff and Hamann the tunneling current is proportional to the applied 
voltage, the tip density of states and the sample density of states at the tip position. 
For STM measurements at higher voltages the above assumption of a constant 
energy-independent transfer matrix element is no longer valid. The matrix element changes 
for states of different energies. A complete energy-dependent description of this problem is 
rather complicated. A simplified model by Hamer’s replaces the tunneling matrix 
element | |            by a transition probability           [36]. The current is then 
obtained by an integration of all possible energies where tunneling can occur. 
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The transmission probability is calculated using the Wentzel-Kramers-Brillouin 
approximation and a trapezoid shape of the tunneling barrier. 
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The vacuum barrier is determined by the tip and sample work function    and    
respectively, as well as by the tip-sample distance  . The model includes also the change of 
the barrier height due to the applied bias voltage   and the electron energy  . Compared to 
the theory of Tersoff and Hamann, in the model of Hamer’s the sample local density of states 
is considered at the lateral surface position         and not at the tip position  ⃗         . 
1.2.2 Constant current topography 
In the constant current mode, a voltage   is applied between tip and sample. The tip height is 
adjusted so that a constant set point current     flows between tip and sample. The tip is 
scanned laterally       over the sample line by line using piezo-elements. In the meantime a 
closed-loop feedback control circuit adjusts the tip height   in such a way that at each point 
the set point current is reached. In each line the tip displacement is recorded at discrete 
points, providing a contour        of constant current. For small voltages   the area        
can be interpreted according to Tersoff and Hamann (equation 3.9) as a surface of constant 
local density of states at the Fermi energy. In case of higher voltages, the area        has to 
be interpreted with respect to the model of Hamer as a surface of constant integrated density 
of states in the interval [        ]. In both cases, the height profile is a superposition of 
structural and electronic properties of the sample. For example in a large-scale topography 
(see Figure 1.2c) sharp jumps with a height of        pm, monoatomic steps of the 
Cu(100) surface, are found which are related to the morphology of the sample. 
 
Figure 1.3: Characterization of the constant current mode. a, Topography (4 nm x 4 nm, 
-31 mV, 0.25 nA, raw data) of two sub-surface Fe atoms. The corresponding current 
measurement is depicted in b, as current map and in c, as histogram. A Gaussian fit is 
marked in black. 
In this thesis the electronic structure caused by sub-face atoms is of interest. This signature is 
in general much smaller than a monoatomic step or an adatom on a clean surface. For 
instance the raw data (only an average plane is subtracted) of a topography measurement 
(4 nm x 4 nm, 128 pixel x 128 pixel) of two sub-surface iron atoms is shown in Figure 1.3a. 
One can see an interference pattern with amplitude of only a few picometers. The local 
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density of states is changed due to the presence of the sub-surface atoms resulting in a 
standing-wave pattern at the surface. Above areas of reduced electron density in the energy 
interval [        ] the tip has to move closer to the surface. In contrast, the tip is 
retracted above regions of increased electron density. In order to check the quality and to 
avoid artifacts of the feedback loop not only the tip displacement but also the current is 
acquired in the topography mode. If the feedback loop is adjusted, the current map (Figure 
1.3b) shows only a small lateral variation with respect to the set point current    . A 
histogram of the current map Figure 1.3c reveals a standard deviation of    .    n  
which is    of the current set point      .   n . 
1.2.3 Multi-bias topographies 
The fastest way to investigate the electronic structure of the sample is to measure 
topographies of the same area for different applied voltages. If the work function of the 
sample is laterally constant, changes in the topography can be related to the integral LDOS 
of the sample. According to equation (1.6) the tunneling current is proportional to the 
integrated local electron density of states       at the surface within  [        ]. This 
quantity is weighted in the integral by the tip local density of states       and the 
transmission probability          . As a consequence, states with different energy 
contribute differently to the tunneling current. For energy intervals where the variation of the 
electronic properties of the tip and the transmission probability are negligible the measured 
contour is proportional to the average LDOS. 
As the recording of a topography takes some time, it might be possible that the same lateral 
tip positions are not comparable for different topographies at different bias voltages due to 
drift effects or tip modifications. To overcome this problem one can use the multi-bias mode. 
In this mode every scan line is scanned for several tunneling parameter settings          
before going to the next scan line. This mode provides contours         which are 
comparable at the same lateral position      . 
1.2.4 dI/dV spectroscopy 
One of the most powerful features of scanning tunneling microscopy is its capability to 
obtain spectroscopic data with high spatial and energetic resolution. Scanning tunneling 
spectroscopy (STS) provides information about the LDOS of the sample as function of the 
lateral position       and a certain energy  . The LDOS can be approximately derived from 
the differential conductance          at a certain bias voltage  . Since the main results 
presented in this thesis are obtained by spectroscopic measurements, the description of this 
technique and its interpretation will be discussed in detail in the following section. 
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Taking the tunneling current expressed by equation (1.6) and using Leibnitz’s rule, the 
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While this equation is quite complicated, it can be simplified assuming a constant LDOS of 
the tip (   const) and a constant transition probability (         const). These 
assumptions are valid for small energies, i.e.   is small compared to the work functions of tip 
and sample and       is featureless compared to      . With these assumptions the second 
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For the investigation of sub-surface atoms the change of the LDOS            due to the 
presence of the impurity in comparison to the unperturbed surface is of interest. This 
quantity can be obtained by measuring a reference spectrum of the free unperturbed surface 
         ⁄  far away from the impurity. The background subtracted differential conductivity 
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is proportional to the change in the LDOS at the position       in comparison to the 
unperturbed surface [37]. 
Technically, the tip is placed over an area of interest with a defined distance to the sample 
given by the stabilizing tunneling parameters          . Then the feedback loop is 
temporarily switched off and a spectrum is recorded within a certain voltage range. After 
that, the feedback loop is reactivated and the tip moves to the next scan point. 
Experimentally, there are several possibilities to measure the differential conductance. One 
approach is to record an     -curve at every scanning point. By using further data processing 
including averaging and numerical differentiation this provides a complete map of the 
differential conductance     ⁄         as a function of lateral tip position      . Although 
the numerical approach is simple, the obtained spectroscopic data is usually very noisy. 
Because of this one has to average over a long time to obtain reasonable data. To get high 
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resolution spectra on shorter time scales a lock-in technique has been developed and 
implemented into the existing system. The basic idea rest upon the observation that the noise 
of the tunneling current is not determined by white noise but rather by 1/f noise. The 
advantage of the lock-in technique is to measure the first derivative directly and to shift the 
signal from zero frequency (as it is the case for the numerical derivative) with a high noise 
level towards higher frequencies with a lower noise level. 
1.2.5 Lock-in technique 
A lock-in method was implemented to obtain spectroscopic data with high signal to noise 
ratio. In order to control all necessary parameters of this technique and to integrate the 
lock-in amplifier into the existing electronic setup a digital signal processing (DSP) board 
(ADwin-light-16 by Jäger, Lorsch) is used
5
. Details of the programming and technical 
aspects can be found in [38]. In Figure 1.4 the general scheme of the electronic setup is 
shown. A small sinusoidal voltage            with amplitude    and frequency   , 
generated by the lock-in is added to the applied bias voltage  . After the I/V-converter, the 
signal is split into a direct (DC) and an alternating (AC) signal using a low pass and a band 
pass, respectively. The DC part enters the feedback control which is carried out by a second 
DSP-board and the AC signal is amplified and measured by the lock-in amplifier. 
 
Figure 1.4: Implementation of the digital lock-in technique into the electronic setup. 
The digital lock-in is realized by a digital signal processor (DSP) board. The modulation is 
added to the bias voltage and applied to the sample. Afterwards, the signal is split into a 
direct current (DC) and an alternating (AC) going to the feedback control and to the lock-in. 
                                                     
5
An identical board takes care of the z-piezo displacement and realizes the feedback loop. 
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Basic principle 
In the following, the main concept and advantages of the lock-in technique will be 
introduced. The basic idea is to modulate the tunneling voltage. A sketch of the time 
dependent voltage   is shown in Figure 1.5a. 
 
Figure 1.5: Scheme of the lock-in technique. a, The tunneling voltage is modulated by a 
sinusoidal voltage. b, The voltage modulation leads to an alternating current signal. The 
amplitude of the alternating current can be connected to the first derivative of the     -curve. 
The voltage modulation results in an alternating current (AC) signal. The amplitude of the 
current oscillation is directly connected to the slope of the     -curve, see Figure 1.5b. 
Using the model of Tersoff and Hamann the tunneling current is given by the following 
formula 
   ∫        
             
 
 (1.11) 
Expanding the current in a Taylor series (around    ) yields 
      ∑
    
 
  
                
 
   
 (1.12) 
where         is an abbreviation for the n-th derivative of the current   at the voltage  . By 
using an algebraic identity for the sine function one obtains directly the Fourier series of the 
current. 
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Typically, the Fourier spectrum of the current will have only a few harmonics of 
non-negligible amplitude   . The direct current part, the    term, has normally the highest 
magnitude of all frequencies. For the alternating current (    ) usually only the amplitude 
   of the fundamental frequency    is significant. The amplitude of all higher frequencies 
is comparatively small. This approximation is justified in cases where the     -curve nearly 
shows a linear behavior in the voltage range [         ]. 
The amplitude of the modulation frequency    has various contributions. Explicitly, up to 
the fifth order, these terms are 
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Within the same argument as before, the linear dependency of the     -curve in the 
considered voltage interval, the amplitude    of the current modulation with frequency    
is proportional to the first derivative of the     -curve and therefore to the LDOS of the 
sample. 
The first derivative of the     -curve can then be calculated by the normalized integral over 
time       
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The reference signal is taken directly from the modulation generator and is phase shifted 
by  . This phase shift is important since the alternating current signal is not in phase with the 
voltage modulation due to electronic components and filters. Another important aspect is the 
capacitance   resulting from the connecting wires and the tip-sample geometry. This 
capacitance gives rise to an alternating current    which is independent of the tunneling 
current   . Due to the capacitance the current is phase shifted by     compared to the 
tunneling current which behaves like an ohmic resistor. The amplitude of this parasitic 
current can be of the same order of magnitude or even higher than the signal of interest. For 
example a capacitance of    .  p  and a modulation frequency of          z lead to 
an impedance of           
        . Using a voltage modulation of      m  
this results in a parasitic alternating current        
      p . Considering a tunnel 
resistance of         and the same voltage modulation    the signal of interest     
   
  p  is one order of magnitude smaller than   . In order to obtain spectroscopic data of good 
quality under such conditions, the phase of the reference signal has to be adjusted correctly. 
To achieve this goal in the experiment the tip is retracted (    ) and the phase of the 
reference is adjusted that the above integral in equation (1.15) vanishes. 
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So far an ideal system without noise is considered. In reality the noise determines the 
averaging time   in equation (1.15) to obtain the intended quality. For long averaging 
times        ⁄  only the input signal from the tunneling resistance survives. All other 
signatures which are not phase correlated or have a different frequency than the reference 
signal vanish. Considering only white noise the indirect numerical derivative and the direct 
lock-in signal have the same signal to noise ratio for same bandwidth and averaging times. In 
the case of a tunneling junction it turns out that the noise is not white but rather shows a 1/f 
characteristic (Schottky noise) [39, 40] and contains also system specific parasitic signals 
(e.g. stemming from vibrational modes). The advantage of the lock-in amplifier is to 
measure the first derivative directly and to shift the signal from zero frequency (as it is the 
case for the numerical derivative) towards the modulation frequency   . Using a modulation 
frequency which has a low noise level, therefore allows increasing the signal to noise ratio. 
So far the signal quality was discussed only for nearly infinite averaging times   which are 
not realized in any experiment. If the averaging time   is finite, the signal has not only 
contributions of the reference frequency but also components with slightly higher or lower 
frequencies. Since the noise of the tunnel junction shows 1/f behavior, the signal to noise 
ratio of a lock-in is still better compared to the numerical derivation which acquires the data 
around zero frequency. 
1.2.6 Data processing 
For a quantitative comparison of the experimental data with theory one has to take care of 
the STM calibration. Inaccuracies of the piezo constants and a small mis-angle of x- and 
y-scan axis lead to a distorted image of the crystal surface. The measured data can be 
calibrated by taking atomic resolved topographies as a reference. As atomic resolution was 
achieved at least once in every experiment presented in this thesis the information of the 
crystallographic directions for each sample is provided. Raw data obtained on a clean 
Cu(100) surface (see Figure 1.6a) reveals a shear and stretched surface unit cell. The atomic 
resolved data as well as the peak position of the Fourier transformed data can be used to 
calculate a 2x2 Matrix to calibrate the raw data. The calibrated images are oriented with the 
x-axis parallel to the [010] crystallographic direction. The successful data processing, 
indicating a cubic surface unit cell, is shown in Figure 1.6b. 
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Figure 1.6: Calibration of the measured STM data. a, Atomically resolved topography 
(3 nm x 3 nm, -10 mV and 1 nA) of a clean Cu(100) surface. The corresponding 
powerspectrum is depicted in the inset. A 2x2 supercell of the obeserved surface unit cell is 
highlighted in green. Both the atomic corrugation as well as the peaks in the powerspectrum 
can be used to rectify the measurement. b, Calibrated topography (2.2 nm x 2.2 nm) and 
powerspectrum clearly showing the cubic surface unit cell of Cu(100). Again a 2x2 supercell 
is highlighted in green. c, Standing-wave interference pattern of an embedded Fe impurity 
(2.0 nm x 2.0 nm, 10 mV and 1 nA). d, Calibrated topography of the Fe atom 
(1.8 nm x 1.8 nm). 
Since the sample is a single crystal, the crystallographic directions are equal for all lateral 
positions on the sample surface. The same shear and stretch matrix can be applied also to 
non-atomically resolved topographies (see Figure 1.6c-d). The above described procedure 
has been applied to all data sets presented in this thesis. For most of the data sets the x- and 
y-axis of the topography are aligned to the [010] and [001] crystallographic direction, 
respectively. For the case that the crystal direction will point in other directions the 
coordinate system is given. When no explicit coordinate system is given in a topography the 
above convention for the x- and y-axis holds on. 
1.2.7 STS normalization 
In order to gain and compare spectroscopic information from a      -map one has to take 
the tip-sample distance into consideration. Since the electronic properties of the sample are 
locally changed due to the presence of an impurity the tip-sample distance might not be the 
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same for all lateral positions      . If the tip is stabilized in constant current mode 
(topography mode), the tip height is adjusted to obtain the set-point current     at a chosen 
bias voltage    . Moreover, if thermo voltages are neglected, the current   has to vanish at 
     . These two boundary conditions                and              restrict the 
variation of the dI/dV signal to the interval   [      ]. For the inverse set point voltage 
        no boundary condition exists. Therefore, the      -curve shows particularly 
strong variations on this side (    [      ]). The missing information on the side of the set 
point voltage     is compensated by the tip-sample distance  . This artifact can be 
successfully removed by normalizing the spectroscopy data to a constant tip-sample 
distance   . This method, the so-called topographic normalization, was first proposed by 
Garleff et al. in 2004 [41]
6
. 
The topographic normalization rests upon the assumption that the tunnel current depends 
exponentially on the tip-sample distance. The normalized spectrum can be directly obtained 
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where   is defined by the following relation 
   √
    
  
 (1.17) 
Here   (     )  ⁄  is the mean value of tip   and sample   work function. For the 
calculation of   it is assumed that the energy dependence of the transmission coefficient can 
be neglected for small energies and the work function   does not depend on the lateral 
position of the tip. As reference distance    usually the tip-sample distance of the free 
surface far away from an impurity is used. Due to the topographic normalization spectra of 
different lateral positions are comparable. 
In this work a mean value of tip   and sample   work function of    .  e  is used. 
This value is in good agreement with literature values for the work function of the pure 
Cu(100) surface (    .   e ) and of polycrystalline tungsten (        e ) [42]. 
Moreover, measurements of the tip-sample distance as function of the set point current give a 
similar value for the mean barrier height (   .   e ) [25]. 
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An identical formalism was introduced before by Feenstra [147]. In this paper he considered a tip 
movement towards the surface while acquiring STS data at one lateral tip position. 
2 Investigation of sub-surface atoms by STM 
Scanning tunneling microscopy (STM) and spectroscopy (STS) has shown to be a universal 
tool to study the electronic properties of surfaces. A first clue that STM is not only restricted 
to surface physics (atoms or nanostructures on a surface) on metallic systems but also give 
access to extended sub-surface defects in metals was presented by Schmidt and colleagues in 
1996. They showed that large argon-filled nanocavities below a Al(111) surface create a 
contrast in topographic measurements [43, 44]. The spatial variation on the atomically flat 
surface of these embedded defects is due to the formation of quantum-well states induced 
between the cavity and the surface of the metal. This idea was refined by Kurnosikov and 
coworkers during the last years. They have investigated noble gas filled nanocavities below 
the Cu(100) and Cu(110) surface [45-48]. It turns out that the specific shape of the 
nanocavity, as well as the band structure of copper have to be taken into account to describe 
the interference pattern. During recent years the capability of STM to tackle even single 
impurity atoms which are buried below a copper surface has been proven by Weismann and 
colleagues [19, 49]. The interference pattern on the surface caused by the sub-surface 
scattering centers is determined by the band structure of the underlying host material. The 
band structure may induce strong directional Friedel oscillations with wave vectors and 
amplitudes depending on the crystal direction [20]. These effects are not restricted to copper 
crystals but can also be observed for single argon and neon atoms embedded below a 
Ag(100) and a Ag(111) surface [50]. Here it turns out that the amplitude of the interference 
pattern strongly depends on the properties of the STM tip as they could be more sensitive 
either to surface or to bulk-like states. 
In the first part of this chapter in section 2.1 the local density of states (LDOS) caused by a 
single impurity in a metal will be introduced. This concept relates the interference pattern of 
single embedded impurities to the electronic band structure of the host material and is crucial 
for the understanding of the observed wave lengths and amplitudes in the STM topographies 
and spectroscopies. One important parameter for the investigation of single sub-surface 
atoms is their position below the surface. The procedure to determine this value will be 
introduced at the end of this chapter in section 2.2. 
2.1 Imaging buried impurities 
Before going into a detailed analysis of the signature induced by single sub-surface atoms 
and how they can be interpreted a characterization of the sample surface is presented. In 
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Figure 2.1 a large-scale topography (45 nm x 40 nm) of a cobalt-diluted copper layer is 
shown. 
 
Figure 2.1: Surface overview of a Co-diluted copper thin film sample. STM topography 
(45 nm x 40 nm, -10 mV, 2 nA) showing three different contrast patterns: (A) Buried Co 
impurities which show only a signature height of a few picometers, (B) Co defects assumed 
to be situated in the surface layer and (C) unknown adatoms which are identified by their 
circular shape with a height of about 25 pm. 
For iron- and silver-diluted thin copper films similar images are obtained. In general, the 
features can be classified for all samples (Ag, Fe and Co) by three different contrasts: First, 
defects below the surface (A). These ring-like features, which exhibit a height variation of a 
few picometers (-  pm   pm) compared to the free surface. Contrasts of different lateral 
sizes belong to different impurity positions below the surface (see section 2.2). A partially 
overlapping of single defect patterns indicating that two impurity atoms are very close to 
each other is also observed. 
Another contrast is induced by clusters or single atoms situated in the first layer (B). They 
manifest themselves as dips down to -   pm in the topography. These defect patterns arise 
from cobalt, iron or silver atoms which segregate to the surface during the preparation. The 
last types of defects are adatoms (C). These are mainly light atoms from the residual gas of 
the UHV chamber that accumulate after the preparation on the surface. In most cases they 
exhibit a positive peak with a height of about    pm or even higher amplitude in the 
topography. The distinction between atoms or clusters on the surface or in the first layer is 
not trivial which can be illustrated by hydrogen, the element that makes up the largest 
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fraction in the residual gas. A hydrogen atom on a Cu (100) surface results in a dip in the 
topography [51]. 
Since the task of this thesis is to investigate sub-surface atoms by STM in this section the 
scattering behavior of individual impurities in a real crystal will be discussed. Usually a 
copper crystal is considered to be a simple metal, in which the electron system can be 
described by a free electron gas. Then, the scattering behavior of a single impurity has no 
preferred spatial directions. In contrast to this expectation the signatures of individual atoms 
below the surface in a constant current topography is not isotropic. This is illustrated in 
Figure 2.2. The topography of a single Ag impurity buried below a Cu(100) surface (see 
Figure 2.2a) shows a short period standing-wave pattern which has four-fold symmetry and 
an amplitude in the order of a few picometers. The experiment exhibit strongly enhanced 
intensities in certain directions and much weaker intensities for other directions. Topography 
cross sections along different directions (see Figure 2.2b) reveal a wave length of  [   ]  
 .       .    for the [001] direction and  [   ]   .       .    for the [011] direction. 
 
Figure 2.2: Anisotropy of the interference pattern of a single sub-surface impurity. 
a, shows a topography (2.7 nm x 2.7 nm, -150 mV, 2 nA) of a Ag atom buried below a 
Cu(100) surface. b, Corresponding cross sections along the [001] direction (green curve) 
and the [011] direction (red curve, marked in a by the arrows). 
The topography data shows that the scattering behavior of impurities in copper cannot be 
explained by an isotropic electron system. In the following, the scattering behavior of an 
impurity in an anisotropic electron system will be discussed. In general, two quantities are of 
fundamental interest: First the decay of the LDOS oscillation with increasing distance and 
second the oscillation wave length along a certain crystallographic direction. The former 
quantity can be described by the electron focusing effect. A prediction of the oscillation 
wave length for different directions can be obtained by the stationary phase approximation. 
After a brief introduction to the electron focusing effect (subsection 2.1.1) and the oscillation 
wave length (subsection 2.1.2) its consequences for the Cu(100) crystal surface are discussed 
(subsection 2.1.3). A more detailed description of the electron focusing model and the 
stationary phase approximation which are closely related, can be found in [18-20, 52]. The 
concepts are generic and not restricted to copper as host material. For other metals the 
22 2 Investigation of sub-surface atoms by STM 
electron focusing should be stronger and can even causes spin density oscillation at the 
surface for magnetic host materials. 
2.1.1 Electron focusing effect 
Most theoretical concepts describing a perturbation potential in a metallic environment make 
use of the framework of Thomas-Fermi or the Friedel-screening theory to model the change 
of the LDOS around an impurity. These theories treat the surrounding electron system 
homogeneously and predict that the conduction band electrons in a metal screen the potential 
within a few angstroms. Calculations considering the impact of the band structure on the 
residual resistivity of impurities in bulk copper were first provided in the 1980s by Mertig 
and coworkers [53, 54]. However charge oscillations induced by the presence of buried 
single defects and their strange shapes were not addressed in these works. 
As described above, this result contradicts the observations of buried defects in the STM (see 
for example Figure 2.2). Defects up to 10 monolayer (ML) below the Cu(100) surface are 
observable. In addition, the impurities reveal a highly anisotropic fourfold symmetric 
contrast. The reason for this is the so-called electron focusing effect, which is strongly 
related to the electronic properties of the host material, the band structure  ( ⃗⃗). 
In a first step, the scattering problem is discussed in general, considering a point defect at 
position  ⃗   . The LDOS oscillations in the vicinity of the impurity can be described by the 
superposition of incoming and outgoing waves resulting in a standing-wave pattern. The 
superposition of the wave functions can be either constructive or destructive. A first 
indication, in which directions constructive or destructive interference occurs, is given by the 
group velocity: 
  ⃗ ( ⃗⃗  )    ⃗⃗ ( ⃗⃗) (2.1) 
The group velocity is the surface normal of the iso-energy surface of the band structure. In 
areas, where the orientation of the group velocity hardly changes, and therefore the curvature 
of the surface is small, it comes to constructive interference of the individual wave functions, 
and thus to an electron focusing in the direction of  ⃗ . High positive or negative curvature 
indicates areas where destructive interference occurs. This has consequences for any real 
crystal system: The band structure reflects the anisotropic electron propagation. In analogy to 
a transition from a three dimensional to a one dimensional free electron system, the focused 
propagation and therefore reduced geometry leads to an decreased decay of the modulation 
in the LDOS along the focusing directions. For this reason in anisotropic media the LDOS 
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modulations of impurities are observable at much longer distances along well-defined 
directions than compared to isotropic systems. 
 
Figure 2.3: 2D model illustrating the dependence of the LDOS oscillations on the 
geometry of the Fermi surface. For instance two extreme cases are shown. a, A spherical 
Fermi surface leads to spherical Friedel oscillations. b, A surface composed of flat areas 
results in strongly anisotropic oscillations. The decay of the amplitude is much smaller for the 
anisotropic system (b) compared to the isotropic system (a). Data reproduced after [18]. 
Summing up all incoming and outgoing wave functions precisely is in general a challenging 
task. In Figure 2.3 a two dimensional (2D) model is depicted demonstrating the relationship 
between the band structure, here the Fermi contour and the resulting LDOS oscillations at 
the Fermi energy along different directions. An isotropic electron system with a spherical 
Fermi surface leads to spherical Friedel oscillations (Figure 2.3a). Here the decay of the 
amplitude is identical for all directions. An extreme anisotropic electron system, where the 
Fermi surface is composed of flat areas (Figure 2.3b), results in a strongly directional 
dependent Friedel oscillation. The decay of the amplitude along certain directions is much 
smaller for the anisotropic system compared to the isotropic system. 
2.1.2 Oscillation wave length 
The electron focusing effect can explain the enhanced amplitudes of the spatial LDOS 
oscillation along certain directions. Another important quantity is the wave length of the 
Friedel oscillation for different directions. One model for the analysis of the Friedel 
oscillations around impurities and their wave length is the stationary phase 
approximation [20]. This model is valid for the far-field, this means large distances from the 
impurity in comparison to the oscillation wave length. For copper the Friedel wave length is 
in the order of  .   . The layer spacing for the Cu(100) surface is  .   , meaning that the 
far-field condition is fulfilled for a third-layer or deeper lying impurity. According to the 
stationary phase model, the oscillation periods along a certain direction  ⃗ can be estimated 
by considering all possible group velocities   ⃗   ⃗     pointing in that direction. For the 
special case of only one group velocity  ⃗  the oscillation period is determined by the 
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projection     of the wave vector  ⃗⃗  onto  ⃗. For two or more group velocities fulfilling the 
above relation, the LDOS oscillation has several periods. For example two group velocities 
 ⃗  and  ⃗  with wave vectors  ⃗⃗  and  ⃗⃗  leads to three oscillation periods     ,      and 
       . For more than two group velocities the LDOS oscillation becomes very complex 
consisting of many periods. In special cases, i.e. symmetry reasons, some of these periods 
can be equal. For instance  ⃗⃗  and  ⃗⃗  may differ but have the same projection        . The 
relationship between the Fermi surface, the group velocities and the LDOS oscillation period 
is illustrated in Figure 2.4, where two artificial two dimensional Fermi contours are depicted. 
If for a given direction  ⃗ there exist only one point on the Fermi contour with group velocity 
 ⃗  parallel to  ⃗, like it is the case for a spherical system, the LDOS will exhibit only one 
period (see Figure 2.4a). The oscillation period is then given by two times the corresponding 
wave vector  ⃗⃗ . 
 
Figure 2.4: Relationship of the spatial LDOS oscillation wave length on the Fermi 
contour. a, the spherical Fermi surface has for every direction  ⃗ only one point with a group 
velocity  ⃗  parallel to  ⃗. The artificial Fermi contour shown in b, offers three points which 
have a group velocity pointing in the y-direction. For symmetry reasons  ⃗⃗  and  ⃗⃗  have the 
same period (y-component). For an inclined direction with respect to the y-axis c, exist three 
independent points resulting in a complex oscillation for this direction. 
A more complicated Fermi contour is shown in Figure 2.4b-c. For the direction  ⃗ pointing 
along the  -axis, the cross-like Fermi contour offers three different points with  ⃗   ⃗, 
leading to a total of six different periods                                         . 
However, if  ⃗ is pointing along one main axis as it is shown in Figure 2.4b, there are two 
points with identical projection         and only three periods exist. If  ⃗ points along an 
inclined direction, see Figure 2.4c, there exist three independent points              . Thus 
for a given Fermi surface the situation can be quite complex. 
Impact of the surface 
So far, a pure bulk system is considered. However, according to Tersoff and Hamann (see 
subsection 1.2.1) the quantity of interest in an STM experiment is the LDOS inside the 
vacuum at a the tip position  ⃗         , which has a certain distance   from the surface. 
The impact of the surface can be illustrated by a single particle approach. In general, the 
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tunneling current has contributions of multiple states  ( ⃗⃗), which contribute differently. 
Considering a full translational symmetry parallel to the surface, the parallel component of 
wave vector    is conserved. Inside the vacuum barrier the wave function can be described 
by the Schrödinger equation 
  
  
   
(     
 )       (2.2) 
where   is the energy of the wave function with respect to the chemical potential (Fermi 
energy). Using this equation a   -dependent decay constant       is found 
       
√   
 
√       
  
   
  
  (2.3) 
This equation clearly demonstrates that for states with higher    components the effective 
vacuum barrier is increased and they decay faster into the vacuum. As consequence, the 
STM is more sensitive to states which have a small    value. States with higher    values 
have only a minor contribution to the tunneling current. 
2.1.3 The Cu(100) surface 
In this section the before described concepts of the electron focusing effect and the stationary 
phase approximation are applied to the Cu(100) surface. For this purpose the band structure 
of copper is calculated using a linear combination of atomic orbitals approach (LCAO), 
which was implemented by A. Weismann [18]. The Fermi surface of copper and the 
corresponding first Brillouin zone is depicted in Figure 2.5a. Due to the crystal potential the 
band structure offers no states around the L-point at the Fermi energy. This leads to eight 
neck-like regions along the <111> directions showing that the electron propagation is 
different compared to a free electron gas. 
An idea of the electron propagation in copper can be obtained by looking at cross sections of 
the Fermi surface. In Figure 2.5b cross sections of the [001] direction and the [011] direction 
(for both cross sections the second direction is the [100] direction) are shown. Looking first 
at group velocities pointing in the [100] direction, one immediately sees deviations to an 
isotropic system. One point, fulfilling    [   ] is located at the center (     .    
- 
 
with no parallel component      ). In contrast to the free electron gas (see Figure 2.4a) 
there exist four other points at the neck regions. Due to symmetry they have an identical 
projection      .    
- 
 and a parallel component      .   
- 
. According to the 
stationary phase model these two independent points of the Fermi surface result in a charge 
oscillation along the [100] direction with periods       .    
- 
,       .    
- 
 and 
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         .   
- 
. However the parallel component of the second point      .   
- 
 at 
the neck region results in a higher effective vacuum barrier. Following equation (2.3) the 
parallel component leads to an effective barrier height which is increased by  .  e . 
Compared to the work function of Cu, which is of the same order of  .  e , this means that 
the effective barrier for the peripheral point    is nearly twice as high than for the central 
point   . Therefore, the STM is more sensitive towards electrons at the central point   . 
 
Figure 2.5: Fermi surface of copper. a, shows a three dimensional representation of the 
Fermi surface. Cross sections (highlighted in a) for the   [   ] (blue) and   [   ] (red) 
direction are depicted in b. 
A qualitative idea of the electron focusing directions can be obtained by considering the 
group velocities of selected cross sections. In Figure 2.6a the cross section for the [011] 
direction is depicted again but now with corresponding group velocities (green arrows). 
Between the neck and the top region areas with reduced curvature exist (see Figure 2.6a), 
leading to an electron focusing. By looking at the group velocities an accumulation of arrows 
slightly canted to the [100] direction can be seen. The angle histogram of the group 
velocities (see Figure 2.6b) reveals a focusing direction which has an angle of     with 
respect to the [100] direction. For most of the points involved in the focusing, the wave 
vector and the group velocity is not collinear, leading to a reduction of the oscillation period 
wave vector. Picking out one representative point    ( .    
- 
,  .    
- 
) on the contour 
(grey arrow) and calculating the projection on the focusing direction yields an oscillation 
period    
     .   
- 
. This value is slightly smaller compared to the [100] direction. 
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Figure 2.6: Cross sections of the Fermi surface and group velocity of copper. a, Cross 
section with the [011] plain and corresponding group velocity (green arrows). b, Angle 
histogram of the group velocity showing an accumulation of velocities with an angle of     
and    . In c and d the same analysis is depicted for the cross section with the [001] plain. 
Here an accumulation at     and     is observed. 
Doing the same analysis for the [001] cross section of the Fermi surface (see Figure 2.6c-d) 
the electron focusing shows a quite similar behavior. Here also an electron focusing direction 
of     is found with nearly the same oscillation period of about  .   
- 
. But compared with 
the [011] cross section there exists a second focusing direction with an angle of     with 
respect to the [100] direction. Since the parallel component of this second focusing direction 
is nearly two times higher, the STM should be more sensitive to the focusing direction with 
the angle of    . The analysis of the LDOS presented here for electrons at the Fermi energy 
could also be carried out for other energies. In appendix A.1 cross sections of the iso-energy 
surface are shown indicating that the LDOS oscillation may be considered as nearly energy 
independent within an energy interval of [- .   .  e ]. 
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2.2 Extracting the impurity position below the 
surface 
The embedded atoms are identified by their short period standing-wave pattern, which has 
fourfold symmetry (see Figure 2.7a). The modulation in the topographic images has a 
wavelength of  .       .    along the [010] direction and an amplitude of a few picometers 
(see Figure 2.7a). 
 
Figure 2.7: Extracting the impurity position below the Cu(100) surface. a, scheme of the 
experiment: the green circle marks the impurity position below the surface and constant 
current topographies (2 nm x 2 nm, V = 10 mV, I = 2 nA) of single Co atoms buried below a 
Cu(100) surface. b, Corresponding cross sections (shifted vertically for clarity) of each layer 
along the x = [010] direction, marked by the arrows in a. 
The depth of each impurity below the Cu(100) surface is determined as follows: All 
standing-wave patterns on the surface are ordered to their lateral size. According to the 
electron propagation in copper the depth of the impurity is a monotone increasing function of 
the size of the standing-wave pattern. 
 s a verification of the found impurity position atomic resolved topographies, which exists 
for most of the data presented in this work, are considered (for example see Figure 2.8a). 
Since the Cu(100) has a fcc-crystal structure with “ B B” stacking and the impurity atoms 
are situated on substitutional lattice sites, the impurity contrast has to follow a certain 
ordering with respect to the host lattice. By analyzing the position of the interference pattern 
with respect to the surface atoms one can directly determine whether the impurity is located 
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in an even or an odd monolayer (see Figure 2.8b). The surface layer is labeled in the 
following as first monolayer. Then the standing-wave pattern of an odd monolayer impurity 
is centered on a corrugation maximum of the surface. If the impurity is positioned in an even 
monolayer, the center is located between the corrugation maxima. This even or odd 
monolayer analysis indicates that the interference pattern shown in Figure 2.8a belongs to an 
impurity atom located in an even monolayer. 
 
Figure 2.8: Even or odd monolayer analysis. a, Constant current topography (2.5nm x 
2.5nm, -10 mV and 0.8nA) of an Fe impurity with atomic resolution. The position of the 
surface atoms is marked by green dots for clarity. The center of the standing-wave pattern is 
located on an interstitial position of the surface lattice which shows that the impurity is 
situated in an even layer. b, Projection of the atomic layer on the (100) surface. Two different 
sub lattices (marked in green and orange), belonging to even and odd monolayers are 
present. A three dimensional representation of the Cu fcc unit cell with marked sub lattices is 
illustrated in the inset. 
The ordering by the atomic resolved data rests upon the assumption that maxima in an 
atomic resolved topography reflect the position of the surface atoms. This assumption is not 
necessarily correct, as the scanning tunneling microscope measures an electronic structure. 
Density functional theory simulation of the Cu(100) surface however shows that the electron 
density is increased above lattice sites compared to interstitial sites [55]. 
In addition to size information and even or odd monolayer analysis there exists density 
functional theory (DFT) data of single Co atoms embedded below the Cu(100) surface [19, 
20, 52]. Although the ab initio simulation treats the impurity atoms not in a many-body 
fashion, the experimental depth analysis described above is in a good agreement with the 
calculated data. The actual layer depth of the impurities is determined by the size of the 
impurity pattern, by the even or odd monolayer analysis and by a comparison with 
theoretical calculations. Combining all these information the exact impurity position below 
the surface can be obtained. 
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3 Kondo physics of single sub-surface 
atoms 
The Kondo effect has regained interest due to scanning tunneling spectroscopy (STS) 
experiments carried out on single magnetic impurities, which were adsorbed on a noble 
metal surface [11, 12]
7
. Despite the sub nanometer resolution capability of this local probe 
technique, one of the fundamental aspects of Kondo physics, its spatial extension, is still 
subject to discussion. Until now all STS studies on single adsorbed atoms (for a review 
see [5]) and molecules [56-59] have shown that the Kondo effect manifest itself as a sharp 
feature at zero bias voltage. Studies, which investigate the dependence of the Kondo 
signature on the lateral distance, showed that the amplitude rapidly vanishes within a few 
angstroms and the line shape of the feature nearly remains constant with increasing distance 
from the atom [12-14]. Only when the electron’s amplitude is amplified by placing the 
Kondo atom within an elliptical resonator structure the Kondo signature of a Co atom can be 
probed at larger distances [60]. In this quantum corral experiment Manoharan and coworkers 
detected one resonance on the adatom and another resonance in the second focus of the 
ellipse. However, no line shape variations with distance were reported. This is in contrast to 
theory [15-17], which predicts a long-range visibility and oscillatory behavior of the spectral 
function of the itinerant electrons - the local density of states (LDOS). The missing success 
of observing spatially extended Kondo signatures for surface magnetic atoms and molecules 
is up to now not fully understood and still under discussion. One ongoing debate concerns 
the influence of the surface state on the Kondo effect [13, 14, 61-63]. 
In this chapter the capability of scanning tunneling microscopy to investigate single 
sub-surface Kondo impurities will be discussed. Probing single bulk impurities of dilute 
magnetic alloys by scanning tunneling microscopy and spectroscopy open a new way to 
study Kondo physics in real space. Spatially dependent low temperature spectroscopic 
information is used to map the itinerant electrons – the conduction electrons at the Cu(100) 
surface in the vicinity of sub-surface cobalt (Co) and iron (Fe) impurities. In contrast to 
adatom systems a hitherto unobserved long-range Kondo signature is observable for these 








) atoms belongs to the 3d transition metals 
and exhibit both a partially filled d-orbital. This local moment survives putting them in 
copper leading to well-known Kondo systems, which were studied in the past intensively by 
macroscopic measurements [3]. For both systems a Kondo temperature above 6 K (the 
temperature of the STM) is reported. Furthermore, the choice of cobalt and iron allows 
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Later on it turned out that in reference [11] no single cerium atoms has been investigated but rather 
Ce clusters [5]. The observed spectroscopic signatures are not related to single-impurity Kondo 
physics but to clusters. Nevertheless the publication triggered a lot of research interest and studies of 
magnetic atoms and molecules adsorbed on noble metal surfaces. 
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testing the universal character of the Kondo effect because of their different Kondo 
temperatures (Fe: 8-50 K and Co: 250-1000 K). 
After a short introduction to Kondo physics in section 3.1, an overview of the measurements 
of single isolated Co and Fe atoms is given in section 3.2 showing that bulk impurities offers 
a spatially extended Kondo feature. A theoretical interpretation of the measured signatures 
treating the Kondo effect as a scattering resonance right at the Fermi energy is presented in 
section 3.3. In section 3.4 a way to simulate sub-surface Kondo impurities using different 
state-of the art methods is introduced. During this work it turned out that the often-used Fano 
line shapes are not the best model for the description of the STM differential conductance 
around zero bias. A model, which better fits to the experimental data, is introduced in 
section 3.5. Using this analytical expression, in section 3.6 microscopic properties around 
magnetic impurities are explored. Furthermore the properties of iron and cobalt are 
compared. In section 3.7 a detailed analysis of the differential conductance as function of 
lateral distance and impurity position below the surface is presented for both impurity atoms. 
The line shape of the Kondo signature shows an oscillatory behavior as function of distance, 
which has been predicted in the past but so far was not seen in the experiment. The 
oscillation period for the different directions is anisotropic, which is in very good agreement 
with the band structure of the underlying copper crystal. In section 3.8 the Kondo resonance 
width - the Kondo temperature – of Fe impurities is investigated as function of distance. 
Finally, in section 3.9 the experimental results are summarized and compared to previous 
works. Questions which may arise and further experiments are discussed. Some parts of this 
chapter especially the simulation and the many-body calculations originate from 
collaboration with Piet E. Dargel, Robert Peters and Thomas Pruschke from the Institute for 
Theoretical Physics at the University of Göttingen. The main results of this chapter, the 
long-range visibility of observable Kondo features and the spatial dependent analysis of the 
line shape have been published in [64, 65]. 
3.1 State of the art 
For a long time it is well-known that a localized spin degree of freedom, a magnetic 
impurity, in a non-magnetic host metal significantly changes the behavior of the conduction 
band electrons of the host metal for low temperature. Below a characteristic temperature   , 
the so-called Kondo temperature, a correlated state of impurity spin and conduction electrons 
builds up resulting in a variety of thermodynamic anomalies. The whole phenomenon is 
summarized by the term Kondo effect [1]. 
The most prominent experimentally hallmark of a Kondo system is the resistance minimum 
observed at low temperature. First experiments (see for example [66]) showing this feature 
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were carried out in the thirties of the last century. This behavior for a metal was completely 
unexpected since one knows at that time two kinds of metallic systems: Superconducting 
materials where the resistivity drops below a certain transition temperature to zero and 
“normal metals” which shows a constant resistance for low temperature. An example that a 
small concentration of magnetic impurities causes a resistance minimum for copper is 
depicted in Figure 3.1.  he pure copper sample shows “normal metal” behavior, meaning 
that the resistivity monotonically decreases and becomes constant for very low temperature. 
Adding a small concentration of iron atoms (0.044 %) dramatically changes the electron 
transport properties: below a temperature of        the resistivity increases. This 
data [67] is only one example of experiments clearly demonstrating that the observed 
anomalies are caused by magnetic atoms and not related to intrinsic properties of the pure 
metals. 
 
Figure 3.1: Low temperature resistance minimum of a Kondo system. The resistance of 
a copper alloy containing 440 ppm iron shows a minimum as function of temperature in 
contrast to a pure copper sample (data reproduced after [67]). 
The obvious correlation of the impurity spin with the surrounding electron gas - the itinerant 
electrons and the universal behavior
8
 awoke also theoretical interest. A first theoretical 
approach describing the influence of a magnetic impurity in a non-magnetic host, the s-d 
model was proposed by C. Zener in 1951. It contains an exchange coupling   between the 
conduction band electrons and the localized impurity spin [68]. In 1961 P. W. Anderson 
found a general model for the treatment of magnetic impurities in metals: The well-known 
single-impurity Anderson model
9
 (SIAM) describes the impurity by a localized state, which 
hybridizes with the conduction band electrons [69]. Furthermore, the Coulomb repulsion for 
a second electron entering the orbital is taken into account. The Anderson model is up to 
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Temperature dependent properties of various systems in the Kondo regime follow a universal 
function that depends only on the ratio    ⁄ . 
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For well-defined parameters the Anderson model can be transformed to the s-d model [148]. 
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now in the focus of research because it is one of the simplest models including many-body 
physics. The resistance minimum finally was explained by a seminal work of J. Kondo in 
1964 using s-d model and perturbation theory up to the third order in the exchange 
coupling  . Taking processes, where the spin of the impurity and one conduction electron is 
flipped similarly into account, so-called spin-flip processes, he was able to describe the 
resistivity minimum [70, 71]. This explanation by J. Kondo was a milestone in the research 
of magnetic impurities in metals and finally the effect was named after him. Although the 
resistance minimum could be explained by perturbation theory, this approach results in an 
unphysical divergence of the resistivity for      . To overcome the difficulty new 
many-body techniques like the numerical renormalization group (NRG) [72, 73], quantum 
Monte Carlo (QMC) [74] algorithms or the non-crossing approximation (NCA) [75] were 
developed. 
 
Figure 3.2: Sketch of the spectral function of the impurity for different temperatures. 
For temperatures in the Kondo regime       (black curve) a many-body resonance is 
present at the Fermi energy, which vanishes for temperatures above the Kondo temperature 
      (red curve). 
From a microscopic point of view the most important quantity of a Kondo system is the 
one-particle spectrum of the impurity also called spectral function of the localized orbital. 
Below the Kondo temperature   , a narrow many-body resonance named Kondo or 
Abrikosov-Suhl resonance builds up in this quantity at the chemical potential leading to a 
singlet state of the system. The impurity spin is effectively screened by the conduction 
electrons. Thus the spin of both impurity and conduction electrons is correlated near the 
impurity and the overall spin expectation value of the whole system is zero. Since electric 
transport is dominated by electrons near the Fermi energy for low temperature, the Kondo 
resonance leads to a strong scattering of electrons at the impurity and an increase of 
resistivity. A sketch of the spectral function of the impurity is shown in Figure 3.2. Above 
the Kondo temperature (     ) two resonances one well below and one well above the 
Fermi energy (    e ) are present. They result from the single occupied and double 
occupied localized orbital, respectively. Well below the Kondo temperature (     ) a third 
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resonance, the Kondo resonance appears right at the Fermi energy. The half-width at half 
maximum (HWHM) of the resonance        is proportional to the Kondo temperature
10
. 
The existence of the Kondo resonance has been experimentally confirmed for dense systems 
with high-resolution photoemission electron spectroscopy (PES) and inverse photoemission 
spectroscopy (IPES) [4, 76-79]. As a result of their limited spatial resolution these 
measurements as well as all macroscopic measurements always probe a very large number of 
magnetic atoms. 
The rapidly developing field of nanotechnology paved the way to tackle single-impurity 
Kondo systems. In 1998 path breaking studies of scanning tunneling microscopy [11, 12] 
and quantum-dot devices [80, 81] were published providing information of a single Kondo 
impurity. Many scientists get inspired by these works and the unprecedented control over the 
systems. Afterwards, this time was summarized in a review article by L. Kouwenhoven [82] 
as “revival of the  ondo effect”. The two approaches (STM and quantum-dot devices) allow 
studying the Kondo effect from different perspectives. Transport experiments of 
quantum-dot devices [83] offer a huge parameter range which can be addressed by a single 
device. The fundamental parameters of the Anderson model, the single electron level, the 
hybridization to the bath and the Coulomb interaction can be controlled in the experiment by 
adjusting gate voltages. The transport experiments provide local information of the 
impurity - the spectral function of the localized orbital, whereas the STM technique allows 
for the first time to study the Kondo effect in real space. It turned out that the Kondo effect 
can be measured by the first derivative of the current-versus-voltage          
characteristic. In general, STM experiments cannot measure the spectral function of the 
localized orbital of the magnetic impurity directly, since the probability for direct tunneling 
into these orbitals is low due to their strongly localized character. The key quantity measured 
in STM experiments - in which the tip is weakly coupled to the sample - is the spectral 
function of the itinerant electron system, the local density of states (LDOS). 
3.2 Long-range Kondo signature of a single 
magnetic atom 
In the previous chapter it was shown that the interference pattern caused by a sub-surface 
impurity is strongly influenced by the band structure of the surrounding copper crystal. The 
individual standing-wave patterns observed in STM topographies can be attributed to 
different impurity positions below the surface. In this section signatures which can be 
attributed to the Kondo effect of cobalt and iron impurities are of particular interest. 
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According to R. Žitko and T. Pruschke the ratio between the half-width at half maximum (HWHM) 
and the Kondo temperature is            [96]. 
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Experimentally the fastest way to investigate the electronic structure of the sample is to 
measure topographies of the same area for different applied sample bias voltages while the 
set point current remains constant (multi-bias topographies, see subsection 1.2.3). As a first 
striking example how the Kondo effect influences the energy-dependent scattering behavior 
near the Fermi energy, Figure 3.3 shows two STM topographies of a fourth monolayer Fe 
impurity for slightly different bias voltages       m  near zero volts. 
 
Figure 3.3: Scattering behavior of a single sub-surface Kondo atom. STM constant 
current topography (1.8 nm × 1.8 nm, 2 nA) of a fourth monolayer iron impurity for different 
sample bias voltages. For negative bias voltage the LDOS directly above the impurity is 
reduced. By increasing the voltage the central ring contracts to a plateau-like maximum and 
the lateral extension of the interference pattern decreases. 
For those small voltages the bias dependence of the transmission coefficient (equation (1.6)) 
can be neglected and the topography provides directly information about the LDOS. The 
local minimum of the LDOS present in the center of the interference pattern for negative bias 
voltage (   ) develops into a plateau-like maximum for positive bias voltage (   ). 
This change of the standing-wave pattern for this slightly different sample bias voltage 
cannot be explained by band structure arguments of the underlying copper crystal. The band 
structure of copper is nearly constant in the considered energy interval and therefore cannot 
cause the shift of the maxima. In the following it will be shown that the shift arises due to the 
Kondo effect. 
Although topography measurements with different bias voltages give first insights into the 
scattering behavior of the impurity, they have always the drawback of averaging the LDOS 
over a certain energy interval. A more elaborate way to investigate the energy-dependent 
LDOS is by the differential conductance. For instance Figure 3.4 shows the results obtained 
for a third monolayer Fe atom. A typical       spectrum measured directly at the center of 
the interference pattern (Figure 3.4a) reveals a strong Kondo signature, a negative peak 
around zero bias voltage which cannot be seen in the spectrum of the bare Cu surface (Figure 
3.4b). In order to extract the change of LDOS compared to the unperturbed surface and to 
remove signatures which comes from the bare Cu(100) surface and the tip, the obtained 
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differential conductance data is background corrected (see subsection 1.2.4). The spectrum 
after the subtraction (Figure 3.4c), in the following named        spectrum, only shows a 
negative peak around zero bias, all other signatures cancelled out. 
 
Figure 3.4: Kondo signature in the STM differential conductivity. a, Topography of a 
third monolayer Fe impurity (2.5 nm x 2.0 nm, -312 mV, 1.8 nA). b, A pair of       spectra 
taken with the STM tip held over the center (green curve) of the interference pattern, 
evaluated at the green circle and over the nearby bare Cu surface (red curve) evaluated 
above the unperturbed region of the image (red rectangle). c, Difference of the differential 
conductance                –         (purple curve) above the impurity (     ) and 
above the free surface (      ). The solid black curve shows a fit to the        data 
described in the text. 
One advantage of the STM technique is that the Kondo signature induced by the impurity 
cannot only be investigated at one spatial position but also for other lateral tip positions. The 
observed signature, in particular the line shape, strongly depends on the distance to the 
impurity. In Figure 3.5        spectra of a fourth monolayer Fe impurity for four different 
lateral tip positions A-D along the [010] direction are shown, indicating that the line shape of 
the spectra changes within a few angstroms. At the center of the interference pattern, direct 
above the impurity (position A) a positive symmetric peak is found. When increasing the 
lateral position the line shape becomes more asymmetric (position B), turns into a negative 
peak (position C) and back into an asymmetric line shape (position D). This example 
illustrates that a single Fe atom buried below the surface of copper induces a long-range 
spectral signature that depends strongly on the distance to the impurity. 
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Figure 3.5: Variation of the Kondo signature with the lateral distance of the tip. Single 
       spectra (green curve) of a fourth monolayer Fe impurity for four different lateral 
distances along the [010] direction (A-D, marked in the topography by the green circles). The 
tip height was adjusted to give a differential conductance for the free surface        of 
13.3 pA mV
−1
. The solid black curve shows a fit to the        data described in the text (see 
section 3.5). 
A detailed study of the Kondo effect and its spatial range can be obtained by the differential 
conductance as a function of applied sample bias voltage and one spatial coordinate, 
  [   ] direction, across the impurity pattern, see Figure 3.6. Single        spectra 
correspond to vertical lines in the section (Figure 3.6b). The local minima and maxima in the 
interference pattern shift to the center for positive sample bias voltages indicating a phase 
shift. In addition, an enhanced amplitude is observed around zero bias sample voltage. 
 
Figure 3.6: Kondo signature of a single Fe atom as continuous function of distance. 
a, Topography of a fourth monolayer Fe impurity. The scheme of the experiment is illustrated 
in the inset. The green circle marks the impurity below the surface. b,        signal as 
function of energy and one spatial coordinate, the [010] direction across the interference 
pattern (indicated by the red line in a). The tip height was adjusted to give a differential 
conductance for the free surface        of 13.3 pA mV
−1
. An energy-dependent phase shift 
and enhanced amplitude of the interference pattern can be observed around zero bias 
voltage. 
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The energy-dependent phase shift and the enhanced scattering amplitude explain the 
crossover in the topographies (see Figure 3.3) and are not only found for embedded Fe 
impurities but also for Co atoms. An overview of the results for Co atoms situated in 
different depth below the surface is depicted in Figure 3.7. The spectroscopic results are 
shown as single spectra (green curves) measured directly above the impurity      . The 
lateral variations of the        spectra are again depicted as sections (upper part of Figure 
3.7). All impurity positions reveal an energy-dependent phase shift that results in a 
constriction of the interference pattern for positive bias voltages. These first results show that 
for sub-surface magnetic atoms a spatially extended Kondo signature is observed. In the 
following a model, describing the Kondo effect in the itinerant electron system, will be 
introduced which is able to explain the features. 
 
Figure 3.7: STS data of sub-surface Co impurities in 3–7 monolayer below the Cu(100) 
surface.        Spectrum sections along the [010] direction are shown in the upper part. A 
strong change in the scattering behavior can be seen for all impurity depths. Single        
spectra (green curve) measured with a tip position direct above the impurity (marked by the 
arrows in the sections) are depicted in the lower part. The tip height was adjusted to give a 
differential conductance for the free surface        of 3.2 pA mV
−1
 (3rd, 4th and 6th ML), 
5.3 pA mV
−1
 (5th ML) and 6.4 pA mV
−1
 (7th ML). Note that the color scale for the 
spectroscopic data is similar to that used in Figure 3.6b, except the range varies, and is set 
by the corresponding single spectra. The solid black curve shows a fit to the        data 
described in the text (see section 3.5). 
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3.3 The vicinity of an Kondo impurity 
One of the most relevant quantities of a Kondo system is the spectral function of the 
localized orbital, which can be directly measured by high-resolution photo emission electron 
spectroscopy. In an STM experiment the current is determined by tunneling into the 
conduction electron density of states. Therefore, the STM is probing the spectral function of 
the itinerant electrons and not the localized ones. A first theoretical approach of the Kondo 
effect in the spectral function of the itinerant electrons at different distances from the 
impurity was given in [15-17], more recent results can be found in [84, 85]. 
Before presenting the main results of these works, the impact of an impurity located at 
position  ⃗    on the spectral function of the itinerant electrons, the local density of states 
LDOS at other positions  ⃗ will be discussed from a general point of view. A formal 
description is provided by the quantum mechanical propagator: The single electron  reen’s 
function    ⃗   ⃗     which describes the correlation between the creation of a single 
electron at position  ⃗  and annihilation at position  ⃗  with energy   in real space. An 
introduction to this formalism can be found in [86, 87]. If the propagator is once known, the 
      ⃗    is given by the imaginary part of    ⃗   ⃗    . 
       ⃗      
 
 
     ⃗  ⃗    (3.1) 
An advantage of this formalism is the treatment of perturbations.  he  reen’s function of an 
ideal host perturbed by an impurity can be derived by the Dyson equation, which connects 
the Green’s function and hence the LDOS of the perturbed system to the  reen’s function 
    ⃗   ⃗     of the unperturbed conduction band electrons via a T-matrix  ( ⃗     ). 
Approximating the impurity to be a point scatterer at position  ⃗    the Dyson equation reads 
    ⃗   ⃗         ⃗   ⃗       ( ⃗   ⃗     ) ( ⃗     )  ( ⃗     ⃗   ) (3.2) 
The T-matrix is being related to the potential perturbation and correlation effects caused by 
the impurity. Considering only the second part of the Dyson equation directly gives the 
change of LDOS compared to the unperturbed system. The resulting change includes effects 
arising from the band structure     ⃗   ⃗     of the host electrons like the focusing effect and 
from the scattering behavior of the impurity  ( ⃗     ). In the following two important cases 
are illustrated using a simple one dimensional (1D) model system. At first, the scattering 
behavior of the impurity is assumed to be energy independent (see subsection 3.3.1), which 
is expected to be true for non-magnetic impurities. This results in the well-known Friedel 
oscillation. Experimentally, silver atoms – a non-magnetic impurity - will be discussed in 
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chapter 4. Then, the general characteristics of a Kondo impurity, the strong 
energy-dependent scattering is illustrated in subsection 3.3.2. 
3.3.1 Friedel oscillation – the impact of the band structure 
To demonstrate the impact of a point scatterer with energy independent scattering behavior a 
simple one dimensional free electron gas model can be considered.  he unperturbed  reen’s 
function for this model has the following analytical form 
     ⃗   ⃗       
  
   
   ( | ⃗   ⃗ |    ) (3.3) 
where the wave vector      is given by the dispersion relation of the free electron gas. 
      
√          
 
 (3.4) 
The parameters for the free electron gas are chosen to yield an energy dependence of the 
wave vector where the absolute value as well as the slope is comparable with a copper 
crystal. The band onset is set to   -  e  which corresponds to a Fermi wave vector of 
    .    
- . 
The complete dispersion relation of the considered model system is shown in the inset of 
Figure 3.8a. In the experiment the electronic structure around the Fermi energy (   ) is of 
interest. The band structure for the energy interval (- .  e   .  e ), highlighted in Figure 
3.8a, shows a linear behavior. Compared to the Fermi wave vector   , the wave vector      
changes less than one percent. The local density of states            for a constant 
T-matrix        is depicted in Figure 3.8b. 
The horizontal axis is the lateral distance given in multiples of the Friedel wave length 
       ⁄ , whereby the vertical axis is the energy. The change of the LDOS due an 
impurity is color coded. A localized perturbation leads to an oscillation in the local density 
of states. This is well-known and first predicted by J. Friedel in 1958 [88]. The run of the 
maxima and minima as function of energy is determined by the dispersion relation of the 
electron system. Since the wave vector      is nearly constant for the considered energy 
interval, the positions of the maxima and minima are also constant. Single            
spectra for different distances   (Position 1-4), see Figure 3.8c, indicates no signatures 
around the Fermi energy. A decreased and increased local density of states is found at 
position 1 (       ) and 3 (   .     ), respectively, while at positions 2 (   .      ) 
and 4 (   .      ) no change can be seen. 
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Figure 3.8: Illustration of the local density of states in the vicinity of a point scatterer 
with fixed scattering amplitude and phase. a, The Dispersion relation in the considered 
energy interval (-             ). The complete band structure is shown in the inset. b, The 
LDOS in the vicinity of an point scatterer shows Friedel oscillations. c, The LDOS for four 
different distances (1-4, in multiples of the Friedel wave length      ,         ,         and 
        , marked in b by purple arrows) shows no features around the Fermi energy. 
It must be stressed that the main results for an energy independent point scatterer, discussed 
above, holds on even for two or three dimensional models and more realistic band structures. 
The shift of the maxima and minima is directly related to the dispersion relation. Only the 
spatial decay of the Friedel oscillation will differ. 
3.3.2 Model of resonant scattering – a Kondo impurity 
A general treatment of the Kondo problem with all its details is still missing. Especially the 
microscopic structure of the impurity, the degeneracy of the d-, or f-orbitals, and the band 
structure are often neglected. However, the Kondo effect and its associated low-energy 
fingerprints are known to show universal behavior. Therefore, the physics in a Kondo system 
is to a certain extent independent of the local degrees of freedom, in particular the orbital 
structure of the impurity and its environment. This is important since one can apply the 
single-impurity Anderson model (SIAM) to interpret the experiments. Within this model the 
localized orbital of the impurity is described by a single level that couples to a continuum of 
non-interacting electrons and a Coulomb energy   between two electrons on that level. The 
Kondo effect in the itinerant electron system can be understand in analogy to other fields in 
physics, e.g. scattering of electrons at a potential well or the ”driven harmonic oscillator”. 
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The Kondo resonance leads to enhanced scattering amplitude and an energy-dependent phase 
shift of particles near the resonance energy. For a Kondo impurity this general characteristic 
can be shown by evaluating the Dyson equation with an appropriate T-matrix. For the SIAM 
with point like hybridization the T-matrix is just one complex function of energy and it can 
be shown that it is directly proportional to the spectral function of the localized orbital [15]. 
Here a phenomenological form found by Frota et al. is used [89, 90], which will be discussed 
later in section 3.5. 
         √
  
       
 (3.5) 
The resonance width is determined by the parameter  , the resonance position is given by   . 
As a simple example, Figure 3.9 shows the calculated change of the LDOS using the Green’s 
function    of the 1D-electron gas introduced before (see subsection 3.3.1) and the analytical 
expression for the Kondo resonance (see Figure 3.9a) described above. 
 
Figure 3.9: Illustration of the Kondo effect in the itinerant electron system using a 1D 
model. a, The Kondo resonance in the spectral function of the impurity causes a scattering 
resonance in the conduction band LDOS. The resonance width and position are fixed to 
         and         . b, For clarity the LDOS of the unperturbed system is 
subtracted. The scattering resonance results in an increased amplitude of the standing-wave 
pattern and a phase shift when crossing the resonance. c, For four different distances 
(     ,         ,         and         , marked in b by purple arrows) the LDOS is 
illustrated as function of energy, whereas     is the Friedel wave length. 
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The LDOS variation depicted in Figure 3.9b clearly shows an energy-dependent phase shift 
and enhanced amplitude around the Fermi energy. Hence LDOS spectra for different 
distances   (Position 1-4), see Figure 3.9c, indicates also strong signatures around the Fermi 
energy. Direct at the impurity, position 1 (        ), a dip is observed which develops into 
an asymmetric step-like line shape at position 2 (   .       ). At position 3 (   .      ) 
a peak is found. For a distance (   .       ), position 4, the line shape is again 
asymmetric. The line shape of the Kondo signature shows an oscillation as function of 
distance   with a periodicity given by the Friedel wave length        ⁄ . The prediction 
of the long-range visibility of the Kondo signature was already seen in the experiments (see 
section 3.2) investigating sub-surface Fe and Co atoms. 
3.4 Simulation 
In this section a theoretical modeling of a sub-surface Kondo system will be discussed. The 
main idea is to separate the scattering behavior of the impurity affected strongly by the 
Kondo effect and the propagation of electrons which is given by the host material, see 
equation (3.2). The overall scheme is depicted in Figure 3.10. A detailed description of the 
theoretical simulation as well as the band structure calculation can be found in [18, 91]. 
 he free electron propagation for copper, the  reen’s functions     ⃗   ⃗     can be 
calculated by the band structure of the material. This quantity is obtained by a linear 
combination of the atomic orbitals (LCAO) approach. Details of the calculation can be found 
in the PhD thesis of A. Weismann [18]. The resulting dispersion relation for different high 
symmetry directions is shown in Figure 3.10a. 
The free propagation obtained by the band structure of copper is depicted in Figure 3.10b. 
Furthermore, due to the geometric setup of the experiment, the surface of the crystal plays an 
important role and has to be included in the simulation. This can be achieved by introducing 
a potential step and fixing the continuity conditions for the wave functions. In order to 
calculate the scattering characteristics of the impurity, the T-matrix of the system, advanced 
methods and models of quantum many-particle physics has to be used. The single-impurity 
Anderson model (SIAM) might be a good starting point modeling the Kondo effect. It is 
well-known that this model is appropriate to describe the universal behavior of the Kondo 
effect and its associated low energy fingerprints correctly. Using this model, a suitable tool 
calculating the T-matrix is the numerical renormalization group (NRG) [73]. At this point 
the LDOS - the imaginary part of the unperturbed  reen’s functions     ⃗   ⃗     - at the 
impurity position is needed to describe the states of the conduction band that couple to the 
impurity. Note that the presence of the surface leads to oscillations in this quantity (see 
Figure 3.10c), which can be understood as a standing-wave pattern of electrons being 
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reflected at the surface. The NRG calculations result in a Kondo resonance in the T-matrix 
near the Fermi energy (Figure 3.10d), with a resonance height and width showing similar 
oscillatory behavior as seen in the unperturbed  reen’s functions     ⃗   ⃗    . While the 
resonance amplitude significantly changes, the resonance width is nearly constant for 
different impurity positions below the surface. 
 
Figure 3.10: Road map of the theoretical model. a, Band structure of copper calculated 
using LCAO and b, the related free propagator. c, Unperturbed LDOS as function of depth, 
including effects of the surface. d, The Kondo resonance for impurities located at different 
positions. e, Calculat d ΔLDOS s ct on along th  [   ] d r ct on for Co  pur t  s s tuat d 
3-7 ML below the surface. Single spectra taken directly above the impurity position are 
shown below. Note that the color scale for the spectroscopic data is similar to that used in 
Figure 3.6b, except the range varies, and is set by the corresponding single spectra. 
With the T-matrix obtained by the above procedure, the LDOS change can be calculated 
using equations (3.1) and (3.2). Values for the energetic position and hybridization of the 
localized orbital were taken from ab initio results [92]. The only free parameter left in the 
calculation, the Coulomb interaction  , is adjusted to yield the same resonance width as 
found in the experiment. The calculated LDOS sections for Co impurities, depicted in Figure 
3.10e, are in excellent agreement with the measured data (see Figure 3.7). The 
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experimentally observed periodicity (compare a 3rd monolayer and 7th monolayer impurity) 
is also found in the simulation. 
Although the very good agreement of simulation and experiment seems to be convincing the 
model and the chosen parameter will be discussed in the following in more detail. Up to now 
there exist no detailed calculations for the position of the localized orbital for Co and Fe bulk 
impurities. The value (   - .  e ) used in the above simulation were estimated for a Co 
atom adsorbed on a Cu(111) surface. However this value should change going to bulk 
impurities and must not be the same for an Fe atom. Using the same energetic position and 
hybridization of the localized orbital and adjusting   for Fe impurities leads to results which 
describes the experiment only in the low energy regime close to the Fermi energy. For higher 
energies the amplitude of the T-matrix decreases leading to a vanishing signature. This 
behavior is not observed in the experiment and can be explained by additional scattering 
processes not included in the model. One additional scattering process, which naturally 
arises, is potential scattering due the defect potential induced by the impurity. Since the 
Kondo energy scale which determines the scattering behavior is normally much smaller than 
the energy scale induced by the defect potential, the additional process can be described by 
an approximately energy-independent background. In case of the Co atoms the chosen 
simulation parameter results in a small overlap of the broad d-resonance and the narrow 
Kondo resonance, meaning that the system is not in the true Kondo regime but rather in the 
mixed-valence regime [64]. Here the presence of the d-resonance at the Fermi energy mimic 
the potential scattering term actually neglected in the model. In case of Fe the chosen 
parameter set results in a “true” Kondo system, meaning that there is no overlap of the 
different resonances. The above discussion shows that potential scattering or at least an 
energy-independent scattering term should be added to the model. Furthermore more 
sophisticated values for the energetic position of the localized orbital as well as its 
hybridization are requisites to improve the simulation. 
3.5 Phenomenological fit formula 
As discussed in the last section, the proposed formalism, the Dyson equation (3.2) can be 
used to simulate the experimental data and to extract microscopic information of the 
impurities [64]. Although the simulation works quite well, all the methods used are state of 
the art for themselves: Combining them and finding the right parameter is a sophisticated 
task. To extract the key quantities from the experiment and to focus on the universal features 
of the Kondo effect in the low energy regime, in the following an analytical formula will be 
used, modeling the free propagation and the scattering matrix. This idea first proposed by 
Újsághy and colleagues [15] will be refined. As originally proposed, the free propagation of 
band electrons is modeled by an energy-independent phase factor                   . 
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 he energy independence is justified as the wave vector is nearly constant around the Fermi 
energy         in case of copper. 
During the analysis it turned out that the widely-used (complex) Lorentzian approximation 
        
 
        
 (3.6) 
of the T-matrix      , resembling the Kondo resonance, does not give the best description of 
both STM experiments [64, 93] as well as theoretical many-body calculations [64, 94]. A 
Lorentzian approximation of the T-matrix results in the often-used Fano line shapes [15, 95], 
which are depicted in Figure 3.12. The half-width at half maximum (HWHM)       is 
directly given by the parameter   . Better fits were obtained by a phenomenological form 
      found by Frota et al. [89, 90].  
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Here the HWHM is given by     .     . In Figure 3.11 the influence of the Kondo 
resonance shape to the LDOS is shown. The change of the local density of states       is 
shown as function of distance to the impurity and the energy for a Kondo resonance modeled 
by a Frota form (Figure 3.11a) and a Lorentzian (Figure 3.11b), respectively. 
The scattering amplitude | | of the Frota form decays much weaker with energy than a 
Lorentzian, which can be viewed as a minor correction (Figure 3.11c). More significantly, 
the shift of the scattering phase differs for both models (Figure 3.11d). While the Lorentzian 
approximation always results in an overall phase shift of  , the Frota models yields only    . 
Recent numerical renormalization group (NRG) calculations give also a phase shift of     in 
the maximum range of energies considered in the calculation [64]. Moreover, as one can see 
in Figure 3.6b, the phase shift measured in the experiment is also smaller than  . Starting at 
the spatial position for an inner maximum at negative bias voltages one ends up in a knot of 
the interference pattern going to positive bias voltages. Assuming a phase shift of   one 
should end up in a minimum. This shows that the experimental phase shift is also smaller 
than  . Its value can be estimated to  .     .   . 
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Figure 3.11: Influence of the Kondo resonance shape on the LDOS. The change of the 
local density of states       is shown as function of distance to the impurity and energy for 
a Kondo resonance modeled by a Frota and a Lorentzian form, respectively, a and b. The 
free propagation of the electrons is modeled by a one dimensional free electron gas with a 
Fermi energy of        , see subsection 3.3.1. The resonance width and position are fixed 
to             and         . c, Scattering amplitude of the different models, both 
normalized to one at the Fermi energy. d, Comparison of the phase shifts between of the 
Lorentzian (blue) and Frota (orange) form. While the Lorentzian shows an overall phase shift 
of   (starting at -      going to      ), the Frota form shows only a phase shift of       
(starting at -       going to -      ). 
According to these results, the Lorentzian shape of the Kondo resonance originally used in 
the model of Újsághy et al. is replaced by the phenomenological form found by 
Frota et al. [89, 90]. The final expression for  rota’s phenomenological line shape has the 
following functional form: 
 
   
  
         [     √
  
        
]        (3.8) 
Here    is the position of the Kondo resonance. The resonance width   is proportional to the 
Kondo temperature   , whereas the exact relation is still an open issue. Here   
  .        , is used which results from NRG calculations [96]. A linear voltage slope and an 
offset are added to account for additional and approximately energy-independent background 
3.6 Comparison of Iron and Cobalt atoms and microscopic parameters 49 
scattering processes. Error bars resemble the 95 % confidence interval of the parameter and 
are obtained by the non-linear fit of equation (3.8). 
 
Figure 3.12: Different line shapes of the phenomenological fit formulas. The Kondo 
resonance is modeled either by a Frota (green curves) form or a Lorentzian (red curves) 
form. The line-shape parameter   determines the shape of the curve. 
The line shape of the curve is determined by the line-shape parameter (LSP)       , 
which results for even multiples of   (          ) in a dip and for odd multiples of   
(     ,    , ) in a peak. Other values cause asymmetric line shapes. For arbitrary values 
of   the resulting curves are plotted in Figure 3.12 (green curve). The phenomenological fit 
formula, introduced above, is able to describe the experimental findings within a fairly good 
agreement (see Figure 3.4 and Figure 3.5). 
3.6 Comparison of Iron and Cobalt atoms and 
microscopic parameters 
In the following the phenomenological fit formula (equation (3.8)) is used to extract 
microscopic properties, the line-shape parameter, the resonance width and the resonance 
position of the magnetic impurities. It turns out that the difference between Fe and Co 
impurities can be mainly described by a different resonance width – Kondo temperature. In 
Figure 3.13 cobalt and iron atoms, located both in the third monolayer, are compared. 
Multi-bias topographies (see Figure 3.13a-b) demonstrate that both impurity species show 
similar behavior on completely different energy scales. For negative sample bias voltages a 
peak present in the center in of the interference pattern is found for both impurity species, 
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which vanishes going to positive voltages. However, the voltage range the change occurs is 
much smaller for the Fe impurity. Here the peak is still present at   -  m  and vanishes 
for slightly higher bias voltage     m . In contrast, for Co the topography does not 
change going from   -   m  to      m . 
 
Figure 3.13: Comparison of cobalt and iron impurities. a, Set of constant current 
topographies (2 nm x 2 nm, 2 nA) for different sample bias voltages of a third monolayer Co 
impurity and Fe impurity (2 nm x 2 nm, 1.8 nA), b. Topography data taken from [18]. For both 
impurities the peak present in the center at negative sample bias voltages vanishes for 
positive sample bias voltages. However, the energy scale is much smaller for the Fe atom. 
Single        spectra measured at the center of the interference pattern, direct above the 
impurity (marked by the arrows in a and b) in the case of Co and Fe, c and d, respectively. 
The same line shape is observed, but the resonance width is much smaller for the Fe 
impurity. 
More clearly the different energy scales can be seen in the        spectra measured directly 
at the center of the interference pattern, shown in Figure 3.13c-d. For both Co and Fe a 
dip-like feature is found, which can be well described by the fit formula. The line-shape 
parameter   is nearly the same, but the resonance width   is different. For the Fe atom a 
resonance width of     .     .  m  is extracted. For the Co atom a higher value of 
           m  is found. One question naturally arising is how the extracted parameters are 
related to properties of the tip. Appendix A.2 provides a detailed analysis of the Kondo 
signature found for different tips. It turned out that no significant changes for the extracted 
parameters are observed for different tips. 
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The spatially extension of the Kondo signature allows exploring microscopic properties 
around magnetic impurities. Measurements averaged over different impurity depths and 
spatial positions yield a resonance width    e   .     .  me  and     e        me  
for Fe impurities and    o          me  and     o  -        me  for Co atoms. The 
observation that for Co the Kondo resonance is positioned well below the Fermi energy is in 
good agreement with recent calculations [97]. The estimated resonance width corresponds to 
a Kondo temperature of     e            and     o              for Fe and Co 
atoms, respectively. These values are in good agreement with Kondo temperatures obtained 
from macroscopic bulk measurements (Fe: 8-50 K and Co: 250-1000 K) studied in the 
past [3]. However, the values of macroscopic measurements are distributed over a broad 
range. Also the underlying theories might differ. Therefore, the good agreement has to be 
interpreted with caution. Since STM has the unique capability to address only one single 
impurity, this might be the best way to define the Kondo temperature of a single bulk 
impurity. 
3.7 Distance dependence of the Kondo signature 
The idea that the line-shape parameter of the Kondo signature should depend on the distance 
to the impurity has been discussed theoretically in [15-17]. According to these works the line 
shape of the Kondo signature should show an oscillatory behavior as a function of distance. 
So far this theoretical prediction could not be proven for magnetic atoms or molecules 
adsorbed on noble metal surfaces, due to the localized visibility of the Kondo signature in 
these experiments. Previous sections of this chapter showed that a long-range Kondo 
signature is observable for single sub-surface iron and cobalt atoms. The extended spatial 
Kondo feature can be understood by a scattering resonance in the LDOS, the itinerant 
electron system. Since the resonance is energetically located at the Fermi energy, its 
dependence should be connected to the electronic properties of the host metal. The 
line-shape parameter   should be a linear function of the distance   to the impurity with a 
slope given by two times the Fermi wave vector   , i.e.            . In the following the 
line-shape parameter   is investigated in detail as function of lateral tip position 
(see subsection 3.7.1) and as function of impurity position below the surface (see 
subsection 3.7.2). A dependence on the tip-surface distance is not observed in the experiment 
for typical tunneling resistances in the order of     .  -       (see appendix A.3). 
3.7.1 Lateral dependence 
At first the dependence on the lateral tip position (the [010] direction, see sketch in Figure 
2.7a), while keeping the impurity position below the surface fixed, will be analyzed. To 
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illustrate this, the topographies of a seventh monolayer Co and fourth monolayer Fe impurity 
are shown in Figure 3.14a-b, respectively. 
 
Figure 3.14: Line-shape variation as a function of the lateral tip position. a, STM 
constant current topography of a 7th monolayer Co impurity (3 nm x 3 nm, -300 mV , 2 nA) 
and b, a 4th monolayer Fe impurity (2 nm x 2 nm, -150 mV, 2 nA), in which the tip position 
for the different spectra are depicted. Single        spectra, displaced vertically for clarity, 
for different lateral distances, measured from the center along the [010] direction c, for the 
7th ML Co impurity and d, for the 4th ML Fe impurity. The solid black curve shows fits to the 
       data. Spatial dependence of the line-shape parameter (LSP)   along the [010] and 
[001] direction for the Co and for the Fe impurity, respectively, e and f,. The dashed line 
shows a model presented in the text. 
A series of        spectra taken with the STM tip held at various lateral spacing along the 
   [   ]  direction is shown in Figure 3.14c-d. The center (      ), directly above a 
seventh monolayer Co impurity Figure 3.14c reveals a dip. Moving away the tip the line 
shape switches to a step-like feature at  .    and finally to a peak for a distance of  .   . In 
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case of a fourth monolayer Fe atom the change of the line shape is even stronger. At the 
center an asymmetric peak is observed. Moving away from the center, the line shape 
becomes more asymmetric, turns into a negative peak at  .    and back into a symmetric 
peak at a distance of  .   . In both cases, for the 7th ML Co and for the 4th ML Fe, the 
line-shape parameter increases continuously with the lateral tip position Figure 3.14e-f. 
As mentioned before the line-shape parameter             should depend linearly on the 
distance   to the impurity with a slope given by two times the Fermi wave vector   . The 
distance   √      in the experiment can be determined directly from the lateral 
distance   and the depth   of the impurity below the surface. This leads to the following 
relation      √ 
        to fit the line-shape parameter. The offset    accounts for 
the line shape directly at the impurity position. For a 4th ML Fe impurity (     .   ) the 
best fit is obtained with parameters    - .     .    and     .      .   
- 
. For a 7th 
ML Co atom (      .   ) the best parameters are     .     .    and    
 .      .    
- 
. 
Band structure calculations for Cu yield values of     .  
- 
 in [110] and     .    
- 
 
in [100] direction [98]. The difference between the experimental and the theoretical value is 
not only observed for the [010] direction but also for other crystal directions. In Figure 
3.14e-f the change of the line-shape parameter along the [011] direction is shown. Doing the 
same analysis introduced before yields a value of     .      .    
- 
 for a 4th ML Fe 
impurity and     .      .    
- 
 for a 7th ML Co impurity. 
All theoretical models so far describing the line-shape dependence as a function of distance 
treat a homogeneous and isotropic electron gas model with a direction independent   . The 
discrepancy of the theoretical value and the wave vector found in the experiment can be 
basically explained by two additional ingredients: the anisotropic band structure of copper, 
i.e., the focusing effect and the imaging process of the STM (see section 2.1). The 
non-collinear direction of the Fermi wave vector    and the group velocity    results in an 
effective reduction of the oscillation wave vector   , described in subsection 2.1.1. The 
effective wave vector for the main focusing direction inclined by 30° to the surface normal 
was estimated in subsection 2.1.3 to     .   
- 
. This value is still larger as observed in the 
experiment. Despite the reduction caused by the band structure of the copper crystal, wave 
functions with different    contribute not equally to the tunnel current. Especially states with 
higher    components decay faster into the vacuum (see subsection 2.1.2). This implies that 
for different lateral distances of the tip states with different    contribute to the tunnel 
current, which might indicate that the model for the lateral line-shape dependence, described 
above is oversimplified. 
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3.7.2 Dependence on the impurity position below the 
surface 
A way to analyze the line-shape dependence in a simpler geometry is to look at        
spectra with different impurity depth   while the lateral tip position is kept constant at the 
center (       ) of the interference pattern, see Figure 3.15a-e. In this geometry the 
contribution of tunneling paths is the same for all spectra. 
 
Figure 3.15: Variation of the Kondo signature with impurity position below the surface. 
a-e, Single        spectra (blue circles) measured with a tip position direct at the center of 
the interference pattern for Fe atoms in monolayer 3-7. Spectroscopic measurements were 
performed using a lock-in technique with a modulation of the sample voltage of          
at a frequency of 2556 Hz while the tip height was adjusted to give a stabilizing current of 
     n  (3rd-6th ML) and     n  (7th ML) at -     for the free surface. The solid black 
curve shows fits to the spectra. f, The obtained line-shape parameter (LSP) (green triangles 
for Fe and purple triangles for Co) decreases linearly. The dotted lines show linear fits. The 
spectra used for the analysis of the Co atoms are depicted in Figure 3.7. 
The spectrum for a third monolayer Fe atom reveals an asymmetric dip. For deeper impurity 
positions the line shape becomes more asymmetric returning into an asymmetric dip for the 
seventh monolayer. The same signature is observed also for the third monolayer, indicating 
an oscillation length of nearly four monolayers. The line-shape parameter, depicted in Figure 
3.15f, apparently decreases linearly with increasing depth of the impurity. A linear fit reveals 
a slope of - .      .      . This negative slope is due to aliasing between the periodicity 
of the lattice and the wave length of the oscillations. The line-shape parameter is    periodic 
and hence the observation is equivalent to a slope of  .      .      , resulting in a Fermi 
wave vector of     .      .    
- 
. Doing the same analysis for Co impurities, see Figure 
3.15f, yields a slope of - .      .       leading to     .      .    
- 
. For both 
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impurities the obtained values are in good agreement with the expected value of copper for 
the [100] direction     .    
- 
, see subsection 2.1.3. 
3.8 Spatial dependence of the Kondo temperature 
In the last section the distance dependence of the line-shape parameter as function of 
impurity position below the surface and as function of lateral-tip position was investigated. 
In the following, the same analysis is performed for the Kondo resonance width - the Kondo 
temperature – of Fe impurities. Therefore, spectroscopic measurements of different tips and 
impurity positions below the surface are analyzed. The results for the Kondo resonance 
width   of different impurity depth  , while the lateral tip position is kept constant at the 
center (       ) of the interference pattern, are summarized in Figure 3.16. For all depth a 
nearly constant resonance width is found, which is comparable to the averaged value over 
different impurity depth and spatial positions    e   .     .  me . 
 
Figure 3.16: Kondo resonance width of sub-surface Fe impurities in the 3rd–7th 
monolayer below the Cu(100) surface. As reference the value averaged over different 
impurity depth and spatial positions                    is highlighted by the blue line. 
Investigating the Kondo temperature for a constant impurity depth as function of the lateral 
tip position an unexpected variation of the resonance width can be observed. As an example, 
the fourth monolayer Fe impurity, see Figure 3.5, shows a variation of               , 
   B           ,                 and                 from position A to D. The 
rise of the Kondo temperature with distance is very small and mostly within the confidence 
interval of the values. Nevertheless, the trend is found for both Fe and Co and not depends 
on the impurity position below the surface. This behavior is not included in the 
single-impurity Anderson (SIAM) model. One possible explanation considers the actual 
orbital structure of the d-level for Fe or Co, which leads to different hybridization – 
screening of the spin – for the d-orbitals. Experimental findings going in the same direction 
were recently obtained on magnetic molecules deposited on superconducting lead [99] or 
gold crystal surfaces [100]. 
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3.9 Discussion 
Single magnetic Fe and Co impurities embedded below the Cu(100) surface opens a new 
way to study single-impurity Kondo physics by means of STM. In contrast to previous works 
using adatom systems, which had studied only local properties, this work focuses on single 
Kondo impurities in the bulk on length scales, which were so far not accessible. The 
long-range Kondo signature allows exploring the full microscopic properties around 
magnetic impurities. The spatial distribution of the Kondo signature is - in addition to the 
Kondo physics - strongly influenced by the anisotropy of the band structure of the host 
crystal. A detailed analysis of differential conductance as a function of lateral distance for Fe 
and Co atoms situated at different depths below the surface shows that the distance 
dependence of the line shape of the Kondo signature is directly connected to the band 
structure of the host crystal. Additionally, probing bulk impurities with STM allows 
separating the physics of the correlated many-body system and the measuring process. This 
is in contrast to studies on adatom systems. Models for tunneling through adatom or 
molecule systems have to treat the tip, its coupling to the localized impurity state, its 
coupling to the itinerant bulk electrons as well as surface states, and all interferences 
between alternative transport paths [16, 17]. Thus, the Kondo signature is a feature of the 
measurement process and is associated with the relative strength of the hybridization 
between the tip, sample, and impurity. In contrast, the investigation of bulk impurities allows 
a clear spatial separation between the Kondo impurity and STM process. Within this 
interpretation, the STM is a noninvasive tool that exclusively probes the LDOS of the 
conduction band electrons - the itinerant electrons. 
Going further the long-range Kondo signature opens a new way to examine the interaction 
between two or more Kondo atoms with each other, or the effect of an interface in real space. 
First results investigating two iron atoms next to each other will be discussed in chapter 5. 
 
4 Signatures of non-magnetic atoms 
The last chapter was devoted to single-impurity Kondo physics of magnetic iron and cobalt 
atoms. In this chapter non-magnetic silver (Ag) impurities below the Cu(100) surface are 
considered. This sample system represents a control experiment to verify that the observed 
features for magnetic Fe and Co are really due to their localized magnetic moment. The 
Cu(100) surface is an excellent model system to investigate the impact of embedded silver 
atoms on the electronic structure of the surface and to compare the results to magnetic Fe 
and Co impurities. At first, in section 4.1 it is shown that single non-magnetic Ag defects can 
strongly influence the electronic structure of the surface. Then, in section 4.2 the voltage 
dependence of the signature will be discussed. Furthermore, a comparison of the scattering 
characteristics for both magnetic and non-magnetic impurities is presented. While for 
magnetic iron and cobalt atoms the interference pattern strongly depends on the applied 
sample bias voltage for silver atoms only a minor dependence is found. Nevertheless, 
spectroscopic maps reveal an unexpected small kink around zero sample bias voltage. In 
section 4.3 different explanations will be discussed. Finally, the results are summarized in 
section 4.4, followed by an outlook for further (control-) experiments. 
4.1 Topographic investigation 
As a first example how the standing-wave pattern depends on the energy Figure 4.1 shows 
STM topographies of a seventh monolayer Ag impurity for different sample bias voltages  . 
The lateral extension of the focusing pattern decreases for positive bias voltages (Figure 
4.1a-b), while the overall appearance of the standing-wave pattern does not depend on the 
applied bias voltage. More clearly this feature can be observed in cross sections along the 
[010] direction, depicted in Figure 4.1c. The spatial positions of the maxima and minima are 
nearly identical for negative bias voltage   -    m  and positive bias voltage   
    m . This observation is in contrast to the behavior of embedded magnetic Fe and Co 
impurities exhibiting standing-wave patterns and spatial positions of the maxima which 
strongly depend on the applied sample bias voltage (see for instance Figure 3.13). 
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Figure 4.1: Scattering behavior of a single sub-surface silver impurity. a, STM constant 
current topography (2.7 nm x 2.7 nm, 2 nA) of a seventh monolayer silver impurity for a 
sample bias voltages of   -       and b,         . c, Corresponding cross sections 
along the [010] direction (marked in a and b by the arrows). For positive (purple curve) and 
negative (green curve) bias voltages the interference pattern hardly changes. d, A single 
       spectrum measured with a tip position at the center of the standing-wave pattern 
(marked by the red dot in a). The tip height is adjusted to give a set point current of     
  n  at     -       for the free surface. 
In Figure 4.1d a background subtracted single        spectrum measured with a tip 
position direct above the impurity is shown. The spectrum reveals no features in the energy 
range considered here (  -        m ). 
4.2 Voltage dependence of the interference pattern 
The energy-dependent scattering behavior of the embedded impurity can be investigated by 
the background subtracted differential conductance as function of applied bias voltage and 
one spatial coordinate across the standing-wave pattern. A        section along the [010] 
direction for a seventh monolayer Ag impurity is depicted in Figure 4.2. 
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Figure 4.2: Spectroscopic signature of a single silver atom as continuous function of 
distance. a, Topography of a seventh monolayer Ag impurity (2.7 nm x 2.7 nm, -150 mV, 
2 nA). b,        signal as function of applied bias voltage and one spatial coordinate, the 
[010] direction across the interference pattern (indicated by the red line in a). The tip height 
is adjusted to give a set point current of       n  at     -      for the free surface. 
While at the center of the interference pattern - directly above the impurity position - no 
signature is observed at the border a local maximum surrounded by two minima is found. A 
shift of the lateral position of the maximum can be observed for increasing energy within a 
voltage range of      m . 
4.2.1 Comparison with magnetic impurities 
The difference between magnetic and non-magnetic scattering is illustrated in Figure 4.3. 
Here the section of the differential conductance of a seventh monolayer Ag impurity (Figure 
4.3a) is directly compared to the section of a Co impurity (Figure 4.3b) located in the same 
layer along the same crystallographic direction. The interference pattern of the magnetic 
atom shows a stronger constriction increasing the voltage. More clearly this feature can be 
illustrated by mapping the spatial position of the        maximum relative to the center of 
the standing-wave pattern as function of applied bias voltage  . The position of the 
maximum is located at  . - .    for a negative bias voltage of   -    m  and moves 
inwards by increasing the voltage for both, Ag and Co. However, the slopes of the curves are 
different. For a positive bias voltage of         m  the position of the maximum is 6.5 Å 
for Ag and 4.8 Å for Co, respectively. According to the previous chapter, the strong shift of 
the phase fronts for the magnetic Co impurity is related to the Kondo effect which results in 
a scattering resonance at the Fermi energy. In contrast, the impurity scattering of Ag seems 
to be nearly energy-independent for the energy range considered here. The small shift 
observed for Ag is caused by the change of the wavelength of the scattering electrons, the 
dispersion of the copper band structure. 
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Figure 4.3: Comparing the scattering of non-magnetic silver and magnetic cobalt 
impurities. a, Section of the differential conductance along the [010] direction for a seventh 
monolayer Ag impurity and b, for a seventh monolayer Co impurity. The tip height is adjusted 
to give a set point current for the free surface of       n  at     -      and at     
-      for Ag and Co, respectively. c, The spatial position (relative to the center, marked in 
a and b by the white line) of the LDOS maxima as a function of applied bias voltage. The 
uncertainty according to the distance arises from averaging over the [010] direction and [010] 
direction, as well as from data processing. In case of the Ag impurity the position of the 
maxima changes hardly whereas for the Co impurity the maximum strongly moves to the 
center. 
4.3 Signatures around the Fermi energy 
The development of the interference pattern for silver impurities embedded below the 
Cu(100) surface can be understood by the concept of Friedel oscillations (see 
subsection 3.3.1) and the underlying band structure of the copper crystal (see 
subsection 2.1.3). Although the concept Friedel oscillations can describe the experimental 
findings for a broad energy range, a closer look (Figure 4.4) reveals an unexpected feature: 
Around zero bias voltage a kink is found in the section of the differential conductance, 
shown in Figure 4.4b. The kink is located very close to the Fermi energy in a voltage range 
of about       m  and exhibits only a small phase shift. This feature is not only found 
for a seventh monolayer Ag impurity but also for other impurity positions below the surface. 
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Figure 4.4: Spectroscopic signature of a single silver atom around the Fermi energy. 
a, Topography of a seventh monolayer Ag impurity (2.7 nm x 2.7 nm, -150 mV, 2 nA). b, 
       signal as function of applied bias voltage and one spatial coordinate, the [010] 
direction across the interference pattern (indicated by the red line in a). The tip height is 
adjusted to give a set point current of       n  at     -      for the free surface. 
Around zero bias sample voltage a kink (highlighted by the green arrows) is observed in the 
interference pattern. 
Since silver is a non-magnetic impurity the Kondo effect cannot be responsible for the 
observation. Furthermore, the overall phase shift induced by a Kondo impurity is stronger 
than observed for silver impurities. In the following, different phenomena which may 
produce such a signature will be discussed. 
In general, the interference pattern at the surface of the Cu(100) surface can be related to 
properties of the host material (i.e. the band structure) and the scattering behavior of the 
impurity. Both quantities might be responsible for the kink in the interference pattern. 
From the impurity site the scattering behavior can be changed due to local vibrational modes. 
From STM experiments on adatom systems, like molecules on noble metal surfaces, it is 
well-known that vibrational modes can be excited by the tunneling current. The tunneling 
electrons can excite a vibrational mode, giving rise to an inelastic tunneling channel, which 
is forbidden when the energy of the electrons is below the quantized vibrational energy. This 
kind of inelastic tunneling contributions was first observed by B. C. Stipe and coworkers in 
1998 [101] and leads to a symmetric step like feature in the differential conductance when 
the tip is placed above the molecule. An approach to understand how the surrounding charge 
oscillations, the Friedel-like oscillations, are affected by the localized vibrational mode was 
first provided by J. Fransson and A. V. Balatsky in 2007 [102] and more recently refined for 
inelastic spin excitations [103]. Experimentally the real space signature of Friedel-like 
oscillations was reported by H. Gawronski and collaborators in 2011 [104]. According to 
these works the scattering amplitude of the impurity should be enhanced for electron 
energies at the vibrational modes. An enhancement of the amplitude of the interference 
pattern around zero bias voltage is not found for embedded Ag impurities. One reason might 
be that not only one vibrational mode is involved but rather several modes with different 
vibrational energies are present. 
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Another reason could be the electron-phonon coupling in the copper crystal, meaning the 
coupling of the conduction electrons not to localized vibrational modes but to delocalized 
vibrational modes of the crystal lattice. This effect would not enter the scattering behavior of 
the impurity but the “band structure” of the underlying host material. T. Kotzott considered 
the influence of electron-phonon coupling on the spectral function of the itinerant electron 
system in the vicinity of a non-magnetic impurity in his Bachelor thesis [105]. The Einstein 
model as well as the Debye model is used to describe the properties of the phonon system. 
Both approximations result in a kink in the electron dispersion relation. In order to get the 
same strength as observed in the experiment the electron-phonon coupling parameter has to 
be chosen larger than values given in the literature. Moreover, the energy range of the kink is 
slightly smaller in the experiment than in the calculations. 
4.4 Summary 
In contrast to magnetic Co and Fe impurities, introduced in the previous chapter, the shift of 
the maxima and minima for non-magnetic Ag impurities is much weaker. For a broad energy 
range         m  the development of the interference pattern can be understood by the 
concept of Friedel oscillations assuming that the scattering behavior of the impurity is nearly 
energy independent. However, high resolution spectroscopic data reveals a kink at the Fermi 
energy. Up to now the origin of this feature is unclear. One possible explanation might be the 
coupling of the conduction electrons either to localized vibrational modes present at the 
impurity site or to delocalized phonon modes arising from the crystal lattice. First theoretical 
calculations show that electron-phonon coupling in copper can produce a kink in the 
interference pattern. To rule out or to verify one model more experimental data as well as 
theoretical understanding of the different models and phenomena is required. 
Using some information of the next chapter may give further insights. The interaction of two 
neighboring Fe atoms can lead to a suppression of the Kondo effect (see section 5.2). In this 
particular case, the scattering behavior of the two Fe atoms becomes nearly energy 
independent (see Figure 5.10). For the Fe dimer configuration no kink is found in the energy 
range of        m . If the kink in case of silver atoms is related to the electron-phonon 
coupling of the copper crystal it should also be observed in the interference pattern of the Fe 
dimer. This result shows that the electron-phonon coupling in the copper crystal cannot be 
responsible for the feature. More likely, the kink is related to localized vibrational modes 
present at the impurity or to an enhancement of the electron-phonon coupling due to specific 
impurity details (e.g. the mass). 
During the measurements, it turned out that investigating Ag impurities seems to be a 
challenging task (compared to Fe or Co atoms). One reason might be that the valence 
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, respectively). Measuring the 
electrical resistivity is for a long time a standard way to determine the scattering properties 
of point defects. It was found that the absolute value of the resistivity does not only depend 
on the concentration of impurities but also on the impurity element. The results are 
summarized by Norbury’s rule saying that the electrical resistivity increases and the 
scattering amplitude is proportional to the square of the valence difference of the 












) maybe good 
candidates to further investigate non-magnetic impurities in copper. In addition, measuring 
the spectroscopic signatures of a second non-magnetic element may give deeper insights into 
the underlying phenomena. If the feature is related to localized vibrational modes, the energy 
interval should change due to the different masses of Ag, Ge and Sb. 
Although the silver samples were originally thought as reference system for Fe and Co 
impurities, the results go beyond the concept of simple Friedel oscillations. Moreover, point 
defects in metals are a very old topic in solid state physics [88, 107], which has regained 
strong attention for nanoscale systems [108-112]. While at room temperature 
electron-electron and electron-phonon scattering are dominating, the scattering of bulk 
electrons at single impurities becomes crucial at low temperature. Experimentally these 
systems have been investigated mainly by macroscopic transport (e.g. residual resistivity) or 
thermodynamic measurements (specific heat, magnetic susceptibility and thermal 
expansion) [106]. As a result of their limited spatial resolution these measurements always 
probe a very large ensemble of impurities. Real space techniques like high-resolution 
transmission electron microscopy (HRTEM) give access to structural changes due to the 
impurity. While the study of the electronic properties of a single point defect in metallic 
systems like an impurity in a host metal has been done to a large extent theoretically [53, 54, 
113], experimental studies are rare due to the lack of techniques, which have the capability to 
investigate well-defined sample systems with high spectral and spatial resolution. 
Basic theoretical concepts for the description of the change of the LDOS around an impurity 
(i.e. screening) are the well-known Thomas-Fermi and Friedel screening, which can be found 
in any modern solid state text book. While these theories treat the surrounding electron 
system as isotropic, it is well-known, for example from the giant magneto resistance (GMR) 
effect and the tunneling magneto resistance (TMR), that band structure effects play an 
important role for the understanding of the underlying physics in many systems. 
A reason why single point defects have been rarely considered in the past is that they were 
assumed to have only a minor impact. While this might be justified for single impurities in a 
bulk system (neglecting many-body physics like the Kondo effect), it turns out that in nano 
devices and in mesoscopic systems devices like GMR and TMR structures small defect 
concentrations can dominate the overall behavior. The properties of interfaces are crucial to 
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the functionality and quality of many electronic systems and devices [108-112]. The Cu(100) 
surface might be an excellent model system to investigate the impact of embedded 
non-magnetic atoms on the electronic structure of the surface from an experimental point of 
view. 
 
5 Two-impurity Kondo physics 
In small nanostructures containing only a few magnetic atoms as well as in periodically 
ordered systems the effective interaction between magnetic impurities leads to various 
magnetic ground states. In a metallic system, the magnetic spin orientation can be affected 
by direct exchange interaction due to an overlap of the localized impurity orbitals or by 
indirect exchange interaction mediated by the surrounding conduction electrons. Depending 
on the sign and nature of the interaction the system can exhibit ferromagnetic, 
antiferromagnetic or even more complex magnetic behavior such as canted spin structures. 
The interplay of these magnetic interactions with Kondo physics seems to be responsible for 
many phenomena, like unconventional superconductivity or quantum critical behavior, 
observed in heavy-fermion metals [114]. 
After the discussion on single iron and cobalt atoms in the previous chapter, this chapter will 
focus on the interaction between two neighboring iron impurities. These dimers show a 
considerably different spectral signature as compared to single impurities taken on the same 
sample. The Kondo resonance width is strongly altered or even suppressed due to the 
presence of the second iron atom. It turns out that the physical properties of the iron dimers 
strongly depends on their atomic configuration. At first, in section 5.1 the properties of the 
two-impurity Kondo problem will be introduced. Then, in section 5.2 two distinct dimer 
configurations are discussed in detail. The first configuration shows a broadening of the 
Kondo resonance for the dimer compared to a single impurity Fe atom. For the second 
configuration no spectroscopic signature of the Kondo effect is found in the experiment. 
Afterwards an overview of different dimer configuration and their properties is presented. In 
section 5.3 the experimental results are compared to recent simulations of sub-surface Fe 
dimer configurations showing fairly good agreement with the observed strength and 
directionality of the exchange interaction. Finally, in section 5.4 the results are summarized 
followed by a short outlook for future experiments. Some parts of this chapter, in particular 
the calculation of the exchange interaction for distinct dimer configurations, originate from 
collaboration with Mohammed Bouhassoune and Samir Lounis from the Institute for 
Advanced Simulation at the Forschungszentrum Jülich. 
Up to now only a few experiments discussed magnetic interactions between two atoms. This 
might be due to the lack of experimental techniques which have the capability to investigate 
well-defined sample systems with high spectral and spatial resolution. The interaction of two 
neighboring Co atoms on a Pt(111) surface was studied by measuring the magnetic 
hysteresis as function of their interatomic distance [115, 116]. More recently, the same 
method was used to measure the magnetic properties of small nanostructures built up of Fe 
atoms on a Cu(111) surface [117, 118]. This kind of magnetometry on the atomic scale 
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might be the most direct way to investigate magnetic interaction, but the Kondo effect was 
not addressed in these works. First experiments treating the Kondo effect of coupled systems 
were done in the group of M. Crommie [6-8]. By using atomic manipulation nanostructures 
up to three atoms are built on an Au(111) surface. For Co dimers an abrupt disappearance of 
the Kondo effect can be seen for dimer distances less than     [6]. In case of Cr trimers it 
depends on the atomic configuration whether the Kondo effect is found or not [7]. Mapping 
the Kondo effect for Ni dimers as function of distance yields a reduced Kondo resonance 
width for interatomic distances less than     [8]. In all these experiments a change in the 
Kondo signature is only observed for very small interatomic distances, showing that the 
interaction energies for the (111) noble metal surfaces are rather small which is confirmed by 
recent calculations [119]. Connecting two Co atoms on Cu(111) by a Cu chain may enhance 
the coupling strength between the magnetic atoms resulting in an oscillation of the Kondo 
resonance width as function of the chain length [10]. So far, only a few experimental 
investigations considering the (100) orientation of noble metal surfaces exist. This rests upon 
the higher energy barriers of neighboring sites which make atomic manipulation on (100) 
noble metal surfaces very difficult. A well-defined and controlled way tailoring dimers on 
these surfaces is by self-assembly and manipulation of molecular complexes containing 
magnetic atoms [9, 120]. Using this method Co dimers on Cu(100) can be fabricated 
(see Figure 5.1) showing a transition from ferromagnetic to antiferromagnetic coupling with 
increasing interatomic distance [9]. However, only for a dimer distance of  .    a significant 
broadening of the Kondo resonance width is found. For greater distances the same width as 
for a cobalt monomer is observed. 
 
Figure 5.1: Kondo resonance width of cobalt dimers on Cu(100). a, Sketch of a 
magnetic dimer located on a crystalline surface. b, Experimentally determined Kondo 
resonance width for different dimer distances, results taken from [9]. Only for a dimer 
distance of       (shown in a) a significant broadening of the Kondo resonance width is 
found. For greater distances the same width as for a cobalt monomer is observed. 
An alternative approach studying coupling of single magnetic atoms is by introducing a 
small insulating layer between the impurity and the metal surface. The decoupling opens the 
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way to measure spin excitation on the atomic scale [121]. Investigating these kinds of 
systems the magnetism of a single atom [122], a dimer [123] or structures assembled of even 
more atoms [124] can be explored. However, decoupling reduces the Kondo temperature of 
the system making it hard to investigate these systems experimentally in the Kondo regime. 
In recent years the coupling of two Kondo impurities was also investigated in quantum-dot 
experiments [125, 126]. Here, the advantage is that the parameters (e.g. coupling strength 
and Kondo temperature) can be tuned over a huge range. Due to the geometric constraints 
such experiments cannot simply be expanded to more Kondo impurities. 
A new concept for investigating two-impurity Kondo physics are atomic point 
contacts [127]. After picking up a Co atom from the surface to the tip of a scanning 
tunneling microscope, the tip itself becomes a Kondo system. Placing the tip above a surface 
magnetic atom allows studying the interaction. Although the coupling between the two 
atoms can be tuned continuously by varying the tip-sample separation, the results should be 
discussed carefully. Different interaction may occur driving the system into a point contact 
and also relaxation processes may happen changing the atomic arrangement during the 
measurement. 
5.1 The two-impurity Kondo model 
The two-impurity Kondo model (TIKM) is the simplest model system containing local and 
non-local correlation phenomena resulting in a complex magnetic behavior discussed 
theoretically for a long time [128-131]. Local correlations arise from the coupling of each 
impurity to the surrounding conduction electrons. Since both impurities are coupled to the 
same electron bath non-local correlations naturally occur, leading to an interaction between 
both impurities. The localized spin exchange interaction of the impurities leads to a 
screening of the localized spins, the Kondo effect (discussed in a previous chapter). Despite 
this non-magnetic ground state, the interaction between the magnetic atoms may introduce 
either ferromagnetic or antiferromagnetic ordering. The introduction to the two-impurity 
Kondo model given in the following is mainly based on the article of S. Y. Cho and 
R. H. McKenzie [132]. 
5.1.1 Fundamentals 
The TIKM can be described by two localized spins interacting with the surrounding itinerant 
conduction electrons. The total system may be regarded as three subsystems, consisting of 
the two localized spins  ⃗  and  ⃗  which are separated by the distance   and surrounded by 
the conduction band electrons (see Figure 5.2a). 
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Figure 5.2: The two-impurity Kondo model. a, Scheme of the model, consisting of three 
sub systems: the two impurities separated by a distance   have a localized spin which 
interacts with the surrounding conduction electrons. Although there is no direct interaction 
between the impurities they interact indirectly by the RKKY interaction     mediated by the 
conduction electrons. b, Exchange interaction     as function of distance   between the 
impurities for a three dimensional isotropic system. 
The Hamiltonian for the two-impurity Kondo model is given by 
   ∑     
    
 
  
    ⃗  ⃗        ⃗  ⃗     (5.1) 
The first part describes the non-interacting conduction electrons. The spin exchange 
interaction   describes the coupling between the localized impurity spins  ⃗  and  ⃗  with the 
conduction electron spin  ⃗ . 
In general, the three sub systems interact both directly and indirectly with each other. For 
instance, both impurities interact directly with the conduction electrons by the spin exchange 
interaction  . This interaction leads to a screening of the localized spins, the Kondo effect. 
Since both impurities are coupled to the same electron bath they also interact indirectly, even 
though a coupling of both impurity spins does not appear explicitly in the model [132]. The 
information of the localized spin is passed on to the other impurity by the conduction 
electrons. This indirect interaction is well-known as Rudermann-Kittel-Kasuya-Yosida 
(RKKY) interaction [133-135]. Using second order perturbation theory in   this interaction 
can be described by the following model 
               ⃗   ⃗  (5.2) 
where             
         is the effective spin exchange interaction of both 
impurities that depends on the distance  . For a three dimensional isotropic system the 
variation is given by        [              ]  
 ⁄ , in case of lower dimensional 
systems the oscillation period is the same but the decay law differs. The spin exchange 
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interaction in case of a three dimensional free electron system
11
 is depicted in Figure 5.2b. 
The interaction oscillates between ferromagnetic coupling (FM,         ) and 
antiferromagnetic coupling (AFM,         ). Ferromagnetic coupling always occurs for 
small distances due to the fact that both impurities couples to the same conduction electrons 
in the same way. However, for very small distances direct exchange interaction of the 
impurities, due to an overlap of the orbitals, gets more and more important and the model 
described above has to be modified. 
5.1.2 Competing effects 
In general, the ground state properties of the TIKM can be complicated. The thermodynamic 
properties of the model include a transition from a magnetically ordered state to a situation 
where the impurities behave like two independent Kondo impurities and the local moment is 
screened by the conduction electrons. The ground state properties can be derived by 
considering the two competing effects. On the one hand the Kondo effect tries to screen the 
impurity spin, resulting in a correlation of each impurity spin with the conduction electron 
spins but no spin-spin correlation of the impurities is found. The Kondo effect for a single 
impurity is defined by a characteristic energy scale  , which is determined by the Kondo 
temperature. On the other hand the RKKY interaction promotes a strong correlation between 
the impuritiy spins. By looking at the ratio        ⁄  of the Kondo energy scale with the spin 
exchange interaction        - describing the RKKY interaction - different scenarios are 
obtained, which are illustrated in Figure 5.3. 
If the Kondo energy scale is much higher than the RKKY interaction, the TIKM behaves, in 
the low temperature limit, like two uncoupled single impurities which are screened by the 
conduction electrons. The resulting Kondo resonance width of the two-impurity system    is 
the same as in the single-impurity Kondo model  . In case of non-negligible RKKY 
interaction, the crossover region, the exchange coupling induces either FM or AFM coupling 
between the impurities. 
                                                     
11
The parameters are chosen to yield an electron density which is comparable to a copper crystal, 
meaning      e . 
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Figure 5.3: Competition of the Kondo effect and RKKY interaction. If the Kondo effect at 
each impurity is much stronger than the RKKY interaction, the ground state can be described 
by two uncoupled and screened impurities. In the crossover region the RKKY interaction 
induces a coupling which leads to a broadening of the Kondo resonance. In case of strong 
RKKY interaction the impurity spins couple either ferromagnetically or antiferromagneticallly 
resulting, respectively, in a two-step screening process with a strongly reduced resonance 
width or a vanishing Kondo effect. 
Up to now detailed investigations of the evolution of the spectral function for the crossover 
region are still missing. Recent results, calculating the spectral function of the localized 
orbital in the crossover region by perturbation theory, were obtained by T. Jabben and 
N. Grewe [131]. According to their work both FM and AFM coupling lead to an increase of 
the half width half maximum (HWHM) of the Kondo resonance in the spectral function of 
the localized orbital. 
 
Figure 5.4: Schematic representation of the spectral function of the localized orbital 
for the TIKM at zero temperature. a, Evolution of the spectral function for increasing 
antiferromagnetic (AFM) coupling and b, for increasing ferromagnetic (FM) coupling [131]. 
For small AFM and FM coupling a broadening of the resonance can be observed. However, 
for strong AFM exchange coupling a gap due to spin excitations is expected while for strong 
FM exchange coupling a narrow resonance survives at the Fermi energy. 
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A schematic representation of the evolution of the spectral function for various AFM and 
FM interaction strength is shown in Figure 5.4. For AFM coupling, see Figure 5.4a, the 
broadening can be understood by the fact that the spectral weight of the Kondo resonance 
reduces for increasing interaction between the impurities. As a result, the half width half 
maximum (HWHM), the resonance width increases. For very large exchange coupling 
      the two impurity spins align antiparallel     and no effective spin is seen by the 
conduction electrons resulting in a suppression of the Kondo effect and vanishing spectral 
signatures at the Fermi energy [128, 131]. 
For increasing FM coupling       the spectral weight reduces, mimicking a broadening of 
the Kondo resonance, see Figure 5.4b. In case of strong FM interaction the coupling leads to 
a parallel spin orientation acting as a rigid spin of total spin number    . This effective 
higher spin value of the system gives rise to a two-step Kondo effect: By lowering the 
temperature of the system first one spin is screened and by further lowering the temperature 
the second spin is screened [128]. In the spectral function one narrow resonance 
appears [131]. The Kondo energy scale for the total impurity screening is reduced compared 
to the single impurity case     . This effect is comparable to multi-orbital Kondo physics 
increasing the spin of the system [136]. Normally the reduction is at least one order of 
magnitude which is usually lower than the experimental temperature. In this case the Kondo 
effect disappears since the system is not further in the low temperature limit, the Kondo 
regime. Experimentally, the scenario of a vanishing Kondo effect can be attributed to FM or 
AFM coupling only by temperature dependent measurements. For FM coupling, the Kondo 
effect should recur when the temperature is lowered [131] while for AFM coupling the 
Kondo effect stays absent. 
5.2 Characterization of Fe dimers 
Iron dimer configurations can be identified by their topographic signature. When the Fe 
atoms are very close to each other the interference pattern starts to overlap. In general, the 
bulk impurity approach gives access to all possible dimer configurations in the crystal. A 
good starting point, however, is to study symmetric configurations in which the two 
impurities are located in the same monolayer below the surface. In these cases the atomic 
configuration of the dimer can be extracted by topographic measurements. Figure 5.5a shows 
standing-wave pattern of two neighboring Fe atoms. Comparing this with results found for 
single Fe impurities yields that they are located in the fifth monolayer. The center of each 
individual standing-wave pattern, marked by the red dots, reveals a displacement of  .    
along the [010] direction and  .    along the [001] direction. These lengths correspond to an 
atomic configuration with interatomic distance    .   nm, which is depicted in Figure 
5.5b. 
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Figure 5.5: Extracting the atomic configuration of two iron atoms close to each other. 
a, STM constant current topography (1.8 nm × 2.3 nm, -31 mV, 0.2 nA) showing two 
neighboring fifth monolayer Fe impurities. The center of each standing-wave pattern, marked 
by the red dots, is displaced       and      , respectively, along the [010] and [001] 
direction. b, Corresponding atomic configuration, the position of the Fe impurities is marked 
in red. 
Although a topography measurement gives insights into the scattering behavior of the 
impurities, it has always the drawback of averaging the LDOS – the spectral function of the 
itinerant electrons - over a certain energy interval. To image this quantity and to compare it 
to an isolated impurity the differential conductance is used in the following. Before going 
into a detailed analysis of the spectroscopic data acquired for different dimer configurations, 
the scattering behavior for two impurities will be discussed briefly. 
 
Figure 5.6: Sketch of the superposition of two single impurity interference patterns. a, 
Single embedded impurity, marked by the red circle induces a signature          at the 
surface. Due to mirror symmetry the signature is the same for    . b, Scattering behavior of 
a dimer. In general there exist three regions (I, II and III). In region I and III, where the 
electrons can only propagate to the left or to the right impurity, a signature           or 
          can be seen, respectively. Note that the presence of a second impurity leads to a 
changed scattering behavior (T-matrix) of each impurity compared to the single impurity 
case. In region II the interference pattern can be considered as a composition       of one 
signature resulting from the left impurity    and one signature resulting from the right    
impurity. 
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One of the results of the previous chapter was that a single magnetic impurity embedded 
below a Cu(100) surface induces a complex               signature which depends on the 
lateral tip position       and the applied sample bias voltage  . The main idea for the 
description of bulk impurities is the separation of the electron propagation, determined by 
the host properties, and the scattering characteristics of the impurity, which is strongly 
affected by the Kondo effect and its characteristic energy scale  . A sketch of this concept is 
shown in Figure 5.6a. 
Due to the mirror symmetry the signature is the same for   , positive and negative angles of 
incidence with respect to the surface normal. The scattering behavior of two adjacent 
impurities, a dimer, can be described using the same concept, depicted in Figure 5.6b, but is 
in general more complex. Since the propagation of the electrons and hence the spatial 
extension of the interference pattern on the surface of a single impurity is restricted, there 
exist three regions (I, II and III). In region I and III, where the electrons can only propagate 
to one impurity, to the left or to the right one, a signature           or           can be 
seen, respectively. Since the impurities are both Fe atoms, the scattering properties are equal. 
Note that the presence of a second impurity in general, leads to a changed scattering 
behavior of each impurity compared to the single impurity case        . If the Kondo 
effect is still present for the particular dimer configuration, the new scattering behavior is 
characterized by an altered energy scale   . The change of the resonance width provides 
information about the interaction of both atoms, discussed before in section 5.1. In region II, 
electrons can propagate either to the left or to the right impurity and one obtains a 
superposition       of the interference patterns. Generally, the interpretation of single 
       spectra in this area is quite complicated. In a previous chapter, see section 3.7, it 
was shown that the spectroscopic signature of a single Kondo impurity, especially the line 
shape, strongly depends on the distance to the impurity. Since the distance to both impurities 
is not the same for most spatial positions in the superposition region (II), the contribution of 
each impurity, especially the line shape is different. 
To extract microscopic parameters for magnetic dimers, the simplest approach is by single 
       spectra obtained in region I and III or by spectroscopic measurements with a tip 
position direct at the center of the interference pattern. In the latter geometry the distance to 
both impurities is the same and the signal is twice as high as compared to equivalent 
positions in regions I and III. This special lateral tip position in region II provides 
spectroscopic data with better signal to noise ratio as for region I and III. 
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Figure 5.7: Comparison of an iron dimer with an isolated single impurity located in the 
same layer. a, STM constant current topographies (-31 mV, 0.2 nA) of the dimer with 
corresponding atomic configuration and c, the monomer as reference. Spectroscopic 
measurements were performed using a lock-in technique with a modulation of the sample 
voltage of          at a frequency of 2190 Hz while the tip height is adjusted to give a 
set point current of         n  at     -     for the free surface. Single        spectra 
for different lateral tip positions, marked in the topographies by circles. b, Direct at the center 
of the interference pattern of the dimer a peak like feature is observed which shows a slightly 
higher Kondo resonance width as in the single impurity case. d, More clearly this effect can 
be seen in spectra with the same lateral tip positions. The resonance width of the dimer is 
broadened, while the line shape as well as the amplitude is nearly the same for both spectra. 
The solid curves show fits to the spectra. 
This first striking example, depicted in Figure 5.7, shows that two adjacent Fe impurities 
show a considerably different spectral signature as compared to a single impurity. Since the 
measurements are performed with the same tip on the same sample, these measurements 
allow a direct comparison of a Fe dimer with an isolated single impurity located in the same 
monolayer without any artifacts or signatures which might be due to different electronic 
properties of the tip. 
In the following, the above described concept of scattering for two adjacent impurities will 
be experimentally investigated. In Figure 5.7 single        spectra obtained for a Fe dimer 
(   .   nm) as well as for an isolated single impurity in the same layer (Figure 5.7a and 
Figure 5.7c), measured on the same sample with the same tip, are depicted. For a tip position 
direct at the center of the interference pattern of the dimer, see Figure 5.7b, a narrow peak is 
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found in the background subtracted differential conductivity. Figure 5.7d clearly shows that 
for equivalent spatial positions on the interference pattern of the dimer and the monomer 
nearly the same line shape is observed. A closer look at the spectroscopic data reveals two 
main aspects. At first, the signature found in the center of the standing-wave pattern of the 
dimer is twice as high as the signature with a tip position at the border. This feature can be 
explained by the vicinity of the second Fe impurity which induces the same signature at the 
center as the first one and the overall signal can be considered as the sum. More 
significantly, the resonance width of the dimer is broadened, while the line shape as well as 
the amplitude is nearly the same for both spectra in Figure 5.7d. 
In analogy to the previous chapter about Kondo physics of single sub-surface atoms (see 
chapter 3), the scattering behavior of a dimer, especially the phase shift, can be 
experimentally investigated by measuring the differential conductance as function of applied 
sample bias voltage and one spatial coordinate across the interference pattern. Figure 5.8 
shows laterally resolved        spectra for the above discussed dimer configuration with 
   .   nm. The section running across the center of the upper standing-wave pattern and 
perpendicular to the diagonal (Figure 5.8b) as well as the section along the diagonal of the 
whole standing-wave pattern reveals an energy-dependent phase shift and enhanced 
amplitude around zero bias voltage. Furthermore, the enhanced amplitude at the center of the 
dimer interference pattern can be clearly seen. The laterally resolved        signal of a 
single Fe impurity in the same layer along the same crystallographic direction, see Figure 
5.8d-e, reveals nearly the same voltage dependent evolution of the interference pattern. 
One question naturally arising is how to extract microscopic information of the dimer in 
general. Up to now there exists no fit formula or model for a magnetic dimer in an STM 
experiment considering the electron propagation in the material and all different scenarios 
which may occur in the TIKM. Since the Kondo effect is still present in the above discussed 
dimer configuration and the single        spectra as well as the        sections look quite 
similar as for a single impurity, the simplest approach is to use the same fit formula 
introduced before for the single impurity case (see section 3.5). Theoretically this model 
might be an appropriate approach for the crossover regime in the two-impurity Kondo 
model, dealing with intermediate exchange interaction    . Here the spectral function of the 
localized orbital shows similar to the single impurity case a resonance at the Fermi energy 
which can be described by the phenomenological form found by Frota, however with a 
slightly increased resonance width, see subsection 5.1.2. Fitting the spectroscopic signal of 
the dimer using equation (3.8) a Kondo resonance width of     .     .  me  and    
 .     .  me  is extracted with a tip position at the center and at the border, respectively. 
These values are slightly but significantly higher than the resonance width 
   .     .  me  which is observed for a single Fe impurity. 
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Figure 5.8: Kondo signature of an iron dimer and one single impurity as continuous 
function of distance. a, STM constant current topographies (-31 mV, 0.2 nA) of the dimer 
and d, the monomer as reference. b,        signal as function of applied sample bias 
voltage and one spatial coordinate across the standing-wave pattern of the dimer (indicated 
by the orange line in a). c, Section of the differential conductance along the diagonal of the 
dimer (indicated by the purple line in a). e,        section for an single iron impurity along 
the same direction as in b (indicated by the red line in d). All sections reveal an energy-
dependent phase shift and increased amplitude of the interference pattern around zero bias 
voltage. Spectroscopic measurements were performed using a lock-in technique at a 
frequency of 2190 Hz with a modulation of the sample voltage of          and    
      for the dimer and monomer, respectively. The tip height is adjusted to give a set 
point current for the free surface of         n  and         n  at     -     and 
    -     for the dimer and monomer, respectively. 
The behavior strongly depends on the atomic configuration with respect to the crystal lattice. 
In Figure 5.9 the experimental results for a second dimer configuration, also located in the 
fifth monolayer, are shown. According to the topographic measurement, see Figure 5.9a-b, 
the two Fe atoms are displaced by    .   nm along the [011] direction with only one 
copper atom in between. While for the first dimer configuration, with    .   nm, the 
Kondo effect is still present but with an increased resonance width, for the second dimer 
configuration with    .   nm no Kondo fingerprints can be observed. Here single 
       spectra measured at high symmetry points in the middle of the interference pattern 
(Figure 5.9c-e) as well as spectra taken at the border (Figure 5.9f) reveal a nearly linear 
voltage dependence and no signatures around zero bias at a sample temperature of 6 K. 
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Figure 5.9: Disappearance of the Kondo resonance for a compact dimer configuration. 
a, STM constant current topography (2.3 nm × 2.3 nm, -31 mV, 0.2 nA) of the dimer and b, 
corresponding atomic configuration. c-f, Single        spectra for different lateral tip 
positions, marked in the topography. All spectra show no features around zero bias. The 
Kondo resonance observed for a single impurity is no longer present for this dimer 
configuration. Spectroscopic parameter:          n ,     -     and          at a 
modulation frequency of 2190 Hz. 
 
Figure 5.10: Scattering behavior of a compact dimer configuration. a, STM constant 
current topography (2.3 nm × 2.3 nm, -31 mV, 0.2 nA) of the dimer. b,        signal as 
function of applied sample bias voltage and one spatial coordinate across the standing-wave 
pattern of the dimer (indicated by the orange line in a). c, Section of the differential 
conductance along the diagonal of the dimer (indicated by the purple line in a). Both sections 
reveal no energy-dependent phase shift and no increased amplitude of the interference 
pattern around zero bias voltage. Spectroscopic parameter:          n ,     -     and 
         at a modulation frequency of 2190 Hz. 
Moreover, the laterally resolved        signal, depicted in Figure 5.10 shows no 
constriction of the interference pattern for positive bias voltage. The scattering behavior can 
be described by a constant phase and amplitude, no energy-dependent phase shift and no 
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enhanced amplitude around zero bias voltage are observed. According to the theory the 
Kondo effect can vanish due to strong AFM or strong FM coupling. 
In order to get deeper insights into the interaction of two Kondo atoms with each other, 
Figure 5.11 shows an overview of different iron dimer configurations with their 
corresponding spectroscopic signature. All atoms are located in the fifth monolayer and the 
interatomic distance between adjacent iron atoms ranges from    .   nm to    .   nm. 
For the most compact dimer configuration (   .   nm) observed so far in the experiment, 
the Kondo effect is suppressed at a sample temperature of 6 K. With increasing interatomic 
distance   features at the Fermi energy due to the Kondo effect are found. All the signatures 
can be fairly good described by the phenomenological fit formula introduced before. 
In Table 1 the resulting fit parameters, the resonance widths, the line-shape parameters as 
well as the resonance positions are summarized. As seen before for the single magnetic 
impurities in section 3.7, the line-shape parameter increases for larger lateral tip positions. 
This behavior can be seen as a consistency check for the scattering model of two neighboring 
atoms based on the separation of the scattering properties and the electron propagation. 
The different configurations show a variation of the Kondo resonance width   (  
 .   nm)   .     .  m ,   ( .   nm)   .     .  m ,   ( .   nm)   .     .  m  and 
  ( .   nm)   .     .  m . All values are increased compared to a single iron impurity 
which exhibits a resonance width of    .     .  m 12. Also the experimental findings for 
single magnetic atoms that the Kondo resonance slightly increases for increasing lateral tip 
positions (see section 3.8) cannot explain the high values. The observed behavior shows that 
there is an interaction between the iron atoms. In general, direct and indirect exchange 
mechanisms can be responsible for the interaction. If the localized orbitals overlap, the direct 
exchange interaction arises. This type of interaction always leads to an antiparallel alignment 
of the spins. Since the d-orbitals are quite localized, an overlap is expected only for a nearest 
neighbor configuration. The smallest interatomic distance observed so far in the experiment 
exhibits    .   nm. This is neither the nearest neighbor nor the next nearest neighbor 
configuration. Moreover, at least one copper atom is still in between the two iron atoms for 
the dimer configurations making the direct exchange coupling very unlikely to occur for the 
considered distances. More likely, the coupling results from the indirect RKKY interaction 
which is mediated by the conduction electrons. 
                                                     
12
The value for the single isolated fifth monolayer Fe impurity is obtained by averaging different 
measurements with different tips and lateral tip-distances. 
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Figure 5.11: Spectroscopic data for different Fe dimers. All dimers are situated in the fifth 
monolayer below the Cu(100) surface. a-e, Topographies (-31 mV, 0.2 nA) of different dimer 
configurations with increasing distance. f-j, The corresponding atomic configuration. k-o, 
Single        spectra with a tip position at the center of the standing-wave pattern. While 
for a dimer distance of        n  no feature around zero bias are observed, all other 
configurations show Kondo fingerprints. The solid curves show fits to the spectra. 
Spectroscopic parameter:          n  (k-n),         n  (o),     -     (k-n),     
-     (o) and       -      at a modulation frequency of 2190 Hz. 
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Configuration Distance R (nm) 

 (mV)   k (mV) 
3 0.51 no Kondo effect 
4 0.57 6.5 ± 0.6 1.1 ± 0.2 0.9 ± 0.9 
5 0.72 6.0 ± 0.8 1.2 ± 0.2 3.2 ± 1.0 
6 0.77 8.8 ± 1.2 1.3 ± 0.1 -3.9 ± 1.0 
9 1.02 5.5 ± 0.6 1.9 ± 0.1 -0.1 ± 0.7 
Single imp.   4.6 ± 1.2   
Table 1: Summary of the Fit parameter determined for different dimers. The dimer 
configurations and their notation are depicted in the inset of Figure 5.12. For comparison the 
resonance width for a single fifth monolayer Fe impurity       , averaged over 
measurements with different tips and spatial positions, is also listed. 
Remarkably, the found resonance width is not a monotone function of the interatomic 
distance  . While for    .   nm and    .   nm the Kondo resonance is slightly 
increased compared to the single Fe impurity, the configuration    .   nm shows the 
strongest broadening. For a larger separation    .   nm the resonance width decreases 
and nearly the value for the single impurity is recovered. This clearly demonstrates that the 
interaction between two iron atoms not only depends on their interatomic distance but also 
depends on their atomic configuration with respect to the crystal lattice. This behavior can be 
understood by considering the anisotropy of the band structure of copper and the related 
electron focusing effect. This effect leads to charge oscillations which exhibit strongly 
enhanced intensities in certain directions and much weaker intensities in other directions. 
Therefore, the RKKY interaction, which is mediated by the spin charge density oscillation, 
should be also anisotropic. 
5.3 Comparison with theoretical results 
In order to check whether the experimental observations are related to a magnetic exchange 
interaction ab initio calculations have been developed by Mohammed Bouhassoune and 
Samir Lounis from the Institute for Advanced Simulation at the Forschungszentrum Jülich. 
The KKR (Korringa-Kohn-Rostoker) method within the local-density approximation (LDA) 
of the density functional theory (DFT) is used. As in the experiment, the iron impurities are 
located in the fifth monolayer below the Cu(100) surface. The magnetic exchange interaction 
has been extracted by mapping the ab initio calculations to the RKKY model, described in 
equation (5.2). Two magnetic configurations are considered: a ferromagnetic solution with 
energy       where both magnetic moments are aligned parallel and an antiferromagnetic 
solution with      , where the magnetic moments are aligned antiparallel to each other. The 
exchange interaction     is defined by the difference of both energies                . 
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In the following the exchange interaction     is defined
13
 by fixing the magnetic moment of 
each impurity to  ⃗       ⃗  . Figure 5.12 shows the calculated exchange interactions for 
the twelve nearest interatomic distances, the notation of the different configurations is 
depicted in the inset. 
 
Figure 5.12: Calculated exchange interaction as function of distance between iron 
atoms. While the impurity position below the surface is fixed to the fifth monolayer, the 
exchange interaction is calculated for various interatomic distances. The dimer notation, 
starting at #1 for the nearest neighbor configuration, #2 for the next nearest neighbor 
configuration and so on, is depicted in the inset. The [011] direction and the [010] direction 
are highlighted in green and orange, respectively. 
The resulting exchange interaction can be quantitatively understood by the RKKY model, 
introduced in subsection 5.1.1. For the nearest neighbor configuration (#1) a strong 
ferromagnetic (FM) interaction with       .  me  is predicted. The next nearest neighbor 
configuration (#2) exhibits an antiferromagnetic (AFM) alignment of the magnetic moments. 
The strength is strongly reduced compared to the first configuration (#1). For increasing 
distances the exchange interaction shows an oscillatory behavior, alternating between FM 
and AFM coupling. A closer look at the calculation of the exchange interaction reveals 
directions which show no oscillatory behavior. The most prominent candidate is the [011] 
direction (green dots). Here the nearest neighbor configuration (#1) exhibits a FM coupling 
while all other dimer configurations (#3, #6 and #9) show an AFM coupling. This feature 
can be explained by an aliasing between the periodicity of the lattice and the wave length of 
the oscillations. For the [011] direction the lattice constant is  .     and the value of the 
Friedel wave length is      .    , according to the band structure calculation, presented 
in subsection 2.1.3. Not only the oscillation period is different for crystallographic directions 
but also the strength of the exchange coupling    . Compared to the [010] direction (  , #5 
                                                     
13
The exchange interaction     is defined by the applied RKKY-Hamiltonian. For a total magnetic 
moment of |   |        , which results from the ab initio calculation, the value of     must be 
divided by a factor of      The direction of the magnetic moment is defined by  ⃗ . 
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and #11, orange dots), the [011] direction (#1, #3, #6 and #9, green dots) offers a stronger 
exchange coupling. This shows that the exchange interaction is not isotropic but directional 
and strongly related to the band structure of the host material. 
 
Figure 5.13: Comparison of the experimental results with first-principles calculations. 
a, Observed Kondo resonance width    as function of the interatomic distance  . As 
reference the averaged value for a single isolated fifth monolayer Fe impurity   
            is highlighted by the orange line. b, Absolute calculated values for the 
exchange interaction between two iron atoms below the Cu(100) surface. Ferromagnetic 
configurations marked in red, antiferromagnetic configurations in blue. 
The first-principles results support the assumption that the different Kondo resonance width 
for the dimer configurations observed in the experiment are related to a magnetic interaction. 
Moreover, the calculation can reproduce the main features of the experimental findings. So 
far, the configurations (#3, #4, #5, #6 and #9) are experimentally investigated, see 
section 5.2. In Figure 5.13 the obtained Kondo resonance width    are directly compared 
with values for the exchange interaction predicted by the above described first-principles 
calculations. For the configuration    .   nm (#3) no Kondo signature around zero bias is 
found in the background subtracted differential conductance spectra. According to the 
simulation this configuration shows the highest antiferromagnetic exchange coupling with 
    -  .  me , all other AFM configurations exhibit smaller values. The coupling 
between the localized impurity spins seems to be much stronger than the coupling to the 
surrounding conduction electrons and the Kondo effect is suppressed. Going to the next 
configuration with slightly increased distance    .   nm (#4) the exchange coupling 
    - .  me  decreases and the Kondo effect recurs in the experiment. However, as 
discussed in section 5.2, the observed resonance width     .     .  m  is considerably 
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increased, compared to the single iron impurity Kondo resonance width    .     .  m . 
According to the calculation, the second highest AFM coupling with     -  .  me  is 
expected for configuration #6. Experimentally this configuration (   .   nm) exhibits the 
strongest broadening and an effective Kondo resonance width of     .     .  m . The 
value is nearly doubled compared to the single impurity scenario. For the largest separation 
   .   nm (#9) only a small broadening is found     .     .  m . Here the simulation 
predicts an AFM exchange interaction of     - .  me  which is higher compared to the 
configuration #4. Therefore, the Kondo resonance width of configuration #9 should be larger 
as for #4 which is not the case according to the spectroscopic data. Here configuration #4 
shows a stronger resonance broadening than configuration #9. 
Following the simulation a ferromagnetic coupling is expected for configuration #5. An 
exchange interaction of      .  me  is predicted. According to the TIKM a FM exchange 
interaction can lead to a broadening or a reduction of the Kondo resonance width. 
Experimentally, an increased value     .     .  me  is found. One possible explanation is 
that the FM exchange coupling is too small to produce a spin of    , this is referred to as 
the crossover region (see subsection 5.1.2). Another possibility is that the ferromagnetic 
interaction between the impurities is strong enough to produce a spin of     (strong 
RKKY regime) but the experimental temperature of 6 K is too high and the system is not in 
its ground state. As a consequence, the impurity spins are not fully screened which might 
lead also to an increased resonance width. 
Comparing the experimental findings with the first-principles calculations demonstrates that 
the properties of the neighboring iron atoms can be related to the RKKY interaction. The 
calculation is able to reproduce the main features found in the experiment: The strength as 
well as the strong directionality of the magnetic interaction. 
5.4 Conclusion 
In conclusion, the results show that the scanning tunneling microscope cannot only be used 
to study single-impurity Kondo physics but also to investigate two-impurity Kondo physics 
of bulk impurities in real space. The experimental data is obtained on two adjacent iron 
atoms both located in the fifth monolayer below the Cu(100) surface. The interatomic 
distance between neighboring iron atoms ranges from    .   nm to    .   nm. As for a 
single impurity the interference pattern and the spectroscopic signature can be related to the 
scattering characteristics of the impurity and the electron propagation of the host material. 
However, for the case of two neighboring atoms the interference patterns overlap at the 
surface leading to different regions. In border regions and for positions with equal distances 
to both impurities the spectroscopic signature is described by the phenomenological fit 
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formula introduced before for a single sub-surface Kondo impurity. Applying this fit formula 
shows that the Kondo resonance width    is strongly altered or even suppressed due to the 
presence of the second iron atom. For the smallest interatomic distance of    .   nm a 
vanishing Kondo effect can be observed. However, increasing the interatomic distance the 
Kondo effect recurs and the interaction between the impurities seems to enhance the Kondo 
resonance width. In addition, the behavior strongly depends not only on the interatomic 
distance but depends crucially on the atomic configuration of the dimer with respect to the 
host lattice. The strongest broadening is not observed for the smallest interatomic distance 
but for an intermediate separation, indicating an oscillatory behavior of the interaction 
energy. 
The density functional calculations support the idea that the different dimer properties are 
related to the RKKY interaction mediated by the conduction electrons. The calculation 
reveals the same directional dependence as the measured data with a maximum in the AFM 
coupling strength for a distance of    .   nm along the [011] direction. In both 
experiment and calculation this direction shows the strongest variation of     with increasing 
interatomic distance, whereas it is weaker along the [010] direction. Since the RKKY 
interaction is mediated by the conduction electrons, the electron focusing effect could 
explain the observation. The results show that neighboring sub-surface magnetic atoms are a 
promising model system to study two-impurity Kondo physics. This chapter concentrates on 
the simplest case (at least for the analysis of the experiment) when the impurities are located 
in the same monolayer. In principle, the described method could also be used to study dimer 
configurations where the iron atoms are located in different layers. 
The mapping of the scattering phase as a function of energy opens a new way to study the 
TIKM and to compare the experimental results with theory. Moreover, this new approach 
can also be used to investigate larger magnetic atom assemblies containing more than two 
impurities which are coupled to each other. Being able to measure the magnetic coupling for 
two impurity atoms is a prerequisite for the understanding and design of more complex 
structures. For example trimers or linear chains are promising model systems for a bottom up 
approach towards materials where the local moments are arranged in a periodic array, 
so-called Kondo lattices. 
 
6 Perspective 
Since the first STM studies in 1998 [11, 12] showing Kondo signatures many experiments on 
magnetic atoms and molecules on metal surfaces have been carried out. With its 
unprecedented control the STM technique allows for the first time to investigate Kondo 
fingerprints that occur on very small length and energy scales. Most of the studies focused 
on the Kondo signature, its dependence on the local environment [14, 59, 61, 137-139] for 
example step edges and the interaction between two or even more Kondo impurities. The 
great advantage of adatom systems is their rather huge Kondo signature (up to 30% of the 
signal [12]) and that atomic manipulation techniques can be used to fabricate artificially 
magnetic nanostructures. All of the adatom studies give further insights into the microscopic 
description of Kondo physics and regained interest on single magnetic impurities. 
Nevertheless, some of the key questions of Kondo systems the spatial extension of the 
Kondo effect and the interaction between magnetic atoms are still under debate. Up to now 
Kondo features are just found when the tip is placed directly above the impurity position. In 
addition, an interaction between impurities is only observed for very small interatomic 
distances (mostly for nearest neighbor configurations). The missing success of observing 
spatially extended Kondo signatures and interactions between impurities for surface 
magnetic atoms and molecules is up to now not fully understood and still under discussion. 
An ongoing debate concerns the influence of the surface state on the Kondo effect [13, 14, 
61-63]. 
In this work an alternative approach is exploited - atoms below a metal surface. It turns out 
that bulk impurities can be investigated by STM on relatively long distances from the 
impurity opening a promising new way to Kondo physics in real space. Single magnetic Fe 
and Co impurities embedded below the Cu(100) surface show a complex spatially dependent 
signature. The analysis shows that magnetic sub-surface impurities offer a hitherto 
unobserved spatially extended Kondo signature which allows determining the phase shift. 
This quantity of the Kondo effect cannot be extracted from a single       curve (magnetic 
adatoms) or from PES / IPES measurements. 
The main idea for the description of Kondo bulk impurities is the separation of the electron 
propagation, related to the band structure of the host material, and the scattering 
characteristics of the impurity, which is influenced by the Kondo effect. Within this 
interpretation, the STM is a noninvasive tool that exclusively probes the LDOS of the 
conduction band electrons - the itinerant electrons. This is in contrast to adatom systems. 
Here, theoretical models discuss the line shape of the Kondo signature in terms of interfering 
channels considering tunneling into the localized orbital and the conduction band states, 
respectively [16, 17]. Thus for adatom systems, the line shape is a feature of the 
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measurement process and is associated with the relative strength of the hybridization 
between the tip, the sample and the impurity. 
In order to get further insights into the properties of magnetic impurities a magnetic field 
could be used. Recently, a splitting of the Kondo resonance by an applied magnetic field was 
reported for cobalt and titan atoms adsorbed on Cu2N [140]. A magnetic field should also 
affect the scattering behavior of sub-surface impurities. Available magnetic fields of a few 
Tesla are too low to observe a significant splitting or broadening for iron or cobalt atoms in 
copper, but manganese (Mn) may be a good candidate for such an experiment. 
The new approach cannot only be used to study single-impurity Kondo physics but also to 
investigate two-impurity Kondo physics. In general, the two-impurity Kondo model reveals a 
rich physical scenario, including a crossover from local Kondo screening of the constituents 
to the formation of magnetic ordering, which can be either antiferromagnetic- or 
ferromagnetic-like. Depending on the interatomic distance, all different scenarios can be 
observed experimentally for iron dimers buried below a Cu(100) surface. 
Furthermore, bulk impurities are well-known to show universal behavior to a certain extent. 
The results for one magnetic species - here iron and cobalt in copper - allows a prediction for 
other magnetic elements in the same host material. 
 
Figure 6.1: Doniach diagram for the two-impurity Kondo model. The Kondo resonance 
width   (blue curve), indicating the Kondo energy scale, and the RKKY interaction     (green 
curve) are shown as function of the spin exchange coupling  . When   is small the RKKY 
interaction       is stronger than the Kondo effect leading to a magnetic ordering while for 
high values of   the Kondo effect screens the local moments      . A given dimer 
configuration can be characterized by an effective spin exchange coupling  ̃ showing the 
same ratio of   ⁄   . For the same dimer configuration built up of manganese (Mn) or 
chromium (Cr) a reduction of the effective spin coupling is expected. In contrast, for cobalt 
(Co) and nickel (Ni) dimers, the effective spin coupling should be higher. 
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According to the Kondo model (s-d model, see section 3.1) the resonance width   
e p      ⁄  , should depend on the strength of the exchange coupling   and the density of 
the conduction electron states  (       ) at the Fermi energy and at the magnetic impurity 
position      [1]. In contrast, the RKKY interaction      
  is proportional to the square of 
the exchange coupling   (see subsection 5.1.1). The interplay between the two interactions 
was first emphasized by S. Doniach in 1977 [141]. The evolution of the Kondo resonance 
width   (blue curve) and the RKKY interaction     (green curve) as function of the spin 
exchange parameter   is illustrated in Figure 6.114. This kind of plot, known as Doniach 
diagram, illustrates that for small values of   the RKKY interaction is stronger than the 
Kondo effect leading to either ferromagnetic or antiferromagnetic ordering. For high values 
of   the Kondo interaction dominates over the RKKY interaction resulting in screened 
impurity spins this is referred to as the Kondo regime. According to the two-impurity Kondo 
model the ground state properties of the system are determined by the ratio     ⁄  of the 
single-impurity Kondo resonance width   and the RKKY interaction    . A given Fe dimer 
configuration, for example the configuration with    .   nm (#6, see Figure 5.11) 
indicating a strong broadening of the Kondo resonance width, can be attributed to a scenario 
where the RKKY interaction and the Kondo energy scale are of the same order (see 
section 5.2 and section 5.3). The configuration can be described by an effective spin 
coupling  ̃ in the Doniach diagram (grey dashed line) showing the same ratio of     ⁄ . 
Macroscopic measurements yield an increasing Kondo resonance width and hence increasing 
spin exchange coupling   for manganese (Mn), chromium (Cr), iron (Fe), cobalt (Co) and 
nickel (Ni) in copper (Cu) [3]. This implies that for same dimer geometry (for example #6) 
for Mn and Cr the RKKY interaction should be more prominent while for Co and Ni 
impurities the Kondo effect should dominate. In the diagram the effective spin exchange for 
a distinct dimer configuration moves to the left for Mn and Cr dimers and to the right for Co 
and Ni, respectively. This scaling predicts for Cr and Mn dimers a much stronger RKKY 
interaction as for Fe dimers. With a base temperature low enough the RKKY interaction 
should be experimentally observable at longer distances for these systems. 
Moreover, the results are not only relevant for nano structured systems or surface science but 
also for the investigation of macroscopic systems. It was shown that single magnetic 
impurities resemble bulk properties. This shows that the STM technique allows for the first 
time to study phenomena that occur on very small length and energy scales and to investigate 
how they can be related to the macroscopic properties of the material. Being able to measure 
the magnetic coupling for two impurity atoms is a prerequisite for the understanding and 
design of more complicated structures. In order to understand the underlying physical 
concepts of a complex system it is a good starting point to look at its building blocks: the 
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For simplicity the density of the conduction electron states  (       )    as well as all other 
constants are set to one. 
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interaction of one single magnetic impurity with the surrounding conduction electrons and 
the interaction of two impurities. Therefore, the results are a bottom-up approach for the 
understanding of larger magnetic atom assemblies containing more than two impurities or 
even assemblies where the magnetic atoms are arranged in periodic arrays, so-called Kondo 
lattices. Especially for the latter systems which have a high density of magnetic atoms and 
hence small interatomic distances the interaction between impurities plays a crucial role for 
the electronic properties of the system. At low temperature these systems develop unusual 
magnetic, superconducting or orbital ordering. How these properties emerge and how they 
are related to microscopic structure or defects is largely an open question. The achievement 
of high purity single crystalline samples as well as the developing field of STM pave the way 
to investigate the connection between collective macroscopic phenomena studied in the past 
and the structural (defects and vacancies) and electronical properties down to the atomic 
scale [142-146]. Here the capability of STM to investigate bulk impurities may lead to a 
broader understanding of these materials and their theoretical description. 
Finally, the observation of a spatially extended Kondo signature may give an insight into one 
of the most controversial terms discussed in Kondo physics: the meaning and size of the 
“Kondo cloud”.  he “Kondo cloud” describes a theoretical concept, considering the length 
scale    of correlations in a Kondo system. Typically, this value is in the range of 
   -     nm. Naturally the best way to visualize    is by measuring the spin-spin 
correlation function. Up to now there exists no experimental technique to investigate this 
property. Recent theoretical calculations show that the charge density oscillation      can be 
related to the correlation length scale [84]. The charge density can be in principle obtained in 
a STM experiment through integrating the        spectra over a broad energy interval from 
the band onset to the Fermi energy. Although this might be possible, for high voltages the 
       signal is no longer proportional to the energy resolved density of states. Here the 
electronic structure of the tip as well as the transmission coefficient cannot be further 
neglected. Nevertheless, a property which can be seen in the charge density should also show 
up in the energy resolved charge density – the LDOS. With the long-range LDOS signatures 
of buried impurities the term ‘ ondo cloud’ may be defined in a way that is observable and 
consistent with the experiments. However, the observed spatial extension of the Kondo 
signature in the experiment only a few nm is still too short. Going to materials with more 
pronounced electron focusing and increasing the experimental resolution might pave the way 
to measure the “Kondo cloud”. 
 
7 Summary 
In this work the transition from single bulk Kondo systems towards interacting Kondo atoms 
is investigated using low temperature (6 K) scanning tunneling microscopy and 
spectroscopy. The investigation of single atoms buried below a Cu(100) surface requires 
well-defined samples, which contain a low concentration of impurities. For this purpose 
samples with silver (Ag), iron (Fe) and cobalt (Co) atoms are prepared through simultaneous 
deposition of copper and the impurity material from two electron beam evaporators under 
UHV conditions. Although this seems to be straightforward a lot of experimental challenges 
have been solved. In order to avoid segregation to the surface during growth each impurity 
material requires a different sample preparation scheme. During the last years the sample 
quality as well as the electronic setup for the high resolution spectroscopic data acquisition 
has been continuously improved. 
This type of samples allows studying single-impurity Kondo physics as well as interacting 
Kondo systems in real space for impurity positions down to the seventh monolayer. Spatially 
dependent low temperature spectroscopic information is used to map the itinerant electrons – 
the conduction electrons at the surface in the vicinity of sub-surface impurities. Magnetic Fe 
and Co atoms induce a long range Kondo signature. Ag atoms have been studied as a 
non-magnetic reference system proving that the signatures are related to the localized 
magnetic moment. 
Universal properties of the Kondo effect are demonstrated by comparing Co and Fe atoms. 
Both impurity species show similar behavior on completely different energy scales which 
can be understood by their different mean Kondo temperatures of              and 
               for Fe and Co atoms, respectively. A theoretical model treating the Kondo 
effect as a scattering resonance right at the Fermi energy is able to describe the measured 
signatures. 
In comparison to STM experiments on magnetic molecules or atoms on noble metal surfaces 
the embedded impurities show a complex spatially dependent signature. This allows a 
mapping of the scattering phase caused by the Kondo resonance. By analyzing the scattering 
phase shift as function of energy it turned out that the often-used Lorentzian approximation 
of the Kondo resonance, resulting in the well-known Fano line shapes, does not give the best 
description. A phenomenological form found by Frota provides a better model of the Kondo 
resonance and hence the differential conductivity. While the discrepancy of both models can 
hardly be observed for a single spectrum, the difference can be clearly seen by analyzing the 
phase shift. The experiments give a value of the order of     while the Lorentzian 
approximation of the Kondo resonance always results in a phase shift of  . Recent 
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many-body calculations also show that the phase shift is strongly overestimated by the 
Lorentzian approximation. Modeling the Kondo resonance by the phenomenological form 
found by Frota yields a smaller phase shift of only    , which is of the same order as 
observed in theory and experiment. 
A detailed analysis of the differential conductance as function of lateral tip position and 
impurity distance below the surface is presented for both magnetic impurity atoms. The line 
shape of the Kondo signature shows an oscillatory behavior as function of distance, which 
has been predicted in the past but so far was not observed in the experiment. The oscillation 
period for the different directions are anisotropic, which is in a very good agreement with the 
band structure of the underlying copper crystal. 
Apart from isolated single impurities, geometries where two Fe impurities are located in the 
same monolayer close to each other are investigated. The dimer configurations show a 
considerably different spectral signature as compared to single Fe impurities located in the 
same monolayer. The Kondo effect, in particular the resonance width is strongly altered or 
even suppressed due to the presence of the second Fe atom. It is shown that the behavior is 
related to the two-impurity Kondo model comprising two competing effects: On the one 
hand the Kondo effect, which tries to screen the impurity spin. On the other hand the RKKY 
interaction promoting a strong correlation between the magnetic moment of the two 
impurities. The investigation of different dimer geometries with interatomic distances 
ranging from    .   nm to    .   nm show that the behavior strongly depends on the 
atomic configuration of the iron dimer and not simply on the geometric distance. For the 
smallest interatomic distance a vanishing Kondo effect can be observed. Increasing the 
interatomic distance the Kondo effect recurs and the interaction between the impurities 
enhances the Kondo resonance width. The strongest broadening does not occur for the 
smallest interatomic distance but for an intermediate separation, indicating an oscillatory 
behavior of the RKKY interaction. 
Density functional theory calculations support the idea that the dimer properties are related 
to the RKKY interaction mediated by the conduction electrons. The ab initio calculation 
reveals the same directional dependence as found in the experiment. Since the RKKY 
interaction is mediated by the conduction electrons, the electron focusing effect could 
explain the strong directional behavior of the magnetic interaction. 
 
A Appendix 
This thesis deals with silver (Ag), iron (Fe) and cobalt (Co) impurities buried below a 
Cu(100) surface and their investigation by low temperature STM. The impurities act as local 
scattering centers inducing a spatial oscillation in the local density of states (LDOS) with 
wave vector and amplitude depending on the crystal direction. The interference pattern at the 
surface is analyzed as function of applied bias voltage. This kind of analysis provides 
information about the band structure of the host material and the scattering behavior of the 
atoms, which is for magnetic Fe and Co impurities strongly influenced by the Kondo effect. 
While the latter one is the most important feature around the Fermi energy, the dispersion of 
the band structure has to be considered for broader energy intervals. 
In the first part of this appendix the energy dependence of the band structure of copper and 
how this influences the signature of impurities embedded below the Cu(100) surface will be 
discussed (see section A.1). The second part provides detailed information to the Kondo 
physics of single sub-surface magnetic Fe and Co atoms. In section A.2 the influence of 
different tips on the Kondo signature is analyzed. Finally, in section A.3, the dependence of 
the signature on the tip-surface distance for typical tunneling resistances is experimentally 
investigated. 
A.1 Iso-energy surface for different energies 
A qualitative idea of the influence of the dispersion on the electron focusing effect can be 
achieved by the iso-energy surface of copper. In Figure A.1 cross sections for five different 
energies in the range of [- .   .  e ] are shown. Cross sections of the iso-energy surface 
along the [010] direction and the [100] direction (Figure A.1a-b) reveals only a minor change 
in the considered energy interval. Similar results are obtained for cross sections along the 
[011] and the [100] direction (Figure A.1c-d). Neck-like regions are observed for all 
energies. As a result, the resulting electron propagation and hence the spatial LDOS 
oscillation may be considered as nearly energy independent within an energy interval 
of [- .   .  e ]. For higher energies the dispersion of the electrons has to be taken into 
account. This theoretical consideration is in good agreement with the experimental findings 
for non-magnetic silver impurities (see section 4.2). 
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Figure A.1: Cross sections of the iso-energy surface along different directions as 
function of energy. a, Cross section of the iso-energy surface with the [010] direction for an 
energy range of [-             ]. b, A close-up view of the cross sections.c, Cross section 
of the iso-energy surface with the [011] direction. d, A close-up view of the cross sections. 
A.2 Kondo signature for different tips 
In this section the influence of the tip on the Kondo signature for Fe and Co impurities will 
be discussed. According to the theory (see subsection 1.2.4) the differential conductivity is a 
convolution of the spectral function of the itinerant electron system - the local density of 
states - of both tip and sample. For the interpretation of the measured       signals the tip 
properties are considered to be energy independent (constant). This simplification is often 
not fulfilled or has to be considered with caution in the experiment. The shape as well as the 
chemistry of the apex of the tip can hardly be controlled and may changes from tip to tip or 
even during the measurement. For this purpose a reference spectrum above the bare Cu(100) 
surface far away from the impurity is measured und subtracted. Although this method is a 
simple approach to deconvolute the differential conductivity it is very successful. To 
illustrate this in Figure A.2 single        curves measured at the center of a fifth monolayer 
standing-wave interference pattern for three different tips are depicted. The differential 
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conductivity directly above the impurity (blue triangles) and above the free surface (green 
triangles) significantly changes for the three different tips (see Figure A.2a-c). 
 
Figure A.2: Kondo signature in the STM differential conductivity for different tips. 
a-c, A pair of       spectra taken with the STM tip held over the center (blue triangles) of the 
interference pattern of a fifth monolayer Fe impurity and over the nearby bare Cu(100) 
surface (green triangles) for different tips. d-f, Difference of the differential conductivity 
               –         (purple dots) above the impurity (     ) and above the free 
surface (      ). The solid black curve shows a fit to the        data described in 
equation (3.8). Although the spectra of the free surface looks quite different for the different 
tips the background subtracted signal nearly gives the same spectra for all measurements. 
Spectroscopic measurements were performed using a lock-in technique with a modulation of 
the sample voltage of       -      at a frequency of 2190 Hz while the tip height is 
adjusted to give a stabilizing current of     n  at -    . 
In the background subtracted spectra, shown in Figure A.2d-f, no significant changes for the 
different tips are observed. Moreover, the extracted microscopic parameters (e.g. the 
line-shape parameter  , the resonance width  , the resonance position   , see Table A.1) are 
nearly the same for all tips. This shows that the simple background subtraction is able to 
remove tip-related features. 
Tip   (mV) k (mV) 
#1 0.8 ± 0.1 4.9 ± 1.1 0.1 ± 0.8 
#2 0.6 ± 0.2 5.0 ± 0.7 0.7 ± 0.8 
#3 0.8 ± 0.2 4.9 ± 1.1 0.5 ± 1.4 
Table A.1: Summary of the Fit parameter obtained for different tips. The corresponding 
spectroscopic data sets and fits are depicted in Figure A.2. 
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A.3 Kondo signature as function of tip-sample 
distances 
A detailed analysis of the background subtracted differential conductance shows a clear 
dependence of the line shape of the Kondo signature as function of impurity depth and the 
lateral distance. In the experiment an oscillatory behavior is found (see section 3.7). In 
contrast, a dependence on the tip-surface distance is not observed for typical tunneling 
resistances used in this work. One example illustrating that the signature does not depend on 
the tip-sample distance is depicted in Figure A.3. Here background subtracted        
spectra are shown, measured at the center of the interference pattern of a third monolayer Fe 
impurity (see Figure A.3a). While the set point voltage is fixed to     -   m , the set 
point currents differs (     .  - .  n , see Figure A.3b-f). 
 
Figure A.3: Kondo signature as function of tip-sample distances. a, Topography of a 
third monolayer Fe impurity (1.5 nm x 1.5 nm, -31 mV, 0.3 nA). b-f, Single        spectra 
(green curve) measured at the center of the interference pattern (marked by the green dot in 
a) for different set point currents of      n ,     n ,      n ,     n  and     n  (b-f, 
respectively). All        data sets show the same signature. The spectroscopic 
measurements were performed using a lock-in technique with a modulation of the sample 
voltage of          at a frequency of 2556 Hz. The set point voltage     -     is 




For all set point currents a negative peak around zero bias voltage is found. Assuming an 
exponential decay of the tunneling current 
      (  √
    
  
  ) (A.1) 
with tip-sample distance   and a mean work function of   .  e  (see subsection 1.2.6), a 
change of the tunneling current from    .  - .   n  correspond to a change of the 
tip-sample distance of     .   . 
Set point current (nA)   (mV) k (mV) 
0.05 1.6 ± 0.2 4.6 ± 1.7 -1.5 ± 1.5 
0.10 1.8 ± 0.3 4.9 ± 1.4 1.3 ± 1.4 
0.25 1.7 ± 0.2 4.7 ± 1.2 0.8 ± 1.2 
0.50 1.6 ± 0.2 4.7 ± 1.4 -0.3 ± 1.2 
1.00 1.7 ± 0.4 5.0 ± 3.3 0.3 ± 3.0 
Table A.2: Summary of the Fit parameter obtained for different tip-sample distances. 
The corresponding spectroscopic data sets and fits are depicted in Figure A.3b-f. The results 
do not depend on the set point current and hence not on the tip-sample distance. 
Despite some small variations all spectra for the different distances reveal the same Kondo 
signature. Applying the phenomenological fit formula, given in equation (3.8), to the data 
yields nearly the same microscopic parameters (e.g. the line-shape parameter  , the 
resonance width  , the resonance position   , see Table A.2). Considering not only this but 
also other data sets show that the observed spectroscopic signature do not depend on typical 
tunneling resistances in the order of  .  -        and hence typical tip-sample distances 
used in this work. 
 
Abbreviations and Symbols 
Abbreviations 
AC Alternating current 
AES Auger electron spectroscopy 
AFM Antiferromagnetic 
DC Direct current 
DFT Density functional theory 
DSP Digital signal processor 
FM Ferromagnetic 
HWHM Half-width at half maximum 
IPES Inverse photoemission electron spectroscopy 
KKR Korringa-Kohn-Rostoker 
LCAO Linear combination of atomic orbitals 
LDA Local density approximation 
LDOS Local density of states 
LEED Low energy electron diffraction 
LSP Line-shape parameter   
ML Monolayer 
NRG Numerical renormalization group 
PES Photoemission electron spectroscopy 
RKKY Ruderman-Kittel-Kasuya-Yosida 
SIAM Single-impurity Anderson model 
STM Scanning tunneling microscope 
STS Scanning tunneling spectroscopy 
TIKM Two-impurity Kondo model 
UHV Ultra high vacuum     -       
Symbols 
  Tunneling current 
    Set point current 
  Sample bias voltage 
    Set point voltage 
   Modulation voltage amplitude added to the sample bias 
   Modulation frequency 
   Tunneling resistance          
   
  Vacuum pressure 
  Charge density  
   Local density of states of the sample 
   Local density of states of the tip 
   Work function of the sample 
98 Abbreviations and Symbols 
   Work function of the tip 
  Apparent barrier height  (     )  ⁄  
  Decay constant 
  Lateral tip position, normally along the [010]-direction 
  Lateral tip position, normally along the [001]-direction 
  Tip-sample distance 
   Tip-sample distance of the unperturbed surface 
  Impurity position below the Cu(100) surface 
  Distance to an impurity   √         
  Interatomic distance of two iron atoms building a dimer 
   Fermi energy 
  Energy with respect to the Fermi energy 
      Energetic position of the d-, f-orbital 
   Kondo resonance position 
   Kondo temperature         
   HWHM of the Kondo resonance         
   HWHM of the Lorentzian approximation       
   HWHM of the Frota approximation     .      
  Line-shape parameter of the Kondo signature 
  
Kondo resonance width according to the phenomenological fit formula 
             
   Kondo resonance width of the two-impurity Kondo model 
   
Parameter defining the resonance width for the Lorentzian 
approximation       
   
Parameter defining the resonance width for the phenomenological 
form found by Frota and coworkers     .      
  Coulomb repulsion of the localized orbital 
    Exchange coupling between two localized spins 
  Exchange coupling between localized spin and conduction electrons 
   Group velocity 
  Wave vector         
   Fermi wave vector        
   
    Friedel wave vector          
       
  Wave length         
   Fermi wave length        
   
    Friedel wave length          
      ⁄  
       Differential conductance of the free surface 
      Differential conductance of the tunneling current 
       Background subtracted differential conductance      ⁄       ⁄  
   Electron mass        
      
   Boltzmann-constant        
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