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Abstract
We introduce some basic notions and results for quaternionic linear
operators analogous to those for complex linear operators. Our main
result is to prove the additive and multiplicative Jordan-Chevalley
decompositions for quaternionic linear operators, which are related
by the exponential map. We also give a new proof of the theorem
of Jordan canonical form for quaternionic linear operators, which is
intrinsic and takes less computations than the known proofs for square
quaternionic matrices.
∗Corresponding author. The author was supported by Zhejiang Province Science Foun-
dation of China, grant No. LY14A010018.
1
2010 Mathematics Subject Classification: Primary 15B33, 15A16, 15A21,
15A23.
Key words: quaternionic linear operator, quaternionic structure, Jordan-
Chevalley decomposition, Jordan canonical form, exponential map
1 Introduction
Quaternions were first described by Irish mathematician William Rowan
Hamilton in middle 1900s, and are widely used in both pure and applied
mathematics, in particular for calculations involving three-dimensional rota-
tions such as in three-dimensional computer graphics, computer vision, and
crystallographic texture analysis. Quaternionic matrices are used in quantum
mechanics [RO] and in the treatment of multibody problems [GS]. Most of
the algebraic theory on quaternion linear algebra, including quaternionic ma-
trices, can be found in [R]. There is a good survey of some important results
on quaternionic matrices in [Z]. The spectral theory for normal quaternionic
matrices can be found in [FP].
The Jordan canonical form of a linear operator plays a central role in
the structure theory of linear operators on finite-dimensional vector spaces
over fields. A further development of Jordan canonical form is the additive
Jordan-Chevalley decomposition, which expresses a linear operator as the
sum of its commuting semisimple part and nilpotent part. For any linear op-
erator φ on a finite-dimensional vector space over a perfect field, the Jordan-
Chevalley decomposition exists and is unique, i.e. φ = φs+φn, where φs and
φn are the respective semisimple part and nilpotent part, which are in fact
expressible as polynomials in φ. A proof of this result in the case the field is
algebraically closed can be found in [H]. There is also a multiplicative Jordan-
Chevalley decomposition for invertible operators on finite-dimensional vector
spaces over perfect fields. The decomposition is important in the study of
Lie algebras and algebraic groups. We will prove the additive and multi-
plicative Jordan-Chevalley decompositions for quaternionic linear operators,
which are related by the exponential map. This is the main result of the
paper.
In [R], the Jordan canonical form of a square quaternionic matrix is re-
ferred to as a key result of quaternion linear algebra, and is proved in Section
5.6. There have been several proofs of the theorem of Jordan canonical form
of a square quaternionic matrix [HU][CHW][JZ] [ZW][R][L]. ( The proof in
2
[ZW] is in fact wrong). It took many computations in most of the proofs.
The proof in [ZW] is relatively simple. We give a new proof of the theorem of
Jordan canonical form in terms of quaternionic linear operators, which takes
less computations than the known proofs.
In Section 2, we will introduce some basic notions and results of quater-
nionic vector spaces and quaternionic linear operators, such as the relations
between quaternionic linear operators and complex linear operators, the ma-
trix and the eigenvalues of quaternionic linear operators. In Section 3, the
exponential map for quaternionic linear operators is introduced. The prop-
erties of the generalized eigenspaces of the complex linear operator induced
from some quaternionic linear operator are studied. We define the character-
istic polynomial of a quaternionic linear operator and prove the corresponding
Cayley-Hamilton theorem as in [Z]. In Section 4, the additive and multiplica-
tive Jordan-Chevalley decomposition for quaternionic linear operators are
proved, and we show that the additive and multiplicative Jordan-Chevalley
decomposition of quaternionic linear operators are related by the exponential
map. In Section 5, we give a new proof of the theorem of Jordan canonical
form for quaternionic linear operators. As a corollary, the surjectivity of the
exponential map exp :Mn(H)→ GLn(H) is proved.
The proofs of some results below for quaternionic vector spaces and
quaternionic linear operators are omitted as it is analogous to those of the
corresponding results for complex linear operators.
2 Some basic notions and results for quater-
nionic vector spaces and quaternionic lin-
ear operators
Let R and C be the field of the real and complex numbers as usual, and
H be the R-algebra of quaternions with basis 1, i, j, k. In the paper, all the
vector spaces are finite dimensional, and all the vector spaces over H or C
will be assumed to be right vector space.
1. First we review some basic results for quaternions. Let
η : C→ H, a+ bi 7→ a+ bi, (2.1)
where a, b ∈ R, be the standard embedding of C in H, and we will always
regard C as a subalgebra of H.
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Let
ϕ : H→ C, q = a+ bi+ cj + dk 7→ a+ bi (2.2)
where a, b, c, d ∈ R. Then ϕ(q) is called the complex part of q.
For any q = a + bi + cj + dk ∈ H, q¯ = a − bi − cj − dk is the conjugate
of q; and |q| = √q¯q = √a2 + b2 + c2 + d2 is the norm of q.
Two quaternions p and q are similar if there exists some nonzero quater-
nion u such that u−1pu = q. For any q = a1+ b1i+ c1j+ d1k ∈ H one knows
that the set [q] of quaternions similar to q is
[q] = {a1 + b2i+ c2j + d2k|b22 + c22 + d22 = b21 + c21 + d21}.
The complex numbers contained in [q] are a1 ± ri, r =
√
b21 + c
2
1 + d
2
1. See
Lemma 2.1 and Theorem 2.2 of [Z].
The set of quaternions H can be regarded as a 2-dimensional C-vecotr
space, with basis 1, j. One has
H = 1 · C⊕ j · C.
It is clear that as a ring, H is generated by C and j, with
zj = jz¯, ∀z ∈ C and j2 = −1. (2.3)
It is clear that the maps η and ϕ are C-linear maps. One has ηϕ = I,
η(z) = η(z¯) for z ∈ C, and ϕ(q) = ϕ(q¯) for q ∈ H.
2. Any H-vector space V can be considered as a C-vector space, denoted
by V0, by restricting scalars from H to C. Any H-linear map φ : V → W
between H-vector spaces V andW can be regarded as a C-linear map between
C-vector spaces V0 and W0, and denoted by φ0 : V0 →W0.
Let V ectH and V ectC be the category of right vector spaces over H and
over C respectively. Then the functor F between V ectH and V ectC is defined
as follows. For any H-vector space V in V ectH, F (V ) = V0. For any H-linear
map φ : V →W , F (φ) = φ0 : V0 →W0. It is easy to verify that F (1V ) = 1V0
for any H-vector space V in V ectH, and F (ψ ◦ φ) = F (ψ) ◦ F (φ) for any
φ : V → W and ψ : W → U in V ectH. The functor F is clearly covariant
and faithful. So V ectH can be viewed as a subcategory of V ectC.
Let V be an n-dimensional right H-vector space. Let EndH(V ) be the set
of H-linear operators of V , which is an (associative) R-algebra. One knows
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that the center of EndH(V ) is {λ · I|λ ∈ R}, which isomorphic to R.
3. Now let us introduce the quaternionic structure on a complex vector
space.
Definition 2.1. A conjugate linear map ζ from a complex vector space W
to itself satisfying ζ2 = −I is called a quaternionic structure on W .
Let V be a finite dimensional right H-vector space. The map rj : V →
V, v 7→ v · j gives rise to a map J : V0 → V0, v 7→ v · j, which is conjugate
linear and J2 = −I because of (2.3), thus J is a quaternionic structure on
V0.
Proposition 2.2. If ζ is a quaternionic structure on a (finite-dimensional)
complex vector space W , then
W ×H→W, (w, x+ jy) 7→ w.(x+ jy) = wx+ ζ(w)y (2.4)
(where x, y ∈ C) defines an H-vector space structure on W .
Proof. It is easy to verify that v.1 = v, (v + u).p = v.p+ u.p, and
w.(p+ q) = w.p+ w.q (2.5)
for any v, u, w ∈ W, p, q ∈ H. For any z ∈ C, let rz : W → W,w 7→ w · z.
One verifies rzζ = ζrz¯ for any z ∈ C as follows:
(rzζ)(w) = ζ(w)z = ζ(wz¯) = ζ(rz¯(w)) = (ζrz¯)(w)
Since
rzζ = ζrz¯ ∀z ∈ C and ζ2 = −I,
By (2.5) and (2.3), it can be directly verified that w.(pq) = (w.p).q for any
w ∈ W, p, q ∈ H. So (2.4) defines a right H-module structure on W . As
H is a division ring and W is finitely generated H-module (as W is a finite
dimensional complex vector space), W is a free H-module, i.e., an H-vector
space.
A quaternionic vector space can be viewed as a complex vector space with
a quaternionic structure. And, a linear map between quaternionic vector
spaces can be viewed as a linear map between complex vector spaces with
quaternionic structures which commutes with the quaternionic structures.
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Proposition 2.3. Assume that U is a finite dimensional complex vector
space with a quaternionic structure ζ. Then
(1) U has no 1-dimensional ζ-invariant subspace.
(2) U =
⊕k
i=1 Ui where each Ui is a 2-dimensional ζ-invariant subspace.
In particular, the dimension of U is even.
Proof. (1) If U has a 1-dimensional ζ-invariant subspace spanned by a nonzero
vector u, then ζ(u) = u · λ for some λ ∈ C. Since ζ is conjugate linear and
ζ2 = −I,
−u = ζ2(u) = ζ(ζu) = ζ(u · λ) = ζ(u) · λ¯ = u · λλ¯,
forcing λλ¯ = −1, a contradiction.
(2) By the above proposition, U can be regarded as a finite-dimensional
H-vector space. Thus U can be written as a direct sum of 1-dimensional
H-subspaces. Then as a C-vector space, U can be written as a direct sum of
2-dimensional ζ-invariant subspaces.
4. Let V be an n-dimensional right H-vector space and φ ∈ EndH(V ). If
v ∈ V is nonzero and for some λ ∈ H one has
φ(v) = v · λ
then we call λ an eigenvalue of φ and v a corresponding eigenvector. In this
case, φ(v · p) = (v · p)p−1λp for any p ∈ H \ {0}. Thus v · H, the subspace
of V spanned by v, correspond to [λ], the set of quaternions similar to λ. In
particular, there exists some nonzero u ∈ v · H such that φ(u) = u · µ with
µ ∈ C.
Lemma 2.4. Let λ ∈ C. If v ∈ V is an eigenvector of φ corresponding to λ,
then v · j ∈ V is an eigenvector of φ corresponding to λ¯.
Proof. One has
φ(v · j) = φ(v) · j = v · λj = v · jλ¯ = (v · j) · λ¯.
A matrix Q = [qij ] ∈Mn(H) can be view as a linear map Hn → Hn, v 7→
Qv, and its eigenvalues are usually called right eigenvalues of Q. See [Z] and
etc. It is clear that similar matrices have the same eigenvalues.
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5. Let V be an n-dimensional right H-vector space with basis B =
{v1, · · · , vn}. In this paper Hn will always be the right H-vector space of
n-column vectors and Mn(H) be the R-algebra of n× n quaternionic matri-
ces
Lemma 2.5. The coordinate map V → Hn, v1·a1+· · ·+vn·an 7→ [a1, · · · , an]T
is an isomorphism of H-vector spaces.
Let φ ∈ EndH(V ).
Assume φ(vj) =
∑n
i=1 vi · qij , with qij ∈ H. Then the matrix of φ in the
(ordered) basis B is defined to be
M(φ,B) = [qij ] ∈Mn(H)
as usual. Then one has that
EndH(V )→Mn(H), φ 7→M(φ,B)
is an R-algebra isomorphism.
As
H = 1 · C⊕ j · C
one has
Lemma 2.6. The set {v1, · · · , vn} of vectors in V is a basis of V if and only
if {v1, · · · , vn, v1 · j, · · · , vn · j} is a basis of V0.
If B = {v1, · · · , vn} is a basis of V , then we will denote the corresponding
basis {v1, · · · , vn, v1 · j, · · · , vn · j} of V0 by B0.
LetB = {e1, · · · , en} be the standard basis ofHn, thenB0 = {e1, · · · , en, e1·
j, · · · , en ·j} is a basis of (Hn)0, the space Hn viewed as a C-vector space. The
coordinate of [x1+jy1, · · · , xn+jyn]T (with xn, yn ∈ C) inB 0 is [x1, · · · , xn, y1, · · · , yn]T .
This induces a C-linear isomorphism:
Hn → C2n, [x1 + jy1, · · · , xn + jyn]T 7→ [x1, · · · , xn, y1, · · · , yn]T .
Under this linear isomorphism, the map rj : Hn → Hn, v 7→ v · j maps
[x1 + jy1, · · · , xn + jyn]T to [−y¯1 + jx¯1, · · · ,−y¯n + jx¯n]T . It induces the
conjugate linear map
J : C2n → C2n,
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[x1, · · · , xn, y1, · · · , yn]T 7→ [−y¯1, · · · ,−y¯n, x¯1, · · · , x¯n]T ,
which is the standard quaternionic structure on C2n. For v ∈ C2n, J(v) is
called the adjoint vector of v in [ZW]. This map J plays an important role
in the proof of the Jordan canonical form theorem for quaternionic matrices
in [ZW].
Let V,B and φ be as above. If we view V as a C-vector space, V0, then
φ defines a C-linear operator on V0 denoted by φ0 : V0 → V0.
Proposition 2.7. Assume M(φ,B) = Y + Z · j with Y = [yst], Z = [zst] in
Mn(C). Then the matrix of φ0 in the basis B0 is
M(φ0,B0) =
[
Y −Z
Z¯ Y¯
]
.
Proof. One has φ(vt) =
∑n
s=1 vs(yst + zstj). Then for t = 1, · · · , n
φ0(vt) = φ(vt) =
n∑
s=1
vs(yst + zstj)
=
n∑
s=1
vsyst +
n∑
s=1
(vs · j)zst
and
φ0(vt · j) = φ(vt · j) = φ(vt) · j.
So
φ0(vt · j) = φ(vt) · j =
n∑
s=1
vs(yst + zstj) · j
=
n∑
s=1
vs(−zst + ystj)
=
n∑
s=1
vs(−zst) +
n∑
s=1
(vs · j)yst.
Thus the matrix of φ0 in the basis B0 is
M(φ0,B0) =
[
Y −Z
Z¯ Y¯
]
.
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Note that if the basis of V0 corresponding to B is chosen to be B
′
0 =
{v1, · · · , vn,−v1 · j, · · · ,−vn · j}, then
M(φ0,B
′
0) =
[
Y Z
−Z¯ Y¯
]
,
which is called the complex adjoint matrix of Y + Z · j in [Z], [ZW] and etc,
and plays a central role in the study of quaternionic square matrices.
Proposition 2.8. Let B be a basis of V and B0 the corresponding basis of
V0. The maps χ : EndH(V )→ EndC(V0), φ 7→ φ0 and
χ˜ :Mn(H)→M2n(C),M(φ,B) 7→M(φ0,B0)
that maps Y +Zj to
[
Y −Z
Z¯ Y¯
]
are both injective R-algebra homomorphisms.
Furthermore, one has the following commutative diagrams:
EndH(V )
∼=−→ Mn(H)
↓χ ↓χ˜
EndC(V0)
∼=−→ M2n(C)
Proof. It is clear that χ is injective and easy to verify that for φ, ψ ∈ EndH(V )
and λ ∈ R, χ(φ+ ψ) = χ(φ) + χ(ψ), χ(φψ) = χ(φ)χ(ψ) and χ(λφ) = λχ(φ).
Thus χ is an injective R-algebra homomorphism. The commutativity of the
diagram is also obvious.
Since the two horizontal maps are clearly R-linear isomorphisms, one
knows that χ˜ is also an injective R-algebra homomorphism.
Let L be the image of χ. Then it is clear that
L = {φ ∈ EndC(V0)|φJ = Jφ},
and χ : EndH(V )→ L is a bijection.
A linear operator φ ∈ EndH(V ) is called semisimple, or diagonalizable,
if there is some basis of V in which the matrix of φ is a diagonal matrix.
It is clear that φ is semisimple if and only if φ has n linearly independent
eigenvectors, where n = dim V . A linear operator φ ∈ EndH(V ) is called
nilpotent if there exists some positive integer k, φk = 0. A linear operator φ ∈
EndH(V ) is called unipotent if φ − I is nilpotent. The notion of semisimple
(resp. nilpotent, unipotent) operators are similarly defined for operators on
V0.
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Proposition 2.9. The map χ : EndH(V )→ L sets up a 1-1 correspondence
between semisimple (resp. nilpotent, unipotent) elements of EndH(V ) and L.
Proof. Assume φ ∈ EndH(V ). Then φ0 = χ(φ) ∈ EndC(V0).
If φ is semisimple, then φ has n linearly independent eigenvectors v1, · · · , vn
with the respective eigenvalues λ1, · · · , λn ∈ H. By the discussion above, one
can assume that λ1, · · · , λn ∈ C. Then v1, · · · , vn, J(v1), · · · , J(vn) are 2n
linearly independent eigenvectors of φ0 thus φ0 is semisimple.
Conversely, if φ0 is semisimple, then φ0 has 2n linearly independent eigen-
vectors u1, · · · , u2n. Thus V0 = ⊕2ni=1uiC and V =
∑2n
i=1 uiH. One can
find n vectors in u1, · · · , u2n, assuming them to be u1, · · · , un, such that
V = ⊕ni=1uiH. So φ is semisimple.
It is obvious that φ is nilpotent if and only if φ0 is nilpotent.
As χ maps the identity operator on V to the identity operator on V0, φ
is unipotent if and only if φ0 is unipotent.
7. Let V be an n-dimensional right H-vector space. Assume B =
{v1, · · · , vn} and B′ = {v′1, · · · , v′n} be two bases of V . Let φ ∈ EndH(V ).
Let M(φ,B) and M(φ,B
′
) be the respective matrices of φ in B and B
′
.
Assume
v
′
j =
n∑
i=1
vi · pij , j = 1, · · · , n.
Then the transition matrix from B to B
′
is defined to be P = [pij ] ∈Mn(H).
Then one also has
M(φ,B
′
) = P−1M(φ,B)P (2.6)
as in the usual linear algebra, and the proof is the same.
8. Let V be an n-dimensional right H-vector space. Let φ ∈ EndH(V ).
Then the kernel of φ, Ker(φ), and the image of φ, Im(φ) or φ(V ), are both
H-subspaces of V .
The rank of φ, rank(φ), is defined to be the dimension of Im(φ). Then
one has
dim Ker(φ) + rank(φ) = dim V.
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3 Exponential maps and characteristic poly-
nomials
Let V be an n-dimensional right H-vector space, and V0 the corresponding
2n-dimensional right C-vector space with the quaternionic structure J . Let
GL(V0) (resp. GL(V )) be the real Lie group of invertible linear operators in
EndC(V0) (resp. in EndH(V )). Identify EndC(V0) (resp. EndH(V )) with the
Lie algebra of GL(V0) (resp. GL(V )).
Recall
L = {φ ∈ EndC(V0)|φJ = Jφ},
which is a subalgebra of the real associative algebra EndC(V0), and is also a
real Lie algebra under the usual Lie bracket. Let
G = {φ ∈ GL(V0)|φJ = Jφ},
which is a closed Lie subgroup of GL(V0).
Let
exp1 :Mn(H)→Mn(H), A 7→
∞∑
k=0
1
k!
Ak
be the exponential map on Mn(H). It can be directly verified that the series∑
∞
k=0
1
k!
Ak is convergent [T] and exp1(A) ∈ GLn(H).
Similarly, let
exp2 : EndH(V )→ GL(V ), φ 7→
∞∑
k=0
1
k!
φk
be the exponential map on EndH(V ). Fix some basis B of V , then one has
the following commutative diagram:
GL(V ) −→ GLn(H)
↑exp1 ↑exp2
End(V ) −→ Mn(H)
Figure 1
Here the horizontal maps take φ ∈ GL(V ) (resp. φ ∈ End(V )) to
M(φ,B).
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For any ψ ∈ EndC(V0), define ξ(ψ) = JψJ−1, which equals −JψJ . Then
ξ(ψ) is also in EndC(V0). Let
EndC(V0)
ξ = {ψ ∈ EndC(V0)|ξ(ψ) = ψ}
be the set of operators fixed by ξ. It is clear that
EndC(V0)
ξ = L.
Lemma 3.1. The map ξ : EndC(V0) → EndC(V0) is conjugate linear. One
has ξ2 = Id, ξ(λI) = λ¯I for any λ ∈ C, ξ(ψ1 + ψ2) = ξ(ψ1) + ξ(ψ2) and
ξ(ψ1ψ2) = ξ(ψ1)ξ(ψ2) for any ψ1, ψ2 ∈ EndC(V0).
Proof. The fact that ξ2 = Id, ξ(ψ1 + ψ2) = ξ(ψ1) + ξ(ψ2) and ξ(ψ1ψ2) =
ξ(ψ1)ξ(ψ2) are directly verified.
As J(λI)J−1 = (λ¯I)JJ−1 = λ¯I, one has ξ(λI) = λ¯I.
Then for any ψ ∈ EndC(V0), ξ(λψ) = ξ(λI ·ψ) = ξ(λI)ξ(ψ) = (λ¯I)ξ(ψ) =
λ¯ξ(ψ). Thus ξ is a conjugate linear operator on EndC(V0).
As ξ2 = Id and ξ is conjugate linear, L = EndC(V0)
ξ is a real subspace
of EndC(V0) and EndC(V0) = L⊕ i · L.
Let φ ∈ EndH(V ). Then φ0 ∈ L. Let Γ(φ0) be the set of eigenvalues of
φ0 in C.
If λ is an an eigenvalue of φ0, then
V0(λ) = Ker (φ0 − λI)2n
is called the generalized eigenspace of φ0 belonging to λ. Let m(λ) =
dim V0(λ), which is the multiplicity of the eigenvalue λ.
Lemma 3.2. Assume that λ ∈ Γ(φ0). Then
(1)λ¯ ∈ Γ(φ0), and J maps V0(λ) isomorphically onto V0(λ¯);
(2) m(λ) = m(λ¯);
(3) If λ ∈ R, then m(λ) is even.
Proof. (1) Assume that φ0(v) = v · λ with v a nonzero vector in V0. Then
φ0(Jv) = Jφ0(v) = J(vλ) = Jv ·λ¯ with Jv a nonzero vector. Thus λ¯ ∈ Γ(φ0).
For any φ0 ∈ L and λ ∈ Γ(φ0), ξ[(φ0 − λI)2n] = [ξ(φ0 − λI)]2n = (φ0 −
λ¯I)2n. So J maps V0(λ) = Ker(φ0 − λI)2n isomorphically onto V0(λ¯) =
Ker(φ0 − λ¯I)2n.
(2) follows from (1).
(3) If λ ∈ R then it follows from (1) that V0(λ) is J-invariant. By Propo-
sition 2.3, m(λ) = dim V0(λ) is even.
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By this lemma, one can assume that Γ(φ0) = {λ1, λ¯1, · · · , λk, λ¯k} ∪
{µ1, · · · , µt}, where µi ∈ R and λi ∈ C \ R, m(λi) = m(λ¯i) for any i and
m(µj) is even for any j.
For any φ ∈ EndH(V ), motivated by [Z], we define its characteristic
polynomial to be p(x) = det(xI − φ0).
Lemma 3.3. One has p(x) ∈ R[x].
Proof. By the above lemma, one has
p(x) =
k∏
i=1
[(x− λi)(x− λ¯i)]m(λi)
t∏
j=1
(x− µj)m(µj) ∈ R[x].
If the trace of φ and the determinant of φ are defined to be the trace and
determinant of φ0 respectively, then it is easy to see that they are both real.
Here is the Cayley-Hamilton theorem for quaternionic linear operators.
Theorem 3.4. [Z] Let p(x) be the characteristic polynomial of φ ∈ EndH(V ).
Then p(φ) = 0.
Proof. Recall the injective R-algebra homomorphism χ : EndH(V )→ EndC(V0).
As p(x) ∈ R[x], χ(p(φ)) = p(χ(φ)) = p(φ0) = 0. Since χ is injective, one has
p(φ) = 0.
For any ψ ∈ GL(V0) ⊆ EndC(V0), ξ(ψ) = JψJ−1 is also in GL(V0). The
restriction of ξ to GL(V0), denoted by ξ˜ : GL(V0)→ GL(V0), is clearly a Lie
group homomorphism. Then the differential of the Lie group homomorphism
ξ˜ : GL(V0) → GL(V0) is just ξ : EndC(V0) → EndC(V0). As GL(V0)ξ˜ = G
and EndC(V0)
ξ = L. One gets
Lemma 3.5. The Lie algebra of G is L. And, exp : EndC(V0) → GL(V0)
maps L into G.
The images of EndH(V ) and GL(V ) under the map χ : EndH(V ) →
EndC(V0) are respectively χ(EndH(V )) = L and χ(GL(V )) = G. So one has
the following commuting diagram
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GL(V )
χ−→
∼=
G −→ GL(V0)
↑exp ↑exp ↑exp
EndH(V )
χ−→
∼=
L −→ EndC(V0)
Figure 2
4 Proof of Jordan-Chevalley decomposition
for quaternionic linear operators
Assume that V is an n-dimensional rightH-vector space and φ ∈ EndH(V ).
Let V0 be the corresponding 2n-dimensional right C-vector space and φ0 ∈
EndC(V0) the corresponding C-linear operator induced by φ.
1. The additive Jordan-Chevalley decomposition of operators in EndH(V )
and in L
Theorem 4.1. Let ψ ∈ L. Then
(1) ψ can be uniquely written as ψ = ψs + ψn with ψs, ψn ∈ L, where ψs
is semisimple, ψn is nilpotent, and ψsψn = ψnψs.
(2) There exist polynomials f(x), g(x) ∈ R[x] without constant term such
that ψs = f(ψ) and ψn = g(ψ).
Proof. Denote V0 by U . Assume that the set of eigenvalues of φ0 is Γ(φ0) =
{λ1, λ¯1, · · · , λk, λ¯k} ∪ {µ1, · · · , µt}, where µi ∈ R and λi ∈ C \ R. One has
U = ⊕ki=1(U(λi)⊕ U(λ¯i))
⊕
(⊕tj=1U(µj))
as the decomposition of U into generalized eigenspaces of ψ.
One has det(x · I−ψ) = Πki=1(x−λi)m(λi)(x− λ¯i)m(λi) ·Πtj=1(x−µj)m(µj ),
where µi ∈ R and λi ∈ C \ R. Consider the following system of congruences
for h(x) ∈ C[x]:

h(x) ≡ λi (mod (x− λi)m(λi)), i = 1, · · · , k
h(x) ≡ λ¯i (mod (x− λ¯i)m(λi)), i = 1, · · · , k
h(x) ≡ µj (mod (x− µj)m(µj )), j = 1, · · · , t
h(x) ≡ 0 (mod x).
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Notice that the last congruence is superfluous if 0 is an eigenvalue of ψ. Now
apply the Chinese Remainder Theorem for C[x]. Since the congruences in the
system have pairwise relatively prime moduli, there is some solution h0(x)
for it.
Notice that if h0(x) ≡ λi (mod(x−λi)ni), then h0(x) = (x−λi)ni ·k(x)+λi
and h0(x) = (x−λ¯i)ni ·k(x)+λ¯i for some k(x) ∈ C[x], so h0(x) ≡ λ¯i (mod(x−
λ¯i)
ni)
Similarly,we can easily prove that h0(x) satisfies each of the congruences. Let
f(x) = 1
2
(h0(x) + h0(x)),it is easily seen that f(x) ∈ R[x] is also the solution
of the congruence equations. Then,
f(ψ)|W =


λi · I, W = U(λi);
λ¯i · I, W = U(λ¯i);
µj · I, W = U(µj).
Let ψs = f(ψ). Then ψs is semisimple and is in L. let g(x) = x− f(x) and
ψn = g(ψ). It is clear that ψn is nilpotent and is in L. One has ψ = ψs + ψn
and ψsψn = ψnψs. Obviously,f(x) and g(x) have no constant term.
It remains only to prove the uniqueness assertion in (1). Assume ψ =
ψ
′
s + ψ
′
n is another such decomposition, where ψ
′
s, ψ
′
n ∈ L, ψ′s is semisimple,
ψ
′
n is nilpotent, and ψ
′
sψ
′
n = ψ
′
nψ
′
s. It is clear that ψ
′
s and ψ
′
n commute with
ψ.
Since ψs = f(ψ), ψn = g(ψ) ,ψ
′
s and ψ
′
n commute with ψs and ψn. As
ψs + ψn = ψ
′
s + ψ
′
n, ψs − ψ′s = −ψn + ψ′n, which are both semisimple and
nilpotent, thus must be the zero operator. This forces that ψs = ψ
′
s, ψn =
ψ
′
n.
Now we can show the additive Jordan-Chevalley decomposition for quater-
nionic linear operators.
Corollary 4.2. Let φ ∈ EndH(V ). Then
(1) φ can be uniquely written as φ = φs + φn with φs, φn ∈ EndH(V ),
where φs is semisimple, φn is nilpotent, and φsφn = φnφs.
(2) There exist polynomials f(x), g(x) ∈ R[x] without constant term such
that φs = f(φ), φn = g(φ).
Proof. Let φ0 ∈ L be the operator on V0 corresponding to φ and apply
last theorem to φ0. Then there exists (φ0)s, (φ0)n in L, φ0 = (φ0)s + (φ0)n,
(φ0)s is semisimple, (φ0)n is nilpotent, and (φ0)s(φ0)n = (φ0)n(φ0)s. And,
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there exist polynomials f(x), g(x) ∈ R[x] without constant term such that
(φ0)s = f(φ0), (φ0)n = g(φ0).
Consider the R-algebra homomorphism χ : EndH(V ) → L. One has
χ(f(φ)) = f(φ0) = (φ0)s is semisimple, so f(φ) is semisimple by Proposition
2.9. One has χ(g(φ)) = g(φ0) = (φ0)n is nilpotent, so g(φ) is nilpotent by
Proposition 2.9. Then
χ(f(φ) + g(φ)) = (φ0)s + (φ0)n = χ(φ).
As χ is injective, φ = f(φ) + g(φ). Thus one has the desired decomposition
φ = φs + φn with φs = f(φ) and φn = g(φ). As such decomposition of φ0 is
unique and χ is injective, such decomposition for φ is also unique.
2. The multiplicative Jordan-Chevalley decomposition of operators in
GL(V ) and in G
Theorem 4.3. Let ψ ∈ G. Then
(1) ψ can be uniquely written as ψ = ψsψu with ψs, ψu ∈ G, where ψs is
semisimple, ψu is unipotent, and ψsψu = ψuψs.
(2) There exist polynomials f(x), h(x) ∈ R[x] with f(0) = 0, h(0) = 1
such that ψs = f(ψ), ψu = h(ψ).
Proof. As G ⊆ L, ψ ∈ L. By Theorem 4.1, ψ can be uniquely written as
ψ = ψs+ψn, ψs, ψn ∈ L, where ψs is semisimple, ψn is nilpotent, and ψsψn =
ψnψs. And, there exist polynomials f(x), g(x) ∈ R[x] without constant term
such that ψs = f(ψ) and ψn = g(ψ).
As ψ is invertible, ψs is invertible. Let ψu = I+ψ
−1
s ψn, which is unipotent.
Then ψ = ψs + ψn = ψs(I + ψ
−1
s ψn) = ψsψu. One has ψsψu = ψuψs. Let
k(x) = det(xI − ψ) ∈ R[x] be the characteristic polynomial of ψ, which
is just the characteristic polynomial of ψs as ψ and ψs have the same set
of eigenvalues. One has k(0) 6= 0 as ψ is invertible, so there exists q(x) ∈
R[x], ψ−1s = q(ψs).
Let h(x) = 1 + (q ◦ f)(x) · g(x) ∈ R[x]. Since g(0) = 0, h(0) = 1. Then
h(ψ) = I + q(f(ψ)) · g(ψ) = I + q(ψs) · ψn = I + ψ−1s ψn = ψu. The proof of
(2) is complete. What’s left to prove is the uniqueness assertion in (1).
Assume that ψ = ψ
′
sψ
′
u is another such decomposition with ψ
′
s semisimple,
ψ
′
u unipotent, and ψ
′
sψ
′
u = ψ
′
uψ
′
s. Because of (2), ψ
′
s and ψ
′
u commute with ψs
and ψu. Then (ψ
′
s)
−1ψs = ψ
′
uψ
−1
u , which are both semisimple and unipotent
thus must be I. This forces that ψs = ψ
′
s, ψu = ψ
′
u.
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Below is the multiplicative Jordan-Chevalley decomposition for quater-
nionic linear operators. Its proof is similar to that of Corollary 4.2, and we
omit it.
Corollary 4.4. Let φ ∈ GL(V ). Then
(1) φ can be uniquely written as φ = φsφu with φs, φu ∈ GL(V ), where φs
is semisimple, φu is unipotent, and φsφu = φuφs.
(2) There exist polynomials f(x), h(x) ∈ R[x] with f(0) = 0, h(0) = 1
such that φs = f(φ), φu = h(φ).
The additive Jordan-Chevalley decomposition and multiplicative Jordan-
Chevalley decomposition are related by the exponential map as follows.
Proposition 4.5. For any φ ∈ EndH(V ), let φ = φs + φn be the additive
Jordan-Chevalley decomposition, with φs semisimple and φn nilpotent and
φsφn = φnφs. Let ψ = exp(φ), ψs = exp(φs) and ψu = exp(φn). Then ψ is in
GL(V ), and ψ = ψsψu is the multiplicative Jordan-Chevalley decomposition
for ψ, with ψs semisimple and ψu unipotent and ψsψu = ψuψs.
Proof. As φsφn = φnφs,
ψ = exp(φ) = exp(φs + φn) = exp(φs)exp(φn) = ψsψu.
It is clear that exp(φs) is semisimple, exp(φn) is unipotent, and exp(φs)exp(φn) =
exp(φn)exp(φs). Then it follows from the uniqueness of the multiplicative
Jordan-Chevalley decomposition that ψ = ψsψu is just the multiplicative
Jordan-Chevalley decomposition for ψ.
It is clear that analogous result also holds for complex linear operators.
5 Proof of the theorem of Jordan canonical
form for quaternionic linear operators
Recall that a k × k matrix of the following type
Jk(λ) =


λ 1
. . .
. . .
. . . 1
λ


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is called a Jordan block, where λ ∈ H.
Assume that U is a complex vector space and ψ ∈ End(U). Let S be the
set of ψ-invariant subspace W of U such that with respect to some basis B of
W ,M(ψ|W ,B) is a Jordan block. Then S ordered by inclusion, i.e. (S,⊆), is
a partially ordered set. We call maximal elements in S Jordan subspaces
of ψ. A basis B of a Jordan subspace with respect to which M(ψ|W ,B)
is a Jordan block is usually called a Jordan chain. The Jordan canonical
form theorem says that U can be decomposed as a direct sum of the Jordan
subspaces of ψ. Such decomposition is not unique (The authors mistakenly
assumed that the decomposition is unique in [JZ]), but the corresponding set
of Jordan blocks are unique up to permutation.
The following result is simple and its proof is omitted.
Lemma 5.1. Assume that W is a ψ-invariant subspace of U such that
with respect to some basis B = {v1, · · · , vk} of W , M(ψ|W ,B) is a Jor-
dan block. Then the only nonzero ψ-invariant subspaces of W are Wi =
span{v1, · · · , vi}, for i = 1, · · · , k.
Next assume that U is a complex vector space with the quaternionic
structure ζ , and ψ is a linear operator on U commuting with ζ .
Proposition 5.2. Assume that W ⊆ U is a Jordan subspace of ψ. Then
ζW is also a Jordan subspace of ψ and ζW ∩W = 0.
Proof. Assume M(ψ|W ,B) = Jk(λ) for some basis B = {v1, · · · , vk} of W .
It is clear that ζW is also a Jordan subspace of ψ, with basis ζB, and
M(ψ|ζW , ζB) = Jk(λ¯). If λ /∈ R, it is clear that ζW ∩W = 0. Next assume
that λ ∈ R.
Assume ζW ∩ W 6= 0. Then ψ(ζW ∩ W ) ⊆ ζW ∩ W . So ζW ∩ W
is a ψ-invariant subspace in W . By Lemma 5.1, ζW ∩ W = Wi for some
i = 1, · · · , k, where Wi = span{v1, · · · , vi}.
Since (ψ − λI)ζ = ζ(ψ − λI), Wi−1 = (ψ − λI)(Wi) is also ζ-invariant.
Similarly one has that W1 = (ψ − λI)i−1(Wi) is also ζ-invariant. But W1
is 1-dimensional and ζ has no 1-dimensional invariant subspace, which is a
contradiction.
Proposition 5.3. Assume that ψ is nilpotent on U . Then there exist Jordan
subspaces Wi and ζWi of ψ, i = 1, · · · , k, such that U =
⊕k
i=1(Wi ⊕ ζWi).
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Proof. We prove it by induction on dim U .
Assume dim U = 2m. If m = 1, then there is some nonzero v ∈ U
with ψ(v) = 0. Then ψ(ζv) = 0. One knows that v and ζv are linearly
independent. Then U can be decomposed as the direct sum of the pair of
1-dimensional Jordan subspaces, spanned by v and ζv respectively.
Assume that m > 1 and the results holds for spaces with dimension
< 2m. Since ψζ = ζψ, U1 = ψ(U) is also ζ-invariant and ψ-invariant. As ψ
is nilpotent on U , dim U1 < dim U . By induction, U1 can be decomposed
as a direct sum of ζ-paired Jordan subspaces of ψ|U1 , and denote them by
W1, · · · ,Wk, ζW1, · · · , ζWk.
Assume that the Jordan chain of Wi is {ψt(vi)|t = li, li − 1, · · · , 1, 0},
where ψli+1(vi) = 0. As vi is in the image of ψ, there exists some wi ∈ U with
ψ(wi) = vi. Then ψ(ζwi) = ζvi. Let W˜i =Wi⊕〈wi〉, then ζW˜i = ζWi⊕〈ζwi〉.
It is clear that W˜i and ζW˜i are Jordan subspaces of ψ thus W˜i ∩ ζW˜i = 0.
We will show that the union of the 2k Jordan chains
ψl1+1(w1), · · · , ψ(w1), w1, · · · , ψlk+1(wk), · · · , ψ(wk), wk
ψl1+1(ζw1), · · · , ψ(ζw1), ζw1, · · · , ψlk+1(ζwk), · · · , ψ(ζwk), ζwk
are linearly independent. Note that ψli+2(wi) = ψ
li+2(ζwi) = 0. Assume
that
k∑
i=1
(
li+1∑
s=0
ψs(wi) · ai,s) +
k∑
i=1
(
li+1∑
s=0
ψs(ζwi) · a′i,s) = 0 (5.1)
with ai,s, a
′
i,s ∈ C. Applying ψ on both sides one gets that
ai,0 = ai,1 = · · · = ai,li = 0, a
′
i,0 = a
′
i,1 = · · · = a
′
i,li
= 0
for i = 1, · · · , k. Then (5.1) becomes
k∑
i=1
ψli+1(wi)·ai,li+1+
k∑
i=1
ψli+1(ζwi)·a′i,li+1 =
k∑
i=1
ψli(vi)·ai,li+1+ψli(ζvi)·a
′
i,li+1
= 0,
which forces ai,li+1 = a
′
i,li+1
= 0 for i = 1, · · · , k. So we have proved that the
union of the 2k Jordan chains are linearly independent. It follows that the
sum of the subspaces W˜1, · · · , W˜k, ζW˜1, · · · , ζW˜k, call it Y , is a direct sum.
Note that ψ(Y ) = ψ(U). If Y = U then it is done.
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Assume that Y $ U . Choose some v ∈ U \ Y . Then there is some w ∈ Y
with ψ(v) = ψ(w). Let u1 = v − w. Then ψ(u1) = 0 and u1 /∈ Y . Then
u1, ζu1 are linearly independent. Let 〈u1, ζu1〉 denote span{u1, ζu1}. Then
Y + 〈u1, ζu1〉 must be a direct sum as Y ∩ 〈u1, ζu1〉 is ζ-invariant and has
dimension less than 2. If Y ⊕〈u1, ζu1〉 is still properly contained in U , one can
continue this way and finally write U = Y⊕〈u1, ζu1〉⊕〈u2, ζu2〉⊕· · ·⊕〈ut, ζut〉
since U is finite dimensional. It is clear that each 〈ui〉 (resp. ζ〈ui〉) is a Jordan
subspace of ψ in U . Thus
U = (W˜1 ⊕ ζW˜1)⊕ · · · ⊕ (W˜k ⊕ ζW˜k)⊕ (〈u1〉 ⊕ ζ〈u1〉)⊕ · · · ⊕ (〈ut〉 ⊕ ζ〈ut〉)
is a decomposition into a direct sum of ζ-paired Jordan subspaces.
Now we come back to the usual setting. Assume that V is an n-dimensional
right H-vector space and φ ∈ EndH(V ). Let V0 be the corresponding 2n-
dimensional right C-vector space with the corresponding quaternionic struc-
ture J , and φ0 ∈ EndC(V0) the corresponding C-linear operator induced by
φ.
We will show that V0 can be written as a direct sum as follows
V0 = ⊕li=1(Wi ⊕ J(Wi)),
where Wi and J(Wi) are both Jordan subspaces of φ0 for each i.
Theorem 5.4. The complex space V0 can be decomposed as a direct sum of
J-paired Jordan subspaces of φ0.
Proof. Denote V0 by U . Then dim U = 2n. Assume that the set of eigen-
values of φ0 is Γ(φ0) = {λ1, λ¯1, · · · , λk, λ¯k} ∪ {µ1, · · · , µt}, where µi ∈ R and
λi ∈ C\R. Let U(λi) and U(µj) be the corresponding generalized eigenspaces
of φ0. Then
U = ⊕ki=1(U(λi)⊕ U(λ¯i))
⊕
(⊕tj=1U(µj)).
The space U(λi) can be decomposed as a direct sum of the Jordan sub-
spaces Wi,s of φ0. Then U(λ¯i) = J(U(λi)) is the direct sum of the Jordan
subspaces J(Wi,s) of φ0 .
Now consider U(µj). Denote φ0 by ψ, let ψj = ψ|U(µj), then ψj − µjI is
nilpotent on U(µj). By Proposition 5.3, U(µj) can also be decomposed as
a direct sum of J-paired Jordan subspaces, Qs ⊕ J(Qs), of ψj − µjI, with
Jordan blocks Jm(0) ⊕ Jm(0). But such Jordan subspaces are also Jordan
subspaces of ψj , with Jordan blocks Jm(λ)⊕ Jm(λ).
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The following result is obvious.
Lemma 5.5. Let U be a φ0-invariant subspace of V0 and B = {v1, · · · , vk} be
a basis of U . AssumeM(φ0|U ,B) = A. Then J(U) is also a φ0-invariant sub-
space of V0, with basis J(B) = {Jv1, · · · , Jvk}, and M(φ0|J(U), J(B)) = A¯.
In particular, ifM(φ0|U ,B) = Jm(λ) for some λ ∈ C, thenM(φ0|J(U), J(B)) =
Jm(λ¯).
Now we can prove the Jordan canonical form theorem for quaternionic
linear operators.
Theorem 5.6. (1) Let V be a quaternionic linear space and φ ∈ EndH(V ).
Then there exist φ-invariant subspaces Vi of V , i = 1, · · · , k, such that V =
⊕ki=1Vi and there exists a basis Bi for Vi such that M(φ|Vi ,Bi) is a Jordan
block Jmi(λi), where λi ∈ H.
(2)Such Jordan blocks are uniquely determined by φ up to permutation
and up to a replacement of λ1, · · · , λk with p−11 λ1p1, · · · , p−1k λkpk within the
blocks Jm1(λ1), · · · , Jmk(λk) respectively, where λi ∈ H and pi ∈ H \ {0}.
Proof. (1)By last theorem, V0 can be written as a direct sum of J-paired Jor-
dan subspaces, i.e., V0 =
⊕k
i=1(Wi⊕JWi), where Wi are Jordan subspaces of
φ. Let Bi be a Jordan chain in Wi. Then J(Bi) is a Jordan chain in J(Wi).
Let the basis B0 of V0 be the union of all the Jordan chains Bi and J(Bi).
ThenM(φ0,B0) =
⊕k
i=1(Jmi(λi)⊕Jmi(λ¯i)), where
⊕k
i=1(Jmi(λi)⊕Jmi(λ¯i)) de-
notes the block diagonal matrix diag(Jm1(λ1), Jm1(λ¯1), · · · , Jmk(λk), Jmk(λ¯k)),
is a Jordan decomposition for φ0. Let Vi = Wi ⊕ J(Wi), then Vi is a H-
subspace of V and V =
⊕k
i=1 Vi. Then the union B of all the Jordan chains
Bi, for i = 1, · · · , k, is a basis for V andM(φ,B) =
⊕k
i=1 Jmi(λi) is a desired
Jordan decomposition for φ.
(2) Assume V = ⊕si=1V ′i is another such decomposition of V into φ-
invariant Jordan subspaces V
′
i , and B
′
i is the corresponding Jordan chain, for
i = 1, · · · , s. Assume M(φ|V ′i ,B
′
i) = Jli(µi). Let B
′
be the union of all the
Jordan chains B
′
i. Then M(φ,B
′
) =
⊕s
i=1 Jli(µi).
Assume B
′
i = {v1, · · · , vli} and M(φ,B′i) = Jli(µi). One has p−1i µipi =
νi ∈ C for suitable choices of nonzero pi ∈ H. Let B′′i = (v1pi, · · · , vlipi).
then M(φ|
V
′
i
,B
′′
i ) = Jli(νi) by (2.6). Let B
′′
be the union of B
′′
i , which is
a basis for V , then M(φ,B
′′
) =
⊕s
i=1 Jli(νi) is also a Jordan decomposition
for φ. Let the basis B
′′
0 of V0 be the union of all the Jordan chains B
′′
i and
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J(B
′′
i ). Then M(φ0,B
′′
0) =
⊕s
i=1(Jli(νi)⊕ Jli(ν¯i)) is a Jordan decomposition
for φ0.
By (1), M(φ0,B0) =
⊕k
i=1(Jmi(λi) ⊕ Jmi(λ¯i)) is also a Jordan decompo-
sition for φ0. By the uniqueness of the Jordan blocks of the complex linear
operator φ0, one has s = k and there is a permutation σ on {1, · · · , k} such
that li = mσi and νi = λσi or νi = λσi for i = 1, · · · , k. As λσi and λσi are
similar in H, one can choose pi properly such that νi = λσi. This completes
the proof.
Corollary 5.7. The exponential maps exp1 : Mn(H) → GLn(H) and exp2 :
EndH(V )→ GL(V ) are both surjective.
Proof. We will show that exp1 : Mn(H) → GLn(H) is surjective. Then it
follows that exp2 : EndH(V )→ GL(V ) is also surjective by Figure 1.
As exp1(PAP
−1) = Pexp1(A)P
−1 for any P ∈ GLn(H) and A ∈Mn(H),
one only needs to show that for any A ∈ GLn(H) with A = ⊕ki=1Jmi(λi) has
a preimage under exp1, by the above theorem. Moreover, one can assume
that λi ∈ C for each i by Theorem 5.6 (2). Then it suffices to show that each
Jordan block Jmi(λi) has a preimage under exp1. But this follows from the
surjectivity of the exponential map exp :Mmi(C)→ GLmi(C).
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