Abstract. In this paper, we propose a support vector machine with automatic confidence (SVMAC) for gender classification based on facial images. Namely, we explore how to incorporate confidence values introduced in each primitive training sample and compute these values automatically into machine learning. In the proposed SVMAC, we use both the labels of training samples and the label confidence which projected by a monotonic function as input. The main contribution of SVMAC is that the confidence value of each training sample is calculated by some common algorithms, such as SVM, Neural Network and so on, for gender classification. Experimental results demonstrate that SVMAC can improve classification accuracy dramatically.
Introduction
Due to its wide application in human-computer interaction, such as vital statistics, identity appraisal, visual surveillance and robot vision [1] , gender classification based on facial images has attracted many researchers' attention.
One of the most challenging problems is to devise a proper classification algorithm to classify gender information of faces. In other words, we need to select a better classifier to improve the classification performance. Among all kinds of recognition algorithms [2] [3] [4] [5] , support vector machine (SVM) is one of the most popular classification methods, providing a sound theoretic basis for constructing classification models with high generalization ability. Li and Lu [6] brought forward a framework based on multi-view gender classification where a trained layer support vector machine (LSVM) is utilized to recognize the angle of each facial image and classify its gender. To develop new machine learning algorithms and improve the performance of existing machine learning methods, it is very important for us to consider the problem how SVM can be ameliorated. Ji et al [7] proposed a support vector machine with confidence (SVMC) labeled manually. But before training, the confidence of each training sample must be labeled manually. Thus, when the number of training samples is very large we must spend much time in labeling the confidence. Furthermore, we can not guarantee all these labeled confidence values are reasonable. To explore how to label rational confidence for each training sample automatically, we propose the support vector machine with automatic confidence (SVMAC).
The remaining part of the chapter is organized as follows: Section 2 described the proposed SVMAC model in detail. Experiments are presented in Section 3. Some conclusions and discussions on future work are outlined in Section 4.
The Proposed SVMAC Model
The quadratic programming problems for the standard and soft margin forms of traditional SVM [8] [9] [10] [7] can be expressed as
and
respectively. One way of incorporating confidence values is to re-scale the soft margin as follows,
where t(π i ) is a monotonic function to scale the confidence, namely
where h is the scale parameter. Existing work reported that the support vectors obtained by a support vector machine tend to be those training samples that people can not discriminate well [2] [11] . Based on this fact, we propose a modified support vector machine. First, we divide all the training samples into two disjointed subsets U and V (X = U ∪ V), which are later treated in a different way in the training algorithm. Then, we put the training samples in U with confidence π i less than 1, and the remaining training samples in V with confidence π i equal to 1. In essence, U contains the training samples that tend to be support vectors after training. In the following, we denote the number of training samples in U and V by n u and n v , respectively.
According to Eq. (3) for training subset U and Eq. (1) for training subset V, we can express the quadratic programming problem for soft margin form as follows:
Using the standard Lagrangian dual technique, we get the following dual form:
However, it is a considering problem how to label the confidence of training samples reasonably. In SVMC [7] the confidence of all the training samples is labeled manually. But if the number of the training samples is large, we must spend much time in labeling their confidence values. Moreover, we can not guarantee that all the labeled confidence values are reasonable because people's action on making them is very subjective. Therefore, we suggest using logical methods to divide the training samples into the two sets U and V. The algorithm ALC of labeling the confidence is displayed in Algorithm 1. As a matter of fact, the size of the distance between a training sample and decision boundary γ suggests whether the sample can be discriminated well. Obviously, the training sample which is far from the decision boundary can tend to be discriminated and should be appended into V. Otherwise, it need to be added in U. Therefore, the automatic mark is coincident with the manual label on the confidence of training samples. Now we take into account the performance of SVMAC in some situation. According to the algorithm ALC and SVMAC defined in Eq. (5) that makes use of the method of probability statistics [7] [12] [13] , we set the confidence values in U less than 1. Those samples marked by small circles (green) are shown in Fig. 1 , and the right figure of Fig. 2 . We can observe that the decision boundary is changed if the confidence values of the support vectors in U are assigned by employing the algorithm ALC where the sample set Γ = {(x i , y i )|1 i N } is trained by SVM. We can conclude that the movement of the decision boundary is identical to the one in SVMC [7] .
Algorithm 1. ALC
Step 1: The sample set Γ = {(xi, yi)|1 i N } is trained by utilizing some algorithms such as SVM, Adaboost, Neural Network, and so on. Thus, a decision hyperplane γ, namely, a classifier can be obtained;
Step 2: Computing these distances between all the samples in Γ and the hyperplane γ and Obtaining the distance set Ω = {di | the distance between the i-th sample and γ};
Step 3: Given threshold value σ,
Step 4: The confidence values of the samples in V are set to 1.0 while the ones in U is projected onto the confidence space [ We regard the support vectors obtained by means of SVM as the training samples close to noise. Therefore, we should assign them with confidence values less than 1. By training the proposed SVMAC on all the training samples with proper confidence values, we obtain the decision boundaries as shown in Fig. 1 . From this figure, we can see that if the support vectors obtained by the traditional SVM are assigned with appropriate confidence values, some of them may be turned into non-support vectors after applying SVMAC. The decision boundary obtained by SVMAC can be regarded as a fitting achieved by training the samples in which some noise is removed. Therefore, the decision boundary obtained by SVMAC is superior to that obtained by traditional SVM. For example, the lower left training samples in Fig. 1 are much denser and closer to the boundary than the upper right training samples, the movement of separation boundary from the lower left corner to the upper right corner caused by the proposed SVMAC no doubt yields a better separation than that of traditional SVM. From the angle of the confidence, the decision boundaries in Fig. 1 are the most superior boundaries. However, the decision boundaries produced by traditional SVM and the proposed SVMAC are the same as shown in Fig. 2 , where only the non-support vectors in V are assigned with confidence values less than 1 and none of support vectors in U is assigned with confidence value. From this figure, we can see that the confidence values less than 1 assigned to non-support vectors in V don't affect the decision boundary. In other words, after some non-support vectors in SVM are marked by the confidence values less than 1 through using ALC, the whole classification accuracy will not be decreased.
Experiments
To evaluate the performance of SVMAC, we select the gender classification problem based on multi-view facial images in the CAS-PEAL face database [14] and frontal face pictures in FERET 1 and BCMI 2 databases as a benchmark problem, respectively, and make some comparative studies. The total 10788 different-pose facial images are organized into 11 groups in each of which the numbers of training and test samples are 70% and 30% of the whole group, respectively (See Table 1 ).
In this paper, we use gray, Gabor, local binary pattern (LBP) [15] [16], multiresolution local binary pattern (MLBP) [17] , local Gabor binary pattern (LGBP) [18] , and multi-resolution local Gabor binary pattern (MLGBP) approaches to extract the features of each facial image. Thereinto, the MLGBP feature as input of SVM [8] [9] [10] and SVMAC classifiers is derived by combining multi-resolution analysis, Gabor characteristic and uniform LBP histograms. All experiments were performed on a Pentium fourfold CPU (2.83GHz) PC with 8GB RAM.
From Table 2 , we conclude that the average classification accuracy caused by SVMAC is higher than SVM on the same face feature, and the standard deviation of classification precision brought by SVMAC is lower than SVM. What's the more, the performance improvement of SVMAC is obvious for Gray, Gabor, LBP and MLBP features and the maximum improvement accuracy obtained between SVMAC and SVM reaches 3.0%. But for MLGBP-CCL, LGBP-CCL, MLGBP-LDA and LGBP-LDA features, because all the accuracies are very high, SVMAC improve the classification performance a little only. These indicate that SVMAC improves the classification performance compared to traditional SVM, where the parameter C in Eqs. (1) and (6) is consistent. In addition, we observe that the classification performance is also dependent on the distributions of training samples. Generally speaking, there are two kinds of sample distributes. One is dense and the other is sparse, such as in Fig. 1 . In this situation, if the confidence values less than 1 are set for the support vector samples, the decision boundary obtained by SVMAC will favor the sparse samples in comparison with traditional SVM. Consequently, from the experimental results and theoretical analysis, by modifying the confidence values of the support vector samples, we can separate the data samples more reasonably.
Conclusions and Future Work
We have proposed a novel support vector machine with automatic confidence, i.e., SVMAC. The most important advantage of this presented SVMAC over traditional SVM is that some explicit human prior knowledge estimated by the algorithm ALC on training samples can be easily incorporated into learning. We have derived the quadratic programming problem for SVMAC and analyzed its performance theoretically. Experimental results on a gender classification problem based on facial images indicate that this proposed method can improve classification accuracy dramatically. As future work, we would like to give a bound for the improvement on classification accuracy about SVMAC and apply it to other real-world pattern classification problems, such as text classification, age estimation and object recognition.
