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Abstract: Hyperspectral imagery (HSI) provides substantial information on optical features of water
bodies that is usually applicable to water quality monitoring. However, it generates considerable
uncertainties in assessments of spatial and temporal variation in water quality. Thus, this study
explored the influence of different optical methods on the spatial distribution and concentration
of phycocyanin (PC), chlorophyll-a (Chl-a), and total suspended solids (TSSs) and evaluated the
dependence of algal distribution on flow velocity. Four ground-based and airborne monitoring
campaigns were conducted to measure water surface reflectance. The actual concentrations of
PC, Chl-a, and TSSs were also determined, while four bio-optical algorithms were calibrated
to estimate the PC and Chl-a concentrations. Artificial neural network atmospheric correction
achieved Nash-Sutcliffe Efficiency (NSE) values of 0.80 and 0.76 for the training and validation steps,
respectively. Moderate resolution atmospheric transmission 6 (MODTRAN 6) showed an NSE value
>0.8; whereas, atmospheric and topographic correction 4 (ATCOR 4) yielded a negative NSE value.
The MODTRAN 6 correction led to the highest R2 values and lowest root mean square error values
for all algorithms in terms of PC and Chl-a. The PC:Chl-a distribution generated using HSI proved to
be negatively dependent on flow velocity (p-value = 0.003) and successfully indicated cyanobacteria
risk regions in the study area.
Keywords: Hyperspectral image; atmospheric correction; bio-optical algorithm; phycocyanin;
chlorophyll-a
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1. Introduction
Severe algal blooms, mainly caused by anthropogenic effects, are an ongoing cause of water quality
problems in inland waters globally [1–6]. Massive nutrient loads from both point and non-point
sources accelerate the growth and biomass production of algae [7]. In Korea, increases in water
retention times because of the construction of multi-functional weirs contributes to the frequent
formation of cyanobacterial blooms [8–10]. Baekje Weir along the Geum River, for example, has
recently received increased attention because of water quality issues caused by frequent outbreaks of
severe cyanobacterial blooms [11,12]. These have caused water quality degradation in the weir, which
can lead to adverse effects on human health [13,14].
Remote-sensing techniques are useful in the detection of algal blooms because they can detect
algae over large areas at a high time resolution [15–27]. Specifically, many bio-optical algorithms
that use remotely sensed data have been developed to estimate the concentrations of algal pigments
such as chlorophyll-a (Chl-a) and phycocyanin (PC) [28–32]. PC and Chl-a concentrations have been
estimated using various apparent optical property (AOP) algorithms [33–36] and inherent optical
property (IOP) algorithms [30,31,37–39]. AOP algorithms utilize water surface reflectance to estimate
the algal concentration using multiple reflectance bands. The authors of [17] and [28] introduced a
two-band ratio algorithm and three-band ratio algorithm for Chl-a and PC estimation, respectively.
IOP algorithms use absorption and the back scattering coefficient for estimation of algal pigments. The
authors of [29,30] estimated Chl-a and PC concentration using the ratio of the absorption coefficient
and specific absorption coefficient.
Hyperspectral imagery (HSI) provides a spatially detailed information map of high spectral
resolution. This high resolution allows hyperspectral images to be used for the identification
and analysis of sophisticated spatial and spectral information [40–44]. Accurate retrieval of algal
biomass from a hyperspectral image requires an atmospheric correction to remove atmospheric
interference. Commercial atmospheric software packages such as atmospheric and topographic
correction (ATCOR) [45] are often used to correct the images. Thiemann and Kaufmann [46]
implemented atmospheric correction of hyperspectral images using ATCOR to generate maps of
Secchi disk transparency and Chl-a concentration. Alternatively, users can perform the atmospheric
correction themselves using the Moderate resolution atmospheric transmission (MODTRAN) software,
which provides atmospheric correction parameters [47]. Giardino et al. [48] used MODTRAN to
perform atmospheric correction of HSI to retrieve the Chl-a of an inland water. Furthermore, machine
learning techniques have been introduced to correct atmospheric effects using observed atmospheric
parameters [49–51].
Previous studies have used various atmospheric correction methods either to achieve good
correction performance [22,52–56] or simply to estimate the target [44,57–60]. However, few studies
have quantitatively analyzed the dependence of the atmospheric correction performance on the
correction method [61]. In particular, algal detection studies, which consider the effect of atmospheric
correction on PC and Chl-a concentration estimates, have been rarely completed. Moreover, when
preprocessed hyperspectral images provide an algal distribution map, the concentration level and
spatial distribution of algae are influenced by environmental factors such as water temperature,
nutrients, and water retention time. The authors of [9,62,63] showed the distribution of algae is mainly
affected by influencing factors such as hydrodynamic patterns. Thus, identifying the cause of an algal
bloom is important after producing an algal distribution map.
Therefore, the objectives of this study were to (1) implement atmospheric correction of
hyperspectral images using MODTRAN 6, ATCOR 4, and Artificial Neural Network (ANN);
(2) develop bio-optical algorithms to estimate PC and Chl-a concentration using the corrected
hyperspectral images; (3) identify the influence of the atmospheric correction on PC and Chl-a
quantification; and (4) evaluate the algal distribution with hydrodynamic patterns.
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2. Materials and Methods
2.1. Study Area
The Baekje Reservoir (36◦32′N 126◦94′E) is an artificial weir in the Geum River in South Korea
(Figure 1). The Geum River has a total length of 395 km. It has three man-made weirs (the Baekje,
Gongju, and Saejong reservoirs) and one dam (the Daechung dam). The distance between the Baekje
and Gongju weirs along the river is 23 km, over which the width is 50 m and the average water depth
is 4 m. The Baekje Weir has a length of 331 m and height of 5.3 m, and a total storage capacity of
24 × 106 m3. The stored water is used for both domestic and agricultural purposes.
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2.2. Remote Sensing of PC and Chl-a Pigment
Figure 2 shows the research scheme employed in this study. The diagram is divided into four
parts: (a) data collection from field and laboratory measurements were conducted; (b) atmospheric
correction of hyperspectral images was performed using MODTRAN 6 and ATCOR 4 software; (c)
atmospheric correction parameters generated by MODTRAN 6 were used in an ANN-simulated
atmospheric correction; and (d) the corrected reflectance values from MODTRAN 6, ATCOR 4, and
ANN were applied to build bio-optical algorithms fo the estimatio of PC and Chl-a concen rations.
Finally, the bio-optical algorithms were used to generate the spatial and temporal distributio of the
PC and Chl-a concentrations and identify the influence of the atmospheric correction on the PC and
Chl-a quantification.
2.2.1. Water Sampling and Experimental Work
Field campaigns were conducted on 12 August, 24 August, 20 September, and 14 October
2016 (Table 1). During the sampling period, optical data and water samples were collected at 74
monitoring stations.
The measured radiance and irradiance data were used to calculate the remote-sensing reflectance
while the PC and Chl-a were quantified in th w ter sampl s. Cyanobacteria contain he PC pigment,
which arvests light through photosynt esis [64]. The representative absorption ban for PC is around
620 nm [65]. For PC extraction, ater samples were conce trated using a phytoplankton net with a
20-µm mesh size. The pre-concentration water volume varied from 10 L to 45 L. The concentrated
water was stored in a 100-mL wide-necked bottle and kept cool in a box with ice. The water samples
were analyzed within 24 h in the laboratory. PC was extracted by applying the freezing and thawing
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method [66]. The detailed experimental procedures of PC extraction are described in [38]. Two liters
of water samples were collected for Chl-a analysis and analyzed within 24 h. The extraction of Chl-a
followed a standard method [67]. Specific information regarding Chl-a analysis is presented in [38].
A standard method was used for the analysis of total suspended solid (TSS) concentration. A glass
microfiber filter (GF/C, WHATMAN Inc., Piscataway, NJ, USA) was preferentially washed with
deionized water and dried in a desiccator. Before filtration, the weight of the filter was measured
using an analytical balance (EX224, OHAUS Inc., Parsippany, NJ, USA). After the filtration of the water
samples, the used filter papers were placed in a drying oven (DO-150, HYSC Inc., Seoul, Korea) for
2 h. Finally, the dried filters were weighed using the analytical balance. The TSS concentration was
calculated using the following equation:
Total Suspended Solid (mg L−1) = (Fa − Fb)× 1000
V
(1)
where, Fa is the weight of the filter after filtration (mg), Fb is the weight of the filter before filtration
(mg), and V is the volume (mL) of the sample.
The absorption coefficient of phytoplankton was measured using light transmission measurement.
This measurement was able to obtain the phytoplankton absorption coefficient without the signal
of a non-algal particle by performing bleaching processing. A more detailed method of absorption
coefficient measurement was followed by [38].
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Figure 2. Schematic diagram for identifying the influence of the atmospheric correction and
hydrodynamic pattern on algal quantification. (A) shows the field and airborne monitoring and
experimental analysis, (B,C) show the atmospheric correction with commercial models and the
Artificial Neural Network (ANN) model, a d (D) shows the bio-optical algorithm calibration
and application. PC = phycocyanin; AOP = apparent optical property; IOP = inherent optical
property; MODTRAN = moderate resolution atmospheric transmission; ATCOR = atmospheric and
topographic correction
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2.2.2. Field Optical and Hyperspectral Reflectance Data
A FieldSpec HandHeld2 hand-held spectroradiometer (ASD, Inc., Longmont, CO, USA) was used
to collect radiance and irradiance data. The spectroradiometer has a band range of 325 nm to 1075
nm and a 3-nm spectral resolution. The device has a 25-degree field-of-view. This spectroradiometer
collects sky irradiance (Er) using a cosine detector fore-optic, and water surface radiance (Lw) and
sky radiance (Ls) using a bare fiber fore-optic. Optical sampling requires a specific position of
the spectroradiometer with 130–135 degrees of azimuth angle and 40–45 degrees of zenith angle.
This position minimizes ambient interferences such as the sun glint and shading effects [29]. The
remote-sensing reflectance uses the ratio of irradiance to radiance as follows:
Rrs(λ, 0+) =
Lw(λ, 0+)− 0.025Ls(λ)
Er(λ)
(2)
where Lw(λ, 0+) is the water leaving radiance, Ls(λ) is the downwelling sky radiance, Er(λ) is the
downwelling sky irradiance, Rrs(λ, 0+) is the remote-sensing reflectance, and 0+ denotes the water
surface. Detailed information on the remote-sensing spectra is presented in [38].
Table 1 presents a summary of the field campaigns. Four airborne monitoring campaigns along
the Geum River were implemented simultaneously with the ground-based monitoring. The airborne
campaigns were performed by ASIA Aero Survey co., Ltd. (Seoul, Korea) using an AISA Dual
airborne hyperspectral sensor. The sensor direction is perpendicular to the ground. The altitude of
the aircraft was 3 km and the flying time was between two and three hours, beginning at 8:30 a.m.
The hyperspectral image has 127 wavelength bands from 404 nm to 996 nm. The image has a spectral
resolution of 4 nm to 5 nm and a spatial resolution of 2 m × 2 m. This study applied atmospheric
correction using ATCOR 4, MODTRAN 6, and an ANN.
Table 1. Monitoring and experimental data acquisition.
Date Point AirborneCampaign
Min/Max PC
Concentration *
Min/Max Chl-a
Concentration *
Min/Max
PC:Chl-a
Min/Max TSS
Concentration **
12 August 2016 18 Implemented 6.25/150.90 14.19/111.40 0.32/1.91 6.27/40.14
24 August 2016 19 Implemented 12.48/100.00 25.95/61.44 0.28/2.72 10.13/23.33
20 September 2016 17 Implemented 0.83/1.64 11.85/60.88 0.025/0.089 11.47/19.33
14 October 2016 20 Implemented 0.19/0.88 13.74/46.17 0.0062/0.047 13.60/19.60
* Unit of PC and chlorophyll-a (Chl-a) concentration is mg m−3 and ** unit of total suspended solids (TSS) is mg L−1.
2.2.3. Atmospheric Correction
ATCOR is a commercial software package that was developed during the 1990s [45,68]. The
main features of this software are correction of the topographic and adjacency effect and spectral
smoothing [45]. ATCOR 4 is a user-friendly software for atmospheric correction of HSI. Its ease of use
stems from the straightforward and fast simulation [69].
MODTRAN was developed by Spectral Science, Inc. (Burlington, MA, USA) and the Air Force
Research Laboratory (AFRL) [47]. The MODTRAN code solves the radiative transfer function to
generate physical parameters related to atmospheric correction such as transmittance and spherical
albedo. MODTRAN version 6 has a graphical user interface (GUI), making this software user friendly.
This study implemented atmospheric correction using the ANN to simulate ρsurf. Detailed
descriptions of the atmospheric correction using ATCOR 4, MODTRAN 6, and ANN are presented in
Appendix A in the Supplementary Material.
2.2.4. Bio-Optical Algorithms for Determination of PC and Chl-a Concentration
This study estimated PC and Chl-a concertation using four bio-optical algorithms, two AOP
algorithms, and two IOP algorithms, as follows.
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AOP Algorithm
The AOP algorithm is based on the following remote-sensing reflectance:
Rrs(λ) = 0.54
(
f
q
b(λ)
a(λ) + b(λ)
)
(3)
where Rrs(λ) is the remote-sensing reflectance on the water surface, f is the geometric light factor, q is
the light distribution factor, b(λ) is the backscattering coefficient, and a(λ) is the absorption coefficient.
This study used either two or three bands to estimate PC and Chl-a concentration. The first
algorithm used was the two-band ratio algorithm [17,37,70–72], which is referred to as band ratio (2)
in this text. Band ratio (2) estimates the PC concentration as follows:
PC (mg m−3) ∝ Rrs(708)
Rrs(622)
(4)
Chl − a (mg m−3) ∝ Rrs(708)
Rrs(660)
(5)
where Rrs(708) is the reflectance at 708 nm, Rrs(660) is the reflectance at 660 nm, and Rrs(622) is the
reflectance at 622 nm.
The second algorithm used was the three-band ratio algorithm [28], which is referred to as the
band ratio (3) in this manuscript. PC concentration was estimated by band ratio (3) using the following
equations:
PC (mg m−3) ∝
(
1
Rrs(622)
− 1
Rrs(708)
)
·Rrs(755) (6)
Chl − a (mg m−3) ∝
(
1
Rrs(660)
− 1
Rrs(708)
)
·Rrs(755) (7)
where Rrs(755) is the reflectance at 755 nm.
IOP Algorithm
The IOP algorithm mainly uses absorption and b(λ) by rearranging Equation (4) in terms of
a(λ). Many studies have used the ratio form to retrieve a(λ) because this allows the removal of
geometric and ambient light effects, assuming these effects are independent of wavelength [29].
The a(λ) equation is classified according to whether b(λ) is wavelength-dependent or not.
Simis et al. [31] and Duan et al. [37] suggested the following formulation for the a(λ) equation
with a wavelength-independent b(λ):
a(λa) =
Rrs(λw)
Rrs(λa)
(a(λ)− b)− b (8)
where λa is the wavelength for the phytoplankton pigment (i.e., Chl-a or PC) and λw is the wavelength
for water.
Li et al. [29,30] introduced the following definition of a(λ) with a wavelength-dependent
absorption coefficient:
a(λa) =
(
Rrs(λw)b(λa)(aw(λw) + b(λw))
Rrs(λa)b(λw)
)
− b(λa)− aw(λa) (9)
where aw is the absorption coefficient of water referred to by [73]. The expression for the PC and Chl-a
concentrations uses both the absorption coefficient and the specific absorption coefficient as follows:
PC (mg m−3) =
a
(
λpc
)
a∗
(
λpc
) (10)
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Chl − a (mg m−3) = a(λchl−a)
a∗(λChl−a)
(11)
where λpc is the PC wavelength, a∗(λpc) is the specific absorption coefficient of PC (m2 mg−1), λchl−a
is the Chl-a wavelength, and a∗(λchl−a) is the specific absorption coefficient of Chl-a (m2 mg−1).
A more detailed description of the IOP algorithm for the determination of PC and Chl-a can be found
in [29–32].
The IOP algorithm requires many empirical parameters as well as wavelength bands that
accurately reflect optical properties of the water body. This study optimized the Simis algorithm
and Li algorithm using the multi-objective optimization, resulting in 622 nm for PC and 660 nm for
Chl-a [38]. The band ratio (2), band ratio (3), Simis, and Li algorithms were applied to images which
had atmospheric correction completed by MODTRAN 6, ATCOR 4, or ANN.
2.3. Performance Evaluation
Nash-Sutcliffe efficiency (NSE) and the root mean square error (RMSE) were used to evaluate the
performances of the atmospheric correction, optimized bio-optical algorithm, and ANN simulation
following Equations (12) and (13),
NSEx = 1− ∑
(
Xx,pre − Xx, obs
)2
∑
(
Xx, obs − Xavgx, obs
)2 (12)
RMSEx =
√
∑
(
Xx,pre − Xx, obs
)2
n
(13)
Biasx =
∑
(
Xx,pre − Xx, obs
)
n
(14)
where Xx,pre is the predicted value, Xx, obs is the observed value, X
avg
x, obs is the average observed value,
and x represents either the reflectance (sr−1) value or PC and Chl-a concentrations (mg m−3).
3. Results
3.1. Algal Variation in the Baekje Weir
Figure 3 shows the temporal variation in PC, Chl-a, PC:Chl-a values, and TSS during the
sampling period. The measured PC and Chl-a ranged from 0.19 to 150.90 mg m−3 and from 11.85 to
111.40 mg m−3, respectively (Table 1). Thus, the PC:Chl-a value ranged from 0.0062 to 2.72. The high
PC concentration resulted in a high PC:Chl-a value (Figure 3). In addition, the observed concentration
of TSS measured from 6.27 to 40.14 mg L−1.
On 12 and 24 August 2016, the PC, Chl-a, and TSS concentrations were relatively high compared
to those of the other sampling events. On 14 September and 20 October 2016, the PC concentration
was near 0, but Chl-a maintained a relatively high concentration ranging from 11.85 to 60.88 mg m−3.
The TSS concentration was also maintained between 11.36 mg L−1 and 19.60 mg L−1.
3.2. Performance of Atmospheric Correction Techniques
Figure 4 and Figure S1 show the atmospheric correction results achieved using MODTRAN 6 and
ATCOR 4. The averaged spectra showed good agreement with in-situ reflectance (Figure 4a–d) while
the correlation between the corrected reflectance of the individual bands and the in-situ reflectance
was concentrated along the 1:1 line (Figure 4e–h). In contrast, the reflectance spectra corrected using
ATCOR 4, shown in Figure S1, are four orders of magnitude smaller than the in-situ reflectance and are
less correlated with the observed reflectance. The overall atmospheric correction performance of both
models is presented in Table S4. Most NSE values of MODTRAN 6 were higher than 0.8. In addition,
the RMSE values for the MODTRAN 6 results were smaller than 0.0034 sr−1.
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Figure 4. Atmospheric correction results using MODTRAN 6. Panels (a–d) show the average in-situ
and corrected surface reflectance ρsurf, respectively. Panels (e–h) show the correlation between the
observed and corrected results at different wavelengths for each sampling point.
All reflectance corrected by the ATCOR 4 values had negative NSE values (Table S4) while their
RMSE values were higher than those of the MODTRAN 6 results. The average error of the MODTRAN
6 and ATCOR 4 reflectance across all four sampling events is shown in Figure S3. The reflectance error
of MODTRAN 6 was less than 30%. However, the errors in the wavelength ranges of λ < 500 nm
and λ > 700 nm were higher than the errors in the other wavelength bands (Figure S3a–d, Table 2).
In particul r, the correct d reflectance t 439 nm, 445 nm, 755 nm, and 779 nm had hig r errors than
the other bands. Similar to MODTRAN 6, the errors of ATCOR 4 increased when the wavelength was
less than 500 nm and great r than 700 nm (Figure S3e–h). The error of the ATCOR 4 correction was
between 99% and 100%, which was three times higher than that of the MODTRAN 6 correction results.
The simulated reflectance from the ANN model is shown in Figure S2. The simulation has an NSE
value of 0.79 while the error was largely between 10% and 50% (Table 2). The reflectance error of the
ANN simulation was greater than that of the MODTRAN 6 simulation but was less than that of the
ATCOR 4. In addition, all three different methods did not show good performance for the imagery
taken on 14 October 2016.
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Table 2. Errors of atmospherically corrected reflectance.
Reflectance Error (%)
12 August 2016 24 August 2016 20 September 2016 14 October 2016
Band MOD * ATC ** ANN MOD * ATC ** ANN MOD * ATC ** ANN MOD * ATC ** ANN
439 nm 16.50 99.97 18.74 13.19 99.95 21.21 20.40 99.96 34.43 141.23 99.67 190.50
443 nm 15.54 99.97 18.20 13.09 99.95 21.54 15.51 99.96 31.41 115.49 99.66 151.80
534 nm 5.91 99.97 12.40 8.31 99.92 8.73 3.12 99.94 11.00 26.40 99.63 35.47
599 nm 8.03 99.97 11.78 9.64 99.94 10.85 3.17 99.92 9.22 22.27 99.72 25.72
618 nm 7.49 99.97 12.69 9.91 99.95 11.75 2.95 99.94 8.25 23.50 99.78 28.81
622 nm 7.26 99.97 13.47 9.65 99.95 12.74 2.58 99.94 8.62 23.76 99.79 30.19
627 nm 7.75 99.97 13.36 9.70 99.95 11.56 3.26 99.94 12.53 24.30 99.80 33.91
660 nm 9.16 99.97 14.73 10.39 99.96 11.15 2.96 99.96 12.00 29.70 99.86 40.24
674 nm 8.23 99.97 13.09 10.99 99.96 13.22 6.07 99.97 10.79 36.34 99.88 52.74
708 nm 7.25 99.97 13.86 7.15 99.94 10.16 3.04 99.95 10.23 26.65 99.87 28.21
755 nm 21.47 99.97 23.30 9.62 99.97 15.83 6.63 99.99 16.14 277.45 99.95 373.29
779 nm 22.10 99.96 23.15 9.23 99.97 19.76 5.48 99.98 16.96 373.08 99.95 508.48
* and ** indicate MODTRAN 6 and ATCOR 4, respectively.
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3.3. Performance of the Bio-Optical Algorithm
Figures 5 and 6 show the results of the bio-optical algorithm for estimating PC and Chl-a,
respectively. Figures S4 and S5 show the performance of the absorption coefficient with respect
to PC and Chl-a estimation, respectively. Multi-objective optimization of the IOP algorithm was
conducted using the observed reflectance data. The optimized parameters were applied to build the
IOP algorithm using the reflectance data that had been atmospherically corrected using MODTRAN 6,
ATCOR 4, or the ANN simulation (Table 3). The reflectance corrected by MODTRAN 6 showed good
agreement with the observed PC concentration with R2 values ranging from 0.68 to 0.77. The R2 values
of the Chl-a algorithms ranged from 0.49 to 0.53.
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Table 3. Optimized algorithm performance.
PC MODTRAN 6 ATCOR 4 ANN
R2 RMSE Bias R2 RMSE Bias R2 RMSE Bias
Band (2) 0.75 14.57 −0.0025 0.68 18.33 2.48 0.57 18.51 0.95
Band (3) 0.68 15.97 0.0673 0.62 18.25 2.14 0.55 18.88 0.49
Li 0.76 20.13 14.26 0.34 60.74 17.06 0.56 25.69 16.97
Simis 0.77 14.90 2.56 0.50 22.68 11.00 0.37 23.18 4.57
Chl-a R2 RMSE Bias R2 RMSE Bias R2 RMSE Bias
Band (2) 0.49 12.24 −5.44 0.29 13.91 −4.94 0.46 13.03 −6.54
Band (3) 0.51 11.03 −3.01 0.25 13.63 −2.90 0.56 11.09 −4.35
Li 0.53 10.62 −1.71 0.025 156.73 150.82 0.52 10.90 −2.30
Simis 0.53 10.88 −1.20 0.29 13.17 −2.08 0.53 11.19 −1.96
* Unit of root mean square error (RMSE) and bias of PC and Chl-a is mg m−3.
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The PC and Chl-a algorithm results from ATCOR 4 showed a lower accuracy than MODTRAN
6-based results in terms of R2 and RMSE (second column in Figures 5 and 6). Based on the ANN
simulation (fourth column in Figures 5 and 6), the R2 values of the PC and Chl-a algorithms ranged
from 0.37 to 0.57 and 0.46 to 0.56, respectively.
Among the PC algorithms, the Simis algorithm with MODTRAN 6 correction showed the highest
accuracy with an R2 value of 0.77, an RMSE of 14.90 mg m−3, and a bias of 2.56 mg m−3 (Figure 5j). This
resulted from a good agreement of the estimated absorption coefficient with the observed coefficient
(Figure S4a). For Chl-a estimation, the Simis algorithm with MODTRAN correction showed the
highest performance with an R2 value of 0.53, an RMSE of 10.88 mg m−3, and a bias of −1.20 mg m−3
(Figure 6g). This proved the accurate estimation of the absorption coefficient (Figure S5d). Both the Li
and Simis algorithms overestimated the PC and Chl-a concentrations when both concentrations were
below 25 mg m−3 (third and fourth row in Figures 5 and 6). Under atmospheric correction by ATCOR
4, the Li algorithm was not responsive to PC and Chl-a concentration. This resulted in the lowest R2
values of 0.34 and 0.025 and the highest RMSE values of 60.74 mg m−3 and 156.73 mg m−3, as well as
the highest biases of 17.06 mg m−3 and 150.82 mg m−3, respectively.
3.4. PC and Chl-a Distribution Map
Following MODTRAN 6, ATCOR 4, and ANN correction, the spatial distribution of PC and Chl-a
showed a similar pattern (Figures 7–14). However, the PC and Chl-a concentration obtained from
the reflectance data corrected using MODTRAN 6 was relatively high compared to the concentration
obtained from reflectance data corrected using ATCOR 4 and ANN. A distinctive spatial distribution of
high PC and Chl-a concentration was observed in Section 1 on 12 August 2016. In addition, a high PC
and Chl-a concentration level was distributed along the left edge of the river on 12 and 24 August 2016.
The IOP algorithms showed higher concentrations of PC and Chl-a than those of the AOP
algorithm in terms of MODTRAN 6, ATCOR 4, and ANN correction. However, the Simis algorithm
with ANN correction did not correctly estimate the PC distribution (Figures 7k and 8k). The PC
concentrations of the Li algorithm with MODTRAN 6 correction were underestimated in the area
highlighted by the dotted circle (i.e., region 1 in Figure 7c); however, the Li algorithm with ATCOR 4
correction showed the opposite Chl-a concentration pattern compared to the other results (Figures
11g and 12g). On the other sampling dates (20 September and 14 October 2016), the PC and Chl-a
concentrations and spatial distribution were fairly constant (Figures S6–S13). The band ratio (2)
algorithm produced a reasonable concentration range of spatial distributions for PC during these
sampling events. In contrast, the IOP algorithms using reflectance data corrected by MODTRAN 6,
ATCOR 4, and ANN showed higher PC and Chl-a concentrations than those of the AOP algorithms.
Most algorithms showed concentrations ranging from 10 to 40 mg m−3 for the Chl-a estimations.
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4. Discussion
4.1. Variation in Algae in the Baekje Reservoir
The HSI images taken on 12 and 24 August 2016 succinctly identified a cyanobacteria-dominant
bloom in the reservoir. Most of the PC:Chl-a values on 12 and 24 August 2016 were observed to be
greater than 0.5, which is a standard for assessing whether the cyanobacteria bloom is at risk. In
particular, the PC:Chl-a of 12 and 24 August 2016 could be classified as medium risk because of the
relatively high Chl-a concentrations [60].
The low PC concentration and relatively high Chl-a concentration on 20 September and
14 October 2016 signified an algal species succession from cyanobacteria to diatoms and green algae.
This occurrence was mainly because of the observed water temperature between 18 ◦C and 22 ◦C,
which is not a preferred growth condition for cyanobacteria [9]. The total number of cyanobacteria
cells significantly decreased from 105,840 cells mL−1 to 23,840 cells mL−1 on 20 September and 14
October 2016, respectively, while the total cells of green algae and diatoms did not change substantially:
116,512 cells mL−1 (i.e., 30% green algae and 70% diatoms) on 20 September and 110,816 cells mL−1
(i.e., 30% green algae and 70% diatoms) on 14 October 2016.
4.2. Atmospheric Correction Performance
Overall, the atmospheric correction performance of MODTRAN 6 was acceptable, with an NSE value
greater than 0.80. Although the averaged reflectance spectra of the MODTRAN 6 atmospheric correction
was in good agreement with the in-situ spectra, the corrected reflectance result had 20–30% error in
the blue and green bands (i.e., λ < 500 nm) and the near infrared bands (i.e., λ > 700 nm) (Figure S3).
In addition to the uncertainty of the in-situ measurement, the reflectance errors caused by atmospheric
correction have been documented by several authors. Bernstein et al. [52] reported that reflectance
corrected using MODTRAN differed from the observations because of the lack of in-situ reflectance
data as well as difficulties in the elimination of absorption and scattering properties in the atmospheric
correction. Gao et al. [53] emphasized that retrieval of aerosol information allowed description of the
absorption and scattering properties, which could be used to reduce the reflectance error in wavelength
regions where λ < 500 nm and λ > 700 nm. Adler-Golden et al. [74] highlighted that the poor performance
of the atmospheric correction method was driven by the high water column which increased the fractional
error of the reflectance bands because of the combined effects of atmospheric absorption and scattering.
Hunter et al. [33] noted that intensive scattering of aerosol and water vapor resulted in poor correction
performance in the wavelength regions of λ < 500 nm and λ > 750 nm.
Similarly, the atmospheric correction performance of ATCOR 4 in this study may have been
affected by the limited available data on the atmospheric conditions during the measurement
campaigns. Hadjimitsis et al. [75] insisted that given sufficient data on the atmospheric conditions at
the time of measurement, molecular absorption and scattering in the atmosphere could be described,
resulting in accurate atmospheric correction using a physically based model such as ATCOR. In this
study, the inaccuracy of the MODTRAN 6 atmospheric correction in certain reflectance bands and
the poor performance of ATCOR 4 may have been caused by the lack of available data on important
atmospheric conditions such as water vapor column and aerosol optical depth, as Lpath and S depend
on the water vapor column, which might not have been well defined in this study (see Appendix
A in the Supplementary Material). Uncertainty in the atmospheric parameters would have led to
uncertainty being distributed throughout the image [22]. Another possible cause of the correction
error was suggested by Matthews et al. [22], who insisted that the absence of Lambertian bidirectional
reflectance distribution functions could negatively affect the accuracy of the corrected reflectance.
In addition, imperfect time-matching between ground-based and airborne monitoring may have
caused distortion of the corrected reflectance because of changes in water vapor over time [33]. The
outliers of the corrected reflectance were observed on 12 August 2016, because of the phytoplankton
influence on the in-situ reflectance. When the massive phytoplankton occurred on the water surface,
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the reflectance spectra had higher values greater than 700 nm because of the increased scattering
of the phytoplankton and lower values less than 500 nm because of the increased absorption of
the phytoplankton [76]. Then, averaged atmospheric parameters might not consider this abnormal
circumstance to estimate the surface reflectance. The corrected reflectance on 14 October 2016 was less
concentrated along the 1:1 line than the reflectance results of the other sampling periods. A haze effect
on the water surface might be a cause of the uncertainty of the in-situ reflectance measurement [77,78].
This might increase the scattering, which results in distorted measurement of in-situ reflectance.
The atmospheric correction using the ANN model in this study showed satisfactory performance
during both the training and validation steps, which had NSE values of 0.80 and 0.76, respectively.
Compared to previous studies, the authors of [51] applied an ANN to the atmospheric correction of
Medium Resolution Imaging Spectrometer (MERIS) imagery to retrieve remote-sensing reflectance
under the water conditions in case 2. Their model showed a high correlation between the in-situ and
corrected reflectance. Schroeder et al. [50] atmospherically corrected a MERIS image in the water in
case 1 that had a low RMSE value for the at-sensor radiance by using top-of-atmosphere radiance,
humidity, and angle data. Goyens et al. [49] corrected atmospheric effects in a MODIS-Aqua image
using an ANN model which achieved an R2 value greater than 0.8.
4.3. Bio-Optical Algorithm Application
The MODTRAN 6 correction led to the higher performance of the AOP and IOP algorithms
compared to that of the ATCOR 4 correction in both PC and Chl-a estimation (Figure 15 and
Figure S14). However, the AOP algorithm with ATCOR 4 correction resulted in an acceptable estimation
(Figure 5b,e) as it can compensate for magnitude differences by using simple ratios [79]. The low
performance of the ANN simulation might have been because of an insufficient number of reflectance
input data points. Goyens et al. [49] and Schroeder et al. [51] used over 10,000 and 30,000 data
points, respectively, to construct an ANN model. They showed an acceptable correction accuracy
with R2 and RMSE values of 0.8 and ±1.1 W m−2 µm−1 sr−1, respectively. The IOP algorithms
were directly influenced by the correction performance, because these algorithms directly use the
corrected reflectance in various wavelength bands. This could be caused by monitoring uncertainty in
remote-sensing reflectance data [30,80]. Thus, the IOP algorithms were more significantly affected by
the performance of the atmospheric correction than the AOP algorithms because of the intervention
of the various reflectance bands (Figure S14). IOP algorithms commonly overestimate low PC
concentrations because of the difficulty in accurately measuring the optical intensity at low PC
concentrations. Li et al. [30] found degraded performance for the Li and Simis algorithms in low PC
conditions because of optical interference, for example, from colored dissolved organic matter.
Although Li et al. [30] improved the algorithmic results at low PC concentrations by considering
the interference effect in the algorithm, the Li algorithm still overestimated the PC concentration
under those conditions. This implies that, in the case of IOP algorithms, it might be difficult to
correctly estimate lower PC concentrations using the combination of various reflectance bands. Thus,
AOP algorithms would be a straightforward means to describe low PC concentrations and their
spatial distribution.
Even though Chl-a estimates showed lower precision than those of the PC estimates, the
MODTRAN 6 correction showed more accurate results of the bio-optical algorithms than those using
reflectance data corrected by ATCOR 4 and ANN (first column in Figure 6). The poor performance of
the Chl-a algorithms was mainly from the relatively low level of Chl-a concentrations on 20 September
and 14 October 2016. During these sampling events, the influence of interference such as TSSs might
have increased as the TSS concentration was maintained from 12 mg L−1 to 20 mg L−1 (Figure 3).
This was proven by the nonlinear relationship between the particulate matter and Chl-a as suggested
by Bricaud et al. [81], Garver et al. [82], and Yentsch and Phinney [83]. They found that as Chl-a
concentration decreased, the particulate optical properties increased. The particulate interference
eventually resulted in poor performance of the Chl-a algorithms.
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4.4. Spatial Distribution Map of Algal Concentration
Under the MODTRAN 6 correction, the Li algorithm was able to describe the spatial distribution
of PC appropriately on 12 August 2016. However, it still underestimated the PC concentration in
the middle of region 1 because of the unstably corrected reflectance in bands greater than 700 nm
(Figure 7c). In addition, the Chl-a distribution of the Li algorithm showed reverse concentration pattern
because low reflectance values greater than 700 nm decreased b(λw), which resulted in an abnormally
high Chl-a estimation (Equation (9)).
In the middle of the river in Section 1 on 12 August (Figures 7 and 11), the gate operation for
the hydropower plant caused a tailed shape of the PC and Chl-a distribution [9]. In this near-Baekje
Weir region, high concentrations of PC and Chl-a were observed. This resulted in a high PC:Chl-a
value, which resulted in a caution index for the cyanobacteria dominant bloom (first row in Figure S15).
Likewise, the PC:Chl-a value on 24 August 2016 was high near the Baekje Weir region (second row
in Figure S15). Thus, this near-Baekje Weir region could be classified as a medium risk zone on
12 and 24 August 2016 [33,60]. PC concentrations tended to be high along the edge of the river
because the water flow was slower there than in the middle of the river, leading to longer water
retention times. Figure 16 shows the negative relationship between flow velocity and PC:Chl-a
on 12 and 24 August 2016 (p-value = 0.003). This proved that the cyanobacteria favor a long water
retention time to form a dominant cyanobacteria bloom. Previous studies are in agreement with
cyanobacteria blooms occurring when the water retention time is long [10,84–86]. Further, Park et al. [9]
reported that a flow velocity less than 0.06 m s−1 was a suitable physical condition for cyanobacteria
growth. In addition, a high water temperature and stable nutrient concentration were proven as
dominant environmental factors for PC distribution on 12 and 24 August 2016 [9]. Overall, atmospheric
correction using the ANN simulation resulted in a similar PC and Chl-a distribution as that using
MODTRAN 6 or ATCOR 4. Sufficient input datasets are required to obtain a reasonable performance
using the ANN model. If there is not sufficient input data, the results are often observed to have a
single simulation value with various observed values on the dotted line as shown in Figure S2 [87].
Therefore, it is assumed that the scarcity of the input data for the ANN simulation resulted in relatively
poor performance in developing the PC and Chl-a concentration map.
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5. Conclusions
This study estimated the spatial distribution of PC and Chl-a concentrations using hyperspectral
image data and identified how the performance of bio-optical algorithms depended on which
atmospheric correction method was used. In addition, how the algae were distributed by influence
factors such as flow velocity was also analyzed. The atmospheric correction methods investigated in
this study were MODTRAN 6, ATCOR 4, and ANN. Field monitoring and experimental analysis were
conducted, after which, bio-optical algorithms were built to quantify PC and Chl-a concentrations
using hyperspectral image data. IOP algorithms were optimized using multi-objective optimization.
MODTRAN 6, ATCOR 4, and ANN all succeeded in correcting for atmospheric effects on the
hyperspectral image obtained from airborne monitoring. Both AOP and IOP algorithms generated
maps of the spatial distribution of PC and Chl-a concentrations using the corrected images. The major
findings of this study are as follows:
• The cyanobacteria bloom on 12 and 24 August 2016 occurred as the PC:Chl-a value was greater
than 0.5. A succession of algal species from cyanobacteria to diatoms was then observed on
20 September and 14 October 2016.
• MODTRAN 6 provided reasonable atmospheric correction performance compared to that of
ATCOR 4. However, the accuracy was low in certain regions of the reflectance spectra (λ < 500 nm
and λ > 700 nm). This was mainly because of insufficient atmospheric observations during
the campaigns.
• The most accurate atmospheric correction by MODTRAN 6, compared to ATCOR 4 and ANN,
contributed to improving the performance of the bio-optical algorithms in terms of the estimation
of PC and Chl-a concentration. The ANN model was found to require large quantities of input
data to achieve accurate simulation results.
• The spatial distribution of a high PC:Chl-a value was derived using the flow velocity of less than
0.06 m s−1. This study directly proved that the influence factor of the dominant PC bloom was a
long water retention time.
This study identified the effect of the atmospheric correction method used in HSI on PC
and Chl-a concentrations derived from images, and it evaluated the influence factor on the algal
distribution. Thus, atmospheric correction performance has been shown to be critical in providing
useful, informative, and precise maps of the spatial distribution of PC when employing airborne or
satellite imagery.
Supplementary Materials: The following are available online at http://www.mdpi.com/2072-4292/10/8/1180/
s1, Appendix A: Atmospheric correction of ATCOR 4, MODTRAN 6, and ANN, Table S1: MODTRAN input
composition, Table S2: Solar angle for geometry specific input, Table S3: Input information for the ANN, Table S4.
Atmospheric correction performances of MODTRAN 6 and ATCOR 4, Figure S1: Atmospheric correction results
using ATCOR 4. Panels a–d show the average in-situ and corrected surface reflectance ρsurf. Panels e–h show
the correlation between the observed and corrected results at different wavelength for each sampling point,
Figure S2: ANN simulation atmospheric correction results for overall wavelengths, Figure S3: Reflectance
error (%) of the atmospheric correction. Panels a-d show the MODTRAN 6 correction error and panels e-h
show the ATCOR 4 correction error, Figure S4: Optimized absorption coefficient results of PC algorithm with
respect to in-situ and atmospheric corrected reflectance. Panels a–d show Li algorithm results. Panels d–f
show Simis algorithm results. abs indicates absorption coefficient at 622 nm, Figure S5: Optimized absorption
coefficient results of Chl-a algorithm with respect to in-situ and atmospheric corrected reflectance. Panels a-d
show Li algorithm results. Panels d-f show Simis algorithm results. abs indicates absorption coefficient at 660
nm, Figure S6: Phycocyanin concentration images 20 September 2016 in Section 1. Panels a–d show the PC
distribution driven by the MODTRAN 6 atmospheric correction. Panels e–h show the PC distribution driven
by the ATCOR 4 atmospheric correction. Panels i–l show the PC distribution driven by the ANN atmospheric
correction, Figure S7: Phycocyanin concentration images on 20 September 2016 in Section 2. Panels a–d show the
PC distribution driven by the MODTRAN 6 atmospheric correction. Panels e–h show the PC distribution driven
by the ATCOR 4 atmospheric correction. Panels i–l show the PC distribution driven by the ANN atmospheric
correction, Figure S8: Phycocyanin concentration images on 14 October 2016 in Section 1. Panels a–d show the
PC distribution driven by the MODTRAN 6 atmospheric correction. Panels e–h show the PC distribution driven
by the ATCOR 4 atmospheric correction. Panels i–l show the PC distribution driven by the ANN atmospheric
correction, Figure S9: Phycocyanin concentration images on 14 October 2016 in Section 2. Panels a–d show the
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PC distribution driven by the MODTRAN 6 atmospheric correction. Panels e–h show the PC distribution driven
by the ATCOR 4 atmospheric correction. Panels i–l show the PC distribution driven by the ANN atmospheric
correction, Figure S10: Chlorophyll-a concentration images on 20 September 2016 in Section 1. Panels a–d show
the Chl-a distribution driven by the MODTRAN 6 atmospheric correction. Panels e–h show the Chl-a distribution
driven by the ATCOR 4 atmospheric correction. Panels i–l show the Chl-a distribution driven by the ANN
atmospheric correction, Figure S11: Chlorophyll-a concentration images on 20 September 2016 in Section 2. Panels
a–d show the Chl-a distribution driven by the MODTRAN 6 atmospheric correction. Panels e–h show the Chl-a
distribution driven by the ATCOR 4 atmospheric correction. Panels i–l show the Chl-a distribution driven by the
ANN atmospheric correction, Figure S12: Chlorophyll-a concentration images on 14 October 2016 in Section 1.
Panels a–d show the Chl-a distribution driven by the MODTRAN 6 atmospheric correction. Panels e–h show
the Chl-a distribution driven by the ATCOR 4 atmospheric correction. Panels i–l show the Chl-a distribution
driven by the ANN atmospheric correction, Figure S13: Chlorophyll-a concentration images on 14 October 2016 in
Section 2. Panels a–d show the Chl-a distribution driven by the MODTRAN 6 atmospheric correction. Panels e–h
show the Chl-a distribution driven by the ATCOR 4 atmospheric correction. Panels i–l show the Chl-a distribution
driven by the ANN atmospheric correction. Figure S14: Influence of atmospheric correction with MODTRAN 6
and ATCOR 4 on a: PC algorithm and b: Chl-a algorithm.* indicates the band ratio algorithm, ** indicates the
Li algorithm, and *** indicates the Simis algorithm. Figure S15: PC:Chl-a map estimated by Li algorithm from
reflectance data corrected by MODTRAN 6 in 12 and 24 August 2016.
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