W.Lawvere in [4] suggested a approach to differential geometry and to others mathematical disciplines closed to physics, which allows to give definitions of derivatives, tangent vectors and tangent bundles without passages to the limits. This approach is based on a idea of consideration of all settings not in sets but in some cartesian closed category E, particular in some elementary topos.
Preliminaries
In this paper will be given some metrical notions in synthetic differential geometry(SDG). We shall show that a metrical geometry in SDG is, in general, similar with a classical one.
Most of results will concern to so called "global" properties, what means that we will work with elements aparted from each other. All notions of SDG are taken from [1] .
As it was shown in [1] the following theory (a specially Axiom 1) is not compatible with the axiom of excluded third so it have not models in sets but it have so called "well adapted models" in cartesian closed categories.
Father all settings will be in some cartesian closed category E. As it was shown in [1] we can do them using an ordinary set theoretical language.
As in [1] we shall assume that a geometric line is a nondegenerate commutative ring R of line type in E, i.e satisfies To define a metrical notions we have to make some further assumptions about properties of R.
First of all we shall assume, that on R are given two orders, agreed with the structure of the ring:
1. the strict order < such, that ∀x ∈ R ¬(x < x) 2. the weak order
Connected with each other by axioms:
∀x, y ∈ R ¬(x < y) ⇒ y ≤ x ∀x, y, z ∈ R x < y ∧ y ≤ z ⇒ x < z
In a standard manner we shall define intervals.
(x, y) = {z ∈ R | x < z ∧ z < y}
We denote by InvR = {x ∈ R | ∃ y ∈ R x · y = 1} -object of convertible elements in R. We shall assume that the following formula is valid. ∀x ∈ R x ∈ InvR ⇐⇒ x < 0 ∨ x > 0
We shall assume, that:
2. R is a field of quotients, i.e
3. R is a formally real ring i.e
2 Under
, and under
5. R is a Archimedean ring i.e
We shall denote
As it is shown in [1] , all these assumptions are realized in well adapted models for R.
As it is shown in [6] , from (2) and (3) follows that
It is easy to see that (7) can be written as follows:
Linear algebra
As in the basis of our reasonings is the ring R and its properties, for consideration of a metric we needs in some results from intuitionistic linear algebra. The initial items of information on this question are taken from C.Mulvey "Intuitionistic algebra and representation of rings" [7] and A.Heyting "Intuitionism" [8] , but, as these works contains only a few results on the theme, some of them we had to prove.
Apartness relation on the ring R
The apartness relation in the intuitionistic mathematics is the positive form of the not equality relation. It have been entered and investigated by Heyting (see for example [8] 
Systems of linear equations
All the theorems below are proven by Heyting [8] . Their proofs are based on positive properties of apartness relation (Statements 2.2, 2.3). Let A = (a ij ) be the matrix of a system of linear equations with coefficients from R.
Let d be the determinant of A. If d#0, it is possible to decide the system (9) using the Cramer's rule 
R-modules with an apartness relation
In this paragraph we give abstract definition of apartness relation on R-modules, which generalize properties of apartness relation on R and prove a theorem about dimension of R-module's basis. Let V be R-module. We shall name the elements of V as vectors.
Definition 2.3
Binary relation # on V , satisfying to conditions:
2. ¬(ā =b) ⇐⇒ā#b.
3.ā#b ⇒ā#c ∨c#ā
whereā,b,c ∈ V , will be called an apartness relation on V .
Further we shall give positive concepts, equivalent to classical concepts of linear dependence and linear independence of vectors. These definitions are given by analogy to appropriate definitions of Heyting.
Definition 2.4 Let V be a R-module. We shall speak, that vectorsā 1 , . . . ,ā m ∈ V are strongly linearly dependent, if exists λ i ∈ R apart from a zero such, that
Definition 2.5 Let V be a R-module with given on it apartness relation. We shall speak, that vectorsā 1 , . . . ,ā m ∈ V are mutually free , if from that at least one of λ i apart from a zero, follows, that
We shall give the following definition:
Definition 2.6 Let V be a R-module with given on it an apartness relation. A system of mutually free vectors such, that any vector from V can be expressed as a linear combination of vectors of this system will be called a basis of V .
We shall prove the following theorem by analogy to the classical proof which is given in the Theorem 2.4 Let V be a finitely generated R-module. Then, any two bases of V have identical dimension, that is, contain identical number of vectors.
To prove, that any other basis consists from p of elements, is enough to prove that if {w 1 , . . . , w r } is a system of mutually free vectors, then r ≤ p. Inverse inequality may be proven similarly.
We shall prove by induction. As {v 1 , . . . , v p } is a basis, the vector w 1 can be recorded as follows
As {w 1 , . . . , w r } are mutually free, we have w 1 #0. Assumption, that all c i = 0, lead to the contradiction. Consequently
Whence, from (3), we shall receive, that exists i such, that c i #0. We shall consider, for definiteness, that it is c 1 #0. Then v 1 lies in the space generated by {w 1 , v 2 , . . . , v p }, which coincides with all V . We shall show, that the vectors {w 1 , v 2 , . . . , v p } are mutually free. Actually, if we shall consider the linear combination λ 1 w 1 + p i=2 λ i v i , such, that at least one λ i #0, using (12), we shall receive
In a force of (7), for λ 1 we have two cases:
1. λ 1 #0. In this case λ 1 · c 1 #0 as c 1 also apart from a zero.
2. λ 1 ∈ R ε . In this case λ 1 · c i also belongs to R ε , and, hence, λ i + c i λ 1 #0.
In any case, from the mutual freedom of vectors {v 1 , . . . , v p }, we receive, that the linear combination (13) is aparted from a zero, and, hence, the vectors {w 1 , v 2 , . . . , v p } are mutually free.
We shall assume on a induction, that after suitable renumbering of v i we have found w 1 , . . . , w k (k < p) such, that {w 1 , . . . , w k , v k+1 , . . . , v p } is a basis of V . We shall present w k+1 as follows
where at least one c i apart from a zero. We shall assume, that it c k+1 #0. Using a similar reasons, we shall change v k+1 on w k+1 and again receive a basis. We shall repeat this procedure till k became equal to r. Whence we have, that r ≤ p. Hence the theorem is proved.2
Algebraic properties of the R n
In this paragraph we shall give definition of an apartness relation on R n and a notion of basis of R n . First of all let us note, that R n is an R-module in a natural way.
Definition 2.7 A vectorsā,b ∈ R n are apart,ā#b, if a i and b i are apart in R, at least for one i.
Proposition 2.4
The relation introduced above is really the apartness relation on R n in the sense of Definition 2.3.
Proof Let us check up conditions 1 -3 of specified definition.
1. Obviously.
The necessity is follows from (3).
The sufficiency is obvious.
3. Letā#b, hence a i #b i , at least for one i. Letc ∈ R n , then from the properties of apartness in R we have a i #c i ∨ c i #b i .
Whence we receive, thatā#c ∨c#ā.2
Further we shall give the theorem from Heyting, which describe properties of mutually free vectors in R n .
Theorem 2.5 ( Heyting §4.3.1 ) For vectors
were mutually free, is necessary and sufficiently, that the matrix made from their coefficients had rank p.
Let us consider a system of n mutually free vectorsē 1 , . . . ,ē n in R n . Then the matrix made from coefficients of these vectors, under the Theorem 2.5, has rank n and its determinant apart from a zero. From the Theorem 2.1 follows, that any vector from R n can be expressed as a linear combination of vectorsē 1 , . . . ,ē n . ¿From the Theorem 2.4 follows, that any basis of R n consists from n mutually free vectors. Let {ē 1 , . . . ,ē n } and {f 1 , . . . ,f n } are two bases in R n . Lay out vectors of the second basis through the first.f , made from coefficients of decomposition, is the matrix of transition from basis {ē 1 , . . . ,ē n } to basis {f 1 , . . . ,f n }. The matrix C is convertible and its determinant apart from a zero.
Letx ∈ R n in a basis {ē 1 , . . . ,ē n } has the form
And in basis {f 1 , . . . ,f n }:
Then the coordinates of x, in the new and in the old bases, are connected among themselves as follows:
The space of linear forms
In this paragraph we will give a definition of apartness relation and of basis of the space of linear forms.
The space of all linear forms R n * is the subobject of R R n with a structure of R-module on it given by formulas
Thus R n * has a structure of R-module. Let {ē 1 , . . . ,ē n } be a basis of R n . We shall define the linear forms f i as follows:
Obviously, an any linear form h can be expressed as a linear combination of f i 's:
where h i = h(ē i ).
Definition 2.10
We shall speak, that f ∈ R n * is aparted from a zero(linear form) and write f #0, if exists i such, that f (ē )#0, where {ē , . . . ,ē } is basis of R n .
Remark This definition does not depend on choice of basis. Really, letē i be such basis vector that f (ē i )#0 andā i = c 1h1 + . . . + c nhn in a new basis {h 1 , . . . ,h n }. Then we have
Whence from the Proposition 2.3 follows that f (h j )#0.
Proposition 2.5 The relation introduced above is the apartness relation in R n * in the sense of Definition 2.3.
Proof Proof is similar to the proof of Statement 2.4. 2 We have that R n * is a R-module with apartness relation, hence, a notions of a mutual freedom and of a basis are defined on R n * and the theorem 2.4 is valid. Also valid the following theorem Theorem 2.6 The linear forms g 1 , . . . , g p ∈ R n * are mutual free iff rank of a matrix
Proof The direct consequence of the Theorems 2.2, 2.3. 2 Corollary System of linear forms f i is basis of R n * , which is dual to the basis {ē 1 , . . . ,ē n }. Let {ē 1 , . . . ,ē n } be a basis of R n and {f 1 , . . . , f n } its dual basis of R n * . Let y ∈ R n * and
. . ,h n } be another basis of R n and {j 1 , . . . , j n } its dual basis of R n * . Let
Then the coordinates of y in the new and old bases are connected as follows
3 Metric in synthetic differential geometry
In this section we shall define metric concepts within a context of SDG.
The metric properties of R n
In this paragraph we shall define metric concepts on R n .
Definition 3.1 A map (·, ·) : R n × R n → R which satisfies the following conditions:
where λ ∈ R ,x,ȳ,z ∈ R n , will be called a scalar product on R n .
So as R is a Pythagorean (5) and a formal real (4) ring we may define a norm of vector as follows Definition 3.2 Letx ∈ R n such thatx#0.Then a number x = (x,x). will be called a norm of the vectorx.
Definition 3.3
We shall speak, that the vectorsx,ȳ ∈ R n , such thatx#0,ȳ#0, are orthogonal if (x,ȳ) = 0.
We shall call the R n with a scalar product (·, ·) as Euclidean space if (x,x) > 0 for all x#0 and as pseudo-Euclidean if (x,x) may be both positive and negative.
Let {ē 1 , . . . ,ē n } be a basis of R n . We shall denote g ij = (ē i ,ē j ) (i, j = 1, . . . , n), The scalar productx,ȳ ∈ R n can be recorded as
Theorem 3.1 Determinant of the matrix {g ij }, apart from a zero.
Proof We shall determine the following linear forms by formulas:
Let us show, that ℓ i (x) are mutually free. For this purpose is enough to show that the form ℓ(x), defined as the linear combination
where at least one λ i #0, is aparted from a zero. By linearity we can write
In a force of the definition of λ i we have thatā apart from a zero, and consequently (ā,ā)#0. Thus ℓ(ā)#0
From (3) may be deduce that existsē i such, that
Hence ℓ(x) is aparted from a zero. It means, that ℓ i (x) are mutually free and, under the Theorem 2.6 det {g ij }#0. 
Tangent bundle of R n
As in [1] we shall assume that a tangent bundle to R n is the object R nD (exponential object). Let us denote it as T R. ¿From Axiom 1 follows that T R ∼ = R n × R n , whence a tangent vector to R n in a point a = (a 1 , . . . , a n ) is a map t : D → R n of the form
Definition 3.4 We shall speak, that a vector t ∈ T R n is apart from a zero (t#0), if the main part γ(t) apart from a zero in R n .
We shall give definition of scalar product in T a R n .
Definition 3.5 As scalar product of two tangent vectors to R n in a point a we shall name scalar product of their main parts in R n , that is
Let t = √ < t, t > be a norm(module) of a vector t, such, that t#0.
Definition 3.6
We shall name a map c : [a, b] → R n as curve on R n .
Definition 3.7
The tangent vectorċ(t) :
we We shall find a length of the curve c(t) = (t, f (t)) which is a graph of the function f . We haveċ(t) = (t, Proof Follows in a standard manner from properties of replacement of variables in integral.2
An element of curve's arch
In this paragraph we shall deduce the classical formula for differential of a element of curve's arch on the plane R × R. At the beginning we shall give the following definition:
Definition 3.9 Let M be an arbitrary object in E and f : M → R. The differential of f is the composition
where γ is the main part.
Let us consider a curve c : [0, 1] → R. In coordinates it is c(t) = (x(t), y(t)). We shall assume, that a speed vectorċ(t)#0 ∀t ∈ [0, 1]. We havė
where c ′ (t) = (x ′ (t), y ′ (t)). The length of the curve c will be equal to
We shall define a length of curve's arch s : [0, 1] → R as
On property of integral with a variable bound we have
Hence, we receive, that
Now let us consider differential of s(t). On definition it is a map
Similarly for differentials dx and dy we have:
Hence, using operations of addition and multiplication of functions from R [0,1] , we receive the classical formula for differential of a element of curve's arch:
Having conducted replacement of coordinates x(u, v), y(u, v), by similar reasons, it is possible to show, that
and to deduce the formula: 
Riemannian structure on formal manifold
A notion of formal manifold in SDG is a generalization of a classical notion of a C ∞ -manifold. In this paragraph we shall show, that on formal manifold it is possible to develop a Riemannian geometry.
Let M be a n-dimensional formal manifold [1] and {U i ϕ i −→ M} be a cover of M by formally etale monomorphisms, where U i are model objects, i.e. formal etale subobjects in R n . The pair (U i , ϕ i ) will be called a local card on M. So as ϕ is monomorphism, it is convertible on the image ϕ(U), and, hence, ϕ −1 : ϕ(U) → U is determined.
We shall consider tangent bundle T M = M D . As M is a formal manifold, is valid, that T p M ∼ = R n for each p ∈ M. Let v : D → M be a tangent vector to M in a point p and (U, ϕ) be a local card such, that ϕ −1 (p) = 0. In this case ϕ −1 • v is a tangent vector to U in 0. Since U is subobject of R n it is valid that T U ∼ = U × R n and, hence, the vector can be recorded as ϕ 
