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Abstract—Crowd counting is one of the core tasks in various
surveillance applications. A practical system involves estimating
accurate head counts in dynamic scenarios under different
lightning, camera perspective and occlusion states. Previous
approaches estimate head counts despite that they can vary dra-
matically in different density settings; the crowd is often unevenly
distributed and the results are therefore unsatisfactory. In this
paper, we propose a lightweight deep learning framework that
can automatically estimate the crowd density level and adaptively
choose between different counter networks that are explicitly
trained for different density domains. Experiments on two recent
crowd counting datasets, UCF CC 50 and ShanghaiTech, show
that the proposed mechanism achieves promising improvements
over state-of-the-art methods. Moreover, runtime speed is 20 FPS
on a single GPU.
Index Terms—Crowd counting, deep neural network, density
adaption
I. INTRODUCTION
With the growing deployment of surveillance video cam-
eras, the surveillance applications have received increasing
attention from the research community. Different from other
problems such as face and vehicle detection [1]–[3], crowd
counting, or estimating the head count, from video frames, has
been proved to be a critical functionality in various traffic and
public security scenarios [4]–[10], and applications in zoology
[11] and neural science [12] further extend the usability and
importance of the problem.
Multiple challenges exist to produce accurate and efficient
crowd counting results. Heavy occlusion, lightning and camera
perspective changes are the common issues. Moreover, as
shown in Figure 1, head counts vary dramatically in dif-
ferent scenarios; area of the head ranges from hundreds of
pixels to only a few pixels, and the crowd is often unevenly
distributed due to camera perspective or physical barriers.
Recent approaches provide rough head count estimates based
on multi-scale and context-aware cues [4]–[10]; a universal
normalization or scaling mechanism is often used for different
density domains. Practically, this can be suboptimal and leads
to inaccuracy especially when the scenario is highly dynamic.
Better adaption to different density domains is a first-order
question for current crowd counting algorithms.
In this paper, we propose a deep learning pipeline to
automatically infer the crowd density level given a single
input image, and our framework adaptively chooses a counter
network that is explicitly trained for the target density domain.
Different counter networks and the density level estimator are
associated in a spatial gating unit for end-to-end crowd count-
ing. With this ground, our framework addresses the density
adaption problem and produces more satisfactory results. The
idea of constructing representation from multiple levels has
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Fig. 1: Examples of diverse crowds. First row: input images
from ShanghaiTech dataset Part A. Second row: estimated
density map. The unevenly-distributed crowd and the cluttered
scenarios are the major challenges for accurate crowd count-
ing. GT: ground truth. Pred: estimated count.
been taken in several previous works, e.g., the Switch-CNN
[6]. Compared to these approaches using different network
structures as regressors and classifier, our subnetworks employ
the similar design and are easy to train.
To evaluate our proposed framework, we report the evalu-
ations on the recent ShanghaiTech [5] and the UCF CC 50
crowd counting dataset [13], and we compare with several
recent approaches including MCNN [5] and CP-CNN [7].
Notably, we achieve a significant 35.8 MAE improvements
over the state-of-the-art Shang et al. [14] on UCF CC 50,
and 2.5 MAE gains over CP-CNN [7] on ShanghaiTech Part
B. Meanwhile, a 20 FPS processing speed is obtained on an
Nvidia Titan X GPU (Maxwell).
A. Related Work
A number of studies on crowd counting have been demon-
strated to solve the real world problem [15], [16]. They
can be summarized into three categories depending on the
methodology: detection-based, regression-based and density-
based, which will be briefly reviewed below.
Detection-based crowd counting is straightforward and uti-
lizes off-the-shelf detectors [17]–[19] to detect and count target
objects in images or videos. However, for crowded scenarios,
objects are highly occluded and many objects are too small to
detect. All these make the counting inaccurate.
Regression-based crowd counting. Regression-based ap-
proaches such as [10], [14], [20]–[24] are proposed to bypass
the occlusion problem that can be critical for detection-based
methods. Specifically, a mapping between image features and
the head count is recovered, and the system benefits from
better feature extraction and count number regression algo-
rithms [14], [20]–[23]. Moreover, [25]–[28] leverage spatial
or depth information and use segmentation methods to filter
the background region and regress count numbers only on
foreground segments. These type of methods are sensitive
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Fig. 2: The overall architecture of our framework. Our
proposed framework contains a Density Adaption Network
(DAN), a Low-density Counter Network (LCN) and a High-
density Counter Network (HCN). The three networks share the
similar base structure, DAN generate class map for an image
to identify each patch with low- or high-density while LCN
and HCN are used to generate accurate head count maps. And
the final results is the integration of count maps switching
between LCN and HCN.
to different crowd density levels and heavily depend on a
normalization strategy that is universally good.
Density-based crowd counting. [4]–[8], [29] use continuous
density maps instead of discrete count numbers as the opti-
mization objective and learn a mapping between the image
feature and the density map. Specifically, [4] presents a data-
driven method to count in unseen scenarios. [5] proposes a
multi-column network to directly generate the density map
from input images. [30] introduces the boosting process which
yield a significant improvement both in accuracy and runtime.
To address perspective-free problem, [31] feeds a pyramid of
input patches into their own designed network. [6] improves
over [5] and uses a switch layer to exploit the variation of the
crowd density. [8] jointly estimates the density map and count
number with FCN and LSTM layers. [7] uses global and local
context to generate high quality density map. The insufficiency
of these type of methods is that the mapping between density
and image may lead to deviation and the actual count can often
be inaccurate.
In this paper, our framework leverages both continuous
density map and discrete head count annotations in training;
a density-level domain adaption network is used to explicitly
recognize the domain allocation of each image patch. Different
from previous works, we do not focus on pursuing a better
density estimation but count directly. It totally drops the local
details and is hard to learn. Instead, we propose a count map,
which to some extent preserves the local details and can be cal-
culated analytically. Besides, if we only use a single network
to predict count map, the result will be dominated by the patch
with high-density crowds. Therefore, we classify each patch
into low- or high-density. This step has two advantages: i)
counting number of patches with low-density crowds becomes
more accurate; ii) the classifier becomes easier to train.
II. FRAMEWORK
The overall architecture of our framework is demonstrated
in Figure 2. Due to the dynamic crowd density between images
and patches, we propose an adaptive network structure that
TABLE I: The architecture of proposed network.
Type Kernel Size / In/Output #ParamsStride / Dilation Channels
conv1_1 3× 3 / 1 / 1 (3, 24) 2.6K
conv1_2 3× 3 / 1 / 1 (24, 24) 20.3K
conv1_3 3× 3 / 1 / 1 (24, 24) 20.3K
conv2 3× 3 / 1 / 2 (24, 48) 40.7K
conv3 3× 3 / 1 / 4 (48, 24) 40.6K
conv4 3× 3 / 1 / 2 (24, 12) 10.2K
conv5 3× 3 / 1 / 1 (12, 12) 5.1K
density map 1× 1 / 1 / 1 (12, 1) 0.05K
LCN/HCN density map
64× 64 / 64 / 1 (1, 1) 16.0K
DAN 64× 64 / 64 / 1 (12, 12) 2304K
1× 1 / 1 / 1 (12, 2) 0.1K
Here we suppose the input image size is 512×512. Please note that conv1-5
correspond to the Basic Architecture in Figure 2, the layers in LCN/HCN
and DAN correspond to the Local Sum and Local Classify in Figure 2
respectively.
includes a Density Adaption Network (DAN), a Low-density
Counter Network (LCN) and a High-density Counter Network
(HCN). DAN identifies each patch in the image if they belong
to the low- or high-density domain; LCN and HCN are used to
generate accurate head counts for low- or high-density patches.
We note that using only the continuous density map or the
discrete count map often leads to inaccurate estimation results.
Instead, both of them will be considered in our framework.
As shown in Figure 2 and Table I, each network uses a
similar CNN architecture to estimate the density map Dˆ =∑
cN (xc, yc, σ2xc , σ2yc) with c independent Gaussian centered
at each head. 1 σ2i is pre-defined as in [5]. Like [13], we
divide the input image into H × W grids. LCN leverages
one additional convolutional layer to generate the count map
Cˆi,jlcn =
∑
(x,y)∈grid(i,j)D(x, y) locally, and Cˆ
i,j
hcn and Cˆ
i,j
dan
are defined similarly for HCN and DAN. We polarize the DAN
output and generate the density class by:
Pˆ i,j =
{
0, Ci,jdan ≤ th
1, otherwise
(1)
where th is a threshold, and therefore the spatial gating unit
switches between LCN and HCN and the final head count in
the image is given by:
Cˆ =
∑
i,j
(Cˆi,jlcn ⊗ (1− Pˆ i,j) + Cˆi,jhcn ⊗ Pˆ i,j) (2)
where ⊗ is element-wise production.
Training strategy. We note that although the structures for
DAN, LCN and HCN are similar, they are recognized as
different parts of the network. This is because they are
explicitly trained from different density domains; multiple
supervision signals are involved in the training. We observe
in our experiments that DAN as well as the two counters
will produce reasonable results only with good initiations.
Therefore, we start training the Basic Architecture only with
density map annotations; after convergence, density class Pˆ
and count map Cˆ annotations are added to fine-tune DAN,
LCN and HCN on previous basic model. To convert a density
1The symbols with hat denote the estimation of networks, while symbols
without hat represent the ground truth.
3map into a count map in our network inference, we use a
consecutive convolutional layer, which we expect after a few
epochs can learn a better mapping compared with a simple sum
pooling. Losses for the density map, head count and density
class for each network unit are defined as follows:
Ldensity(θ) =
1
2N
N∑
i=1
||Dˆ(Xi; θ)−Di||2, (3)
Lcount(θ) =
1
N
N∑
i=1
||Cˆ(Xi; θ)− Ci||, (4)
Lp(θ) = − 1
N
[Pi log(Pˆ (Xi))+(1−Pi) log(1− Pˆ (Xi))] (5)
where θ is the network parameters, N is the number of training
samples and Xi is the ith image. Di, Ci, and Pi are the ground
truth density map, count map and density class respectively2.
Therefore, the multi-part loss functions for different network
parts are defined as combination of the density and count
(density class) losses:
Ldan(θ) = Ldandensity(θ) + λdanLdan(θ), (6)
Llcn(θ) = Llcndensity(θ) + λlcnL
lcn
count(θ), (7)
Lhcn(θ) = Lhcndensity(θ) + λhcnL
hcn
count(θ). (8)
Implementation details. We implement our framework in
PyTorch3 and we note a few practical issues here. First, all
input images are resized to 512 × 512 with 3 channels as
the network input and the aspect ratio are kept with zero
padding. The first three layers in conv1 are three consecutive
3×3 convolutional layers. As dilated convolutional layers have
been shown to be effective in many computer vision tasks
[32]–[35], the following 4 layers (conv 2-5) are dilated
layers with dilation parameter = 2,4,2,1 respectively. The last
1×1 convolutional layer is a bottleneck to regress the density
level. Second, in order to choose the appropriate thresholds
for different datasets, we add up the count values of patches
in training images and the final thresholds are set according to
the intermediate value of the statistics. Then, DAN connects
two consecutive convolutional layers after conv5, the output
serves as the density gate with size 8 × 8. LCN and HCN
connect one consecutive convolutional layers after density
map layer to obtain the corresponding count maps. Finally,
we augment the training data with only random flips and we
use Adam with learning rate=10−5.
III. EXPERIMENTS
We demonstrate crowd counting results compared with pre-
vious works on two recent datasets: the ShanghaiTech Dataset
[5] and the UCF CC 50 Dataset [13]. The effectiveness of
each component in our module is evaluated and the influence
2It’s worth noting that Least square errors (L2) and Least absolute de-
viations (L1) are applied to Eq. (3), (4) respectively. |Cˆ(Xi; θ) − Ci| is
usually much larger than |Dˆ(Xi; θ)−Di|, meaning that head count loss is
more sensitive to outlier; and the variance will be further augmented and the
sample with thousands of people may dominate the final function if L2 loss
is employed in head count loss function.
3http://pytorch.org/
TABLE II: Comparison on the UCF CC 50 dataset.
Method MAE MSE
Zhang et al. [4] 467.0 498.5
MCNN [5] 377.6 509.1
Switching-CNN [6] 318.1 439.2
CP-CNN [7] 295.8 320.9
ConvLSTM [9] 284.5 297.1
Shang et al. [14] 270.3 -
Our Method 234.5 289.6
of density class map size will be explored. We further consider
transferring the learning between the datasets.
The metric we use include Mean Absolute Error,
MAE= 1N
∑N
i=1 |Ci − Ĉi|, and Mean Squared Error,
MSE=
√
1
N
∑N
i=1(Ci − Ĉi)2, where N is the number of
the testing images and Ci and Ĉi are the ground truth and
the predicted count number in the i-th test image.
A. Datasets and Results
The UCF CC 50 Dataset [13] contains 50 images with head
counts ranging from 94 to 4,543, and a total number of 63,974
individuals are annotated. Despite that the number of images
is not large, the diversity of the scenarios makes the dataset
extremely challenging. We conduct a five-fold cross-validation
for training and testing, which is the standard evaluation
setting used in [13]. In the training, we generate the density
map using the same spread (σ) in the Gaussian kernel, and
the threshold th for the density boundary that decides the
patch sparcity is set to 40 due to the high-density crowd in
the dataset.
Table II shows the results on UCF CC 50. We compare
with [4]–[7], [14] that are state-of-the-art CNN-based ap-
proaches, except for [14] that uses LSTM over a sequence
of video frames. Recall that Shang et al. [14] use additional
training images, and our method still achieves state-of-the-art
MAE and MSE, as our networks can leverage different density
level patches to their appropriate counter and achieve the more
accurate results. Examples of the testing results can be seen
in Figure 3(c).
The ShanghaiTech Dataset [5] is one of the largest datasets
available in terms of annotation. It contains 1,198 annotated
images with a total of 330,165 people. The dataset consists
of two subsets: Part A and Part B. Part A has 482 images
collected from the Internet while Part B includes 716 images
captured from downtown Shanghai. The dynamic scenarios
make the dataset even more challenging. We conduct our
experiments following setting of [5] where Part A is divided
into 300 images for training and 182 images for testing, and
400 images in Part B for training and the rest for testing. In the
training process, we generate the ground truth density map as
in [5] with geometry-adaptive kernels for Part A and the same
spread in Gaussian kernel for Part B. The density boundary
threshold th is set to 20 for Part A and 10 for Part B.
Table III demonstrates the comparison of our model
with state-of-the-art approaches on the ShanghaiTech dataset:
Zhang et al. [4], MCNN [5], Switching-CNN [6] and CP-CNN
[7]. Our approach achieves a promising improvement of 2.5
4GT: 1171
Pred: 1165.7
GT: 250
Pred: 250.9
(a) ShanghaiTech Part A
GT: 48
Pred: 48.8
GT: 470
Pred: 463.7
(b) ShanghaiTech Part B
GT: 1115
Pred: 1056.8
GT: 581
Pred: 566.1
(c) UCF_CC_50
Fig. 3: Qualitative results on the benchmarks.
TABLE III: Comparison on the ShanghaiTech dataset.
Method Part A Part BMAE MSE MAE MSE
Zhang et al. [4] 181.8 277.7 32.0 49.8
MCNN [5] 110.2 173.2 26.4 41.3
Switching-CNN [6] 90.4 135.0 21.6 33.4
CP-CNN [7] 73.6 106.4 20.1 30.1
Our Method 88.5 147.6 17.6 26.8
TABLE IV: Ablation experiments results on the exploring of
three stream networks on UCF CC 50.
Method MAE MSE
LCN 660.9 867.6
HCN 647.2 747.5
LCN + HCN + DAN 234.5 289.6
Ideal classification 157.3 195.6
MAE and 3.3 MSE on Part B while producing comparable
results on Part A. We note that our network structure is much
simpler than the CP-CNN and hence is much faster. Our
framework runs at 20FPS on an Nvidia X GPU (Maxwell),
and qualitative results on Part A and Part B can be seen in
Figure 3(a) and 3(b).
B. Ablation Study
The effectiveness of each part will be evaluated in this
section. As shown in Table IV, LCN and HCN demonstrate
MAE/MSE on the UCF CC 50 dataset in which we use only
LCN or HCN for crowd counting; using the counter from a
single density domain produces much worse counting results
due to the lack of context from other density level. The
DAN in our framework achieves the density domain allocation
accuracy of 0.96. The LCN + HCN + DAN demonstrates
the performance combining LCN and HCN according to the
classification results of DAN, while the last row shows the
MAE/MSE using the ground truth density level rather than
the predicted class map from DAN. It is clear that the density
domain is a critical factor and there is still a gap between our
results and optimal.
We also demonstrate the how the density class map grid
size affects the results. We can see from the Table V that the
best performance can be get when grid size and input size
are set to 8×8 and 512×512 respectively. Note that the grid
size of 16×16 is suboptimal for images with few heads due to
division of a head into several parts. The grid size of 16×16 is
suboptimal for images with high-density crowd due to loss of
local details. Overall, input size of 512×512 preserves more
details and achieves better results than that of 256×256. We
TABLE V: MAE/MSE based on different grid sizes and input
sizes on ShanghaiTech Part A.
Grid size 4 × 4 8 × 8 16 × 16
Input size MAE MSE MAE MSE MAE MSE
256 × 256 97.1 165.5 92.2 150.6 105.3 181.2
512 × 512 100.0 180.5 88.5 147.6 99.8 155.3
TABLE VI: Transfer learning with different training strategies.
We use ShanghaiTech Part A as the source domain and report
the testing results on UCF CC 50.
Method MAE MSE
W/O fine-tune 378.2 434.9
Step learning on target 234.5 289.6
Fine-tune on target 228.9 283.2
MCNN [5] 295.1 490.2
have also tried larger input sizes but the training becomes
suboptimal.
C. Dataset Transfer
We wonder how generalizable our proposed framework is.
Similar to Zhang et al. [5], we verify the dataset transfer
by using ShanghaiTech Part A as the source domain and
UCF CC 50 as the target domain. The results are reported
in Table VI. We compare three training strategies. (i) W/O
fine-tune: we use the base model pre-trained on the source
domain only with density map annotations and test on the
target domain on base architecture. (ii) Step learning on
target: the base model is pre-trained only with density map
on target dataset, and three subnetworks (DAN, LCN, HCN)
are fine-tuned with pre-trained base model also using the
target dataset. (iii) Fine-tune on target: the base model pre-
trained on the source domain is used as the initialization of
the entire framework and is fine-tuned on the target domain.
The transfer results of MCNN [5] is illustrated for comparison.
It is clear that w/o fine-tune achieves reasonable performance
compared with MCNN [5]; fine-tuning on the target domain
further improves 5.6 MAE and 6.4 MSE. These indicate that
our model is flexible and can transfer between datasets with
dynamic scenarios.
IV. CONCLUSIONS
In this paper, we demonstrate the density adaption networks
for crowd counting in dynamic scenarios. The framework
leverages a density level estimator to adaptively choose be-
tween different counter networks that are explicitly trained for
different crowd density domains. Experiments on two major
crowd counting benchmarks show promising results of the
proposed approach.
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