We generalize the standard Hopfield model to the case when a weight is assigned to each input pattern. The weight can be interpreted as the frequency of the pattern occurrence at the input of the network. In the framework of the statistical physics approach we obtain the saddle-point equation allowing us to examine the memory of the network. In the case of unequal weights our model does not lead to the catastrophic destruction of the memory due to its overfilling (that is typical for the standard Hopfield model). The real memory consists only of the patterns with weights exceeding a critical value that is determined by the weights distribution. We obtain the algorithm allowing us to find this critical value for an arbitrary distribution of the weights, and analyze in detail some particular weights distributions. It is shown that the memory decreases as compared to the case of the standard Hopfield model. However, in our model the network can learn online without the catastrophic destruction of the memory.
Introduction
The Hopfield model [1] is a well-known variant of an artificial associative memory. At the heart of the model is the Hebb connection matrix ⋅ random patterns [2] , [3] . Let us explain this result in more detail.
c M M Let the number of patterns be less than the critical value . If the neural dynamics starts with a binary configuration that is a distortion of a -th pattern, the network rather quickly will be either in the pattern itself, or in a configuration that is very close to the pattern :
, where the overlap is ( , ) 
Theory shows [2] - [4] that when the number of patterns M increases, at first the overlap decreases slowly remaining of the order of 1. At the moment when the number of patterns . Such phenomena are well-known in physics as phase transitions of the first kind (see [2] - [4] ). The system in a jump-like way passes from the mixed phase (where all the patterns are metastable states) to the spin-glass phase (where all the local minima do not correlate with the patterns). This phase transition is regarded as a destruction of the memory. In the theory of neural networks it was named "catastrophic forgetting" [4] - [9] .
The catastrophic forgetting is a troublesome defect of the Hopfield model. Indeed, let us imagine a robot whose memory is based on the Hopfield model. It is natural to assume that its memory is steadily filled up. When the robot sees a new image, it has to be written additionally to its memory. Catastrophic forgetting means that when the number of stored patterns exceeds c M , the memory has to be completely destructed. Everything that was accumulated in the memory would be forgotten. This behavior contradicts the common sense.
Earlier some modifications of the Hebb matrix were proposed to eliminate the memory destruction [5] - [9] . These models allow one to write down one after another an unlimited number of random patterns into the matrix elements. However, the real memory of the network is restricted. If as previously the maximum number of recognized patterns is denoted by c M 0.05 c M N ≈ ⋅ , for the models discussed in [5] - [9] the value of . All these models have the same weak point: only those patterns that are the last written down in the connection matrix constitute the real memory of the network. Let us explain the last statement. Suppose the patterns are enumerated in order of their appearance during the learning process: the later the pattern is shown to the network, the larger is its number. Then it turns out that the real network memory is formed only of the patterns whose numbers are in the interval c M M − Patterns with the order numbers less than are irretrievably excluded from the memory. That is the common property of the models [5] - [9] .
In other words, such a memory has the form of a moving window whose width is about 0. . The first shown patterns are removed from the memory. Can these patterns be restored? What happens if they are again shown to the network? From general reasons it follows that the anew shown patterns cannot be recognized. However, up to now we do not have the irrefragable answer to this question.
N ⋅
In our work we succeeded in eliminating the catastrophic forgetting typical for the Hopfield model. We supply every pattern by an individual weight that is proportional to the frequency of the pattern appearance at the input of the network. Then in place of the Hebb matrix we obtain a quasi-Hebbian matrix of the form 
The weights r μ are positive and put in decreasing order: . In computer simulation it is convenient to use the normalization condition 1 2 .
The main result is the following: formula (2) allows one to write down any number of patterns in a matrix without the catastrophic forgetting. At the same time, only those patterns whose weights exceed a critical value would be recognized. The critical weight depends on the distribution of the weights. This approach allows the network to learn continuously, even during the process of pattern recognition. Each pattern which appears at the input of the network is automatically added to the matrix. The distribution of weights is changing continually, but no catastrophic destruction of the memory occurs. At any time the real memory of the network consists of the patterns that have been shown to the network quite often.
In Section II with the aid of statistical physics methods the main equation for the quasi-Hebbian connection matrix (2) is derived. To verify our equation we examine again the well-known case of the standard Hopfield model ( 1
In Section III we analyze the case when only one weight is different from the others, which are identical . Here the complete analytical analyses can be performed. We show that the pattern with the unique weight substantially affects the properties of the network memory. Computer simulations confirm the theoretical results. In Section IV we analyze the main equation for an arbitrary weights distribution. The main result is as follows: For every distribution of the weights there is such a critical value that only patterns whose weights are greater than would be recognized by the network. Other patterns are not recognized. We succeeded to find only the algorithm of calculation of the critical value . It is not clear whether it is possible to obtain an analytical expression for in the general case. Some particular distributions of the weights are discussed in Section V in detail. 1 2 3 ... Fixed points of the network are the local minima of the energy (3). Statistical physics methods allow one to obtain equations for the overlap of a local minimum with the patterns { } 1 M μ x (see [2] - [4] ). After solving these equations it is possible to understand under which conditions the overlap of the local minimum with the -th pattern is of the order of 1 ( ). In other words: under which conditions the local minimum coincides (or nearly coincides) with the -th input pattern.
Suppose the dimensionality of the problem is very large:
. After repeating step by step the calculations performed in [2] - [4] for the standard Hopfield model, we obtain the system of equations for the -th pattern (in the zero-temperature limit ): 
When is known, we can calculate the value of The plot of the rhs of Eq. (8) is shown in Fig. 1 Note. Of the two solutions of Eq. (8) we use only one that is y α y α . The rejected one, , is the spurious solution:
when the load parameter α decreases, it tends to 0, and, consequently, has no physical meaning. A more general statement is as follows. Equation (5) always has several solutions, and all of them correspond to the stationary points of the saddle-point equation [4] . However, if there are more than two solutions, only the one lying to the right of the rightmost maximum of the rhs of Eq. (5) corresponds to the minimum of the free energy. We use this in the next Section.
III. One Pattern with Unique Weight
r μ Interesting is the case when all the weights , except one, are equal to each other, and only one weight differs from the others. Without loss of generality we can write
can be both larger and less than 1.
The unique weight τ
It might appear that in this case the difference with the standard Hopfield model has to be negligibly small: an enormous number of patterns with the same weights enter the expression for the connection matrix and only one pattern provides a different contribution. However, this is not the case. One pattern with a unique weight τ can substantially change a network memory. Let us examine separately what happens to the local minimum in the vicinity of the pattern with the unique weight τ , and what happens to the local minima near other patterns with the same weights. 
If is a solution of Eq. (10), the overlap of the local minimum with the first pattern is . The superscript "(1)" emphasizes that we deal with the overlap with the pattern number 1. 
(1) ( ) c y τ
After finding , the critical characteristics and
can be calculated.
In Fig.2a we present graphs of the rhs of Eq. (10) for different values of the weight
. We see that when 1 (10) has a solution in the region , and the overlap is relatively large (it is larger than ). In other words, the first pattern is recognized. If the load parameter is larger than the critical value, (10), (11) vanishes. This breakdown of the solution means that the system undergoes a phase transition of the first kind. In this case the pattern is ceased to be recognized. However, if the fixed value of is larger than 3, . In the point of contact the overlap increases in a jump-like way from zero to (also see the jumps of the overlaps in Fig.5 ). However, if the fixed value of (1) ( 
The following increase of the weight τ leads to the steady increase of the overlap up to its maximal value equal to 1. 
Patterns with the same weights:
μ ≥ . Let us examine how the overlap of the local minimum with one of the patterns whose weight is equal to 1 depends on the value of τ . Since all these patterns are equivalent, we choose the pattern with number "2". The superscript (2) indicates the characteristics
, , m y α that are interesting for us. Now Eq. (5) has the form:
where
When , the value of M → ∞ ε tends to zero. However, we cannot simply put 0 ε = , since then for some value of the denominator of necessarily vanishes (at least when y ( ) L y 1 τ > ), and then it is impossible ) a
in the numerator and the denominator of . So, we analyze Eq. (12) for a small, but finite value of ( ) L y ε and after this we let it tend to zero. This way of analysis is correct. randomized patterns were generated, and they were used to construct the connection matrix with the aid of Eqs. (2) and (9) . When choosing the weight coefficient we proceeded from the following reasons.
τ Let α be a fixed value of the load parameter. Then we found the value of the weight ( ) τ α for which the given α was a critical one. This can be done by solving Eqs. (10) and (11) weight τ and found the local minimum, and then we calculated its overlap with the pattern. The mean value of the overlap was calculated by averaging over the set of all random matrices. We did our simulations for three different dimensionalities:
, and . For m < > 1000 N = 1000 N = 10000 30000 we averaged over 100 matrices, for over 20 matrices and for 10000 N = 30000 N = over 10 matrices (the complexity of calculations increases as , and this is why we had to decrease the number of random matrices). This noticeable difference between the theory and computer simulations must not confuse us. Apparently this difference is due to finite dimensionalities of the experimental connection matrices. Earlier computer verifications of classical theoretic results faced just the same problems [11] , [12] . As a way out the authors of these papers extrapolated their experimental results into the region of very large dimensionalities . N Note, when N increases the experimental curve in Fig. 6 tends to "theoretical step-function", which is indicated with the aid of dashed line. A correction due to a finite dimensionality of the problem can be taken into account if we insert the explicit expression . The corresponding dashed line with the label " " is shown in Fig. 6 . Its location noticeably better correlates with the experimental curves. 3600 M =
IV. Arbitrary Distribution of Weights
In this Section we present the method of solving of Eq. (5) in the general case. We show that there is a critical weight , so that the memory of the network consists only of the patterns whose weights exceed . Patterns whose weights are less than , are not recognized by the network. 
( 1 7 ) M The number of the patterns enters only the upper limit of the sum in the rhs of Eq. (16). It can be either finite or infinite, but it is not important for the further discussion.
are arranged in decreasing order. For what follows it is important that the first of these numbers are larger than 1, and the other ones are less than 1:
The rhs of Eq. (16) ...
For simplicity let us rewrite Eq.(16) using the reciprocal values: 1 N with the straight line that is parallel to the abscissa axis at the height (see Fig. 7 ). However, only one of these intersections corresponds to the minimum of the free energy. Namely, this intersection is to the right of the rightmost maximum (see Note in the end of Section II). Other solutions of Eq.(19) have to be omitted. Up to now we fixed the number of the pattern and decreased the dimensionality . It is reasonable to fix the dimensionality and increase little by little. We seek its maximal value for which Eq.(19) has a solution. In Fig.8 For a given dimensionality the pattern with the number is the last in whose vicinity there is a local minimum. For Eq.(19) has a solution to the right of the rightmost maximum as well. Consequently,
Let us note that when the dimensionality decreases, some patterns would be forgotten. This is in agreement with the well-known property of the network: its memory is proportional to the dimensionality of the problem.
N these patterns would also be recognized. On the contrary, for
Eq.(19) has no solution in the region . Consequently, the patterns with such numbers would not be recognized. r r = Our consideration shows that only the patterns, whose weights are not less than the critical value would be recognized. So, the memory of the network is limited, but the catastrophic forgetting does not occur. c r r μ This analysis is correct for an arbitrary distribution of the weights . It provides the algorithm of calculation of the critical value . We failed to calculate analytically in the general case. However, in the next Section we examine some specific distributions of the weights for which some analytic results can be obtained. . It was mentioned in [6] , [7] that such weights are interesting for applications. M Suppose in Eq.(16) the number of the patterns tends to infinity: . It is natural to assume that in Eq.(16) the first value of the summation index is equal to zero and the first weight is equal to 1:
. Then 
We look for the solution of this equation for large values of the argument when the inequality is fulfilled. In the rhs of Eq. (20) we replace summation by integration, and as a result we obtain
If by we denote the r. 
By solving Eq.(21) for a given with the aid of computer simulations, one can find the number of the last pattern that can be recognized. We denote this number as . We are interested in the value of that defines the maximal value of . Let denote this optimal value, and let be the corresponding number of the patterns:
. It is evident that such an optimal value has to exist. Indeed, as long as the number is small, the number of the recognized patterns is also small. In this case the weights
decrease very quickly when μ increases, and only the very first patterns will be recognized. It is even possible that it will be the first pattern only. On the contrary, when , our model becomes very close to the standard Hopfield model. For sufficiently large values of 1 q → 1 q ≈ no one of the patterns is recognized due to the catastrophic forgetting. Consequently, there must be the optimal value (0,1) m q ∈ , so that the number of recognized patterns would be maximal:
It is easy to find out the critical value for which only the first pattern would be recognized. It may be shown that the following estimate for is true: Fig.9 the dependence of the ratio on for three dimensionalities is shown. We see that the curves have distinct points of maximum, but the value of all the maximums are approximately the same: ( ) and large values of (let us say, for ) we use the asymptotic expression for the rhs of Eq.(21): Equation (24) 
Thus, the requirement of the perfect recognition decreases the storage capacity of the network substantially: compare expressions (26) and (22). The same is true for the standard Hopfield model. In Fig.11 we plot three graphs corresponding to the dimensionality =1000. The solid line shows the dependence of the value of the recognized patterns on . The dashed line shows the dependence of the value of the perfectly recognized patterns on q . This dependence is calculated by substituting the expression In Fig.12 markers indicate the experimental values of the critical numbers of the patterns for the dimensionalities =1000, 5000, 10000 and 25000. For each given we generated a random matrix with the weights in the form of the terms of the harmonic series and determined the maximal number of the pattern, which was a fixed point. As a result of averaging over 10 random matrices we obtained the value of , which is an experimental estimate for . We see that our experiment is in a good agreement with the theoretical prediction. 
