Abstract. We extend Sullivan's complex a priori bounds to real quadratic polynomials with essentially bounded combinatorics. Combined with the previous results of the first author, this yields complex bounds for all real quadratics. Local connectivity of the corresponding Julia sets follows.
Introduction
Complex a priori bounds proved to be a key issue of the Renormalization Theory. They lead to rigidity results, local connectivity of Julia sets and the Mandelbrot set, and convergence of the renormalized maps (see [HJ, L3, McM1, MvS, R, S] ).
By definition, this property means that the renormalized maps R n f have fundamental annuli with a definite modulus. For real infinitely renormalizable maps with bounded combinatorics this property was proven by Sullivan ( see [S] and [MvS] ). In [L3] complex bounds were proven for real quadratics of "essentially big type". The gap in between [S] and [L3] consists of maps with "essentially bounded type". Loosely speaking this means that a big period of renormalized maps is created only by saddle-node behavior of the return maps. The goal of this paper is to analyze this specific phenomenon. [LS] .
Let us mention here only one consequence of this result. By the result of Hu and Jiang [HJ, J] , complex a priori bounds and one extra combinatorial assumption (see [McM2] ) imply local connectivity of the Julia set J(f ). On the other hand, the Yoccoz Theorem gives local connectivity of J(f ) for at most finitely renormalizable quadratic maps (see [H] , [L1] or [M1] ). Thus we have Corollary 1.3. The Julia set of any real quadratic map is locally connected. Theorem 1.2 is closer to [S] rather than [L3] . It turns out, however, that Sullivan's Sector Lemma (see [MvS] ) is not valid for essentially bounded (but unbounded) combinatorics: The pullback of the plane with two slits is not necessarily contained in a definite sector. What turns out to be true instead is that the little Julia sets J(R n f ) are contained in a definite sector.
We derive this version of the Sector Lemma from the following quadratic estimate for the renormalized maps:
with an absolute c > 0. The proof of (1.1) is the main technical concern of this work. (By the way, this estimate immediately implies that the little Julia sets J(R n f ) are commensurable with the corresponding periodic intervals, which already yields local connectivity of J(f ) at the critical point.)
Let mod (f ) denote the supremum of the moduli of the fundamental annuli of f . The work [L3] gives a criterion when mod (Rf ) is big. Let us call the combinatorial parameter responsible for this the essential period p e (f ). Loosely speaking this is the period of the corresponding periodic interval of f modulo the saddle-node cascades (see §5 for the precise definition).
Corollary 1.4. There is an absolute constant γ > 0 and two functions µ(p) > ν(p) > γ > 0 going to ∞ as p → ∞ with the following property. Let f be an infinitely renormalizable quadratic polynomial and p n = p e (R n f ). Then
Let us briefly outline the structure of the paper. §2 contains some background and technical preliminaries. In §3 we state the main technical lemmas, and derive from them our results. In §4 we give a quite simple proof of complex bounds in the case of bounded combinatorics, which will model the following argument. In §5 essentially bounded combinatorics is described. In the next section, §6, saddle-node cascades are analyzed. The final section, §7, contains the proof of the main technical lemmas.
Remark 1. Theorem 1.1 allows a straightforward extension onto higher degree unimodal polynomials.
2. This paper is a part of series of notes on dynamics of quadratic polynomials, see [L4] .
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Preliminaries
2.1. General notations and terminology. We use |J| for the length of an interval J, dist and diam for the Euclidean distance and diameter in C. Notation [a, b] stands for the (closed) interval with endpoints a and b without specifying their order.
Two sets X in Y in C are called K-commensurable or simply com-
with a constant K > 0 which may depend only on the specified combinatorial bounds. We say that an annulus A has a definite modulus if mod A ≥ δ > 0, where δ may also depend only on the specified combinatorial bounds.
For a pair of intervals I ⊂ J we say that I is contained well inside of J if for any of the components L ⊂ J \ I, |L| ≥ K|I| where the constant K > 0 may depend only on the specified quantifiers.
A smooth interval map f : I → I is called unimodal if it has a single critical point, and this point is an extremum. A C 3 unimodal map is called quasi-quadratic if it has negative Schwarzian derivative, and its critical point is non-degenerate.
Given a unimodal map f and a point x ∈ I, x ′ will denote the dynamically symmetric point, that is, such that f x ′ = f x. Notation ω(z) means as usual the limit set of the forward orbit {f n z} ∞ n=0 . 2.2. Hyperbolic disks. Given an interval J ⊂ R, let C J ≡ C\(R\J) denote the plane slit along two rays. LetC J denote the completion of this domain in the path metric in C J (which means that we add to C J the banks of the slits).
By symmetry, J is a hyperbolic geodesic in C J . The geodesic neighborhood of J of radius r is the set of all points in C J whose hyperbolic distance to J is less than r. It is easy to see that such a neighborhood is the union of two R-symmetric segments of Euclidean disks based on J and having angle θ = θ(r) with R. Such a hyperbolic disk will be denoted by D θ (J) (see Figure 1) . Note, in particular, that the Euclidean disk D(J) ≡ D π/2 (J) can also be interpreted as a hyperbolic disk.
These hyperbolic neighborhoods were introduced into the subject by Sullivan [S] . They are a key tool for getting complex bounds due to the following version of the Schwarz Lemma: We will use the following observation to control the expansion of the inverse branches.
Lemma 2.1. Under the circumstances of the Schwarz Lemma, let us consider a point
Proof. Let us normalize the situation in this way:
, which is fine since dist(z, J) ≥ 1. Otherwise the intervals [0, z] and [1, z] cut out sectors of angle size at least ǫ/2 on the circle ∂D θ (J) . Hence the lengths of these intervals are commensurable with diam D θ (J) (with a constant depending on ǫ). Also, by elementary trigonometry these lengths are at least
, and the claim follows.
2.3. Square root. In the next lemma we collect for future reference some elementary properties of the square root map. Let φ(z) = √ z be the branch of the square root mapping the slit plane C \ R − into itself.
.
, with θ ′ depending on θ and K only.
• 2.4. Branched coverings. Let 0 ∈ U ′ ⊂ U ⊂ C be two topological disks different from the whole plane, and f : U ′ → U be an analytic branched double covering map with critical point at 0. Thinking of it as a dynamical system, one can naturally define the filled Julia set K(f ) and the Julia set J(f ). Namely, the filled Julia set is the set of non-escaping points, 
Proof. Let us consider the topological annulus A = U \ K(g). Let φ : A → R = {z : 1 < |z| < r} be its uniformization by a round annulus. It conjugates g to a map G : R ′ → R where R ′ is a subannulus of R with the same inner boundary, unit circle S 1 . As G is proper near the unit circle, it is continuously extended to it, and then can be reflected to the symmetric annulus. We obtain the double covering map G :R ′ →R of the symmetric annuli preserving the circle. MoreoverR is a round annulus of modulus at least 2ǫ.
Let l denote the hyperbolic length onR,V denote the hyperbolic 1-neighborhood of S 1 , andV ′ =Ĝ −1V ⊂V . AsĜ : S 1 → S 1 is a double covering, we have:
We obtain now the desired domains by going back to U:
Let us supply the space B of double branched maps considered above with the Caratheodory topology (see [McM1] ). Convergence of a sequence f n : U ′ n → U n in this topology means Caratheodory convergence of (U n , 0) and U ′ is an R-symmetric domain meeting the real line along an interval T ⊃ T ′ , and the map f is Rsymmetric. In this case its restriction f : T ′ → T is a unimodal map. We always normalize f in such a way that 0 is its critical point.
Given a λ ∈ (0, 1), let E λ denote the space of maps of Epstein class with
Lemma 2.5. For each λ ∈ (0, 1), the space E λ is compact.
Proof. Normality argument.
All maps in this paper will be assumed to belong to some Epstein class.
2.6. Renormalization. We assume that the reader is familiar with the notion of renormalization in one-dimensional dynamics (see e.g., [MS] ).
Let f be infinitely renormalizable. Let P k ∋ 0 be the central periodic interval corresponding to the k-fold renormalization R k f of f , n k be its period:
where β k is the fixed point of f k with positive multiplier. The minimal choice is
Combinatorics of f is said to be bounded if the sequence of relative periods is bounded. Let G k l be the gaps of level k, that is the components of
Geometry of f is said to be bounded if there is a ∆ > 0 and a choice of periodic intervals P k i , such that for any
In other words, all intervals and gaps of level k contained in some interval of level k − 1 are commensurable with the latter.
Theorem A. Infinitely renormalizable maps with bounded combinatorics have bounded geometry.
For a proof the reader is referred to [G, BL1, BL2, S, MvS] . Let S k ⊃ P k 1 be the maximal symmetric interval around 0 such that the restriction of f k to it is unimodal, and
and there is a definite space in between any two of these intervals. In the case of bounded (and essentially bounded) combinatorics all three intervals are commensurable. Moreover, if f belongs to Epstein class, then the renormalizations f k are also maps of Epstein class, with range C T .
Corollary B.
If f is an infinitely renormalizable map of Epstein class with bounded combinatorics, then all renormalizations R n f belong to some Epstein class E λ . Hence the sequence R n f is pre-compact.
3. Outline of the proof
Let us consider the decomposition:
where ψ k is a univalent map from a neighborhood of P k 1 onto C T . At §5 we will define the essential period p e (f ). For the time being the reader can just replace this by the period p(f ) = n 1 .
where ψ k is the univalent map from 3.1
Thus the maps ψ −1 k have at most linear growth depending only on the combinatorial boundp.
Note that if (z, P k ) > ǫ > 0, the inequality 3.2 follows directly from Lemma 2.1, with the constants depending on ǫ. Our strategy of proving Lemma 3.1 is to monitor the inverse orbit of a point z together with the interval P k until they satisfy this "good angle" condition. Lemma 3.1 immediately yields the key quadratic estimate 1.1, which in turn implies:
Carrying the argument for Lemma 3.1 further, we will prove the following result:
Lemma 3.3. Under the circumstances of the previous lemma, the little Julia set [D, L4, M2] ), each little Julia set is the intersection of a nest of puzzle pieces. As each of these pieces contains a connected part of the Julia set, J(f ) is locally connected at the critical point.
Let us now prove local connectivity at any other point z ∈ J(f ) (by a standard "spreading around" argument). Take a puzzle piece V ∋ 0. The set of points which never visit V , Y V = {ζ : f n ζ ∈ V, n = 0, 1, . . . }, is expanding. (Cover this set by finitely many non-critical puzzle pieces, thicken them a bit, and use the fact the branches of the inverse map are contracting with respect to the Poincaré metric in these pieces). It follows that if z ∈ Y V then there is a nest of puzzle pieces shrinking to z, and we are done.
By Lemma 3.3, there is a nest of puzzle pieces
, with θ > 0 depending only onp. But because of bounded geometry (or, more generally, "essentially bounded geometry", see §5), there is a definite gap between the interval B k and the rest of the postcritical set ω(0). (That is, there is an
don't meet the postcritical set. Moreover, all these annuli are similar and hence have the same moduli.
Assume now that f l k z ∈ V k . Then there exist single-valued inverse branches f −l k : C ( +ǫ)B → C whose images contain z. By the Koebe theorem, they have a bounded distortion on puzzle pieces V k . As 
Bounded Combinatorics
We first show the existence of the complex bounds in the case when the map f has bounded combinatorics. The result is well-known in this case [MvS, S] , but we give a quite simple proof which will be then generalized for the case of essentially bounded combinatorics.
4.1. The ǫ-jumping points. Given an interval T ∈ R let f : U ′ → C T be a map of Epstein class.
For a point x ∈ R∩U ′ which is not critical for f n , let V n (x) ≡ V n (x, f ) denote the maximal domain containing x which is univalently mapped by f n onto C T . Its intersection with the real line is the monotonicity interval
: C T → V ⋉ ( ) denote the corresponding inverse branch of f −n (continuous up to the boundary of the slits, with different values on the different banks). If J is an interval on which f n is monotone, then the notations V n (J) and H n (J) and f −n J make an obvious sense. Take an x ∈ R and a z ∈ C T . If we have a backward orbit of x ≡ x 0 , x −1 , . . . , x −l of x which does not contain 0, the corresponding backward orbit z ≡ z 0 , z −1 , . . . , z −l is obtained by applying the appropriate branches of the inverse functions: z −n = f x −n z. The same terminology is applied when we have a monotone pullback J ≡ J 0 , . . . , J −l of an interval J.
Let H ⊃ J be two intervals. Let S θ,ǫ (H, J) denote the union of two 2ǫ-wedges with vertices at ∂J (symmetric with respect to the real line) cut off by the neighborhood D θ (H) (cf. Fig. 2 ). Let Q ǫ (J) denote the
complement of the above two wedges (that is, the set of points looking at J at an angle at least ǫ).
If the first possibility of the lemma occurs we say that the backward orbit of z "ǫ-jumps".
Proof. Assume that the backward orbit of z does not "ǫ-jump", that is, z −k belongs to an R-symmetric 2ǫ-wedge centered at a −k ∈ ∂J −k , k = 0, 1 . . . , l. By the second statement of Lemma 2.3, 
, and we are done.
Let us state for the further reference in §7 a straightforward extension of the above lemma onto maps of Epstein class:
Lemma 4.2. The conclusion of Lemma 4.1 still holds for all ǫ < ǫ(λ), provided f :
4.2. Proof of Lemma 3.1 (for bounded combinatorics). For technical reasons we consider a new family of intervalsS k andT k , for which
of the intervals is commensurable with the others and contained well inside the next one, and f k (S k ) =T k . Let us fix a level k, and set n ≡ n k ,
(4.1)
Take now any point z 0 ∈ C T with dist(z 0 , J 0 ) ≥ |J 0 |, and let z −1 , . . . , z −(n−1) be its backward orbit corresponding to the above backward orbit of J 0 . Our goal is to prove that
Take a big quantifierK > 0. Let is say that s is a "good" moment of time if J −s isK-commensurable with J 0 . For example, let J −s ⊂ P l and s ≤ n l+1 . In other words, s is a moment of backward return to P l preceding the first return to P l+1 . By bounded geometry, this moment is good, providedK is selected sufficiently big.
Let us first consider the initial piece of the orbit, z 0 , . . . , z −n 1 , corresponding to the renormalization cycle of level 1. By the first statement of Lemma 2.3, for all s ∈ [0,
By Lemma 4.1, either
or there is a moment −s ∈ [−n 1 , 0] when the backward orbit ǫ-jumps:
In the latter case the desired estimate (4.2) follows from (4.3) and Lemma 2.1. In the former case we will proceed inductively:
be two consecutive returns of the backward orbit (4.1) to a periodic interval P l , l < k. Let z and z ′ be the corresponding points of the backward orbit of
Proof. Let us consider decomposition (3.1). The diffeomorphism ψ l maps some interval
By bounded geometry, the point f l 0 dividesT l into commensurable parts. Hence the critical value f 0 = ψ −1 l (f l 0) dividesZ l into commensurable parts: Let A = A(p) stand for a bound of the ration of these parts.
By the Schwarz lemma, domain (S l ) with an ǫ depending only on A = A(p) (see Figure 3 ).
Let us now give a more precise statement: 
, where H ′ is the monotonicity interval of f tn l containing J ′ , and
Proof. Assume that the above points do not ǫ-jump. Then by Lemma 4.3 they belong to the disk D(T l ). As the map ψ The following lemma will allow us to make an inductive step:
, and z, z ′ be the corresponding points of the backward orbit of z 0 . Assume z ∈ D(T l−1 ). Then either there is a good moment −m ∈ (−n l , −n l+1 ) when the point z −m ǫ-jumps and
Proof. Note that by bounded geometry all the moments −n l , −(n l + n l−1 ), −(n l + 2n l−1 ), . . . , −n l+1 , when the intervals of (4.1) return to P l−1 before the first return to P l+1 , are good (provided the quantifierK is selected sufficiently big). Hence by Lemma 4.4 either the first possibility of the claim occurs, or
, where L ′ is the monotonicity interval of f n l+1 −n l containing J ′ , and
We are ready to carry out the inductive proof of (4.2). Set j = 0 if z 0 ∈ D(T 0 ). Otherwise let j be the smallest level for which
By the considerations in the beginning of the proof (if j = 0) or by Lemma 4.3 (for j > 0), either z −n j ∈ D(T j ), or z −n j ǫ-jumps. Moreover, in the latter case |z −n j | ≤ C|z 0 |, so that (4.2) follows.
In the former case we will proceed inductively. Assume that either z −n l ∈ D(T l−1 ), or z −t ǫ-jumps at some good moment −t ≥ s. If the latter happens, we are done. If the former happens, we pass to l + 1 by Corollary 4.5. Lemma 3.1 is proven.
Proof of Lemma 3.3 (for bounded combinatorics). By Corol
, and ζ = ζ 0 , ζ −1 , . . . , ζ −n = ζ ′ be the corresponding backward orbit under iterates of f l .
By Lemma 4.3, either ζ −j ǫ-jumps at some moment, or ζ ′ ∈ D(T k ). If the former happens then ζ −j ∈ D θ (J −jn l ), where θ = θ(ǫ) > 0, and J −m are the intervals from 4.1. But then by the Schwarz Lemma
Remark 4.1. The above proof of the main lemmas for the case of bounded combinatorics illustrates the ideas involved in treating the general essentially bounded case. A complication arises however because of the possibility that a jump in the orbit occurs at a "bad" moment when the corresponding iterate of the periodic interval is not commensurable with its original size.
Essentially Bounded Combinatorics and Geometry
Let f be a renormalizable quasi-quadratic map. We use the standard notations β and α for the fixed points of f with positive and negative multipliers correspondingly. Let The nest of intervals 
The map f is called immediately renormalizable if the interval A is periodic with period 2. If f is not immediately renormalizable, let us consider the principal nest
are mapped onto the whole I m(k) . This family of intervals is called the Markov family associated with the central cascade.
Let
This parameter shows how deep the orbit of x lands inside the cascade. Let us now define d k as the maximum of
Given a saddle-node cascade (5.1), let us call all levels m(k)
Let us now define the essential period p e = p e (f ). Let p be the period of the periodic interval J = B(Rf ). Let us remove from the orbit {f k J} p−1 k=0 all intervals whose first return to some I m(k) belongs to a neglectable level. The essential period is the number of the intervals which are left.
We say that an infinitely renormalizable map f has essentially bounded combinatorics if sup n p e (R n f ) < ∞. Let σ(f ) = |B(Rf )|/|B(f )|. Let us say that f has essentially bounded geometry if inf n σ(R n ) > 0. 
p). Thus geometry of f is essentially bounded if and only if its combinatorics is.
From now on we will work only with maps having essentially bounded combinatorics, andp will stand for a bound of the essential period. By the gaps G Note that the last statement of the lemma is definitely false when m is deep inside the cascade: then I m occupies almost the whole of I m−1 . So we observe commensurable intervals in the beginning and in the end of the cascade, but not in the middle. This is the saddle-node phenomenon which is in the focus of this work.
Saddle-Node Cascades
Let f ∈ E λ be a map of Epstein class.
Let us note first for a long saddle-node cascade 5.1, the map h k :
is a small perturbation of a map with a parabolic fixed point.
Lemma 6.1. [L3] Let h k be a sequence of maps of Epstein class E λ having saddle-node cascades of length l k → ∞. Then any limit point f : I ′ → I of this sequense (in the Caratheodory topology) has on the real line topological type of z → z 2 + 1/4, and thus has a parabolic fixed point.
Proof. It takes l k iterates for the critical point to escape I m(k)+1 under iterates of h k . Hence the critical point does not escape I ′ under iterates of f . By the kneeding theory [MT] f has on the real line topological type of z 2 + c with −2 ≤ c ≤ 1/4. Since small perturbations of f have escaping critical point, the choice for c boils down to only two boundary parameter values, 1/4 and −2. Since the cascades of h k are of saddle-node type, f I ′ ∋ 0, which rules out c = −2.
Remark 6.1. Thus the plane dynamics of h k with a long saddle node cascade resembles the dynamics of a map with a parabolic fixed point: the orbits follow horocycles (cf. Fig. 5 ). 
. If the length of the cascade is sufficiently big, then either z
Proof. To be definite, let us assume that the intervals E −i lie on the left of 0 (see Figure 4) . Without loss of generality, we can assume that z ∈ H. Let φ = h −1 k be the inverse branch of h k for which φE −i = E −(i+1) . As φ is orientation preserving on (−∞, h k 0], it maps the upper half-plane H into itself: φ(H) ⊂ {̥ = θ | > , π > θ > π/ }. By Lemma 6.1, if the cascade 5.1 is sufficiently long, the map φ has an attracting fixed point η φ ∈ H∩D(I ⋗( )+ ) (which is a perturbation of the parabolic point for some map of type z 2 +1/4). By the Denjoy-Wolf Theorem, φ n (ζ) −→ n→∞ η φ for any ζ ∈ H, uniformly on compact subsets of H. Thus for a given compact set
. By a normality argument, the choice of N is actually independent of a particular φ under consideration.
Suppose
) and the lemma is proved.
Proofs of the Main Lemmas
7.1. Proof of Lemma 3.1. Let us start with a little lemma:
Lemma 7.1. Let f ∈ E λ be a map of Epstein class without attracting fixed points. Then both components of B \ A contain an f -preimage of 0 which divides them into C(λ)-commensurable parts.
Under our assumption this point is clearly different from α and β ′ . As the space of maps of Epstein class E λ with no attracting fixed points is compact, η divides [α, β ′ ] into C(λ)-commensurable parts. The analogous statement is certainly true for the symmetric point η
As in §4, let us fix a level τ , let n = n τ , and set
For any point z ∈ C T τ with dist(z, J 0 ) > |J 0 |, we denote by
the backward orbit of z corresponding to the orbit (7.1). We should prove that dist(z −(n−1) , J −(n−1) )
Let A = A(f ) and B = B(f ) be the intervals defined in §5, H s (x) be the monotonicity intervals as defined in §4.1. 
Proof. By definition of the essential period, s ≤ p e (f ) ≤p. Hence (7.4) holds for all i = 0, 1, . . . , s by the first statement of Lemma 2.3. Further, by Lemma 7.1 each component of B \ A contains a preimage of 0, and it divides B into K(p)-commensurable intervals. Hence, the monotonicity interval H = H s (J −s ) is well inside of B, and the conclusion follows from Lemma 4.1.
If the second possibility of Lemma 7.2 occurs then (7.3) follows from Lemma 2.1. If the first one happens, we proceed inductively along the principal nest. Namely, in the following series of lemmas we will show that the backward z-orbit (7.2) either ǫ-jumps at some good moment, or follows the backward J-orbit (7.1) with at most one level delay.
In the following lemmas we work with a fixed renormalization level l and skip index l in the notations:
We will use notations of §5 for different combinatorial objects. 
2). Assume ζ ∈ D(B). Then either
Proof. Take an ǫ > 0. By definition of the essential period, s ≤p. By the Schwarz lemma and Lemma 2.2, Hence the monotonicity interval of f , H = H s (E −s ), is well inside of B. As f : B → B has an extension of Epstein class E λ (see §2.6), we can apply Lemma 4.2. It follows that if none of the points ζ −i ǫ-jumps, then
for sufficiently small ǫ < ǫ(p), and the proof is completed.
We say that a point/interval is deep inside of the cascade (5.1) if it belongs to I m(k)+p \I m(k+1)−p . (In the case of essentially bounded combinatorics such a cascade must be of saddle node type). Recall that a moment −i is called "good" if the interval J −i is commensurable with J 0 . Because of the essentially bounded geometry, this happens, e.g., when for some k, the interval J −i lies in I m(k) \ I m(k+1) but is not deep inside the corresponding cascade. 
As 
(7.5)
In the former case we are done as
Let the latter case occur. Then we are done if the moment −i is good. Otherwise E −i is deep inside the cascade A = I 0 ⊃ I 1 ⊃ · · · ⊃ I m(1) . Consider the largest r such that E −(i+q) ⊂ I t+q−1 \ I t+q for all 0 ≤ q ≤ r. Note that by essentially bounded combinatorics, the moment −j = −(i + r) has to be good. By Lemma 6.2, either (7.5) occurs for ζ −j , and we are done, or ζ −j ∈ D(A).
In the latter case letK ⊂ I m(1)−1 \ I m(1) be the interval containing E −(s−1) which is homeomorphically mapped under h s−1−j 1 onto A (to see that such an interval exists, consider the Markov scheme described in §5). By the Schwarz lemma ζ −(s−1) ∈ D(K) ⊂ D(A). Now the claim follows from Lemma 2.2. Now we are in a position to proceed inductively along the principal nest: Note that the assumption of the following lemma is checked for k = 1 in Lemma 7.4. 
Proof. Denote byẼ the last interval in the backward orbit (7.1) between E and E ′ , which visits I m(k−1) before returning to I m(k) . Then h k E ′ =Ẽ and h . By essentially bounded geometry and distortion control along the cascade,K is well inside I m(k)−1 \ I m(k) , and the critical value of h k dividesK into commensurable parts.
Let K ′ ⊃ E ′ be the pull-back ofK by h k |I m(k) . It follows that K ′ is contained well inside I m(k) . Letζ = h k ζ ′ be the point of the orbit (7.2) corresponding toẼ. By the Schwarz lemma,ζ ∈ D(K). By the previous remarks and Lemma 2.2,
Lemma 7.5 is not enough for making inductive step since the jump can occur at a bad moment. The following lemma takes care of this possibility in the way similar to Lemma 7.4.
′ be the consecutive returns of the orbit (7.1) to I m(k) until the first return to I m(k+1) . Let ζ ≡ ζ 0 , ζ −1 . . . , ζ −s ≡ ζ ′ be the corresponding points in the backward orbit of ζ.
Proof. Let H ⊃ E ′ be the maximal interval on which f
•s k is monotone. Note, that both components of
Let the latter case occur. Then we are done if the moment −i is good. Otherwise E −i is deep inside the cascade
Note that by essentially bounded combinatorics, the moment −j = −(i + r) has to be good. By Lemma 6.2, either (7.6) occurs for ζ −j , and we are done, or ζ −j ∈ D (I m(k) ). In the latter case, the Markov scheme (5.2) provides us with an intervalK ⊂ I m(k+1)−1 \ I m(k+1) containing E −(s−1) which is mapped homeomorphically onto I The following lemma will allow us to pass to the nest renormalization level. It is similar to Lemma 7.3 except that we deal with a map of Epstein class rather than a quadratic map. Let us restore now label l for the renormalization level.
Lemma 7.7 (To the next renormalization level: period > 2 case). Assume that f l is not immediately renormalizable. Let E = E −1 , . . . , E −r = E ′ , . . . , E −(r+s) = E ′′ be the returns of the backward orbit (7.1) to B l+1 , and let E ′ , E ′′ be two consecutive returns to A l+1 . Let ζ = ζ −1 , . . . , ζ ′ , . . . , ζ −(r+s) = ζ ′′ be the corresponding points of the backward orbit (7.2), and suppose ζ ∈ D(I m(χ−1) ), where χ = χ(f l ) is the height of f l . Then either ζ ′′ ∈ D(B l+1 ), or (ζ −i , E −i ) > ǫ(p) > 0 and dist(ζ −i , E −i ) ≤ C(p)|B l+1 | for some 1 ≤ i ≤ r + s. Moreover, all these moments are good.
Proof. First, r + s ≤ 2p by definition of the essential periodp, and the last statement follows.
By Lemma 7.5, either (ζ −2 , E −2 ) > ǫ, dist(ζ −2 , E −2 ) ≤ C(p)|B l+1 |, or ζ −2 ∈ D(I m(χ) ). By the Schwarz lemma and Lemma 2.2, if ζ −i ∈ D(I m(χ) ), then either ζ −(i+1) ∈ D(I m(χ) ), or dist(ζ −(i+1) , E −(i+1) ) ≤ C(p)|B l+1 | and (ζ −(i+1) , E −(i+1) ) > ǫ(p) > 0. In the latter case we are done. Proof. By essentially bounded combinatorics, s ≤ 2p which yields the last statement. Further, by Lemma 7.1, the monotonicity interval H s (E −s , f l ) is contained well inside of B l+1 , and the claim follows from Lemma 4.2.
Let us now summarize the above information. When f τ −1 is immediately renormalizable, set V τ = B τ −1 . Otherwise let V τ = I m(χ−1)−1 (f τ −1 ) where χ = χ(f τ −1 ) is the height of f τ −1 .
Lemma 7.9. Let f τ = R τ f . Let us consider the backward orbit (7.1) of an interval J and the corresponding orbit (7.2) of a point z. Then there exist ǫ = ǫ(p) > 0 such that either one of the points z −s ǫ-jumps at some good moment, or z −(n−1) ∈ D(V τ ).
Proof of Lemma 3.1. If the former possibility of Lemma 7.9 occurs than Lemma 2.1 yields (7.3). In the latter possibility happens then dist(z −(n−1) , J −(n−1) ) |J −(n−1) | ≤ C(p)
by essentially bounded geometry, and we are done again. Lemma 3.1 is proved. ⊔ ⊓ Proof of Lemma 3.3 Let us first show that J(f k ) ⊂ D θ (S k ) with a θ = θ(p) (recall that S k ∋ 0 is the maximal interval on which f k is unimodal).
By Corollary 3.2, diam J(f τ ) ≤ C(p)|B τ |. Take ζ ′′ ∈ J(f τ ). Let ζ ′ = f τ (ζ ′′ ), ζ = f τ (ζ ′ ), and ζ = ζ 0 , ζ −1 , . . . , ζ −n = ζ ′ , . . . , ζ −2n = ζ ′′ be the corresponding backward orbit.
