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Abstract
Consider an undirected weighted graphG = (V,E,w). We study the problem of computing (1+ ǫ)-
approximate shortest paths for S × V , for a subset S ⊆ V of |S| = nr sources, for some 0 < r ≤ 1.
We devise a significantly improved algorithm for this problem in the entire range of parameter r, in both
the classical centralized and in the parallel (PRAM) models of computation. Specifically, our centralized
algorithm for this problem requires time O˜(|E| · no(1) + nω(r)), where nω(r) is the time required to
multiply an nr×nmatrix by an n×n one. Our PRAM algorithm has polylogarithmic time (logn)O(1/ρ),
and its work complexity is O˜(|E| · nρ + nω(r)), for any arbitrarily small constant ρ > 0.
In particular, for r ≤ 0.313 . . ., our centralized algorithm computes S × V (1 + ǫ)-approximate
shortest paths in n2+o(1) time. Our PRAM polylogarithmic-time algorithm has work complexityO(|E| ·
nρ + n2+o(1)), for any arbitrarily small constant ρ > 0. Previously existing solutions either require
centralized time/parallel work of O(|E| · |S|) or provide much weaker approximation guarantees.
We also devise efficient algorithms for computing (1 + ǫ)-approximate shortest paths from each
vertex to its k nearest neighbors in directed graphs. Here too the running time is only O(n2+o(1)) even
for polynomially large k ≤ n0.168.
Our algorithm combines fast matrix multiplication with hopsets. Related ideas were formerly used
in the context of the Congested Clique model by Censor-Hillel et al. [CDKL19]. That model, however,
suppresses heavy local computations. We show that these computations can be replaced by fast matrix
multiplication.
1 Introduction
We consider the problem of computing (1 + ǫ)-approximate shortest paths (henceforth, (1 + ǫ)-ASP) in
undirected weighted graphs G = (V,E,w), |V | = n, for an arbitrarily small ǫ > 0. We study this problem
in the centralized and parallel (PRAM) models of computation. Our focus is on computing (1 + ǫ)-ASP for
S × V , for a set S ⊆ V of sources, for |S| = nr, for a constant parameter 0 < r ≤ 1.
This is one of the most central, fundamental and intensively studied problems in Graph Algorithms.
Most of previous research concentrated on one of the two following scenarios: the single-source ASP
(henceforth, approximate SSSP), i.e., the case |S| = 1, and the all-pairs ASP (henceforth, APASP), i.e.,
the case S = V .
We next overview most relevant previous results and our contribution in the centralized model of com-
putation, and then turn to the PRAM model.
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1.1 Centralized Model
The classical algorithm of Dijkstra solves exact SSSP problem in time O(|E| + n log n) [FT87]. Thorup
[Tho04] refined this bound to O(|E|+ n log log n) when weights are integers. Employing these algorithms
for ASP problem for S × V results in running time of O(|S|(|E|+ n log log n)). In the opposite end of the
spectrum, Galil and Margalit [GM97], Alon et al. [AGM97] and Zwick [Zwi02] showed that one can use
fast matrix multiplication (henceforth, FMM) to solve (1+ ǫ)-APASP in time O˜(nω), where ω is the matrix
multiplication exponent. (nω is the time required to multiply two n×n matrices. The currently best-known
estimate on ω is ω < 2.372 . . . [Wil12, Gal14, CW90].)
By allowing larger approximation factors, one can achieve a running time of O˜(n2) for APASP. Specifi-
cally, Cohen and Zwick [CZ01] devised an algorithm for 3-APASP with this running time, and Baswana and
Kavitha [BK06] refined the approximation ratio to (2, w). The notation (2, w) means that for a vertex pair
(u, v), their algorithm provides an estimate with a multiplicative error of 2, and an additive error bounded
by the maximal weight of an edge on some shortest u− v path in the graph.
Cohen [Coh00], Elkin [Elk01] and Gitlitz and the current authors [EGN19] also showed that one can
obtain a (1 + ǫ, β · w)-approximation for the ASP problem for S × V in time O(|E| · nρ + |S| · n1+1/κ),
where β = β(ǫ, κ, ρ) is a quite large constant (as long as ǫ > 0, ρ > 0, 1/κ > 0 are constant), and w is as in
the result of Baswana and Kavitha [BK06].
However, if one insists on a purely multiplicative error of at most 1+ ǫ, for an arbitrarily small constant
ǫ > 0, then for dense graphs (|E| = Θ(n2)), the best-known running time for ASP for S×V is O˜(min{|S| ·
n2, nω}). In the current paper we devise an algorithm that solves the problem in O˜(nω(r) + |E| · no(1))
time,1 where ω(r) is the matrix multiplication exponent of rectangular matrix multiplication. That is, nω(r)
is the time required to multiply an nr×n matrix by an n×n matrix. Coppersmith [Cop97] showed that for
r ≤ 0.291, ω(r) ≤ 2 + o(1), and Le Gall and Urrutia [GU18] improved this bound further to r ≤ 0.313.
Denote α ≥ 0.313 as the maximal value such that ω(α) ≤ 2+o(1). Therefore, our algorithm solves (1+ǫ)-
ASP problem for S ×V in n2+o(1) time, as long as |S| = O(nα). Moreover, the bound on our running time
grows gracefully from n2+o(1) to nω, as the number of sources |S| increases from nα to n. When S = V ,
our bound matches the bound of Zwick [Zwi02].
Furthermore, Dor et al. [DHZ00] showed that any (2 − ǫ)-ASP algorithm for S × V that runs in T (n)
time, for any positive constant ǫ > 0 and any function T (n), translates into an algorithm with running
time T (O(n)) that multiplies two Boolean matrices with dimensions |S| × n and n× n. Thus, the running
time of our algorithm cannot be improved by more than a factor of no(1) without improving the best-known
algorithm for multiplying (rectangular) Boolean matrices.
In terms of edge weights, the situation with our algorithm is similar to that with the algorithm of Zwick
[Zwi02]. Both algorithms apply directly to graphs with polynomially-bounded edge weights. Nevertheless,
both of them can be used in conjunction with the Klein-Sairam’s reduction of weights [KS97] to provide the
same bounds for graphs with arbitrary weights.
1.2 Parallel Model
The situation in the parallel setting (PRAM) is similar to that in the centralized setting. The first parallel
(1 + ǫ)-SSSP algorithm with polylogarithmic time (specifically, (log n)O˜((log 1/ρ)/ρ) and O(|E| · nρ) work,
for any arbitrarily small constant parameter ρ > 0, was devised by Cohen [Coh00]. Her bounds were
improved in the last five years by [EN19a, EN19b, Li20, ASZ20], culminating in polylogarithmic time and
O˜(|E|) work [Li20, ASZ20]. All these aforementioned algorithms are randomized.
1In fact, our result holds for arbitrary 0 < ǫ < 1, see Theorem 3.
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On the opposite end of the spectrum, algorithms of Galil and Margalit [GM97], Alon et al. [AGM97],
and Zwick [Zwi02] (based on FMM) can be used in the PRAM setting. They give rise to deterministic
polylogarithmic time O˜(nω) work [Zwi02] for the (1 + ǫ)-APSP problem.
By using sparse spanners, the algorithm of Cohen [Coh00] in conjunction with that of Baswana and Sen
[BS03] provides polylogarithmic time and O(|E| · n1/κ + |S| · n1+1/κ) work for (2 + ǫ)κ-ASP for S × V ,
where κ = 1, 2, . . . is a parameter. Recently, Gitlitz and the current authors [EGN19] also showed that one
can have (1 + ǫ, β ·w)-ASP for S × V in polylogarithmic time and O(|E| · nρ + |S| · n1+1/κ) work, where
β = β(ǫ, κ, ρ) is a large constant (as long as ǫ, ρ, 1/κ > 0 are constant), and w is as above.
Nevertheless, if one insists on a purely multiplicative error of at most 1 + ǫ, currently best-known
solutions for the ASP problem for S ×V that run in polylogarithmic time require work at least Ω(min{|S| ·
|E|, nω}). Our parallel algorithm for the problem with |S| = nr sources, 0 < r ≤ 1, has polylogarithmic
time (log n)O(1/ρ) and work O˜(nω(r) + |E| · nρ), for any arbitrarily small constant ρ > 0. Similarly to
the centralized setting, this results in work n2+o(1) + O˜(|E| · nρ), for any arbitrarily small constant ρ > 0,
as long as |S| = O(nα), α = 0.313, and it improves Zwick’s bound [Zwi02] of nω (which applies for
(1 + ǫ)-APASP) for all values of r < 1. The aforementioned reduction of [DHZ00] implies that the work
complexity of our algorithm cannot be improved by more than a factor of no(1) without improving he best-
known centralized algorithm for multiplying (rectangular) Boolean matrices.
Our algorithm uses FMM and hopsets. The ingredient that builds hopsets is randomized, but by using
a new deterministic construction of hopsets from a simultaneous submission by an overlapping group of
authors [EM20], one can make it deterministic, with essentially the same bounds. As a result our ultimate
(1 + ǫ)-ASP algorithms (both centralized and parallel ones) become deterministic.
1.3 Additional Results
We also employ our approach to the k-nearest neighbors (henceforth, k-NN) problem. Here k, 1 ≤ k ≤ n,
is a parameter, and the objective is to compute (1 + ǫ)-approximate shortest paths between every pair (u, v)
of vertices, such that u is among the k closest vertices to v (or vice versa). Our algorithm for this problem
applies even in directed weighted graphs. It requires polylogarithmic time and O˜(min{nω, k0.702n1.882 +
n2+o(1)}) work. For k = O(n0.168), this work is n2+0(1), and for k = o(n0.698), this bound is better than
nω, i.e., it improves the bound for (1 + ǫ)-APASP problem.
In all the settings discussed above, we can also return a succinct representation of the approximate
shortest paths, rather than just report distances. Each path can be reported in time proportional to the number
of edges it contains (and within a constant number of rounds and work proportional to the number of edges
in PRAM). To achieve this, we employ path-reporting hopsets from [EN19a, EN19b], in conjunction with
witnesses of matrix multiplication from [GM93, Zwi02].
1.4 Technical Overview
Our algorithm for the (1 + ǫ)-ASP for S × V problem starts with constructing a hopset. A graph H =
(V,E′, w′) is an (ǫ, β)-hopset for a graph G = (V,E,w), if for every vertex pair u, v ∈ V , we have
dG(u, v) ≤ d
(β)
G∪H(u, v) ≤ (1 + ǫ)dG(u, v) . (1)
Here d
(β)
G∪H(u, v) stands for β-bounded distance between u and v in G ∪H , i.e., the length of the shortest
u− v path between them with at most β edges (henceforth, β-bounded path).
The hopset is then added to the graph. We then create a rectangular matrixB with dimensions |S|×n. Its
(s, v)th entry contains w(s, v) if (s, v) ∈ E, w′(s, v) if (s, v) ∈ E′, and infinity otherwise. This rectangular
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matrix is then iteratively multiplied by the adjacency matrix of G ∪H , i.e., of the graph union the hopset.
This operation is repeated β times, and the resulting matrix contains β-bounded distances in G ∪H for all
pairs S × V . By equation (1), these distances are (1 + ǫ)-approximate distances in G.
Note that matrix products that we need to compute are distance products, i.e., products over the ring
{min,+}. Algorithms for FMM that we use apply for ordinary algebraic matrix product, i.e., over the ring
{+, ∗}. Like [Zwi02], we overcome this issue by rounding and rescaling weights, which loses a factor of
1 + ǫ in the approximation. (However, this loss is any way unavoidable, as we use hopsets.)
Our algorithm for the k-NN problem in directed graphs is based on sparse matrix multiplication algo-
rithm by Yuster and Zwick [YZ05] (which in turn employs rectangular matrix multiplication). This algo-
rithm does not use hopsets, and its approximation error is due to rounding and rescaling. We also present a
version that computes exact shortest paths.
Remarkably, while so far hopsets were used extensively in parallel/distributed/dynamic/streaming set-
tings [Coh00, Ber09, Nan14, HKN14, HKN16, EN19a, EN19b, CDKL19], there were no known appli-
cations of hopsets in the classical centralized setting. Our results demonstrate that this powerful tool is
extremely useful in the classical setting as well.
1.5 Related Work
Censor-Hillel et al. [CDKL19] devised related algorithms in the context of the Congested Clique model, In
that model, however, processors are allowed to conduct heavy local computations in zero time, and the focus
is on minimizing communication between them. As a result, distance products between large matrices can
be computed locally, once some vertex keeps the matrices in its memory. Our main insight is that the heavy
local computations that are suppressed in [CDKL19] can be replaced by using fast centralized or parallel
matrix multiplication algorithms.
2 Preliminaries
Matrix Multiplication and Distance Product. Fix an integer n. For 0 ≤ r ≤ 1, let w(r) denote the
exponent of n in the number of algebraic operations required to compute the product of an nr × n matrix
by an n× n matrix.
Let 1 ≤ s, q ≤ n. Let A be an s× n matrix. We denote the entry in row i and column j of the matrix A
by Aij . The transpose of A is A
T . For an n× q matrix B, define the distance product C = A ⋆ B by
Cij = min
1≤k≤n
{Aik +Bkj} ,
for 1 ≤ i ≤ s and 1 ≤ j ≤ q. We say that C ′ is a δ-approximation to C if for all i, j, Cij ≤ C
′
ij ≤ δ · Cij .
The following theorem is implicit in [Zwi02]. We will provide a sketch of the proof since we would like
to apply it in parallel setting (and also for completeness).
Theorem 1 ([Zwi02]). Let M,R be positive integers. Let A be an nr × n matrix and B an n × n ma-
trix, whose entries are all in {1, ...,M} ∪ {∞}. Then there is an algorithm that computes an (1 + 1R )-
approximation to A ⋆ B in time O˜(R · nw(r) · logM).
Sketch. It was shown in [AGM97] that the distance product C = A ⋆ B can be computed by defining
Aˆij = (n+1)
M−Aij and similarly Bˆij . ThenC can be derived from Cˆ = Aˆ·Bˆ byCij = 2M−⌊logn+1 Cˆij⌋.
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Since the values of entries in the matrices Aˆ and Bˆ are quite large, each algebraic operation (when computing
the standard product Aˆ · Bˆ) will take O(M log n) time. So the running time will be O˜(M · nw(r)).
In order to reduce the dependence on the maximal weightM to logarithmic, one can apply scaling: for
each k = 0, 1, . . . , logM − logR, define A′ by setting
A′ij =
{
⌈Aij/2
k⌉ Aij ≤ R · 2
k
∞ otherwise
and similarly define B′. Then compute C ′ = A′ ⋆ B′ by the above method. [Zwi02] showed that a (1 + 1R )-
approximation to A ⋆ B can be obtained by taking the scaled up minimum (entry-wise) of all these C ′.
The point is that each A′ and B′ have entries in {1, . . . , R} ∪ {∞}. Hence the running time is indeed
O˜(R · nw(r) · logM) (the factor O(logM) comes from the number of different choices of k).
Witnesses. Given an s × n matrix A and an n × q matrix B, an s × q matrix W is called a witness for
C = A⋆B if for all i, j, Cij = AiWij +BWijj . It was shown in [GM93, Zwi02] how to compute the matrix
W in almost the same time required to compute C (up to logarithmic factors). This holds also for a witness
for C ′ which is a c-approximation for C (see [Zwi02, Section 8]), for some c ≥ 1. The witness can assist
us in recovering the actual paths, rather than just reporting distance estimates. Since computing witnesses
is done by an appropriate distance product, these witnesses can also be efficiently computed in the PRAM
model.
Hopsets. Recall the definition of hopsets in the beginning of Section 1.4. A randomized construction of
hopsets was gives in [Coh00], see also [Nan14, HKN16, EN19a]. The following version was shown in
[EN19b].
Theorem 2 ([EN19b]). For any weighted undirected graph G = (V,E) on n vertices and parameter κ > 1,
there is a randomized algorithm running in time O˜(|E| · n1/κ), that computes H of size O(n1+1/κ), which
is an (ǫ, β)-hopset (for every 0 < ǫ < 1 simultaneously) with β =
(
κ
ǫ
)O(κ)
.
We note that a forthcoming paper [EM20] provides a deterministic construction of hopsets with similar
properties. There are two differences, which have essentially no effect on our result. First, the hopbound in
[EM20] is β =
(
logn
ǫ
)O(κ)
. Second, the construction there accepts ǫ > 0 as a part of its input. Nevertheless,
their hopsets can be used to make our results in PRAM deterministic, with essentially the same parameters.
Our centralized algorithm can also be made deterministic using a hopset construction from [HKN16].
Eliminating Dependence on Aspect Ratio. The aspect ratio of a graph G is the ratio between the largest
to smallest edge weight. A well-known reduction by [KS97] asserts that to compute (1 + ǫ)-approximate
shortest paths in G = (V,E) with |V | = n, it suffices to compute (1 + ǫ)-approximate shortest paths in a
collection of at most O˜(|E|) graphs {Gt}. The total number of (non-isolated) vertices in all these graphs
is O(n log n), the total number of edges is O˜(|E|), and the aspect ratio of each graph is O(n/ǫ). This
reduction can be performed in parallel (PRAM EREW) within O(log2 n) rounds and work O(|E|). Thus it
can also be done in the standard centralized model in O˜(|E|) time. See also [EN19a, Section 4] for more
details.
We conclude that if there exists an algorithm that computes (1 + ǫ)-approximate shortest paths for a
graph G with n vertices and aspect ratioM , whose running time is O(f(n,M)), then the running time can
be made O˜(f(n, n)) (as long as f is convex, which is always the case here). Since in our algorithms the
dependence on the aspect ratio will be logarithmic, in all that follows we may assumeM = poly(n).
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3 Multi-Source Shortest Paths
Let G = (V,E,w) be a weighted undirected graph and fix a set of s sources S ⊆ V . We compute a
(1 + ǫ)-approximation for all distances in S × V , by executing Algorithm 1.
Algorithm 1 Approximate MSP(G,S, ǫ)
1: LetH be an (ǫ, β)-hopset for G;
2: Set R = β/ǫ;
3: Let A be the adjacency matrix of G ∪H;
4: Let B(1) = AS∗;
5: for t from 1 to β − 1 do
6: Let Bt+1 be a (1 + 1/R)-approximation to B(t) ⋆ A;
7: end for
8: return B(β);
The first step is to compute an (ǫ, β)-hopset H , for a parameter κ ≥ 1 with β =
(
κ
ǫ
)O(κ)
as in
Theorem 2. Let A be the adjacency matrix of G ∪ H and fix R = β/ǫ. For every integer 1 ≤ t ≤ β,
let B(t) be an s × n matrix such that for all i ∈ S and j ∈ V , B
(t)
ij is a (1 +
1
R )
t−1-approximation to
d
(t)
G∪H(i, j). Note that B
(1) = AS∗ is a submatrix of A containing only the rows corresponding to the
sources S.
The following claim asserts that taking an approximate distance product of B(t) with the adjacency
matrix yields B(t+1).
Claim 1. Let c, c′ ≥ 1. Let A be the adjacency matrix of an n-vertex graph G = (V,E), and let B be an
s × n matrix (whose rows correspond to S ⊆ V ) so that for all i, j, Bij is a c-approximation to d
(t)
G (i, j),
for some positive integer t. Let C = B ⋆ A and C ′ be a c′-approximation to C . Then, for all i, j, C ′ij is a
c · c′-approximation to d
(t+1)
G (i, j).
Proof. Consider a pair of vertices i ∈ S and j ∈ V . By definition of the ⋆ operation, Cij = min1≤k≤n{Bik+
Akj}. Let π be the shortest path in G from i to j that contains at most t + 1 edges, and let k ∈ V be the
last vertex before j on π. Since Bik is a c-approximation to d
(t)
G (i, k) and Akj is the edge weight of {k, j},
we have that Bik + Akj is a c-approximation to d
(t+1)
G (i, j). The assertion of the claim follows since
Cij ≤ C
′
ij ≤ c
′ · Cij .
Given B(t), we compute B(t+1) as a (1 + 1R )-approximation to B
(t) ⋆ A. Using Theorem 1 this can be
done within O˜(R · nw(r)) rounds. Thus, the total running time to compute B(β) is
O(β · R · nw(r)) = nw(r) · (κ/ǫ)O(κ)
By Claim 1, B(β) is a (1 + 1R)
β−1 ≤ eǫ = 1 + O(ǫ) approximation to d
(β)
G∪H(u, v) for all u ∈ S and
v ∈ V . Since H is an (ǫ, β)-hopset, B(β) is a (1 + O(ǫ))-approximation to dG(u, v), for all u ∈ S, and
v ∈ V .
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Reporting paths. For each approximate distance in S × V we can also report a path in G achieving this
distance. To this end, we compute witnesses for each approximate distance product, and as in [Zwi02,
Section 5] there is an algorithm that can report, for any u, v ∈ V , a path in G ∪ H of length at most
(1 + ǫ) · dG∪H(u, v). In order to translate this to a path in G, we need to replace the hopset edges by
corresponding paths in G. We use the fact that the hopsets of [EN19b] have a path reporting property. That
is, each hopset edge of weight W ′ has a corresponding path π of length W ′ in G, and every vertex on π
stores its neighbors on the path. Thus, we can obtain a u− v path in G in time proportional to its number of
edges.
With conclude with the following theorem.
Theorem 3. LetG = (V,E) be a weighted undirected graph, fix S ⊆ V of size nr for some 0 ≤ r ≤ 1, and
let 0 < ǫ < 1. Then for any κ ≥ 1, there is a deterministic algorithm that computes a (1+ ǫ)-approximation
to all distances in S × V that runs in time
O˜(min{nw(r) · (κ/ǫ)O(κ) , |E| · n1/κ}) .
Furthermore, for each pair in S × V , a path achieving the approximate distance can be reported in time
proportional to the number of edges in it.
One may choose κ as a slowly growing function of n, e.g. κ = (log log n)/ log log log n, so that
κκ ≤ log n and n1/κ = no(1), and obtain running time O˜(nω(r) + |E| · no(1)) (for a constant ǫ > 0). We
stress that for all r ≤ 0.313, a result of [GU18] gives that w(r) = 2 + o(1). So even for polynomially large
set of sources S, with size up to n0.313, our algorithm computes (1 + ǫ)-approximate distances S × V in
time n2+o(1). In fact, for all r < 1, our bound improves the current bound for (1 + ǫ)-APASP [Zwi02].
Observe that if r > 0.313, then we can choose κ as a large enough constant, so that the running time to
compute the hopset, which is O˜(|E| · n1/κ), is dominated by nw(r). Alternatively, if |E| ≤ n2−δ we may
choose κ = 1/δ, so the running time to compute the hopset will be O˜(n2) = O˜(nw(r)) for all 0 ≤ r ≤ 1.
In both cases we obtain β = (1/ǫ)O(1), so our algorithm to compute (1 + ǫ)-approximate shortest paths for
S × V will have running time O˜(nw(r)/ǫO(1)).
4 PRAM Approximate Multi-Source Shortest Paths
The algorithm of Section 3 can be translated to the PRAM model. In this model, multiple processors are
connected to a single memory block, and the operations are performed in parallel by these processors in
synchronous rounds. The running time is measured by the number of rounds, and the work by the number
of processors multiplied by the number of rounds.
To adapt our algorithm to this model, we need to show that approximate distance products can be com-
puted efficiently in PRAM. The second ingredient is a parallel algorithm for hopsets. For the latter, the
following theorem was shown in [EN19b]. A deterministic analogue of it was recently shown in [EM20].
Theorem 4 ([EN19b]). For any weighted undirected graph G = (V,E) on n vertices and parameters
κ ≥ 1 and 0 < ǫ < 1, there is a randomized algorithm that runs in parallel time
(
logn
ǫ
)O(κ)
and work
O˜(|E| · n1/κ), that computes an (ǫ, β)-hopset with O(n1+1/κ · log∗ n) edges where β =
(
κ
ǫ
)O(κ)
.
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Matrix multiplication in PRAM. Essentially all the known fast matrix multiplication algorithms are
based on Strassen’s approach of divide and conquer, and thus are amenable to parallelization [HP98]. In
particular, these algorithms which classically require time T (n), can be executed in the PRAM (EREW)
model within O(log2 n) rounds and O˜(T (n)) work.
The algorithm of Theorem 1 boils down toO(logM) = O(log n) standard matrix multiplications (albeit
the matrices have large entries, with O(R log n) bits). Thus, we can compute an (1 + 1R )-approximate
distance products of an nr × n matrix by an n × n matrix in O(R · poly(log n)) rounds and O˜(R · nw(r))
work.
The path-reporting mechanism can be adapted to PRAM, by running the [Zwi02] algorithm sequentially.
Since we have only β iterations, the parallel time will be only O(β) (which is a constant independent of n).
Once we got the path in G ∪H , we can expand all the hopset edges in parallel. We thus have the following
result.
Theorem 5. Let G = (V,E) be a weighted undirected graph, fix S ⊆ V of size nr for some 0 ≤ r ≤ 1,
and let 0 < ǫ < 1. Then for any κ ≥ 1, there is a randomized parallel algorithm that computes a (1 + ǫ)-
approximation to all distances in S × V , that runs in
(
logn
ǫ
)O(κ)
parallel time, using work
O˜(min{nw(r) · (κ/ǫ)O(κ), |E| · n1/κ}) .
Furthermore, for each pair in S × V , a path achieving the approximate distance can be reported within
parallel time (κ/ǫ)O(κ), and work proportional to the number of edges in it.
Note that we can set κ to be an arbitrarily large constant, and obtain a polylogarithmic time and work
O˜(nω(r) + |E|n1/κ).
5 Approximate Distances to k-Nearest Neighbors in PRAM
In this section, given a weighted directed graph G = (V,E), we focus on the task of approximately com-
puting the distances from each v ∈ V to its k nearest neighbors. The main observation is that we work with
rather sparse matrices, since for each vertex we do not need to store distances to vertices that are not among
its k nearest neighbors.
In [YZ05] fast algorithms for sparse matrix multiplication were presented. Recall that α ∈ [0, 1] is the
maximal exponent so that the product of an n × nα by nα × n matrices can be computed in n2+o(1) time.
Currently by [GU18], α ≥ 0.313. Let γ = ω−21−α .
Theorem 6 ([YZ05]). The product of two n × n matrices each with at most m nonzeros can be computed
in time
min{O(nω),m
2γ
γ+1 · n
2−αγ
γ+1
+o(1)
+ n2+o(1)} .
We present the following adaptation to distance products in the PRAM model. In our setting, a matrix
will be sparse if it contains few non-infinity values.
Lemma 2. For R ≥ 1, the (1 + 1R )-approximate distance product of two n× n matrices each with at most
m non-inifnities can be computed in parallel time O(R logO(1) n) and work
O˜(R ·min{nω,m0.702 · n1.18 + n2+o(1)}) . (2)
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Proof. The (1+ 1R)-approximate distance product of Theorem 1 ivolves O(log n) standard matrix multipli-
cations. These multiplications can be done in parallel, and we need to compute entry-wise minimum of these
matrices. This can also be done very efficiently in PRAM (See e.g., [SV81]). By the redcution described in
the proof of Theorem 1, the resulting matrices will have O(m) nonzeros (and entries of size O(nR)), so the
parallel time to compute each such multiplication is O(R logO(1) n). Using the currently known bounds on
ω and α, by Theorem 6 the work required is as in (2).
For an n× n matrix A, denote by trunk(A) the matrix A in which every column is truncated to contain
only the smallest k entries, and ∞ everywhere else. Clearly this operation can be executed in poly(log n)
parallel time and O˜(n2) work. For a vertex i ∈ V , let Nk(i) be the set of k nearest neighbors of i.
Claim 3. Let G be a weighted directed graph. For some t ≥ 1, let A be an n× n matrix such that for every
1 ≤ i ≤ n and every j ∈ Nk(i), Aij is a c-approximation to d
(t)
G (i, j), and∞ for j /∈ Nk(i). Then, if B is
a c′-approximation to AT ⋆ A, for each i and j ∈ Nk(i), then we have that Bij is a c · c
′-approximation to
d
(2t)
G (i, j).
Proof. Let h be the middle vertex on the shortest path with at most 2t edges between i and j (so that there
are at most t edges on the sub-paths from i to h and from h to j). Since j ∈ Nk(i), the triangle inequality
implies that h ∈ Nk(i) and j ∈ Nk(h). Thus, Aih (resp. Ahj) is a c-approximation to d
(t)
G (i, h) (resp.
d
(t)
G (h, j)). By definition of distance product, (A
T ⋆ A)ij ≤ c · d
(t)
G (i, h) + c · d
(t)
G (h, j) ≤ c · d
(2t)
G (i, j). So
Bij is a c · c
′-approximation to d
(2t)
G (i, j).
Our algorithm to compute approximate shortest paths to k nearest neighbors is done by simply com-
puting log k times an approximate distance product, truncating each time to the smallest k entries in each
column. See Algorithm 2.
Algorithm 2 Approx k-NN(G, ǫ)
1: Let A be the adjacency matrix of G;
2: Let R = ⌈(log k)/ǫ⌉;
3: for i from 1 to ⌈log k⌉ do
4: Let A be a (1 + 1/R)-approximation to (trunk(A))
T ⋆ trunk(A);
5: end for
6: return trunk(A);
Since each matrix has m = O(nk) non-infinities, and there are only O(log k) iterations, the parallel
time is R · logO(1) n and the total work is
O˜(R ·min{nω, k0.702 · n1.882 + n2+o(1)}) .
The correctness of the algorithm follows from Claim 3, as the shortest path from a vertex v to a neighbor
u ∈ Nk(v) can have at most k edges. The approximation we obtain is (1 +
1
R )
⌈log k⌉ = 1 +O(ǫ).
Our algorithm can also recover the paths for the approximate distance of every i ∈ V and j ∈ Nk(i) by
applying the algorithm from [Zwi02, Section 5], while executing the recursive calls in parallel.2
2Here is a brief sketch: Recall that we compute the witnesses for all the O(log k) distance products. Given a pair i ∈ V and
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Theorem 7. Let G = (V,E) be a weighted directed n-vertex graph, and let 1 ≤ k ≤ n and 0 < ǫ < 1 be
some parameters. Then there is a deterministic parallel algorithm that computes a (1+ ǫ)-approximation to
all distances between any u ∈ V and its k nearest neighbors, that runs in parallel time O((logO(1) n)/ǫ),
using work
O˜(min{nω, k0.702 · n1.882 + n2+o(1)}/ǫ) .
Furthermore, for each i ∈ V and j ∈ Nk(i), a path achieving the approximate distance can be reported in
O(log k) parallel time and work proportional to the number of edges in it.
Note that for k ≤ n0.168 this work is n2+o(1), and while k ≤ n0.698 the work is smaller than nω.
5.1 Exact Distances
Here we show an efficient parallel algorithm, that given a weighted directed graph, computes the exact
distances from each vertex to its k nearest neighbors. To this end, we note that the distance product of n×n
matrices with at most k non-infinities in each row/column can be computed in logO(1) n parallel time with
O(kn2) processors. Simply assign O˜(k) processors for each of the n2 entries in the output matrix, those
will compute the relevant inner product (over the (min,+) ring) that has at most 2k non-infinities, obtaining
a total of O˜(k · n2) work. The following Algorithm 3 computes the exact distances.
Algorithm 3 Exact k-NN(G)
1: Let A be the adjacency matrix of G;
2: for i from 1 to ⌈log k⌉ do
3: Let A = (trunk(A))
T ⋆ trunk(A);
4: end for
5: return trunk(A);
As there are O(log k) iterations, we get logO(1) n parallel time and O˜(k · n2) work. The correctness of
this algorithm follows from Claim 3 with c = c′ = 1, and the fact that the shortest path between k nearest
neighbors has at most k edges. The following theorem summarizes this result.
Theorem 8. Let G = (V,E) be a weighted directed n-vertex graph, and let 1 ≤ k ≤ n. Then there is a
deterministic parallel algorithm that computes all distances between any u ∈ V and its k nearest neighbors,
that runs in parallel time logO(1) n, using work O˜(k · n2).
Furthermore, for each i ∈ V and j ∈ Nk(i), a shortest path can be reported in O(log k) parallel time
and work proportional to the number of edges in it.
We remark that for general dense graphs there is no known algorithm to compute APSP with n3−ǫ work
and poly(log n) time. Hence this result is meaningful for essentially all values of k = o(n).
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