The Particle Swarm Optimizer (PSO), one of the pillars of Swarm Intelligence, is a remarkable algorithm for at least two reasons: (a) it has a very simple formulation which makes it easy to implement, apply, extend and hybridize, and (b) it is a constant source of complex and emergent phenomena, which are at the essence of swarm intelligence. Many people around the world are exploring PSOs and their applications.
authors who submitted their best work and carefully revised it to meet the high standards of this journal.
The three excellent articles presented in the following pages represent the result of this complex and taxing work (one further article or two which could not be ready in time for the production of this issue will hopefully appear in future issues of the journal). We briefly introduce them below.
After a period of relatively slow development, the theory of PSO is now making significant and rapid progress, and this trend is likely to continue in the future. The article "The PSO family: deduction, stochastic analysis and comparison" by Fernández Martínez and García Gonzalo represents an excellent contribution to PSO theory. The article introduces a continuous model of PSO which can then be used to derive a whole family of PSOs via the use of different types of finite-difference approximations. The different PSOs are also analyzed mathematically to study their regions of stability in parameter space.
PSO is particularly well-suited to explore continuous spaces with a fixed number of dimensions. One important source of innovation in PSO in recent years is the extension of the paradigm to the exploration of more complex search spaces. This is difficult because certain notions, such as the notion of velocity, are not easily extended to such spaces. The article entitled "Density estimation using a new dimension adaptive particle swarm optimization algorithm" by Yan and Osadciw proposes a new variable-dimensionality PSO which can solve problems where finding the number of components of the solution is part of the problem. They demonstrate the effectiveness of the method on the problem of identifying Weibull mixture models.
Another important area of active research is the hybridization of PSOs with other computational intelligence techniques. This is often used to solve complex real-world problems where one technique is typically used to fix the weaknesses of the other. The article "Application of particle swarm optimization and proximal support vector machines for fault detection" by Samanta and Nataraj represents an excellent example of a case where the hybridization leads to much more effective algorithms. The authors in particular have combined support vector machines with both binary and real-valued PSOs for the purpose of identifying normal and defective bearings in rotating machines from time domain vibration signals.
We hope the readers will find these papers as useful and inspirational as we do.
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