For AR(1)-processes X n = ρX n−1 + ξ n , n ∈ N, where ρ ∈ R and (ξ i ) i∈N is an i.i.d. sequence of random variables, we study the persistence probabilities P(X 0 ≥ 0, . . . , X N ≥ 0) for N → ∞. For a wide class of Markov processes a recent result [AMZ17] shows that these probabilities decrease exponentially fast and that the rate of decay can be identified as an eigenvalue of some integral operator. We discuss a perturbation technique to determine a series expansion of the eigenvalue in the parameter ρ for normally distributed AR(1)-processes.
Introduction
The major question in persistence is to understand the behaviour of a stochastic process in the case it has an unusually long excursion. A first goal in this context is to compute the rate of decay of the probability P(X 0 ≥ 0, . . . , X N ≥ 0), as N → ∞,
where (X n ) n∈N is a real-valued stochastic process. Persistence probabilities have received significant attention both classically and recently. We refer to the surveys [BMS13] (from a theoretical physics point of view) and [AS15] (for a mathematics point of view) and to the monographs [Red07, MOR14] . The guiding idea for the relevance of persistence in the context of physical systems can be sketched as follows. Consider a complicated spatial physical system started in some disordered state. When looking at some specific spatial point, one can ask the question when the state of this point has changed significantly compared to the initial state. The probability of this taking rather long, which is clearly a persistence probability, is considered to be a measure for the relaxation time of the system. Even though the system may be very complicated due to non-trivial interactions, this quantity might still be accessible, contrary to global quantities. The present paper deals with discrete time Markov chains with general state space. It is well-known that in the case of Markov processes, non-exit probabilities should have close relations to eigenvalues of operators. However, establishing such a connection is often non-trivial. The purpose of the present paper is to establish such a connection for a specific class of Markov chains and use it to apply results from perturbation theory for linear operators [Kat66] . The setup is as follows. Let (ξ i ) i≥1 be a sequence of i.i.d. random variables with density φ and let ρ ∈ R be a constant. Moreover, let X 0 be a random variable independent of (ξ i ) i≥1 . A one-dimensional autoregressive process is defined by
The process (X n ) n∈N is a Markov chain with starting point X 0 and transition probabilities P (x, A) = A φ(y − ρx) dy. Although the structure of this process is quite easy, it is difficult to obtain asymptotic results of the persistence probabilities and the exact asymptotic behaviour is still an open problem. Very often these probabilities tend to zero exponentially fast and we are interested in the rate of the decay, the so-called persistence exponent. Let P : L ∞ (R) → L ∞ (R) be defined by P f (x) := R f (y)P (x, dy). Furthermore, we set
and let X 0 ∼ µ. Based on the observation
there are results which relate the persistence exponent to an eigenvalue of the canonical integral operator P + or a modification of this operator (see e.g. [AMZ17, AB11, HKW18, MBE01], also see [CV17, CMSM12, MV12, Twe74a, Twe74b] for the quasi-stationary approach). However, the determination of the eigenvalues of such integral operators is far from easy computations. Only in very particular examples the spectrum is known explicitly. In this paper, we aim to give a series expansion (in the parameter ρ) of the desired persistence exponent. We believe that our techniques and results have a greater generality. In particular, we conjecture that Theorem 1, Theorem 2 and equations of the type in (2) are valid more generally, e.g. for other innovation distributions and also for moving average processes (see e.g. [AMZ17, MD01] ). Since the proofs depend on a certain transform of the integral operator, we will however restrict our attention to the case where (ξ i ) i≥1 are Gaussian. The outline of this paper is as follows. Section 2.1 establishes the relation between the persistence exponent and the largest eigenvalue of some self-adjoint Hilbert-Schmidt integral operator. It is worth pointing out that Lemma 3, which is stated in that section, may make it possible to generalize results of this paper to other Markov processes. In Section 2.2 our main result, the series expansion of the persistence exponent, is stated. Section 3 is devoted to the proofs. Finally, let us introduce some notation. Let V , W be two normed vector spaces. For a linear operator A : V → W we write A for the operator norm, i.e. A := inf{c ≥ 0 :
Results

Connection between persistence probabilities and an eigenvalue problem
Unless otherwise stated we assume that ξ 1 and X 0 are standard normally distributed. The canonical integral operator P + is not suitable to relate the persistence exponent to an eigenvalue, due to compactness problems, i.e. for ρ > 0 and any n ≥ 1, the integral operator (P + ) n is not compact [AB11, Remark 2.13]. For this reason, we consider a modification of the canonical integral operator which satisfies a certain compactness and irreducibility condition and allows to establish the connection between the persistence exponent and an eigenvalue. Moreover, this operator is very suitable to do perturbation theory.
.
The operator M ρ is well-defined, self-adjoint and compact which is proved in Section 3. Moreover, by the Mehler formula [Meh66] , [Jan97, page 51], we have
Here h n denotes the n-th Hermite polynomial given by the formula h n (x) := (−1) n e
x 2 2 d n dx n e − x 2 2 , i.e. the first Hermite polynomials are h 0 (
We can now formulate the connection between the persistence probabilities and the eigenvalue problem of M ρ .
where λ ρ ∈ (0, 1) is the largest eigenvalue of M ρ and c ρ , C ρ > 0.
Perturbation theory for the persistence exponent
In the following theorem a power series expansion of the desired persistence exponent is obtained.
Theorem 2. For λ ρ from Theorem 1 we have
Remark. Based on numerical calculations, we expect that the radius of convergence is significantly larger than the value 1 3 that we can prove analytically. It remains an interesting open problem to determine the radius of convergence.
As stated above, the kernel m ρ can be expressed as a power series in ρ. Theorem 2 shows that the largest eigenvalue can also be expressed as a power series in ρ. In addition, the corresponding eigenfunction can be expressed as a power series in ρ [Bau85, Section 7.1, Theorem 2]. Hence, the eigenvalue equation
ρ n a n (x, y) dy with a n (x, y) = 1 n! h n (x)h n (y). Because in our case the quantity a n (x, y) has a "nice" product form, a comparison of the coefficients in ρ and x yields that
for some constants G i,j ∈ R and we get the following equations
where
With this iterative formula we are able to compute the coefficients (K n ) n explicitly. The first coefficients are given by Unfortunately, we could not find a helpful structure to obtain a closed-form expression for the n−th coefficient.
Proofs
3.1 Proofs of the results of Section 2.1
We begin by proving the properties of the operator M ρ . Since m ρ (x, y) =
, we obtain
So m ρ (·, ·) ∈ L 2 (λ w ⊗ λ w ) and hence, the operator M ρ is a Hilbert-Schmidt integral operator [Sch74, Chapter IV, Proposition 6.5] and thus well-defined and compact. In addition, the operator is obviously self-adjoint.
In preparation for the proof of Theorem 1, we begin by relating the integral operator M ρ to the persistence problem of the AR(1)-process. LetX 0 := c · X 0 andξ i := c · ξ i , i.e.ξ i ∼ N (0, c 2 ) for a constant c > 0. Then trivially we have P(X 0 ≥ 0, . . . , X N ≥ 0) = P(X 0 ≥ 0, . . . ,X N ≥ 0) for all N ∈ N. The transition operatorP of the Markov chain (X n ) n is given by the kernelP
This and the fact that L 2 (λ w ) contains all bounded functions yieldP + 1l = M ρ 1l and hence by equation (1),
. Note that we related the persistence problem to an L 2 -operator, contrary to relation (1). This has two advantages: M ρ is compact and allows to use perturbation theory, contrary to P + . The proof of Theorem 1 is based on a Perron-Frobenius statement for integral operators [Jen12] . We use the following version of this theorem as stated in [Sch74, Chapter V, Theorem 6.6]. Then λ(T ), the spectral radius of T , is an eigenvalue of T with a unique normalized, positive eigenfunction f , i.e. f L p (ν) = 1 and f > 0 ν-a.e. and any eigenfunctionf with these two properties coincides with f ν-a.e.
To obtain a relation between the persistence exponent and the largest eigenvalue of some integral operator, we will use the following lemma which may be of interest when generalizing our results to other situations.
Lemma 3. Under the hypotheses of the above proposition, if moreover 1l ∈ E, the eigenfunction f is bounded and µ is a finite measure with dµ = g dν, g ∈ L q (Ω, F, ν) with 1 p + 1 q = 1, then
Additionally, if p = 2 and the operator T is normal, i.e. T T * = T * T , where by T * the adjoint operator is denoted, we get
for some constants c, C > 0.
Proof of Lemma 3. Upper bound:
We define a functional by ϕ µ :
by assumption and λ(T ) = lim N →∞ T N 1 N . If p = 2 and T is normal, then we have T N = λ(T N ) = λ(T ) N due to the spectral mapping theorem (see e.g. [Con07, Chapter VIII, Theorem 2.7]) and
Lower bound:
Since the eigenfunction f is bounded by assumption, we have
where the first inequality is due to the non-negativity of the kernel k.
Proof of Theorem 1. The assertion of the theorem is a consequence of Lemma 3. Therefore, we need to check that we are in the setting of Lemma 3. only a non-negative eigenfunction is obtained, but since in our case the op-eratorP + is irreducible, an application of the above proposition yields that the eigenfunction is actually positive.) SinceP + g = M ρ g for bounded g, the positive function f is an eigenfunction of M ρ . Therefore, the corresponding eigenvalue λ ρ is the largest one, i.e. λ ρ = λ(M ρ ). To summarize, λ ρ is the largest eigenvalue of M ρ with a positive and bounded eigenfunction.
In addition, we have
and clearly g ∈ L 2 (λ w ). Therefore, Lemma 3 yields
where λ ρ is the largest eigenvalue of the self-adjoint Hilbert-Schmidt integral operator M ρ .
Proofs of the results of Section 2.2
The proof of Theorem 2 is based on methods from perturbation theory. We begin by giving a brief introduction into this topic (see e.g. [Kat66, Bau85] ). Let G be a region of the complex plane and let ρ → S ρ be a function from G into the space of bounded operators from L 2 into itself.
There are different concepts of holomorphicity for operator-valued functions, but since these concepts coincide we introduce here only the definition of weak-holomorphicity. The function ρ → S ρ is called weak-holomorphic if all scalar functions S ρ f, g L 2 are holomorphic for all f, g ∈ L 2 . If weakholomorphicity holds on a circle |ρ| < C, the operator S ρ can be expanded into a power series
for |ρ| < C, where S (n) are operators on L 2 . Let λ 0 be an isolated eigenvalue of S 0 with algebraic multiplicity equal to 1. We decompose the spectrum σ(0) of S 0 into two isolated parts λ 0 and σ(0)\{λ 0 }. Let Γ be a smooth path belonging to C \ σ(0) enclosing λ 0 . Due to [Bau85, page 365], we obtain that for small ρ the path Γ still belongs to C \ σ(ρ) and decomposes the spectrum of S ρ in two isolated parts {λ ρ } and σ(ρ) \ {λ ρ }. With the help of Γ we obtain a projection such that we can reduce the above eigenvalue problem to a finite-dimensional one. A simple eigenvalue of a matrix with holomorphic entries is holomorphic due to the implicit function theorem. Hence, the eigenvalue λ ρ can be expressed as a power series in ρ, i.e. ∞ n=0 K n ρ n , with K n ∈ C for all n ∈ N.
Proof of Theorem 2. First, we want to show that M ρ is weak-holomorphic. For this purpose, we have to show that M ρ f, g is holomorphic for all f, g ∈ 
Let us denote f (
page 51], we have ∞ n=0 ρ n 1 n! h n (x)h n (y) ≤ E e |ρ|(x+|η|)(y+|ζ|) =: C(x, y) where η, ζ are i.i.d. random variables with standard normal distribution. We can exchange sum and integrals since showing that M ρ is weak-holomorphic. Furthermore, λ 0 is an eigenvalue with algebraic multiplicity equal to 1 [Sch74, Chapter V, Theorem 5.2]. The first assertion of the theorem now follows from [Kat66, Chapter VII]. It follows that M ρ = ∞ n=0 M (n) ρ n , see [Kat66, page 375] , where for all n ∈ N the operator M (n) is an integral operator on the Hilbert space L 2 ([0, ∞), λ w ) with kernel a n (x, y) = 1 n! h n (x)h n (y). To obtain the lower bound for the radius of convergence, we compute This implies M (n) ≤ 1 2 . Hence,
for all f ∈ L 2 ([0, ∞), λ w ). By [Kat66, page 384], we obtain r 0 ≥ 1 3 .
