Fourier Lucas-Kanade algorithm by Lucey, Simon et al.
This is the author’s version of a work that was submitted/accepted for pub-
lication in the following source:
Lucey, Simon, Navarathna, Rajitha, Ahmed, Ashraf, & Sridharan, Sridha
(2012) Fourier Lucas-Kanade Algorithm. IEEE Transactions on Pattern
Analysis and Machine Intelligence.
This file was downloaded from: http://eprints.qut.edu.au/57886/
c© Copyright 2012 IEEE.
Personal use of this material is permitted. Permission from IEEE must be
obtained for all other users, including reprinting/ republishing this mate-
rial for advertising or promotional purposes, creating new collective works
for resale or redistribution to servers or lists, or reuse of any copyrighted
components of this work in other works.
Notice: Changes introduced as a result of publishing processes such as
copy-editing and formatting may not be reflected in this document. For a
definitive version of this work, please refer to the published source:
http://dx.doi.org/10.1109/TPAMI.2012.220
JOURNAL OF LATEX CLASS FILES, VOL. 6, NO. 1, JANUARY 2012 1
Fourier Lucas-Kanade Algorithm
Simon Lucey, Rajitha Navarathna, Ahmed Bilal Ashraf, and Sridha Sridharan
Abstract—In this paper we propose a framework for both gradient descent image and object alignment in the Fourier domain. Our
method centers upon the classical Lucas & Kanade (LK) algorithm where we represent the source and template/model in the complex
2D Fourier domain rather than in the spatial 2D domain. We refer to our approach as the Fourier LK (FLK) algorithm. The FLK
formulation is advantageous when one pre-processes the source image and template/model with a bank of filters (e.g. oriented edges,
Gabor, etc.) as: (i) it can handle substantial illumination variations, (ii) the inefficient pre-processing filter bank step can be subsumed
within the FLK algorithm as a sparse diagonal weighting matrix, (iii) unlike traditional LK the computational cost is invariant to the
number of filters and as a result far more efficient, and (iv) this approach can be extended to the inverse compositional form of the
LK algorithm where nearly all steps (including Fourier transform and filter bank pre-processing) can be pre-computed leading to an
extremely efficient and robust approach to gradient descent image matching. Further, these computational savings translate to non-rigid
object alignment tasks that are considered extensions of the LK algorithm such as those found in Active Appearance Models (AAMs).
Index Terms—Lucas & Kanade (LK), Fourier Domain, Illumination Invariance, Active Appearance Model (AAM).
F
1 INTRODUCTION
THE Lucas & Kanade (LK) algorithm [1] is the methodof choice for direct image/object alignment1. As noted
by Baker et al. [2] the modern LK algorithm is more than a
single algorithm, but describes a family of algorithms suitable
for numerous direct alignment tasks ranging from its canonical
application of optical flow [1] to geometrically complex object
alignment tasks such as those found in Active Appearance
Models [3]. An extension to the LK algorithm that has gained
considerable traction in the vision community over the last
decade is the inverse compositional (IC) update [4]. LK-IC is
of wide interest as it dramatically reduces the computational
cost of the canonical LK algorithm with, in general, little to
no loss in alignment performance. In fact it has been shown
that in some circumstances the LK-IC algorithm outperforms
the canonical LK algorithm [2]. The speedup realized from
the IC update, however, is not equal across the LK family of
algorithms. For the IC update to be of practical use it assumes
that the Jacobian and Hessian matrices of the objective with
respect to the warp parameters are static. A common objective
employed to ensure this condition is the sum of squared
distances (SSD).
A fundamental issue constantly faced by the SSD objective
in nearly all forms of vision/learning is its poor performance in
the presence of appearance variation. We take special care here
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1. It should be noted that there are, broadly speaking, two approaches to
image/object alignment: (i) feature based approaches rely on abstracting the
image/object by the geometric location of a set of chosen distinctive features,
and (ii) direct approaches use all the pixels of interest. This paper is concerned
with direct approaches to image/object matching.
to disambiguate “seen” versus “unseen” appearance variation.
Numerous approaches have been proposed in LK literature
for handling previously “seen” appearance variation. Typically
these approaches attempt to learn an objective function from
an ensemble of exemplars that model the space of appearance
variation. Active Appearance Models are an example of this
type of approach. However, a different approach needs to
be entertained if one does not have examples of the space
of appearance variation. One common approach for dealing
with these unseen types of appearance changes is to apply a
robust error function, instead of the canonical SSD objective.
In the iterative setting of the LK algorithm, the employment
of a robust error function results in solving a sequence of
weighted linear SSD sub-problems. The weighting matrix
adaptively changes each iteration as a function of the source
image, model/template, and type of robust error function.
Although being considerably less susceptible to outliers, than
the canonical SSD objective, such functions are problematic
when considering the IC update as they offer in practice no
speedup due to the adaptively changing Jacobian and Hessian
matrices.
Gaining invariance to previously unseen illumination varia-
tion while enjoying computationally efficient LK-style align-
ment performance through the IC update is the topic of
central interest in this paper. We make a case for solving this
problem by posing the LK family of algorithms in the 2D
Fourier domain. The usefulness of such a framework becomes
apparent if one explores the problem of applying the traditional
LK algorithm simultaneously across a bank of filter image re-
sponses. Filter-banks have been shown to be useful in gaining
invariance to spectral distortions such as those encountered
in the presence of illumination variations on approximately
Lambertian surfaces [5]. Unfortunately, in the spatial domain
the complexity of the LK algorithm is a direct function of the
number of filter banks being applied, greatly increasing the
computational and memory requirements of image matching
on raw pixels. Other areas of computer vision have dealt
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with filter-bank computational and memory overhead through
approximation methods [6], [7], [8], [9] (e.g., subsampling
responses, feature selection, etc.).
In our work we instead argue to reformulate the problem by
expressing the template/model and source image pixel inten-
sities in the 2D Fourier domain. Through this reformulation
one can instead solve the problem exactly, without any need
for approximations, using an algorithm we refer to as Fourier
LK (FLK). The FLK algorithm has a number of useful char-
acteristics compared to the traditional LK algorithm namely:
(i) computational complexity is independent of the number
of filter banks employed, and (ii) the pre-processing step can
be viewed within the canonical LK algorithm as solving a
sequence of SSD sub-problems with a fixed weighting matrix.
Our key contributions in this paper are as follows,
• Demonstrate that doing image alignment on a high di-
mensional bank of filter response images is mathemat-
ically equivalent to doing alignment in the low dimen-
sional raw image pixel space, if appropriate weightings
are applied in the Fourier domain.
• Derive the inverse-compositional extension for the FLK
algorithm and show that it significantly speeds up per-
formance in comparison to the forwards-additive FLK
formulation and has exactly the same computational
load as that of the canonical inverse-compositional LK
algorithm in the spatial domain (Section 6.2).
• Apply FLK to more complex object alignment tasks such
as Active Appearance Models (AAMs) that can model ob-
ject appearance variation. We demonstrate how the FLK
philosophy can be incorporated into the estimation of
the appearance basis, and how computationally efficient
AAMs can be realized using the IC update and FLK
framework within the project-out fitting strategy [3]. This
result is one of the major contributions of this paper, as it
allows one to obtain the favorable properties of multiple
filter responses in the project-out algorithm without the
need to explicitly compute the multiple responses.
Compared to our previous work [10], [11] this paper
explores the application of the FLK framework across the
entire family of LK algorithms ranging from canonical rigid
image matching to more specialized non-rigid object align-
ment tasks such as those found in AAMs. Specifically, the
Fourier “project-out” AAM fitting algorithm we present in
this paper is substantially different to the Fourier AAM we
first proposed in [11]. This new project-out extension of the
FLK algorithm is extremely efficient as it can seamlessly
incorporate an IC update with a static weighting matrix,
unlike our previous Fourier AAM work which employed the
computationally taxing “simultaneous” fitting strategy. Further,
unlike our earlier work [10], [11], we give firm theoretical
motivations for the choice/use of filter banks used within the
FLK algorithm and describe qualitatively bounds on the types
of filters that may be used within the framework.
1.1 General notation.
Vectors are always presented in lower-case bold (e.g., a),
Matrices are in upper-case bold (e.g., A) and scalars in lower-
case (e.g. a). Images are expressed in capitalized form A.
Warp functions W(xi;p) = [Wx(xi;p),Wy(xi;p)]T
will be used throughout this paper to denote a warping
of the ith 2D coordinate vector xi = [xi, yi]T by
a warp parameter vector p 2 RP , where P is the
number of warp parameters, back to the ith position
in a fixed base coordinate system. The concatenated
vector of all discrete positions in the base coordinate
system shall be defined as x = [x1, . . . , xD, y1, . . . , yD]T ,
similarly the warp function across all the concatenated
coordinates shall be described as W(x;p) =
[Wx(x1;p), . . . ,Wx(xD;p),Wy(x1;p), . . . ,Wy(xD;p)]T .
This base coordinate system is defined when p = 0
such that W(x;p) = x. An abuse of notation
is entertained in this paper for when an image A
is warped by the warp parameter vector p, such
that A(p) = [A(W(x1;p)), . . . , A(W(xD;p))]T . In this
instance A(p) is a D dimensional vector of image intensities,
where D denotes the number of discrete coordinates in the
base coordinate system. The steepest descent matrix @A(p)@p
of an image A(p) is used frequently through out this paper.
This P ⇥D matrix is formed by combining image gradients
of A(p) with the Jacobian of the warp function W(x;p),
more details on the formation of this matrix can be found in
Section 5.4. Finally, we use the notation k a k2Q to represent
the quadratic form aTQa, and Q is a symmetric, positive
semi-definite weighting matrix.
1.2 Fourier notation.
The FLK framework uses key concepts from signal pro-
cessing. A convolution operation is represented as the ⇤
operator. A ˆ applied to any vector denotes the Discrete
Fourier Transform (DFT) of an image A(p) or signal a such
that Aˆ(p)  F A(p) and aˆ  Fa. F is the D ⇥ D
matrix of complex basis vectors for mapping to the Fourier
domain2 for any D dimensional vectorized image/signal. We
have chosen to employ a Fourier representation in this paper
due to its particularly useful ability to represent convolutions
as a Hadamard product in the Fourier domain. Additionally,
we take advantage of the fact that diag(gˆ)aˆ = gˆ   aˆ, where
  represents the Hadamard product, and diag() is an operator
that transforms a D dimensional vector into a D⇥D dimen-
sional diagonal matrix. The role of filter gˆ or signal aˆ can
be interchanged with this property. Any transpose operator T
on a complex vector or matrix in this paper additionally takes
the complex conjugate in a similar fashion to the Hermitian
adjoint [12].
2 RELATED WORK
Of specific interest in this paper are computationally efficient
approaches for image and object alignment within an LK
inspired framework that can handle illumination variation.
Earlier in this paper a distinction was made between previously
2. We should not that when dealing with a 2D real discrete signal X 2
RN⇥M , where x = vec(X), the vectorized 2D Fourier transform is xˆ =
vec(FNXFTM ) = (FM⌦FN )vec(X) = Fx. Where FK is the 1-D Fourier
transform matrix for a K sampled signal and ⌦ is the Kronecker product
operator.
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“seen” and “unseen” appearance variation of an object. Given
a number of examples (i.e. previously seen appearance) of an
object under different illumination conditions, it is reasonably
well understood now how to perform accurate LK inspired
alignment. One of the earliest and notable efforts in this
space is the work of Hager and Belhumeur [13], who demon-
strated how to incorporate a linear appearance basis within
the LK algorithm’s original SSD objective function. In their
experiments, authors were able to perform alignment/tracking
of an object with substantial illumination variation, if the
offline examples from which the linear basis was formed cover
that appearance basis space. Belhumeur and Kriegman [14]
went on to show that for an object with arbitrary reflectance
functions seen under arbitrary illumination conditions the
image set of possible appearance is a convex cone. Further,
for Lambertian objects with an arbitrary number of point
light sources at infinity the image set is a convex polyhedral
cone which can be determined from as few as three images.
Matthews and Baker [3] demonstrated how the use of an
arbitrary appearance basis can be incorporated into the LK-
IC algorithm by proposing the “project-out” algorithm. Effi-
cient object alignment results were demonstrated for non-rigid
AAM face fitting tasks. Discriminative extensions to the LK
algorithm have also been explored [15], [16], [17], [18] with
limited success. A drawback to all these approaches, however,
is the need to have “seen” offline examples of the object’s
illumination variation.
For the case of previously “unseen” illumination variation,
Black and Jepson [19] first proposed the employment of
robust error functions within the LK framework and have
shown them to be useful in the presence of illumination
variation without the need for a priori knowledge. Theobald
et al. [20] presented a study of the usefulness of robust-
error functions for AAM fitting for dealing with previously
unseen appearance variations. Although useful, this approach
is problematic as it requires the need to reestimate the Hessian
matrix at each iteration of fitting irrespective of the approach
employed. This problem is particularly limiting for the inverse-
compositional project-out algorithm as it dramatically slows
down performance.
Robust error functions are not the only non-SSD objective
function to be entertained in LK literature. Evangelidis and
Psarakis [21] proposed the use of an enhanced correlation
coefficient measure in a computationally efficient manner
using an IC update. The approach, however, was limited to
only giving invariance to photometric gain and bias distortions.
Dowson and Bowden [22] have previously employed a mutual
information (MI) measure within an LK framework. Their
approach exhibited superior performance to a SSD objective
under varying illumination, however, could not easily be
extended to an IC form as the Jacobian and Hessian matrices
change every iteration when employing an MI objective. An
adhoc solution, however, was proposed by the authors by
artificially fixing the Jacobian and Hessian matrices. Recently,
Tzimiropoulos et al. [23] entertained the idea of using a
correlation-based approach to handle non-uniform illumination
variations. This recent work shares common themes with our
proposed approach, as they propose to perform LK-style fitting
on filter responses rather than raw pixels. The approach is
also computationally efficient as it is able to borrow upon
LK inspired IC fitting. A drawback to both the MI [22] and
correlation based [23] approaches, however, is that they are
both concerned solely with image rather than object alignment.
Extending the MI [22] and correlation [23] objectives to tasks
where one also knows partially how an object’s appearance
can vary (e.g. AAMs) remains at the moment non-trivial.
3 LK FITTING
The LK algorithm [1], [2] attempts to find the parametric warp
p that minimizes the SSD between a template image T and a
warped source image I , given by the following error term,
argmin
p
k I(p)  T (0) k2 (1)
where I(p) represents the warped input image using the warp
specified by the parameters p, while T (0) represents the
unwarped template image. In the original work of Lucas and
Kanade [1] the parameter vector p represented translation, but
in principle one may represent any other type of parametric
warp such as affine [19], [2] or piece-wise affine [24].
The weighted LK algorithm proposed by Baker and
Matthews [25] attempts to find a warp that minimizes the
following error,
argmin
p
k I(p)  T (0) k2Q (2)
where Q is a symmetric, positive semi-definite weighting
matrix. It is easy to see that when Q is an identity matrix, the
weighted and standard LK objective functions are equivalent.
For this reason we shall refer to the standard LK algorithm
herein as Euclidean LK.
Minimizing the error in Equation 2 is a non-linear opti-
mization task. The weighted LK algorithm is able to find
an effective solution to Equation 2, by iteratively linearizing
I(p +  p) and refining the initial guess p  p +  p at
each iteration. The linearized objective function now takes the
form,
argmin
 p
k I(p) + @I(p)
@p
T
 p  T (0) k2Q (3)
which can be viewed as a quasi-Newton update. The explicit
solution of p that minimizes the linearized objective function
is,
 p = H 1
@I(p)
@p
Q [T (0)  I(p)] (4)
where the pseudo Hessian matrix is defined by,
H =
@I(p)
@p
Q
@I(p)
@p
T
. (5)
The algorithm proceeds to update current warp parameters
(p p+ p) iteratively till convergence.
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3.1 Inverse compositional fitting.
The canonical LK formulation presented in the previous
section is sometimes referred to as the forwards additive
(FA) algorithm [2]. A fundamental problem with the forwards
additive approach is that it requires the re-estimation of the
Hessian matrix (see Equation 5) since @I(p)@p must be re-
computed at each iteration greatly impacting computational
efficiency. Notably, Baker and Matthews [4] presented a com-
putationally efficient extension to forwards additive LK which
they refer to as the inverse compositional (IC) algorithm.
Like the forwards additive algorithm the goal is to minimize
the SSD objective function described in Equation 1. The
approach differs, however, in that it linearizes T ( p) rather
than I(p+ p) resulting in the following linearized objective
function,
argmin
 p
k I(p)  T (0)  @T (0)
@p
T
 p k2 . (6)
Since @T (0)@p needs only to be computed once, irrespective
of the current value of p, one can then solve this linearized
objective function,
 p = B [I(p)  T (0)] (7)
where B can be completely pre-computed as,
B = H 1ic
@T (0)
@p
Q (8)
and,
Hic =
@T (0)
@p
Q
@T (0)
@p
T
. (9)
The current warp parameters are iteratively updated by the
inverse (as we want to update the source image not the
template) of the warp update p p  p 1. The operation  
represents the composition of two warps which, in the case of
an affine warp, can easily be represented as a matrix multipli-
cation. For more complicated warps, such as the triangulated
mesh commonly employed in AAMs, approximations can be
employed [3] so as to ensure a compositional framework can
be entertained. Due to its large computational advantage over
the canonical FA algorithm, the IC form of the LK family of
algorithms are of primary interest in this paper.
3.2 Robust error function.
It is well known the SSD objective is problematic in the
presence of outliers. Robust error functions are designed to
dampen the effect of these outliers. A common form used for
LK style fitting to an image template T is,
argmin
p
⌘{I(p)  T (0)} (10)
where ⌘{t} =PDd=1 ⇢(td) and t in this instance is an arbitrary
vector with the same dimensionality D as the image template.
It is the function ⇢() that is commonly referred to as the robust
error function.
3.2.1 Robust IC fitting.
Applying an IC fitting strategy to the objective in Equation 10
results in an objective that is very similar in form to the
traditional IC strategy using an SSD objective,
argmin
 p
⌘{I(p)  T (0)  @T (0)
@p
 p} (11)
where we iteratively solve for the warp update  p such
that p p   p 1. The quasi-Newton update becomes,
 p = H 1⌘
@T (0)
@p
r⌘{I(p)  T (0)} (12)
where r⌘{I(p)   T (0)} denotes the first derivative of the
robust objective with respect to the error image. We define
the pseudo-Hessian H⌘ as,
H⌘ =
@T (0)
@p
r2⌘{I(p)  T (0)}@T (0)
@p
T
. (13)
where r2⌘{I(p)   T (0)} denotes the second derivative of
the robust objective with respect to the error image. It is
interesting to note that when we assume a canonical SSD
objective ⌘{t} = ||t||2 then r2⌘{t} = I irrespective of the
value t allowing H⌘ to remain static. Unfortunately, for the
general case r2⌘{t} is not static; thus dramatically affecting
the efficiency of the IC algorithm when employing a robust
error function since the Hessian must be re-computed at each
iteration. It is this dilemma which is the central motivation for
our paper.
3.2.2 Choice of robust error function.
A number of functions for ⇢() have been espoused in LK
literature [25] such as Geman-McLure and Huber functions.
Recently, Theobald et al. [20] demonstrated empirically that
employing a decaying exponential,
⇢(t) = 1  exp(  ||t||2) (14)
gave superior results in LK-style AAM fitting compared to
these more traditional functions. This is the form of the robust
error function that will be used throughout this paper. The
decay factor   is tuned through a cross-validation procedure.
4 AAM FITTING
Active appearance models (AAMs) [26], [3] are usually con-
structed from a set of training images with the AAM mesh
vertices hand-labeled on them [26]. The training mesh vertices
are first aligned with procrustes analysis. Then principal com-
ponent analysis (PCA) is used to build a 2D linear model of
shape variation [26]. The shape s of an AAM is described by a
2D triangulated mesh. The 2D shape s = (x1, y1, . . . , xv, yv)T
can be represented as a base shape s0 plus a linear combination
of P shape vectors si:
s = s0 +
PX
i=1
pisi (15)
where p = [p1, . . . , pP ]T is the shape parameter vector.
Camera parameters are also appended to the vector p to model
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the rigid variation of the object. The AAM model of appear-
ance variation is obtained by first warping all the training
images onto the mean shape and then applying PCA on the
shape normalized appearance images. The appearance of an
AAM A(0) is an image vector defined over the pixels x 2 s0
inside the base mesh s0 when p = 0. The appearance A (0)
can be represented as a mean appearance A0(0) plus a linear
combination of K orthonormal appearance vectors Aj(0):
A (0) = A0(0) +
KX
j=1
 jAj(0) (16)
= A0(0) +A 
where   = [ 1, . . . , K ]T is the appearance parameter vector
and A = [A1(0), . . . , AK(0)] is the matrix of concatenated
appearance vectors.
4.1 AAM fitting.
A number of approaches have been proposed in literature for
fitting AAMs [26], [3]. The most notable and popular of these
variants are approaches based on the LK algorithm [3]. In
this approach one can pose AAM fitting as minimizing the
following objective function:
argmin
p, 
k I(p) A0(0) A  k2Q (17)
where I(p) represents the warped input image using the warp
specified by the parameters p.
The central task of the objective function described in
Equation 17 is to find the shape p and appearance   that
minimizes the weighted sum of squared distances (SSD)
between the warped input image and the AAM. For most
AAM fitting problems the weight matrix Q is assumed to
be an identity matrix I (i.e. unweighted SSD).
Generally, the objective function in Equation 17 is difficult
to solve as there is a non-linear relationship between the
shape p, and appearance   parameters. A key insight, stem-
ming from Lucas & Kanade [1], was that a linear approxima-
tion can be made between p and   through the judicious use
of image gradients and the chain rule to form steepest descent
matrices (i.e. @A(p)@p ). In this section we will briefly review
two common approaches in AAM fitting. For completeness
the robust error function (Section 3.2) form can be equally
applied to the problem of AAM fitting such that,
argmin
p, 
⌘{I(p) A (0)} . (18)
However, for the purposes of this section we will entertain the
weighted Euclidean form as it is this form that is of immediate
interest to our FLK formulation.
4.1.1 Simultaneous algorithm.
The simultaneous algorithm [3] linearizes the objective func-
tion in Equation 17 such that:
arg min
 p,  
k I(p) A (0)  @A (0)
@p
 p A   k2Q . (19)
Instead of solving for the shape p and appearance   pa-
rameters directly, through the linearization step in 19 we
iteratively solve for the updates  p and   . The objective
function in Equation 19 takes advantage of a computationally
efficient inverse compositional update for the warp param-
eters (described previously in Section 3.1). The update to
the appearance parameters, however, remain additive such
that      +  . The explicit solution to  p and    can
be found “simultaneously” such that:
 p
  
 
= H 1simJ
T
simQ[I(p) A (0)] (20)
where the pseudo simultaneous Hessian matrix is defined
as Hsim = JTsimQJsim. The simultaneous Jacobian matrix
is defined as,
Jsim =
"
@A (0)
@p
AT
#
. (21)
Empirically, the simultaneous algorithm has been noted
to have excellent fitting performance compared to other LK
inspired methods to AAM fitting. A major problem, however,
with the simultaneous algorithm occurs with respect to com-
putational efficiency. Specifically, even though an IC strategy
is being employed (i.e. linearizing the model rather than the
source image with respect to the warp update) a consequence
of the appearance update step      +    the appearance
image A (0), Jacobian matrix Jsim, and Hessian matrixHsim
must be re-estimated at each iteration.
4.1.2 Project-out algorithm.
The project-out algorithm [3] proposed by Matthews and
Baker circumvents the computational limitations of the simul-
taneous algorithm by attempting to “project-out” appearance
variation,
argmin
 p
k I(p) A0(0)  @A0(0)
@p
 p k2Q? (22)
whereQ? is the modified weight matrix where the appearance
basis A has been projected out,
Q? = Q  (AAT )Q(AAT ) . (23)
Equation 22 is an approximation to the simultaneous algorithm
in Equation 19 as it is no longer updating the appearance
template A  (note A0 is instead used, which is the mean
appearance template).
The computational advantages of inverse compositional
inspired fitting are readily apparent for the project-out algo-
rithm. Specifically, one can solve the objective function in
Equation 22 such that,
 p = Bpo[I(p) A0(0)] (24)
where Bpo can be completely pre-computed and the current
warp parameters are iteratively updated by the inverse (as we
want to update the source image not the template) of the warp
update. The update matrix is defined as,
Bpo = H 1po J
T
poQ? (25)
where the pseudo project-out Hessian matrix is Hpo =
JTpoQ?Jpo. The project-out Jacobian matrix is defined
as Jpo = @A0(0)@p . For the project-out algorithm the Jacobian
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and Hessian matrices remain static across all iterations, thus
allowing Bpo to remain static. To gain an insight into the
speedup that is afforded by pre-computing Bpo, implementa-
tions of project-out AAM face fitting have been reported in
literature [3] running at a 200 fps on a modern PC (Intel core
dual 3.0 GHz).
4.2 Weighted PCA.
The appearance basis A is traditionally found using un-
weighted principal component analysis (PCA) to find the
first K eigenvectors from raw pixel shape normalized training
images. However, for the case when Q 6= I the weighting
matrix must be included in the canonical PCA objective
function:
argmax
A
tr(ATVCVTA) subject to ATA = I (26)
where C is the scatter matrix of the training images and V
is the decomposition of the positive semi-definite weighting
matrix Q = VVT .
5 FITTING WITH FILTER RESPONSES
The employment of filter banks as a pre-processing step
in many tasks in vision involving illumination variations is
motivated by two widely accepted assumptions about human
vision: (i) human vision is mostly sensitive to scene reflectance
and mostly insensitive to the illumination conditions, and (ii)
human vision responds to local changes in contrast rather
than to global brightness levels [27]. These two assumptions
are closely related since local contrast is a function of re-
flectance. A natural way to encode local contrast is through
the employment of a bank of filters that encode local intensity
differences at different orientations and scales. Many types of
filters are possible for this task, common candidates used in
vision applications are 2D Gabor functions; but any type of
filter that encodes relative intensity differences across many
different orientations and scales is suitable.
5.1 Spatial domain.
We can reformulate the LK algorithm to entertain fitting across
multiple linear filter responses. This error functions can be
written as,
argmin
p
k {gi ⇤ I(p)}Mi=1   {gi ⇤ T (0)}Mi=1 k2 . (27)
Where gi is i-th filter with M filters in total, while
{.}Mi=1 represents the concatenation operation i.e. {xi}Mi=1 =
[xT1 . . .xTM ]T . One should note here that the weighting ma-
trix Q has been omitted here, such that a Q = I is assumed.
5.1.1 Computational cost.
As pointed out by [28], [8], [7] a particular problem with
Equation 27 is the inherently large memory and compu-
tational overheads required for representing images in this
over-complete filter response domain. The main fundamental
problems when applying to the LK framework are:
• If there are M filters in the bank, and D pixels in the
input image, we need to do M 2D convolutions involving
images containing D pixels each.
• The number of columns in the Jacobian J matrix in-
creases from PD to PMD, where P is the number of
warp parameters. For the special case of the simultaneous
algorithm P refers to the number of warp & appearance
parameters.
• The computational cost for building Hessian H matrix
increases from P 2D to P 2MD.
As a result of these computational overheads, the idea of
doing object alignment with even a modest number of Gabor
filter banks (e.g., 9 scales times 8 orientations, i.e. M = 72,
as employed in [7]) becomes prohibitively expensive and
impractical when employing the forwards additive algorithm.
Even for the inverse compositional algorithm, where the Ja-
cobian and Hessian matrices can be pre-computed to form B,
the additional cost of estimating the overcomplete image
representation {gi ⇤ I(p)}Mi=1 and M -fold increase in the size
of the pre-computed matrix B remains. For smaller filter bank
sizes authors in literature have resorted to methods for approx-
imating the full response vectors such as: (i) downsampling of
filter responses [7], (ii) employing filter responses at certain
fiducial positions within the image [6], (iii) the employment
of feature selection methods to select the most discriminative
filter responses [8], and most recently (iv) where individual
classifiers are learnt for each filter response and a fusion
strategy employed to combine the outputs in a synergistic
manner [9].
5.2 Fourier LK.
It is elementary to show that the error in Equation 27 can
equivalently be written as,
argmin
p
MX
i=1
k gi ⇤ [I(p)  T (0)] k2 . (28)
Exploiting the fact that convolution becomes a Hadamard
(i.e., element-by-element) product in the Fourier domain, and
employing Parseval’s relation [12] (energy content is preserved
as we move from the spatial to the Fourier domain), we may
write the error in Equation 28 as follows,
argmin
p
k Iˆ(p)  Tˆ (0) k2S (29)
where,
S =
MX
i=1
diag(gˆi)T diag(gˆi) (30)
and Iˆ , Tˆ , gˆi are the 2D Fourier transforms of vectorized
I, T,gi respectively. The matrix S is a diagonal matrix that
can be precomputed and is independent of the number of
filters being applied. We also know that the operation of a 2D
Fourier transform can be replaced by pre-multiplying a signal
(of length D) by a D ⇥ D matrix F containing the Fourier
basis vectors. This can be seen by subsuming Equation 29 into
the weighted LK objective function,
argmin
p
k I(p)  T (0) k2FTSF . (31)
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(a) (b) (c) 
Fig. 1. (a) A template centered around the object of interest with three canonical points shown as red pluses. (b)
Sample warps defined by the random perturbation of the three canonical points. (c) Sample warps shown on an
image that has different illumination conditions as compared to that of the template for various objects.
(a) (b) (c) 
Template Euclidean FLK Gabor FLK
Fig. 2. Example fittings for the warps shown in Figure 1 in the presence of illumination. (a) Shows the template image.
(b) Euclidean FLK is off-target in the presence of illumination variability in the source image. (c) Gabor FLK is robust
in the presence of illumination variability in the source image.
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5.2.1 A link to weighted LK.
By casting the LK algorithm in the Fourier domain, we have
shown that doing alignment on linear filter preprocessed im-
ages is equivalent to the weighted LK algorithm with a weight-
ing matrix Q = FTSF where S (Equation 30) is determined
by the choice of filters being used. Deriving the weighting
matrixQ directly from a bank of filters is advantageous as they
naturally encode redundancies present in the human visual
system. Moreover we have described a practical method for
applying a richer set of weighting matrices (Q = FTSF is full
rank and non-diagonal) in the spatial domain by just applying
a diagonal weighting matrix S in the Fourier domain. We can
also see that FLK and LK inspired fitting strategies become
equivalent when S = I since FTF = I3 which is a direct
result of Parseval’s relation [12].
A result of particular importance is with regard to inverse
compositional fitting, as it was demonstrated in Equation 8
that the role of Q can be completely subsumed into the
pre-computed update matrix B. Of particular note is that
since Q contains the Fourier transform operation on both
the template and image pre-computed, their is no online
filtering step per iteration of the Fourier LK algorithm when
using an inverse compositional update. As a result the online
computational cost of the inverse compositional Fourier LK
algorithm is identical to the canonical inverse compositional
LK algorithm. The computational dividends accrued by the
inverse compositional formulation of the FLK algorithm are
evident in Table 1. If P and D represent the number of
warp parameters and the number of pixels in the template
image respectively the per-iteration computational complexity
of forwards additive FLK is O(P 3+P 2D+PDlogD), while
that of inverse compositional FLK is O(P 2+PD). We would
like to emphasize that in both the cases, the complexity is
independent of the number of filters, M .
5.3 Fourier simultaneous and project-out.
By establishing a link to weighted LK through the weighting
matrixQ = FTSF it becomes obvious that other extensions of
the LK algorithmic family that employ a weighted Euclidean
distance become applicable. Of particular note are the “si-
multaneous” and “project-out” fitting algorithms reviewed in
Section 4 due to their applicability to AAMs.
In practice, however, one never explicitly computes Q,
instead applying efficient DFTs to the source and appearance
images directly. For the simultaneous algorithm, this has the
small drawback of having to perform a DFT at each iteration of
the algorithm adding to its already sizable computational cost.
For the project-out algorithm, however, the entire role of Q
and its Fourier transform F can be completely pre-computed
incurring no additional computational cost. In fact, the com-
putational cost of the FLK project algorithm is identical to
the online FLK inverse compositional algorithm cost outlined
in Table 1(c). An additional cost is incurred for the project
3. It should be noted that in many practical formulations of a 2D-
DFT FTF = cI, where c is a constant. Typically, c = D where D is
the dimensionality of the feature space. This detail has been omitted in the
main portion of this paper for the sake of clarity.
algorithm in the pre-computation step as the appearance basis
must be “projected out” to form the weight matrix Q?. This
result is one of the major contributions of this paper, as it
allows one to obtain the favorable properties of multiple filter
responses in the project-out algorithm without the need to
explicitly compute those multiple responses.
5.4 Image gradient attenuation.
A key element of our proposed objective in Equation 27 is
that to solve the objective using an LK strategy requires the
linearization of,
gi ⇤ T ( p) ⇡ gi ⇤ T (0) + @gi ⇤ T (0)
@p
 p (32)
where,
gi ⇤ @T (0)
@p
=
@W(x;0)
@p
@[gi ⇤ T (0)]
@W(x;0) . (33)
such that @W(x;0)@p is the Jacobian of the warp function. In
practice we evaluate the Jacobian of the template image with
respect to the x  and y  coordinates using image gradients,
@[gi ⇤ T (0)]
@W(x;0) =

diag{gx ⇤ gi ⇤ T (0)}
diag{gy ⇤ gi ⇤ T (0)}
 
(34)
where gx and gy are the 2D gradient filters in the x 
and y  directions respectively. An obvious limitation of our
proposed formulation is that estimation of image gradients
is itself a filter response. Typically the gx and gy gradient
filters are horizontally and vertically oriented edge filters of
a pre-defined scale. In nearly all cases we can, by definition,
assume that gx, gy and gi are bandpass filters (e.g. Gabor
filters). An immediate issue when attempting to convolve two
bandpass filters with one another (e.g. gx ⇤ gi or gy ⇤ gi) is
passband mismatch. Passband is the portion of the frequency
spectrum that is transmitted with minimum relative loss. When
the passband of two bandpass filters are mismatched then
substantial attenuation can occur across the passbands of both
filters when they are combined. In vision terms this results in
“image gradient attenuation” as we obtain a largely useless
linearization of gi ⇤ T ( p). Fortunately, however, in our
proposed approach we never use a single pre-processing filter
instead choosing to use a bank of M filters across multiple
scales and orientations, or in signal processing terms multiple
passband sizes and locations. We have found empirically using
this strategy obtains a good linearization of {gi⇤T ( p)}Mi=1 in
nearly all circumstances with very little attenuation, regardless
of the choice of gx and gy .
6 MULTIPIE EXPERIMENTS
The experiments were conducted in two phases, (a) image
alignment in LK framework (b) AAM fitting. To compare
the algorithms in terms of their robustness to illumination
variation, the quantitative experiments were conducted with
the MultiPIE face image dataset [29]. The MultiPIE database
consisted of 19 illumination conditions (i.e., 18 variations
of flash firing and without flash) with a range of facial
expression including neutral, smiles, surprise, squints, disgust
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No. Step Complexity
1 Warp I with p to compute I(p) O(PD)
2 Compute the error image: I(p)  T (0) O(D)
3 Evaluate the Jacobian J =
 
@I(p)
@p
 T
O(PD)
4 Compute FFT of the Jacobian O(PDlogD)
5 Compute the Hessian O(P 2D + PD)
6 Invert the Hessian O(P 3)
7 Compute FFT of the error image O(DlogD)
8 Compute (FJ)TSF[I(p)  T (0)] O(PD +D)
9 Compute  p O(P 2)
10 Update p: p p+ p O(P )
Total O(P 3 + P 2D + PDlogD)
(a)
No. Step Complexity
1 Evaluate the Jacobian J =
 
@T (0)
@p
 T
O(PD)
2 Compute FFT for the Jacobian O(PDlogD)
3 Compute the Hessian O(P 2D + PD)
4 Invert the Hessian O(P 3)
5 Compute the matrix B (Eq. 8) O(P 2D + PD + PD2)
Total O(P 3 + P 2D + PD2 + PDlogD)
(b)
No. Step Complexity
1 Warp I with p to compute I(p) O(PD)
2 Compute the error image: I(p)  T (0) O(D)
3 Compute  p = B[I(p)  T (0)] O(PD)
4 Update p: p p   p 1 O(P 2)
Total O(P 2 + PD)
(c)
TABLE 1
Comparison of per-iteration complexity between the forwards additive and the inverse compositional formulations of
the FLK algorithm. P and D represent the number of warp parameters and the number of pixels in the template
image respectively, (a) per-iteration complexity for the FA algorithm, (b) complexity of pre-computations for the IC
algorithm, and (c) per-iteration complexity for the IC algorithm.
and screams. Examples of this variation can be seen in
Figure 3. All images were hand annotated with 68 points for
AAM fitting and three points for LK image alignment. More
details about the MulitiPIE database can be found in [29]. An
additional non-face image set (e.g. cars, cups, etc.) was also
used for the LK image alignment task.
Throughout this section we will be comparing LK &
AAM fitting algorithms for two different weighting matrices:
(i) Q = I, and (ii) Q = FTSF where S is defined through a
bank of Gabor filters. We shall refer to all variants of (i) and
(ii) as Euclidean and Gabor Fourier LK (FLK). For all our
experiments, two types of fitting performance were measured:
(a) matched and (b) mismatched illumination. We measured
fitting performance in terms of root mean square error (RMS)
between the 2D mesh location of the current fit results and
the ground-truth 2D mesh coordinates with respect to the
base mesh. Results were calculated for (a) and (b) when the
initialized shape was randomly perturbed from ground-truth.
6.1 Fitting in LK framework.
The experiments were similar to the methodology used in [2].
Given an image of an object (face, cup, car, etc.) we selected
three canonical points indicated by red pluses in Figure 1(a).
We then randomly perturbed these three points with additive
white Gaussian noise of certain variance. The new location
of these points describe an affine warp. Sample affine warps
generated using this method are shown in Figure 1(b).
Figure 2 presents some visual examples of fitting performed
by the two algorithms in the presence of illumination vari-
ability. In Figure 2(b) the Euclidean FLK is off target, while
in Figure 2(c) Gabor FLK shows its robustness to illumi-
nation changes. For a quantitative assessment we compared
the algorithms in terms of average convergence rates and
average convergence frequency as described in the following
subsection.
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Euclidean FLK
Gabor FLK
Fig. 4. Average convergence rates over 3000 randomly
generated warps ranging from an initial RMS error of 10-
35 pixels. (a) When the input and template images have
the same illumination conditions, both algorithms perform
equally well. (b) When the illumination of the input image
changes, the Gabor FLK algorithm is still able to do the
fitting, while the Euclidean LK fails.
6.1.1 Average convergence rates.
We conducted fitting experiments on a large number (3000)
of randomly generated warps. The initial RMS error for these
warps ranged from 10-35 pixels. The RMS error plotted as a
function of the iteration number is shown in Figure 4. When
the lighting conditions for the template and the input image are
the same, both algorithms have similar performance (Figure
4(a)). When the lighting conditions for the input image are
changed, the Gabor FLK method is robust to the variability,
while the Euclidean FLK algorithm diverges (Figure 4(b)).
6.1.2 Average frequency of convergence.
To check the average frequency of convergence given an
initial RMS error, we generated 3000 warps ranging from
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(a)
(b)
(c)
Fig. 3. (a) Five of the hand annotated (68 points) ground-truth images for a specific subject used to construct the
AAM model. (b) Sample of testing images with the matched illumination condition. (c) Sample of testing images with
the mismatched illumination condition.
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Euclidean FLK
Gabor FLK
Fig. 5. Average frequency of convergence as a function of
initial RMS. (a) When the input and template images have
the same illumination conditions, both algorithms perform
equally well. (b) When the illumination of the input image
changes, the Gabor FLK algorithm clearly outperforms
the Euclidean FLK for which the convergence frequency
remains zero for all values of initial RMS error.
10-35 pixels. The algorithm was deemed to be converged
if the final error was less than 5 pixels. We present the
curves for convergence frequency, as a percentage, in Figure 5.
Again the two algorithms have similar performance when the
lighting conditions are the same for the input and template
image (Figure 5(a)). When the illumination is mismatched,
the Gabor FLK clearly outperforms the Euclidean FLK. This
demonstrates the hypersensitivity of the conventional LK to
illumination changes, while underscoring the robustness of
Gabor FLK algorithm.
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Fig. 6. Equivalence between of Gabor FLK fowards
additive and inverse compositional algorithms for average
convergence rates over 3000 randomly generated warps
ranging from an initial RMS error of 10-35 pixels when: (a)
the input and template images have the same illumination
conditions, and (b) the input and template images have
different illumination conditions.
6.2 Inverse compositional fitting.
The FLK results presented in the previous section adheres to
the canonical form of the LK algorithm known as the forwards
additive (FA) algorithm [2]. As discussed in Section 3.1 a
fundamental problem with the forwards additive approach is
that it requires the re-estimation of the Hessian matrix at each
iteration greatly impacting computational efficiency. Notably,
Baker and Matthews [4] proposed the inverse compositional
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Fig. 7. Equivalence of Gabor FLK forwards additive (FA)
and inverse compositional (IC) algorithms for average fre-
quency of convergence as a function of initial RMS error
when: (a) the input and template images have the same
illumination conditions, and (b) the input and template
images have different illumination conditions.
algorithm to circumvent this computational roadblock. The
average convergence rates between the two formulations is
demonstrated in Figure 6 and the frequency of convergence
is presented in Figure 7 using a S matrix formed from Gabor
filters.
6.3 AAM fitting.
Person specific AAM fitting algorithms were compared with
the weighting matrices: (i) Q = I, and (ii) Q = FTSF as
in Section 6.1. We shall refer to all variants of (i) and (ii)
as Euclidean Active Appearance Models (AAM) and Gabor
Fourier Active Appearance Models (FAAM). The experiments
were conducted using the simultaneous and project-out algo-
rithms. In all our experiments the geometrically normalized
AAM base template had an inter-ocular distance of 50 pixels.
Person specific AAMs were chosen for our experiments over
generic AAMs due to their superior registration accuracy and
computational efficiency. Specifically, Gross et al. showed that:
(i) person specific AAMs substantially outperform a generic
(i.e. models trained across many subjects) AAM, and (ii) this
disparity in performance stems from the poor generalization
properties of the appearance model of the generic AAM. As a
result, person specific AAMs are still the method of choice in
a number of applications where users are willing to provide
subject specific images and labels. Notable applications of
person specific AAMs in literature can be found in areas such
as expression classification, avatar synthesis, and visual speech
synthesis [30].
6.3.1 Simultaneous results.
Visual examples of fitting performance can be seen in Fig-
ures 8 and 9 for Euclidean AAM and Gabor FAAM re-
spectively. Figure 10 depicts the average RMS mesh location
error against iterations for simultaneous variants of Euclidean
AAMs and Gabor FAAMs for (a) matched and (b) mismatched
illumination. Similarly, Figure 11 depicts the number of con-
verged trials as a function of the RMS error threshold for (a)
and (b). For (a) Euclidean AAM and Gabor FAAMs obtain
almost identical performance. However, for (b) in the presence
of mismatched illumination there is a clear advantage in using
the Gabor FAAM.
6.3.2 Project-out results.
Figure 12 depicts the average RMS mesh location error against
iterations for project-out variants of Euclidean AAM and Ga-
bor FAAM for (a) matched and (b) mismatched illumination.
Figure 13 depicts the number of converged trials as a function
of the RMS error threshold for (a) and (b). As expected,
due to the approximation made by the project-out algorithm,
results in Figures 12 and 13 are poorer than the simultaneous
results depicted in Figures 10 and 11. In a similar fashion to
the simultaneous results, however, (a) obtains almost identical
performance to Euclidean AAM and Gabor FAAM. In the
presence of substantial illumination mismatch (b) the Gabor
FAAM outperforms Euclidean AAM by a substantial margin
with no additional computational burden during online fitting.
6.3.3 FAAM with a robust error function.
From the simultaneous and project-out experiments, we ob-
served that Gabor FAAM obtained better alignment compared
with the Euclidean AAM in the presence of illumination. We
also evaluated the application of a robust error function, as
described in Section 3.2. Figure 14 depicts the average RMS
mesh location error against iterations for Gabor FAAM with
and without a robust error function for: (a) matched and
(b) mismatch illumination. Figure 15 depicts the number of
converged trials as a function of the RMS error threshold for
(a) and (b). For the case of matched illumination, (a) obtains
almost identical performance with and without the robust error
function. In the presence of substantial illumination mismatch,
(b) both algorithms still perform almost identically as depicted
in Figures 14 and 15. This result is of particular importance
with respect to the project-out algorithm as the inclusion of
the robust error function dramatically reduces computational
performance.
7 TRACKING EXPERIMENTS
We conducted various tracking experiments on video se-
quences containing substantial variations in illumination over
time using the Euclidean AAM and Gabor FAAM. An example
of tracking sequence can be seen in Figure 16. The sequence
was obtained in a laboratory setting. Ground-truth for the first
frame was given for both the Euclidean AAM and Gabor
FAAM. Results in terms of RMS error from ground-truth
can be seen in Figure 16 showing a substantial benefit to
Gabor FAAM in person specific face tracking tasks. Visual
examples of tracking performance in challenging environments
are shown in Figure 17. All tracking results were obtained
using a simultaneous fitting strategy.
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Fig. 8. Examples of tracking with the Euclidean AAM: (a) iteration frames with the matched illumination condition, and
(b) iteration frames with the mismatched illumination condition.
Fig. 9. Examples of tracking with the Gabor FAAM: (a) iteration frames with the matched illumination condition, and
(b) iteration frames with the mismatched illumination condition.
 
Fig. 10. Average convergence rates for the simultaneous
algorithm. (a) When the input and training images have
matched illumination conditions, both algorithms perform
equally well. (b) When illumination is mismatched the
Gabor FAAM algorithm is still able to perform well, while
the Euclidean AAM algorithm diverges.
 
Fig. 11. Fitting performance curves for the simultaneous
algorithm using Euclidean AAM and Gabor FAAM when:
(a) the input and training images have matched illumina-
tion, (b) the input and training images have mismatched
illumination.
8 DISCUSSION
Experimental results show that image alignment in Fourier do-
main using filter banks that encode relative local intensity (e.g.
Gabor filters) clearly outperforms conventional unweighted
SSD objectives. An interesting question arising from this result
JOURNAL OF LATEX CLASS FILES, VOL. 6, NO. 1, JANUARY 2012 13
 
Fig. 12. Average convergence rates for the project-out
algorithm. (a) When the input and training images have
matched illumination conditions, both algorithms perform
equally well. (b) When illumination is mismatched the
Gabor FAAM algorithm is still able to do converge, while
the Euclidean AAM algorithm diverges.
 
Fig. 13. Fitting performance curves for the project-out al-
gorithm using Euclidean AAM and Gabor FAAM when: (a)
the input and training images have matched illumination,
and (b) the input and training images have mismatched
illumination.
Fig. 14. Average convergence rates for Gabor FAAM and
Gabor FAAM with a robust error function: Both algorithms
perform almost identical for (a) match illumination condi-
tions (b) mis-match illumination condition.
Fig. 15. Fitting performance curves for Gabor FAAM and
Gabor FAAM with a robust error function : (a) when the
input and training images have the same illumination, (b)
when the input and training images have the mismatched
illumination.
Fig. 16. Example of a tracking with Euclidean AAM and
Gabor FAAM in a video sequence. Illumination is chang-
ing over time using the 3 different flashes. Euclidean
AAM and the Gabor FAAM show similar results in the
initial frames, but only Gabor FAAM showed good tracking
results when the illumination changing over the time.
is: “Why does fitting across multiple filtered image responses
improve alignment performance?”. Our work shows that the
choice of the distance metric is crucial to the performance of
an alignment algorithm, and linear filters provide a principled
method to manipulate the distance metric through the weight-
ing matrix S in the Fourier domain. A question for future work
should perhaps be now, “What is the best weighting matrix S
for my alignment problem?” rather than “What filter banks
give best performance?”
9 CONCLUSION
In this paper we have demonstrated a novel extension to LK
algorithm & AAM fitting algorithm which allows for them to
be equivalently cast in the Fourier domain. This formulation
allows us to interpret the joint alignment across multiple filter
responses as a form of the weighted LK algorithm. Here, we
have presented a method to do image & object alignment using
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(a) Key frames taken from a video sequence of a person
walking along a passage in a house.
!"#
!$#
(b) Key frames taken from a video sequence of a person
walking along a passage in a building.
!"#
!$#
(c) Key frames taken from a video sequence of a person
walking in a park.
!"#
!$#
(d) Tracking with sequence of image frames in a real-
world automobile environment. Note: The video se-
quence was obtained from the AVICAR [31] database.
Fig. 17. Challenging examples of tracking in “real-world” scenarios where illumination conditions change dynamically
in the sequence. Gabor FAAM in nearly all cases obtains better tracking results in comparison to Euclidean AAM. Top
Row : tracking sequence with the Euclidean AAM. Bottom row: tracking sequence with the Gabor FAAM
a bank of filters that encode local relative intensity (e.g. Gabor
filters). We have shown that doing image & object align-
ment in the high dimensional multiple filter response space
is mathematically equivalent to doing alignment in a lower
dimensional image intensity space, if appropriate weightings
are applied in the Fourier domain. We have compared our
Gabor FLK algorithm with the conventional Euclidean FLK
and have shown that Gabor FLK outperforms Euclidean FLK
in the presence of variabilities like illumination changes. We
have demonstrated similar improvements with respect to more
exotic LK style object alignment algorithms, specifically AAM
fitting. We have extended our work in [10], [11] to person
specific AAM fitting performance using project-out algorithm.
For the project-out algorithm, the weighting matrix and its
Fourier transform can be completely precomputed incurring
no additional computational cost. This result is one of the
major contributions of this paper, as it allows one to obtain the
favorable properties of multiple filter responses in the project-
out algorithm without the need to explicitly compute multiple
responses.
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