Time-Varying Input and State Delay Compensation for Uncertain Nonlinear
  Systems by Kamalapurkar, Rushikesh et al.
ar
X
iv
:1
50
1.
03
81
0v
1 
 [c
s.S
Y]
  1
5 J
an
 20
15
1
Time-Varying Input and State Delay Compensation
for Uncertain Nonlinear Systems
Rushikesh Kamalapurkar, Nicholas Fischer, Serhat Obuz, and Warren E. Dixon
Abstract—A robust controller is developed for uncertain,
second-order nonlinear systems subject to simultaneous un-
known, time-varying state delays and known, time-varying input
delays in addition to additive, sufficiently smooth disturbances.
An integral term composed of previous control values facilitates
a delay-free open-loop error system and the development of
the feedback control structure. A stability analysis based on
Lyapunov-Krasovskii (LK) functionals guarantees uniformly ul-
timately bounded tracking under the assumption that the delays
are bounded and slowly varying.
I. INTRODUCTION
Numerous control techniques exist for linear systems with
constant input delays (cf. [1]–[3] and references therein).
Many of these results are extensions of classic Smith pre-
dictors [4], Artstein model reduction [5], or finite spectrum
assignment [6]. Results that focus on simultaneous constant
state and input delays for linear systems are provided in [7]–
[9]. Extensions of linear control techniques to time-varying
input delays are also available [10]–[15].
For nonlinear systems, controllers considering constant
[16]–[23] and time-varying [20], [24]–[33] state delays have
been recently developed. However, linear results considering
delayed inputs are far less prevalent, especially for systems
with model uncertainties and/or disturbances. Examples of
these include constant input delay results in [34]–[46] and
time-varying input delay results based on LMI conditions [47],
[48], backstepping [49]–[51] and other robust techniques [52].
Even more unique are results that consider both state and input
delays in nonlinear systems. Recently in [51], the predictor-
based techniques in [7] were extended to nonlinear systems
with time-varying delays in the state and/or the input utilizing
a backstepping transformation to construct a predictor-based
compensator. The development in [51] requires knowledge of
the plant dynamics and assumes that the plant is disturbance-
free.
In this paper, we expand our previous time-varying input
delay result [52] in two directions: a) Utilizing techniques
for constant input-delayed systems first introduced in [46],
we consider time-varying input delays in a nonlinear plant,
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and b) we add the ability to compensate for simultaneous
arbitrarily large unknown time-varying state delays based on
the techniques in [33]. Robust control methods are developed
to compensate for the unknown time-varying state delays. To
compensate for the input delay, an integral term composed
of previous control values is used to yield a delay-free open-
loop system. A Lyapunov-based stability analysis motivated
by Lyapunov-Krasovskii (LK) functionals demonstrates the
ability to achieve uniformly ultimately bounded tracking in
the presence of model uncertainty, additive sufficiently smooth
disturbances, and simultaneous time-varying state and input
delays. The result is based on the assumption that the unknown
state delay is bounded and slowly varying. Improving on the
result in [52], we relax previous sufficient conditions on the
control gains that required knowledge of the second derivative
of the input delay.
II. DYNAMIC SYSTEM
Consider a class of second-order (Euler-Lagrange-like) non-
linear systems given by:12
x¨ = f (x, x˙, t) + g (x (t− τs) , x˙ (t− τs) , t) + d+ uτi , (1)
where x, x˙ ∈ Rn are the system states, u ∈ Rn is the control
input, f : Rn × Rn × [0,∞) → Rn is an unknown function,
uniformly bounded in t, g : Rn×Rn× [0,∞)→ Rn is an un-
known function with delayed internal state, uniformly bounded
in t, d ∈ Rn denotes a sufficiently smooth disturbance (e.g.,
unmodeled effects), and τi, τs ∈ [0,∞) denote time-varying,
non-negative input and state delays, respectively.
The subsequent development is based on the assumption
that x and x˙ are measurable outputs. Throughout the paper, a
time-dependent delayed function is denoted as
ζτ ,
{
ζ (t− τ) t− τ > t0
0 t− τ ≤ t0,
where t0 denotes the initial time. Thus, uτi is defined by
uτi ,
{
u (t− τi) t− τi > t0
0 t− τi ≤ t0.
1The result in this paper can be extended to nth-order nonlinear systems
following a similar development to that presented in [32].
2For notational brevity, unless otherwise specified, the domain of all the
functions is assumed to be R≥0. Furthermore, unless otherwise specified, all
mathematical quantities are assumed to be time-varying and time-dependence
is suppressed in equations and definitions. For example, the trajectory x :
R≥0 → R
n is defined by abuse of notation as x ∈ Rn and unless otherwise
specified, an equation (inequality) of the form f + h (y, t) = (≤) g (x) is
interpreted as f (t) + h (y (t) , t) = (≤) g (x (t)) for all t ∈ R≥0.
2Additionally, ‖·‖ denotes the Euclidean norm of a vector and
the following assumptions will be exploited.
Assumption 1. Each of the functions f and g, along with
their first and second partial derivatives, is bounded on each
subset of its domain of the form K × [0,∞), where K ⊂
R
n×Rn is compact. Furthermore, given such compact K, the
corresponding bound is known.
Assumption 2. The nonlinear disturbance term and its time
derivative are bounded by known constants.3
Assumption 3. The desired trajectory xd ∈ Rn is designed
such that x(i)d ∈ Rn, ∀i = 0, 1, ..., 3 exist and are bounded by
known positive constants, where the superscript (i) denotes
the ith time derivative.4
Assumption 4. The input and state delays are bounded such
that 0 ≤ τi ≤ ϕi1 and 0 ≤ τs ≤ ϕs1 , and the rate of change
of the delays are bounded such that |τ˙i| ≤ ϕi2 < 1 and
|τ˙s| ≤ ϕs2 < 1 where ϕj ∈ R+ ∀j = i1, i2, s1, s2 are known
constants. Furthermore, the bounds on the input delay satisfy
ϕi1 + ϕi2 < 1. The state delay is assumed to be unknown,
while the input delay is assumed to be known.
Remark 1. In Assumption 4, the slowly time-varying con-
straint (i.e., |τ˙i,s| ≤ ϕi2,s2 < 1) is common to results
which utilize classical LK functionals to compensate for time-
varying time-delays [14]. Knowledge of the state delays in
the system is not required; however, the input delays present
a more significant challenge. Although the controller requires
the input delay to be known so that the interval of past control
values can be properly sized, numerical simulations illustrate
robustness to uncertainties in the input delay.
III. CONTROL OBJECTIVE
The objective is to design a controller that will ensure the
system state x of the system in (1) tracks a desired state
trajectory. To quantify the control objective, a tracking error,
denoted by e1 ∈ Rn, is defined as
e1 , xd − x. (2)
To facilitate the subsequent analysis, two auxiliary tracking
errors e2, r ∈ Rn are defined as [46]
e2 , e˙1 + α1e1, (3)
r , e˙2 + α2e2 + eu, (4)
where α1, α2 ∈ R denote constant positive control gains, and
eu ∈ Rn denotes the mismatch between the delayed control
input and the computed control input, defined as5
eu , uτi − u. (5)
3Many practical disturbance terms are continuous including friction (see
[53], [54]), wind disturbances, wave/ocean disturbances, etc.
4Many guidance and navigation applications utilize smooth, high-order
differentiable desired trajectories. Curve fitting methods can also be used to
generate sufficiently smooth time-varying trajectories.
5Let h , max (t0, t− τi). Then, h : [0,∞) → [0,∞) is continuous.
Further, since u (t0) = 0, uτi = u (h), and eu = u (h) − u. Hence, eu
is a continuous function of time if u is a continuous function of time, and
eu (t0) = 0.
The auxiliary signal eu injects a delay-free control input into
the error system development. In contrast to the development
in [52], the term in (5) is embedded in a higher order derivative
(i.e., r instead of e2). Functionally, eu still injects an integral
of past control values into the open-loop system; however,
the development introduces fewer cross-terms. The auxiliary
signal r is introduced to facilitate the stability analysis and
is not used in the control design since the expression in (4)
depends on the unmeasurable state x¨. The structure of the error
systems is motivated by the need to inject and cancel terms
in the subsequent stability analysis as demonstrated in Section
IV.
Using (1), (2), (3), and (5) to eliminate the delayed input
term, (4) can be represented as
r = S1 + S2 − u, (6)
where the auxiliary functions S1 ∈ Rn and S2 ∈ Rn are
defined as
S1 , f (xd, x˙d, t)− f (x, x˙, t) + g (xdτs , x˙dτs , t)
− g (xτs , x˙τs , t) + α1e˙1 + α2e2,
S2 , x¨d − f (xd, x˙d, t)− g (xdτs , x˙dτs , t)− d.
Based on (6) and the subsequent stability analysis,
u , (ks + 1) (e2 − e2 (t0)) + v, (7)
where v ∈ Rn is the solution to the following differential
equation
v˙ = (ks + 1) (α2e2 + eu) , v (t0) = 0, (8)
and ks ∈ R is a positive constant control gain.
The closed-loop error system can be developed by taking
the time derivative of (6) and substituting for (4) and the time
derivative of (7) to yield
r˙ = N˜ +Nd − e2 − (ks + 1) r, (9)
where N˜ ∈ Rn and Nd ∈ Rn are defined as
N˜ , S˙1 + e2, (10)
Nd , S˙2. (11)
The control design in (7) and (8) is motivated by the desire
to eliminate the delayed input, yielding the closed-loop error
system in (9). The structure of (9) is advantageous because it
facilitates the stability analysis by segregating terms that can
be upper bounded by a state-dependent term and terms that
can be upper bounded by constants. Based on Assumptions 2
and 3, the following inequalities can be developed from the
expression in (11):
‖Nd‖ ≤ ζNd1 , (12)
where ζNd1 ∈ R, is a known positive constant. The Mean
Value Theorem can be utilized to find an upper bound for the
expression in (10) as [55, Appendix A]∥∥∥N˜∥∥∥ ≤ ρ1 (‖z‖) ‖z‖+ ρ2 (‖zτs‖) ‖zτs‖ , (13)
where z ∈ R4n denotes the vector
z ,
[
eT1 , e
T
2 , r
T , eTu
]T
, (14)
3and the bounding terms ρ1, ρ2 : [0,∞)→ [0,∞) are positive,
non-decreasing and radially unbounded functions.6 The upper
bound for the auxiliary function N˜ is segregated into delay-
free and delay-dependent bounding functions to eliminate the
delayed terms with the use of an LK term in the stability
analysis.
To facilitate the subsequent stability analysis, several aux-
iliary terms are introduced. Let ρ : [0,∞) → [0,∞) be an
auxiliary bounding function defined as
ρ (‖z‖) =
√
(γ1 + 2γ2ϕs1) ρ
2
2 (‖z‖) + 3ρ21 (‖z‖), (15)
where γ1 and γ2 are positive adjustable constants, and let z´ ∈
R
3n be defined as
z´ ,
[
eT1 , e
T
2 , r
T
]T
. (16)
Auxiliary bounding constants σ, δ ∈ R are defined as
σ ,
1
2
min
{
α1
2
,
α2
2
, 1,
ω (1− ϕi2 )
6ϕi1
}
, (17)
δ ,
1
2
min
{
σ,
ω (1− ϕi2)
3ϕi1
,
(1− ϕi2)
3ϕi1
,
γ2 (1− ϕs2)
γ1
,
(1− ϕs2)
2ϕs1
}
, (18)
where ω ∈ R is a known, positive, adjustable constant.
Let
D ,
{
ξ ∈ R3n+4| ‖ξ‖ < inf
{
ρ−1
([√
2ksσ,∞
))}}
,
and
SD ,
{
ξ ∈ D | ‖ξ‖ <
√
1
2
inf
{
ρ−1
([√
2ksσ,∞
))}}
,
where, for a set A ⊂ R, the inverse image ρ−1 (A) ⊂ R is
defined as ρ−1 (A) , {a ∈ R | ρ (a) ∈ A}. Furthermore, let
the functions7 PLK : [0,∞) → [0,∞), QLK : [0,∞) →
[0,∞), RLK : [0,∞) → [0,∞), and SLK : [0,∞) → [0,∞)
be defined as
PLK , ϕi1
ˆ t
t−τi
‖u˙ (θ)‖2 dθ, (19)
QLK , ω
ˆ t
t−τi
(ˆ t
s
‖u˙ (θ)‖2 dθ
)
ds, (20)
RLK ,
γ1
2ks
ˆ t
t−τs
ρ22 (‖z (σ)‖) ‖z (σ)‖2 dσ, (21)
SLK ,
γ2
ks
ˆ t
t−τs
(ˆ t
s
ρ22 (‖z (σ)‖) ‖z (σ)‖2 dσ
)
ds. (22)
Additionally, let y ∈ R3n+4 be defined as
y ,
[
z´T
√
PLK
√
QLK
√
RLK
√
SLK
]T
. (23)
6For some classes of systems, the bounding functions ρ1 and ρ2 could
be selected as constants. For these classes of systems, a global uniformly
ultimately bounded result can be obtained as described in Remark 2.
7The construction of PLK , QLK , RLK , and SLK is based on LK
functionals. However, in this result, they are to be interpreted as time-varying
signals that are a part of the system state.
IV. STABILITY ANALYSIS
Theorem 1. Given the dynamics in (1), provided the control
gains are selected based on the following sufficient conditions
α1 > 1, α2 > 2, γ1 >
1
(1− ϕs2)
, ω >
3ϕi1
(1− ϕi2)
, (24)
and the input delay is small enough so that there exists a gain
ks that satisfies8
ϕi1 <
ks
6 (ω + 1) (ks + 1)
2 , (25)
3ζ2Nd1
ksδ
<
(
inf
{
ρ−1
([√
2ksσ,∞
))})2
, (26)
the controller given in (7) and (8) ensures uniformly ulti-
mately bounded tracking in the sense that lim supt→∞ ‖y‖ ≤√
3ζ2
N
d1
ksδ
, provided y (t0) ∈ SD .
Proof: Let V : D → R be a candidate Lyapunov function
defined as
V ,
1
2
eT1 e1 +
1
2
eT2 e2 +
1
2
rT r + PLK +QLK
+RLK + SLK , (27)
which satisfies the following inequalities:
1
2
‖y‖2 ≤ V (y) ≤ ‖y‖2 . (28)
The time derivative of (27) can be found by applying the
Leibniz Rule to (19), (20), (21) and (22), and by substituting
(2)-(4), (7), and (9), yielding
V˙ = eT1 (e2 − α1e1) + eT2 (r − α2e2 − eu)
+ rT
(
N˜ +Nd − e2 − (ks + 1) r
)
+ (ωτi + ϕi1 ) (ks + 1)
2 ‖r‖2 − ϕi1 (1− τ˙i) ‖u˙τi‖2
− ω (1− τ˙i)
ˆ t
t−τi
‖u˙ (θ)‖2 dθ
+
(
γ1
2ks
+
γ2
ks
τs
)
ρ22 (‖z‖) ‖z‖2
− γ1 (1− τ˙s)
2ks
ρ22 (‖zτs‖) ‖zτs‖2
− γ2
ks
(1− τ˙s)
ˆ t
t−τs
ρ22 (‖z (θ)‖) ‖z (θ)‖2 dθ. (29)
Using (4), (12), (13), the inequality τ˙s < 1 and Young’s
Inequality to show that
∥∥eT1 e2∥∥ ≤ 12 ‖e1‖2 + 12 ‖e2‖2,∥∥eT2 eu∥∥ ≤ 12 ‖e2‖2 + 12 ‖eu‖2 and ‖r‖ ρ2 (‖zτs‖) ‖zτs‖ ≤
ks
2 ‖r‖2 + 12ks ρ22 (‖zτs‖) ‖zτs‖
2
, the expression in (29) can be
upper bounded as
V˙ ≤ −α1 ‖e1‖2 − α2 ‖e2‖2 −
(
ks
2
+ 1
)
‖r‖2
+
1
2
‖e1‖2 + ‖e2‖2 + 1
2
‖eu‖2 + ‖r‖ ρ1 (‖z‖) ‖z‖
8Since δ increases with increasing ks, the left-hand side of (26) decreases
with increasing ks. Since ρ is a nondecreasing function, the right-hand side
of (26) is nondecreasing with respect to ks. Hence, (26) can be satisfied for
some ks. Furthermore, for any given ks, (25) is satisfied if the delay is small
enough.
4+
1
2ks
ρ22 (‖zτs‖) ‖zτs‖2 −
γ1 (1− τ˙s)
2ks
ρ22 (‖zτs‖) ‖zτs‖2
+ ϕi1 (1 + ω) (ks + 1)
2 ‖r‖2 + ‖r‖ ζNd1
− ω (1− τ˙i)
ˆ t
t−τi
‖u˙ (θ)‖2 dθ
+
(
γ1
2ks
+
γ2
ks
τs
)
ρ22 (‖z‖) ‖z‖2
− γ2
ks
(1− τ˙s)
ˆ t
t−τs
ρ22 (‖z (θ)‖) ‖z (θ)‖2 dθ. (30)
Completing the squares for r, utilizing the inequalities
‖eu‖2 ≤ τi
ˆ t
t−τi
‖u˙ (θ)‖2 dθ,
−
ˆ t
t−τi
‖u˙ (θ)‖2 dθ ≤
− 1
τi
ˆ t
t−τi
(ˆ t
s
‖u˙ (θ)‖2 dθ
)
ds = −QLK
ωτi
,
−
ˆ t
t−τs
ρ22 (‖z (θ)‖) ‖z (θ)‖2 dθ ≤
− 1
τs
ˆ t
t−τs
(ˆ t
s
ρ22 (‖z (θ)‖) ‖z (θ)‖2 dθ
)
ds =
−ksSLK
γ2τs
,
and (26), (19) and (21), (30) can be rewritten as
V˙ ≤ −α1
2
‖e1‖2 − α2
2
‖e2‖2 − ‖r‖2 − ω (1− τ˙i)
6τi
‖eu‖2
−
(
α1
2
− 1
2
)
‖e1‖2 −
(α2
2
− 1
)
‖e2‖2
−
(
ks
6
− ϕi1 (1 + ω) (ks + 1)2
)
‖r‖2
−
(
ω (1− τ˙i)
6τi
− 1
2
)
‖eu‖2
−
(
γ1 (1− τ˙s)
2ks
− 1
2ks
)
ρ22 (‖zτs‖) ‖zτs‖2
+
1
2ks
(
3ρ21 (‖z‖) + (γ1 + 2γ2ϕs1) ρ22 (‖z‖)
) ‖z‖2
− ω (1− τ˙i)
3ϕi1
PLK − (1− τ˙i)
3τi
QLK − γ2 (1− τ˙s)
γ1
RLK
− (1− τ˙s)
2τs
SLK +
3ζ2Nd1
2ks
. (31)
If the conditions in (24) are satisfied, based on the inequalities
‖z‖2 ≥ ‖z´‖2 and ‖z‖ ≤ ‖y‖, the expression in (31) reduces
to
V˙ ≤ −σ ‖z´‖2 − ω (1− ϕi2 )
3ϕi1
PLK − (1− ϕi2 )
3ϕi1
QLK
− γ2 (1− ϕs2)
γ1
RLK − (1− ϕs2 )
2ϕs1
SLK +
3ζ2Nd1
2ks
,
≤ −δ ‖y‖2 , ∀ ‖y‖ ≥
√
3ζ2Nd1
2ksδ
, (32)
provided y ∈ D , where ρ (‖z‖), σ, and δ were introduced in
(15), (17) and (18). Using (26), (28), and (32), Theorem 4.18
in [56] can be invoked to conclude that y is uniformly ulti-
mately bounded in the sense that lim supt→∞ ‖y‖ ≤
√
3ζ2
N
d1
ksδ
,
provided y (t0) ∈ SD .
Since e1, e2, r ∈ L∞, from (6), u ∈ L∞, which implies
uτi ∈ L∞, and hence, eu ∈ L∞. The closed-loop error system
can then be used to conclude that the remaining signals are
bounded.
Remark 2. If the system dynamics are such that
∥∥∥N˜∥∥∥ is linear
in ‖z‖, then the function ρ can be selected to be a constant,
i.e., ρ (‖z‖) = ρ, ∀z ∈ R4n for some known ρ > 0. In this
case, the gain condition in (26) reduces to
ks >
ρ
2σ
, (33)
and the result is global in the sense that D = SD = R3n+4.
V. CONCLUSION
This paper presents a robust controller for uncertain nonlin-
ear systems which include simultaneous time-varying state and
input delays, as well as sufficiently smooth additive bounded
disturbances. The controller utilizes a robust design approach
to compensate for the unknown state delays coupled with an
error system structure that provides a delay-free open-loop
error system. The controller and LK functionals guarantee
uniformly ultimately bounded tracking provided the rates of
the delays are sufficiently slow. The control development can
be applied when there is uncertainty in the system dynamics
and when the state delay is unknown; however, the controller
is based on the assumption that the time-varying input delay is
known. Simulation results point to the possibility that different
control or analysis methods could be developed to eliminate
the assumption that the input delay is known. That is, perhaps
the interval of previous control values could somehow be
designed big enough to provide predictive properties despite
uncertainty in the input delay.
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