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Abstract. This paper proposes a novel method of estimating the ab-
solute scale of monocular SfM for a multi-modal stereo camera. In the
fields of computer vision and robotics, scale estimation for monocular
SfM has been widely investigated in order to simplify systems. This pa-
per addresses the scale estimation problem for a stereo camera system
in which two cameras capture different spectral images (e.g., RGB and
FIR), whose feature points are difficult to directly match using descrip-
tors. Furthermore, the number of matching points between FIR images
can be comparatively small, owing to the low resolution and lack of ther-
mal scene texture. To cope with these difficulties, the proposed method
estimates the scale parameter using batch optimization, based on the
epipolar constraint of a small number of feature correspondences between
the invisible light images. The accuracy and numerical stability of the
proposed method are verified by synthetic and real image experiments.
1 Introduction
This paper addresses the problem of estimating the scale parameter of monocular
Structure from Motion (SfM) for a multi-modal stereo camera system (Fig. 1).
There has been growing interest in scene modeling with the development of mo-
bile digital devices. In particular, researchers in the field of computer vision and
robotics have exhaustively investigated scale estimation methods for monocu-
lar SfM to benefit from the simplicity of the camera system [5,14]. There are
several ways to estimate the scale parameter — for example, integration with
other sensors such as inertial measurement units (IMUs) [19] or navigation satel-
lite systems (NSSs), such as the Global Positioning System (GPS). Also, some
methods utilize the prior knowledge of the sensor setups [13,23]. In this paper,
the scale parameter of monocular SfM is estimated by integrating the informa-
tion of different spectral images, such as those taken by RGB and far-infrared
(FIR) cameras in a stereo camera setup, whose feature points are difficult to
directly match by using descriptors (e.g., SIFT [15], SURF [2], and ORB [22]).
With the development of the production techniques of FIR cameras, they
have been widely utilized for deriving the benefits of thermal information in
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Fig. 1. Flowchart of the proposed scale estimation and the application example: ther-
mal 3D reconstruction.
the form of infrared radiation emitted by objects, such as infrastructure in-
spection [8,11,16,29,30], pedestrian detection in the dark [3], and monitoring
volcanic activity [27]. Especially for unmanned aerial vehicles (UAVs), a stereo
pair of RGB and FIR cameras, which we call a multi-modal stereo camera, is
often mounted on the UAV for such inspection and monitoring. Although the
multi-modal stereo camera can capture different spectral images simultaneously,
for example, in the case of structural inspection, it is labor-intensive to com-
pare a large number of image pairs. To improve the efficiency of the inspection,
SfM [1,24] and Multi-View Stereo (MVS) [7,12,25] can be used for thermal 3D
reconstruction (Fig. 1). The estimation of the absolute scale of the monocu-
lar SfM is needed in order to project FIR image information to the 3D model
(Fig. 2a). However, it is difficult to match feature points between RGB and FIR
images directly. Moreover, the number of matching points between FIR images
is comparatively small due to the low resolution and the lack of thermal texture
in a scene. Although machine learning methods, such as deep neural networks
(DNNs) [6,9,31], can be used to match feature points between different types of
images, the cost of dataset creation for every camera and scene is quite expensive.
To estimate the scale parameter from only the information of the multi-modal
camera system, we leverage the stereo setup with a constant extrinsic parameter
and a small number of feature correspondences between the same modal images
other than the visible ones (Fig. 1). More concretely, the proposed method is
based on a least-squares method of residuals by the epipolar constraint between
the same modal images. The main contribution of this paper is threefold: first,
the formulation of the scale estimation for a multi-modal stereo camera system;
second, the verification of the effectiveness of the formulation through synthetic
and real image experiments; and third, experimental thermal 3D mappings as
one of the applications of the proposed method.
2 Related work
2.1 Thermal 3D reconstruction
The FIR camera is utilized with other types of sensors for thermal 3D recon-
struction because the texture of FIR images is poorer than that of visible ones,
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Fig. 2. (a) Examples of projection when the absolute scale of RGB camera poses is
correct (left) or incorrect (right). Green and red lines indicate the projection of the
object in the RGB and FIR images, respectively. When the scale is incorrect, the
reprojection of the FIR images is misaligned with the object. (b) Definition of camera
poses for the ith and jth viewpoints. T
(·)
v , T
(·)
f and Ts represent the global poses of the
RGB camera C
(·)
v , FIR camera C
(·)
f , and the relative pose between them, respectively.
T
(ij)
(·) represents the relative pose between the same type of cameras, C
(i)
(·) and C
(j)
(·) .
especially for indoor scenes. Oreifej et al. [20] developed a fully automatic 3D
thermal mapping system for building interiors using light detection and ranging
(LiDAR) sensors to directly measure the depth of a scene. Additionally, depth
image sensors are utilized to estimate the dense 3D model of a scene based on
the Kinect Fusion algorithm [17] in the works of [16,29].
A combination of SfM and MVS is an alternative method for the 3D scene re-
construction. Ham et al. [8] developed a method to directly match feature points
between RGB and FIR images, which works only in rich thermal-texture envi-
ronments. Under similar conditions, the method proposed by Truong et al. [21]
performs SfM using each of RGB and FIR images independently, aligning the
two sparse point clouds.
Whereas the measurement range of the LiDAR sensor is longer than that of
the depth image sensor, it has disadvantages in sensor size and weight, and is
more expensive compared to RGB and depth cameras. Additionally, the depth
image sensor can directly obtain dense 3D point clouds of a scene; however, it is
unsuitable for wide-area measurement tasks because the measurement range is
comparatively short. As mentioned, this study assumes thermal 3D reconstruc-
tion of wide areas for structural inspection by UAVs as an application. Thus, this
paper proposes a scale estimation method of monocular SfM for a multi-modal
stereo camera with the aim of thermal 3D reconstruction using an RGB–FIR
camera system.
2.2 Scale estimation for monocular SfM
There are several types of scale estimation methods for monocular SfM based
on other sensors and prior knowledge.
To estimate the absolute scale parameter of monocular SfM, an IMU is uti-
lized as an internal sensor to integrate the information of the accelerations and
angular velocities with vision-based estimation using the extended Kalman filter
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(EKF) [19]. As an external sensor, location information from NSSs (e.g., GPS)
can be used to estimate the similarity transformation between the trajectories
of monocular SfM and the GPS information based on a least-squares method.
Otherwise, prior knowledge of the sensor setups is utilized for scale estima-
tion. Scaramuzza et al. [23] exploit the nonholonomic constraints of a vehicle on
which a camera is mounted. The work by Kitt et al. [13] utilizes ground planar
detection and the height from the ground of a camera.
The objective of this study is to estimate the scale parameter of monocular
SfM from only multi-modal stereo camera images without other sensor informa-
tion, for versatility. For example, in the case of structural inspection using UAVs,
IMUs mounted on the drones suffer from vibration noise, and the GPS signal
cannot be received owing to the structure. Additionally, assumptions of sen-
sor setups restrain the application of scale estimation. Therefore, the proposed
method utilizes only input image information and pre-calibration parameters.
As one of the scale estimation methods for a multi-modal stereo camera,
which uses the information only from such a camera system, Truong et al. [21]
proposed a method based on an alignment of RGB and FIR point clouds. This
method requires the point cloud created only from FIR images. Thus, it is not
applicable to scenes with non-rich thermal texture, such as indoor scenes. Oth-
erwise, considering a multi-modal stereo camera as a multi-camera cluster with
non-overlapping fields of view, we can theoretically apply scale estimation meth-
ods of monocular SfM for such a multi-camera cluster to a multi-modal stereo
camera. The work by Clipp et al. [4] estimates the absolute scale of monocular
SfM for a multi-camera cluster with non-overlapping fields of view by minimiz-
ing the residual based on the epipolar constraint between two viewpoints. This
method does not perform the batch optimization, which utilizes multiple image
pairs, and does not take the scale parameter into account when performing the
bundle adjustment (BA) [28].
Thus, in this paper, we compare the proposed scale estimation method with
the ones of Truong et al. [21] and by Clipp et al. [4].
3 Scale estimation
3.1 Problem formulation
In this section, we describe a novel method of estimating a scale parameter
of reconstruction results from monocular SfM. Here we use a stereo system of
RGB and FIR cameras (i.e., RGB–FIR) as an example of a multi-modal stereo
camera system. Fig. 2b expresses the global and relative transformation matrices
of a system composed of two viewpoints with an RGB–FIR camera system.
We start with a given set of RGB images
{
I
(1)
v , I
(2)
v , · · · , I(n)v
}
, and FIR images{
I
(1)
f , I
(2)
f , · · · , I(n)f
}
, whose kth images, I
(k)
v and I
(k)
f , are taken simultaneously
using an RGB–FIR camera system whose constant extrinsic parameter is
Ts =
[
Rs ts
0T 1
]
. (1)
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Rs and ts represent the rotation matrix and the translation vector between
the two cameras of the camera system, respectively. Those matrix and vector
are estimated via calibration in advance. Additionally, we assume that the kth
images, I
(k)
v and I
(k)
f , are taken by the k
th cameras, C
(k)
v (RGB) and C
(k)
f (FIR),
with the global extrinsic parameters, T
(k)
v and T
(k)
f , respectively. Note that C
(k)
v
and C
(k)
f comprise the pair of cameras in the RGB–FIR camera system.
{
T
(k)
v
}
can be estimated except for its absolute scale by monocular SfM of the RGB
images.
Using T
(i)
v and T
(j)
v , the relative transformation between C
(i)
v and C
(j)
v is
computed by T
(j)
v T
(i)
v
−1
. To solve the scale ambiguity, a scale parameter s ∈ R
is introduced. Then, the relative transformation T
(ij)
v between C
(i)
v and C
(j)
v
including the scale parameter s is expressed by
T(ij)v =
[
R
(ij)
v s · t(ij)v
0T 1
]
, (2)
where R
(ij)
v and t
(ij)
v are the rotation matrix block and the translation vector
block of T
(j)
v T
(i)
v
−1
, respectively. The goal is to estimate the correct s ∈ R.
3.2 Derivation of scale parameter s
With T
(ij)
v and Ts, the relative transformation T
(ij)
f = TsT
(ij)
v T−1s between the
two FIR cameras, C
(i)
f and C
(j)
f , can be computed as
T
(ij)
f =
[
RsR
(ij)
v R−1s s ·Rst(ij)v + (I−RsR(ij)v R−1s )ts
0T 1
]
(3)
=
[
A(ij) s · b(ij) + c(ij)
0T 1
]
, (4)
where A(ij) =
[
a
(ij)
1
∣∣a(ij)2 ∣∣a(ij)3 ] = RsR(ij)v R−1s , b(ij) = Rst(ij)v and c(ij) =
(I − RsR(ij)v R−1s )ts. An essential matrix E(ij) between C(i)f and C(j)f can be
derived from T
(ij)
f and expressed as
E(ij) =
[
sb(ij) + c(ij)
]
×A
(ij) (5)
= s · [b(ij) × a(ij)1 ∣∣ b(ij) × a(ij)2 ∣∣ b(ij) × a(ij)3 ]
+
[
c(ij) × a(ij)1
∣∣ c(ij) × a(ij)2 ∣∣ c(ij) × a(ij)3 ]. (6)
The epipolar constraint between the two FIR images, I
(i)
f and I
(j)
f , corresponding
to the FIR cameras, C
(i)
f and C
(j)
f , is formulated as
p
(j)
k
T
E(ij)p
(i)
k = 0, (7)
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where p
(i)
k =
[
x
(i)
k , y
(i)
k , 1
]T
and p
(j)
k =
[
x
(j)
k , y
(j)
k , 1
]T
are the kth corresponding
feature points between I
(i)
f and I
(j)
f , in the form of normalized image coordi-
nates [10]. A normalized image point p
(i)
k is defined as
p
(i)
k = K
−1
f
[
u
(i)
k , v
(i)
k , 1
]T
with Kf =
fx 0 cx0 fy cy
0 0 1
 , (8)
where Kf is the intrinsic parameter matrix of the FIR camera.
[
u
(i)
k , v
(i)
k
]
is the
feature point in pixels in I
(i)
f and is the k
th corresponding feature point with[
u
(j)
k , v
(j)
k
]
in I
(j)
f . Additionally, the normalized image point is also defined as
p
(i)
k = X
(i)
l
/
Z
(i)
l , (9)
where X
(i)
l = [X
(i)
l , Y
(i)
l , Z
(i)
l ]
T is the lth 3D point in the coordinate system of
the ith FIR camera C
(i)
f . Here, X
(i)
l corresponds to the feature point p
(i)
k on I
(i)
f .
The epipolar constraint of Equation (7) can be expanded to
u
(ij)
k
(
s · f (ij) + g(ij)) = 0 (10)
with
u
(ij)
k =
[
x
(i)
k x
(j)
k , x
(i)
k y
(j)
k , x
(i)
k , y
(i)
k x
(j)
k , y
(i)
k y
(j)
k , y
(i)
k , x
(j)
k , y
(j)
k , 1
]
, (11)
f (ij) =
[[
b(ij)×a(ij)1
]
1
,
[
b(ij)×a(ij)1
]
2
, · · · , [b(ij)×a(ij)3 ]2, [b(ij)×a(ij)3 ]3]T, (12)
g(ij) =
[[
c(ij)×a(ij)1
]
1
,
[
c(ij)×a(ij)1
]
2
, · · · , [c(ij)×a(ij)3 ]2, [c(ij)×a(ij)3 ]3]T. (13)
If the coordinates of the feature points have no error, Equation (10) is completely
satisfied. However, in reality, the equation is not completely satisfied because
coordinates of feature points usually have some error and the scale s is unknown.
In such a case, the scalar residual e
(ij)
k is defined as
e
(ij)
k = u
(ij)
k
(
s · f (ij) + g(ij)). (14)
Likewise, the residual vector e(ij) can be defined by
e(ij) = U(ij)
(
s · f (ij) + g(ij)) with U(ij) = [ u(ij)1 T∣∣ u(ij)2 T∣∣ · · · ∣∣ u(ij)n T ]T,
(15)
where n is the number of corresponding feature points between I
(i)
f and I
(j)
f .
Using a least-squares method, the scale parameter s can be estimated by
s = arg min
s ∈ R
1
2
∑
i,j,i 6=j
∣∣∣∣∣∣e(ij)∣∣∣∣∣∣2 . (16)
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Collectively, the scale estimation problem comes down to determining s, such
that the error function,
J(s) =
1
2
∑
i,j,i 6=j
∣∣∣∣∣∣U(ij)(s · f (ij) + g(ij))∣∣∣∣∣∣2 (17)
is minimized. Thus, the scale parameter s is determined by solving the equation
dJ(s)/ds = 0 in terms of s. Therefore, the scale s is computed by
s = −
∑
i,j,i 6=j
(
f (ij)
T
U(ij)
T
U(ij)g(ij)
)/ ∑
i,j,i 6=j
(
f (ij)
T
U(ij)
T
U(ij)f (ij)
)
. (18)
3.3 Alternative derivation
In Equation (2), the scale parameter s and the relative translation vector t
(ij)
v
between the two RGB cameras, C
(i)
f and C
(j)
f , are multiplied. The scale parame-
ter s can be alternatively applied to the translation vector ts in Ts, in contrast to
Equations (1) and (2). This introduction of s is reasonable because multiplying
ts by s is geometrically equivalent to multiplying t
(ij)
v by 1/s. Therefore, we can
also estimate the scale parameter of monocular SfM, which has scale ambiguity,
from
T(ij)v =
[
R
(ij)
v t
(ij)
v
0T 1
]
and Ts =
[
Rs s · ts
0T 1
]
. (19)
When using Equation (19) for scale estimation, the A(ij), b(ij) and c(ij) in
Equation (4) are
A(ij) = RsR
(ij)
v R
−1
s , b
(ij) = (I−RsR(ij)v R−1s )ts and c(ij) = Rst(ij)v . (20)
The rest of the derivation procedure remains the same.
Hereinafter, the formula for the scale estimation based on Equations (1) and
(2) is called Algorithm (1), whereas the formula based on Equation (19) is called
Algorithm (2).
3.4 Scale-oriented bundle adjustment
After an initial estimation of the scale parameter by Equation (18) of Algo-
rithm (1) or (2), we perform the bundle adjustment (BA) [28]. Before the scale
estimation, the camera poses of the RGB cameras are precisely estimated via
monocular SfM, except for its absolute scale. Thus, our BA optimizes the scale
parameter s rather than the translation vectors of the RGB cameras.
Using the scale parameter s, the reprojection error δ
(i)
k,l of the l
th FIR 3D
point Xl = [Xl, Yl, Zl]
T (in the world coordinate system) in the FIR image I
(i)
f
is defined as
δ
(i)
k,l = x
(i)
k − pi(i) (s,Xl) , (21)
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where x
(i)
k represents the k
th feature point in the ith FIR image I
(i)
f and corre-
sponds to Xl. The projection function pi
(i)(·) for the ith FIR camera is
pi(i) (s,Xl) =
[
fxX
(i)
l
/
Z
(i)
l + cx, fyY
(i)
l
/
Z
(i)
l + cy
]T
, (22)
where X
(i)
l = [X
(i)
l , Y
(i)
l , Z
(i)
l ]
T is computed by
X
(i)
l = RsR
(i)
v Xl + s ·Rst(i)v + ts
(
when using Algorithm (1)
)
, (23)
X
(i)
l = RsR
(i)
v Xl + Rst
(i)
v + s · ts
(
when using Algorithm (2)
)
. (24)
The cost function L (·) composed of the reprojection errors is defined by
L
(
s,
{
Xl
}
,Kf ;
{
T(i)v
}
,Ts
)
=
∑
i,k,l
ρh
(∣∣∣∣∣∣δ(i)k,l∣∣∣∣∣∣2 /σ2r) , (25)
where ρh(·) is the Huber loss function and σr is the standard deviation of the
reprojection errors. The optimized scale parameter s is estimated as follows:
s = arg min
s ∈ R,{Xl},Kf
L
(
s,
{
Xl
}
,Kf ;
{
T(i)v
}
,Ts
)
. (26)
Equation (26) is a non-convex optimization problem. Thus, it should be solved
using iterative methods such as the Levenberg–Marquardt algorithm, for which
an initial value is acquired by Equation (18) of Algorithm (1) or (2). See the
details of the derivation above in Section 1 of the supplementary material paper.
4 Synthetic image experiments
In Section 3, we described the two approaches of resolving scale ambiguity, with
differences in the placement of the scale parameter s. In this section, we in-
vestigate, via simulation, the effect of noise given to feature points on scale
estimation accuracy when varying the baseline length between the two cameras
of the multi-modal stereo camera system.
The scale parameter is estimated in the synthetic environment with noise in
both Algorithms (1) and (2). Preliminary experiments in the synthetic environ-
ment show that scale parameters can be estimated correctly using the proposed
method when no noise is added to the feature points. See the details under the
noise-free settings in Section 2 of the supplementary material paper.
4.1 Experimental settings
The procedure for the synthetic image experiments is as follows:
1. Scatter 3D points Xi ∈ R3 (i = 1, 2, · · · , np) randomly in a cubic space with
a side length of D.
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Fig. 3. Mean (left vertical axes) and standard deviation (right vertical axes) of a
hundred estimated scales under feature point noise of σn = 0.001. Both horizontal
axes represent the baseline length d between the two cameras of the RGB–FIR camera
system, which is varied in the range of [10−2, 102]. Note that the true value of the
scale strue = 1.0 here. The accuracy and stability of the estimated scales are different
between (a) and (b), especially for d < 0.1.
2. Arrange nc RGB–FIR camera systems in the 3D space randomly. More
concretely, a constant relative transformation of an RGB–FIR camera sys-
tem Ts is given, and the absolute camera poses of the RGB cameras T
(k)
v
(k = 1, 2, · · · , nc) are set randomly. Then, the absolute camera poses of the
FIR cameras T
(k)
f (k = 1, 2, · · · , nc) are computed by T(k)f = TsT(k)v .
3. For all k = 1, 2, · · · , nc, reproject the 3D points X1, X2, · · · , Xnp to the
kth FIR camera using T
(k)
f . Then, determine the normalized image points
p
(k)
i (i = 1, 2, · · · , np) using Equation (9). Gaussian noise with a standard
deviation σn ≥ 0 can be added to all of the reprojected points.
4. Estimate the scale parameter s, using both Algorithms (1) and (2) with
outlier rejection based on Equation (14). Note that the true value of the
scale parameter is 1.0 because the RGB camera positions are not scaled.
In this paper, we define np = 1000, D = 2000 and nc = 100. In addition, the
relative pose Ts between the two cameras of the camera system is set as
Ts =
[
Rs ts
0T 1
]
with Rs = I and ts =
[
d 0 0
]T
, (27)
where d > 0 is the distance between the two cameras of the RGB–FIR camera
system. d and σn are set depending on the simulation.
4.2 Effects of feature point detection error
We consider the effect of noise given to feature points on scale estimation ac-
curacy when varying a baseline length of the stereo camera system. Setting
σn = 0.001, we estimate scale parameters s 100 times and compute a mean and
a standard deviation (SD) of 1/s
(
in Algorithm (1)
)
or s
(
in Algorithm (2)
)
,
with respect to each of the various baseline lengths d between the two cameras
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slide (1.7m)
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RGB camera (5184×3888 pixel)
LUMIX DMC-G8
RGB camera
(1920×1080 pixel)
FIR camera
(160×120 pixel)
FLIR
Duo R
(a) Camera system and its mount (b) Grid-aligned cameras
Fig. 4. (a) Camera system and its mount used in our experiment. The camera mount
is used to capture images along the grid-aligned viewpoints. The stage, to which the
camera system is fixed, can be moved in both vertical and horizontal directions. (b)
Grid-aligned camera poses estimated by SfM. The images are captured using (a).
of the camera system. Fig. 3 shows the relationship between d, the means and
the SDs of the estimated scales for both Algorithms (1) and (2).
In Fig. 3b, the scale parameters are stably estimated in the region where d
is relatively large (0.1 < d) because the means are s = strue = 1.0 and the
SDs converge to 0.0. On the contrary, in the region where d is relatively small
(d < 0.1), the SD increases as d decreases but the means maintain the correct
value of strue = 1.0. Meanwhile, in Fig. 3a the means of the scale parameters are
less accurate than the ones in Fig. 3b in the region where d is relatively small
(d < 0.1). In addition, the SDs in Fig. 3a are larger than the ones in Fig. 3b.
Hence, it is concluded that the estimated scales obtained by Algorithm (2) are
more accurate and stable than the ones obtained by Algorithm (1). Additionally,
the baseline length between the two cameras of a multi-modal stereo camera
system should be as long as possible for scale estimation.
5 Real image experiments
5.1 Evaluation method
We apply the proposed method to the experimental environment to verify that
the method is capable of estimating the absolute scales of outputs from monoc-
ular SfM which uses a multi-modal stereo camera. For this verification, we need
to prepare results of monocular SfM in which the actual distances between the
cameras are already known. Therefore in this experiment, the multi-modal stereo
camera system is fixed to the stage on the camera mount as shown in Fig. 4a,
and we capture RGB and FIR images while moving the camera system on a grid
of 100[mm] intervals. The stage of the camera mount, where the camera system
is fixed, can be moved in both vertical and horizontal directions. Fig. 4b shows
an example of grid-aligned camera poses estimated by SfM, whose images are
captured using the camera mount shown in Fig. 4a.
Let d(ij) be the actual distance between the two RGB cameras (C
(i)
v ,C
(j)
v )
and L(ij) be the distance between (C
(i)
v ,C
(j)
v ) in the result of the monocular SfM,
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which has scale ambiguity. The estimated actual distance dˆ(ij) is computed by
dˆ(ij) = s · L(ij)(in Algorithm (1)) and dˆ(ij) = L(ij)/s (in Algorithm (2)), (28)
where s is the scale parameter in Equation (2) and Equation (19), respectively.
Additionally, the relative error (ij) of dˆ(ij) can be defined as
(ij) =
dˆ(ij) − d(ij)
d(ij)
× 100[%]. (29)
The RGB–FIR camera system used in our experiment is shown in Fig. 4a. The
RGB camera in the camera system is a LUMIX DMC–G8 (Panasonic Corp.) or
the RGB camera part of a FLIR Duo R (FLIR Systems, Inc.), depending on the
experimental setting of the baseline length. The FIR camera is the FIR camera
part of the FLIR Duo R.
The procedure for the experiment is as follows:
1. Capture the RGB and FIR image pairs using the camera system and its
mount shown in Fig. 4a. Additionally, some supplementary RGB and FIR
images are added to stabilize the process of monocular SfM and scale esti-
mation.
2. Perform a process of monocular SfM using the captured RGB images.
3. Compute feature point matches of the FIR images using SIFT [15] descrip-
tor, whose outliers are rejected via RANdom SAmple Consensus (RANSAC)
based on a five-point algorithm [18,26].
4. Estimate the scale parameter by Algorithms (1) and (2).
5. Compute a mean of (ij) with all the combinations, which is defined as
 =
1
N(N − 1)/2
∑
i<j
(ij), (30)
where N is the number of RGB images taken in a grid.
When detecting and describing feature points, FIR images are converted to
gray-scaled images. FLIR Duo R outputs FIR images whose pixels contain values
of radiation temperature. To convert them to gray-scaled images, a mean µ and
a standard deviation σp of pixels for each image are computed, and then pixel
values with a range of [µ− 2σp, µ+ 2σp] are mapped to [0, 28 − 1].
To confirm the effect of the difference in baseline lengths between the RGB
and FIR cameras, datasets of RGB and FIR images are taken with each of the
four baseline lengths of the camera system: 273[mm], 192[mm], 113[mm] and
26[mm]. The systems with the first, second, and third baseline lengths use the
LUMIX DMC–G8 as the RGB camera. The system with 26[mm] uses the RGB
camera equipped on the FLIR Duo R. Considering the randomness of RANSAC,
for each of the four baseline lengths, the scale estimation and computation of
 are performed 100 times. Then, a mean and a standard deviation of || are
calculated.
Also, pre-calibration of an RGB–FIR stereo camera system is needed to per-
form the proposed scale estimation procedure. Thus, we adopt the stereo cali-
bration method in which a planar pattern such as a chessboard is used [32]. See
the details in Section 3 of the supplementary material paper.
12 S. Sumikura et al.
(a) Target scene
0
20
40
60
80
0 50 100 150 200 250 300
baseline length [mm]
m
ea
n 
of
 
𝜖̅	% before BAafter BA
(b) Algorithm (1)
0
20
40
60
80
0 50 100 150 200 250 300
baseline length [mm]
m
ea
n 
of
 
𝜖̅	% before BAafter BA
(c) Algorithm (2)
Fig. 5. (a) Target scene of evaluation. (b), (c) The means of || with 100 trials under
various baseline setups (26, 113, 192 and 273[mm]), in both Algorithms (1) and (2).
The error bars indicate the range of ±1σ of ||. σ is a standard deviation of || with
100 trials. It is found that the means of || before BA decrease as the baseline length
becomes larger in both (b) and (c). Additionally, the means of || in (b) are larger the
ones in (c). On the contrary, after BA, the means of || approach nearly zero in both
(b) and (c).
5.2 Evaluation with a real scene
The experimental environment used in the evaluation is shown in Fig. 5a. The
grid pattern along which the camera system is moved has 8 vertical × 10 hor-
izontal grids. Thus, there are 80 RGB camera poses used for the evaluation.
Additionally, 50 supplementary pairs of RGB and FIR images are included to
stabilize the process of monocular SfM and scale estimation. Considering the
randomness of RANSAC, we show the means and standard deviations of ||
with 100 trials of scale estimation. Figs. 5b and 5c show the results when using
Algorithms (1) and (2), respectively.
In both Figs. 5b and 5c, the means of || before BA decrease as the baseline
length becomes larger. Additionally, the mean values in Fig. 5b are larger than
the ones in Fig. 5c across the whole range of baseline length. Those results denote
the same pattern as the experiments in the synthetic environment in Section 4.
Consequently, without BA, it is evident that the smaller error of scale estimation
occurs when using the camera system with the longer baseline as indicated by
the simulation in Section 4. In addition, the difference in numerical stability of
the proposed method occurs in experiments with both synthetic and real images.
On the contrary, after BA, the means of || approach nearly zero in both
Figs. 5b and 5c, even though large error occurred before BA. Especially, at the
26[mm] baseline length in Fig. 5b, the mean of || after BA is 1.64[%] whereas
it is 74.9[%] before BA. Additionally, at the 273[mm] baseline length after BA,
high accuracy of the scale estimation is achieved as the means of || are 0.832[%]
under Algorithm (1) and 0.876[%] under Algorithm (2). The SDs also decrease
after BA compared to the ones before BA. Summarizing the above, we conclude
that scale parameters estimated by both Algorithms (1) and (2) are suitable
for an initial value of BA as well as that our BA effectively refines the scale
parameters with respect to the accuracy and variance.
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Fig. 7. Evaluation of the practical re-
sult with road surface markings in the
scene of Fig. 8a. High accuracy of the
scale estimation is achieved as the rel-
ative errors are under 1.0[%].
5.3 Comparison with the existing method
As mentioned in Section 2.2, we compare the proposed scale estimation method
with the ones by Truong et al. [21] and by Clipp et al. [4]. We apply the two
methods of [21] and [4] to the RGB–FIR image datasets used in Section 5.2,
then evaluate the estimated scale parameter by calculating  accordingly. Fig. 6
shows the comparison of the accuracies of the scale parameters estimated by
Algorithm (2) of the proposed method, [21] and [4]. The results of the proposed
method and [4] present the means of || with 100 trials both before and after
BA. In result by [21], we adopt st computed by Equation (6) in the paper of [21]
as the scale parameter s.
As shown in Fig. 6, the || by [21] and [4] are much larger than the means of
|| by the proposed method throughout the whole range of baseline length. As for
[21], the low accuracy mainly results from the erroneous 3D points reconstructed
via SfM which uses only the FIR images. On the other hand, unlike our method,
the method by [4] cannot deal with the epipolar residuals of multiple FIR image
pairs. Thus, before BA, the means of || by [21] and [4] are much larger than the
ones by the proposed method. Additionally, the BA in [4] does not optimize a
scale parameter but rather rotations and translations. Thus, after BA, coupled
with the poor initial estimation by [4], the BA is unstable as shown in Fig. 6.
5.4 Practical examples
Fig. 8 presents temporal thermal 3D mappings as a practical example of thermal
3D reconstruction. RGB and FIR images are captured by a smartphone-based
RGB–FIR camera system, composed of a FLIR One (FLIR Systems, Inc.) and
a smartphone. The baseline length of the camera system is 154[mm].
A 3D mesh model shown in Fig. 8a is reconstructed from the RGB images us-
ing monocular SfM and MVS, and is then resized to the absolute scale estimated
by the proposed method. The thermal 3D models shown in Figs. 8b and 8c are
built by reprojecting FIR images to the 3D mesh model on a sunny day and on
a rainy day, respectively. The thermal information is reprojected well as shown
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(a) 3D mesh model
[℃]
(b) on a rainy day
[℃]
(c) on a sunny day
Fig. 8. Examples of temporal thermal 3D modeling. The 3D mesh model reconstructed
from RGB images is shown in (a). (b) and (c) show the thermal 3D reconstructions on
a rainy day and on a sunny day, respectively.
in Figs. 8b and 8c. In addition, as shown in Fig. 7, we measure the size of road
surface markings in the 3D model (estimated) and in the real world (actual),
as an evaluation of the estimated scales in practical scenes. The relative errors
of the estimated size are approximately 0.8[%] in the scene in Fig. 8. See the
additional results in Section 4 of the supplementary material paper.
6 Conclusion
In this paper, we have shown a novel method of estimating the scale parameter
of monocular SfM for a multi-modal stereo camera system, which is composed
of different spectral cameras (e.g., RGB and FIR) in a stereo camera setup.
Owing to the difficulty of matching feature points directly between RGB and
FIR images, we have leveraged a constant extrinsic parameter of the stereo setup
and a small number of feature correspondences between the same modal images.
Two types of formulae for scale parameter estimation, both of which are based
on the epipolar constraint, were proposed in this paper. We have also verified the
difference in scale estimation accuracy and stability between the two formulae in
the synthetic and real image experiments. The cause for the difference in scale
estimation stability requires further investigation.
Additionally, we have demonstrated a scale estimation of monocular SfM
under the experimental environment using an RGB–FIR stereo camera, and we
have verified its accuracy both before and after BA. The consequence shows
that the proposed method can estimate an appropriate scale parameter and its
accuracy depends on the baseline length between RGB and FIR cameras of a
stereo camera system. Moreover, we have presented the thermal 3D modeling as
an application of the proposed scale estimation method.
These results suggest that the proposed method is applicable to the construc-
tion of thermal 3D mappings using payload-limited vehicles, such as UAVs, on
which an RGB–FIR camera system is mounted. Therefore, we conclude that the
proposed method is suitable for scale estimation of monocular SfM.
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1 Details of the derivation
This section explains the derivation process of the scale estimation formulae
in detail. In Section 1.1, we describe the definitions of the vectors used in the
derivation. Section 1.2 explains the di↵erentiation of the error function for a
least-squares method. Section 1.3 describes the derivation of the projection func-
tion used in the scale-oriented bundle adjustment (BA) in detail.
1.1 Definitions of the vectors: u
(ij)
k , f
(ij) and g(ij)
In the main paper, the relative transformation matrix between the two FIR
cameras, C
(i)
f and C
(j)
f , is explained as
T
(ij)
f = TsT
(ij)
v T
 1
s (1)
=

A(ij) s · b(ij) + c(ij)
0T 1
 
. (2)
In Algorithm (1), A(ij), b(ij) and c(ij) are defined as follows:8>><>>:
A(ij) =
⇥
a
(ij)
1
  a(ij)2   a(ij)3 ⇤ = RsR(ij)v R 1s
b(ij) = Rst
(ij)
v
c(ij) = (I RsR(ij)v R 1s )ts.
(3)
On the other hand, in Algorithm (2), they are defined as follows:8>><>>:
A(ij) =
⇥
a
(ij)
1
  a(ij)2   a(ij)3 ⇤ = RsR(ij)v R 1s
b(ij) = (I RsR(ij)v R 1s )ts
c(ij) = Rst
(ij)
v .
(4)
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Note that a
(ij)
1 , a
(ij)
1 and a
(ij)
3 are the three-dimensional column vectors.
The essential matrix E(ij) between the two FIR cameras, C
(i)
f and C
(j)
f , can
be derived from T
(ij)
f and expressed as
E(ij) =
⇥
sb(ij) + c(ij)
⇤
⇥A
(ij) (5)
= s · ⇥b(ij) ⇥ a(ij)1    b(ij) ⇥ a(ij)2    b(ij) ⇥ a(ij)3 ⇤
+
⇥
c(ij) ⇥ a(ij)1
   c(ij) ⇥ a(ij)2    c(ij) ⇥ a(ij)3 ⇤. (6)
The operator [·]⇥, called a skew-symmetric matrix, is defined by
[v]⇥ =
24 0 v3  v2 v3 0 v1
v2  v1 0
35 with v =
24v1v2
v3
35 . (7)
The epipolar constraint between the two FIR images, I
(i)
f and I
(j)
f , corre-
sponding to the FIR cameras, C
(i)
f and C
(j)
f , is formulated as
p
(j)
k
T
E(ij)p
(i)
k = 0, (8)
where p
(i)
k =
⇥
x
(i)
k , y
(i)
k , 1
⇤T
and p
(j)
k =
⇥
x
(j)
k , y
(j)
k , 1
⇤T
are the kth correspond-
ing feature points between I
(i)
f and I
(j)
f , respectively, in the form of normalized
image coordinates. A normalized image point p
(i)
k is defined as
p
(i)
k = K
 1
f
h
u
(i)
k , v
(i)
k , 1
iT
with Kf =
24fx 0 cx0 fy cy
0 0 1
35 , (9)
where Kf is the intrinsic parameter matrix of the FIR camera.
⇥
u
(i)
k , v
(i)
k
⇤
is the
feature point in pixels in I
(i)
f , and is the k
th corresponding feature point with⇥
u
(j)
k , v
(j)
k
⇤
in I
(j)
f .
Equation (8) can be expanded to
u
(ij)
k
 
s · f (ij) + g(ij)  = 0 (10)
with
u
(ij)
k =
h
x
(i)
k x
(j)
k , x
(i)
k y
(j)
k , x
(i)
k , y
(i)
k x
(j)
k , y
(i)
k y
(j)
k , y
(i)
k , x
(j)
k , y
(j)
k , 1
i
, (11)
f (ij) =
h ⇥
b(ij) ⇥ a(ij)1
⇤
1
,
⇥
b(ij) ⇥ a(ij)1
⇤
2
,
⇥
b(ij) ⇥ a(ij)1
⇤
3
,⇥
b(ij) ⇥ a(ij)2
⇤
1
,
⇥
b(ij) ⇥ a(ij)2
⇤
2
,
⇥
b(ij) ⇥ a(ij)2
⇤
3
,⇥
b(ij) ⇥ a(ij)3
⇤
1
,
⇥
b(ij) ⇥ a(ij)3
⇤
2
,
⇥
b(ij) ⇥ a(ij)3
⇤
3
iT
, (12)
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g(ij) =
h ⇥
c(ij) ⇥ a(ij)1
⇤
1
,
⇥
c(ij) ⇥ a(ij)1
⇤
2
,
⇥
c(ij) ⇥ a(ij)1
⇤
3
,⇥
c(ij) ⇥ a(ij)2
⇤
1
,
⇥
c(ij) ⇥ a(ij)2
⇤
2
,
⇥
c(ij) ⇥ a(ij)2
⇤
3
,⇥
c(ij) ⇥ a(ij)3
⇤
1
,
⇥
c(ij) ⇥ a(ij)3
⇤
2
,
⇥
c(ij) ⇥ a(ij)3
⇤
3
iT
, (13)
where u
(ij)
k is the row vector whereas f
(ij) and g(ij) are the column vectors. The
notation of [v]k represents the k
th element of the vector v.
1.2 Di↵erentiation of the error function J(s)
In the main paper, the error function J(s) is described by
J(s) =
1
2
X
i,j,i 6=j
      e(ij)      2 (14)
=
1
2
X
i,j,i 6=j
      U(ij) s · f (ij) + g(ij)       2 , (15)
where e(ij) is the residual vector based on the epipolar constraint between the
i th and j th FIR images, which are notated by I
(i)
f and I
(j )
f , respectively. J(s) can
be expanded as follows:
J(s) =
1
2
X
i,j,i 6=j
⇣
U(ij)
 
s · f (ij) + g(ij) ⌘T ⇣U(ij) s · f (ij) + g(ij) ⌘ (16)
=
1
2
X
i,j,i 6=j
⇣
s2 · f (ij)TU(ij)TU(ij)f (ij)
+ 2 s · f (ij)TU(ij)TU(ij)g(ij) + g(ij)TU(ij)TU(ij)g(ij)
⌘
. (17)
As mentioned in the main paper, the scale estimation problem comes down to
determining s, such that the error function J(s) is minimized. In other words,
the scale parameter s is determined by solving the equation dJ(s)/ds = 0 in
terms of s. The di↵erentiation of J(s) is
dJ(s)
ds
=
d
ds
(
1
2
X
i,j,i 6=j
      U(ij) s · f (ij) + g(ij)       2) (18)
= s
X
i,j,i 6=j
⇣
f (ij)
T
U(ij)
T
U(ij)f (ij)
⌘
+
X
i,j,i 6=j
⇣
f (ij)
T
U(ij)
T
U(ij)g(ij)
⌘
. (19)
Therefore, the scale parameter s is computed by
s =  
P
i,j,i 6=j
⇣
f (ij)
T
U(ij)
T
U(ij)g(ij)
⌘
P
i,j,i 6=j
⇣
f (ij)
T
U(ij)
T
U(ij)f (ij)
⌘ . (20)
4 S. Sumikura et al.
1.3 Projection function ⇡(i)(·) for the scale-oriented BA
In the main paper, the projection function ⇡(i)(·) of the lth FIR 3D point Xl (in
the world coordinate system) for the ith FIR camera is defined by
⇡(i) (s,Xl) =
h
fxX
(i)
l
 
Z
(i)
l + cx, fyY
(i)
l
 
Z
(i)
l + cy
iT
. (21)
Note that X
(i)
l = [X
(i)
l , Y
(i)
l , Z
(i)
l ]
T indicates the lth FIR 3D point in the co-
ordinate system of the ith FIR camera. In Algorithm (1), the global extrinsic
parameter of the ith FIR camera is computed by
T
(i)
f =

Rs ts
0T 1
  
R
(i)
v s · t(i)v
0T 1
 
(22)
=

RsR
(i)
v s · Rst(i)v + ts
0T 1
 
. (23)
Using Equation (23), X
(i)
l is calculated as follows:
X
(i)
l = RsR
(i)
v Xl + s · Rst(i)v + ts (24)
On the contrary in Algorithm (2), T
(i)
f is computed by
T
(i)
f =

Rs s · ts
0T 1
  
R
(i)
v t
(i)
v
0T 1
 
(25)
=

RsR
(i)
v Rst
(i)
v + s · ts
0T 1
 
. (26)
Using Equation (26), X
(i)
l is calculated as follows:
X
(i)
l = RsR
(i)
v Xl +Rst
(i)
v + s · ts. (27)
2 Synthetic image experiments under noise-free settings
This section explains the result of the synthetic image experiments in the envi-
ronment where there is no feature point detection error. In the main paper, we
introduce the two approaches for the scale estimation, which are called Algo-
rithms (1) and (2). In this section, we confirm that both Algorithms (1) and (2)
are capable of estimating the scale parameter s correctly under the noise-free
condition with respect to feature point detection.
2.1 Experimental settings
In order to confirm both Algorithms (1) and (2) can estimate the correct scale
parameter, we first prepare the synthetic dataset whose absolute scale is incor-
rect, and then estimate the scale parameter of the monocular SfM. Thus, we
should reproduce scale ambiguity of monocular SfM in the simulation.
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The procedure for the experiment is almost the same as those written in
Section 4.1 of the main paper. However, in order to reproduce the scale ambiguity
of monocular SfM after the step 3, we scale the positions of the RGB cameras
by the scaling ratio strue as origin reference.
The procedure for the experiment is as follows:
1. Scatter 3D points Xi 2 R3 (i = 1, 2, · · · , np) randomly in a cubic space with
a side length of D.
2. Arrange nc RGB–FIR camera systems in the 3D space randomly. More
concretely, a constant relative transformation of an RGB–FIR camera sys-
tem Ts is given, and the absolute camera poses of the RGB cameras T
(k)
v
(k = 1, 2, · · · , nc) are set randomly, then the absolute camera poses of the
FIR cameras T
(k)
f (k = 1, 2, · · · , nc) are computed by T(k)f = TsT(k)v .
3. For all k = 1, 2, · · · , nc, reproject the 3D points X1, X2, · · · , Xnp to the kth
FIR camera using T
(k)
f , then determine the normalized image points p
(k)
i
(i = 1, 2, · · · , np). The noise is not added to the reprojected points, namely,
 n = 0.
4. To reproduce the scale ambiguity of monocular SfM, scale the positions of
the RGB cameras by the scaling ratio strue as origin reference.
5. Estimate the scale parameter s using both Algorithms (1) and (2).
In the experiment, we define np = 1000, D = 2000 and nc = 100. In addition,
the relative pose Ts between the two cameras of the RGB–FIR camera system
is set as
Ts =

Rs ts
0T 1
 
with Rs = I and ts =
⇥
d 0 0
⇤T
, (28)
where d = 1.0 is the distance between the two cameras of the RGB–FIR camera
system. We perform the whole procedure (from the step 1 to 5) a hundred times
for every strue, then calculate a mean of the estimated scale parameters with 100
trials.
2.2 Results of noise-free settings
From the definitions of T
(i)
f , it is clear that strue and s should be the same when
using Algorithm (2), whereas strue and s
 1 should be the same when using
Algorithm (1). For this reason, Fig. 1a shows a plot of s 1, which is estimated
using Algorithm (1), with respect to strue. On the contrary, Fig, 1b represents a
plot of s, which is estimated using Algorithm (2), with respect to strue. In both
Figs. 1a and 1b, we present the estimated values as a mean with 100 trials of the
simulation, which is composed of the preparation of the synthetic dataset and
the scale estimation, for each strue.
In Fig. 1a, the reciprocal of the estimated scale s 1 is exactly equal to scaling
ratio strue in the whole range of [10
 2, 102]. In addition, the estimated scale s is
also equal to the scaling ratio strue in the whole range of strue in Fig. 1b. There-
fore, we confirmed that both Algorithms (1) and (2) are capable of estimating
6 S. Sumikura et al.
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Fig. 1. Estimated scale s under noise-free settings ( n = 0) when the scaling ratio strue
is varied in the range of [10 2, 102]. The correlation coe cients of both (a) and (b) are
R = 1.0, that is to say, the scale parameters estimated using both Algorithms (1) and
(2) are exactly equal to the correct scales.
the scale parameter s correctly under the noise-free condition with respect to
feature point detection.
3 Calibration of RGB–FIR camera system
Pre-calibration of an RGB–FIR stereo camera system is needed to perform the
proposed scale estimation procedure. Thus, we adopt the calibration method
in which a planar pattern such as a chessboard is used [2]. A planar pattern
calibration board that can be recognized by FIR sensors is necessary to apply
the calibration method above to the RGB–FIR stereo camera system. Being
inspired by [1], we produce a grid-aligned visible circle pattern board on which
a small heater is embedded at the center of each circle, which can be recognized
by FIR cameras as well as by RGB cameras, as shown in Fig. 2a. Intrinsic and
extrinsic parameters of an RGB–FIR stereo camera system shown in Fig. 2b are
estimated using the method proposed in the work by [2].
4 Additional experimental results
This section shows the additional experimental results. In Section 4.1, we show
the thermal 3D mappings of the evaluation target scene used in the main pa-
per, as one of the applications of the proposed method. Sections 4.2 and 4.3
present the thermal 3D mappings in the outdoor scene and in the indoor scene,
respectively.
4.1 Thermal 3D mappings of the target scene for the evaluation
Figs. 3a–3d represent the thermal 3D mappings of the target scene for the eval-
uation in the main paper, under the four baseline setups: 273[mm], 192[mm],
113[mm] and 26[mm], respectively. Fig. 3e is the RGB mesh model of the scene.
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(a) RGB (left) and FIR (right) images of the calibration board
!"#$ !$%&
'( 
 
		 
		
(b) Parameters to calibrate (Ts,KRGB,KFIR)
Fig. 2. (a) RGB and FIR images of the calibration board. The detected circles are
numbered with consecutive numbers. (b) Parameters to calibrate. Ts is the relative
transformation between the RGB and FIR cameras, which compose an RGB–FIR cam-
era system.KRGB andKFIR are the intrinsic parameters of the RGB and FIR cameras,
respectively.
The thermal information is reprojected well in Figs. 3a–3d because of the
estimated scale parameter with high accuracy. The spacial thermal changes ap-
proximately coincide with the boundaries of the 3D shape, such as the edge of
the bottle, the monitor, and the electric kettle.
4.2 Real image experiments in the outdoor scene
Fig. 4 shows the thermal 3D mapping of the outdoor scene (dataset facade). The
number of the RGB–FIR image pairs in the dataset facade is 1029. The RGB–
FIR camera system used in the experiment is a FLIR Duo R (FLIR Systems,
Inc), the baseline length of which is 26[mm]. It is observed that the temperature
in the shade looks lower than that in the sunny places.
4.3 Real image experiments in the indoor scene
Fig. 5 shows the thermal 3D mapping of the indoor scene (dataset o ce). The
number of the RGB–FIR image pairs in the dataset o ce is 823. The RGB–
FIR camera system used in the experiment is composed of a LUMIX DMC–G8
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(Panasonic Corp.) as the RGB camera and a FLIR Duo R (FLIR Systems,
Inc) as the FIR camera. The baseline length of the RGB–FIR camera system is
242[mm].
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(a) 273[mm]
(b) 192[mm]
(c) 113[mm]
(d) 26[mm]
(e) RGB mesh model
Fig. 3. (a), (b), (c), (d) Thermal 3D mappings of the target scene for the evaluation
in the main paper, under the four baseline setups: 273[mm], 192[mm], 113[mm] and
26[mm], respectively. It is found that the thermal information is reprojected well thanks
to the accurate scale parameter estimated by the proposed method. (e) RGB mesh
model of the scene.
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Fig. 4. Thermal 3D mapping of the outdoor scene (dataset facade). The number of
the RGB–FIR image pairs in the dataset facade is 1029. The RGB–FIR camera system
used in the experiment is a FLIR Duo R (FLIR Systems, Inc), the baseline length of
which is 26[mm]. It is found that the temperature in the shade looks lower than that
in the sunny places.
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Fig. 5. Thermal 3D mapping of the indoor scene (dataset o ce). The number of the
RGB–FIR image pairs in the dataset o ce is 823. The RGB camera in the RGB–FIR
camera system used in the experiment is a LUMIX DMC–G8 (Panasonic Corp). The
FIR camera in the camera system is a FLIR Duo R (FLIR Systems, Inc). The baseline
length of the RGB–FIR camera system is 242[mm].
