In this paper we investigate the behaviour of the gaps in numerical semigroups. We will give an explicit formula for the i th gap of a semigroup generated by k+1 consecutive integers (generalizing a result due to Brauer) as well as for a special semigroup of three generators. It is also proved that the number of gaps of the semigroup < p, q > in the interval [pq − (k + 1)(p + q), . . . , pq − k(p + q)] is equals to 2(k + 1) + kq p + kp q for each k = 1, . . . , pq p+q . We actually give two proofs of the latter result, the first one uses the so-called Apery sets and the second one is an application of the well-known Pick's theorem.
Introduction
Let s 1 , . . . , s n be positive integers such that their greatest common divisor, denoted by (s 1 , . . . , s n ), is one. Let S =< s 1 , . . . , s n > be the numerical semigroup 1 generated by s 1 , . . . , s n . The genus of a numerical semigroup S is the number N (S) = #(IN + ∪ {0} \ S). The positive elements of S (resp. elements of IN + ∪ {0} \ S) are called the non-gaps (resp. gaps) of S. One motivation to study gaps comes from the important role they play in the concept of symmetry [3] as well as in the investigations of Weierstrass semigroups [5, 6, 8] and its applications to algebraic codes [9] .
In 1882, while investigating the partition number function, J.J. Sylvester [15, page 134] (see also [14] ) proved that if S pq =< p, q > with (p, q) = 1 then
The so-called Frobenius number 2 denoted by g(S) = g(s 1 , . . . , s n ), is the largest integer not belonging to S (g(S) is also known as the conductor of S). From equation (1) it can be deduced that g(S pq ) = pq − p − q.
Finding g(S) is a difficult problem from the computational point of view, in general [11] . There exist numerous bounds (and formulas for particular semigroups S) for g(S) as well as generalizations and applications of it. We refer the reader to [12] for a detailed discussion on the Frobenius number.
Let us enumerate the gaps of S by increasing order l 1 < · · · < l N (S) . So, l N (S) = g(S) is both the largest gap of S as the N (S) th gap. Not surprisingly, computing the i th gap of a semigroup is also difficult since it comes down to calculate the Frobenius number. Indeed, for calculating the i th gap of a semigroup S we may calculate g
. There is not much known about the behaviour of the gaps in semigroups. The main intention of this paper is to investigate the distribution of gaps in some semigroups. In the next section, we prove the following two theorems.
Theorem 1.1 Let a, k ≥ 1 be integers and let S =< a, a + 1, . . . , a + k > be a semigroup with gaps
. Then,
for each i = 1, . . . , N (S) where t i is the smallest integer such that v t i ≥ i.
In [1] , Brauer found a formula for the Frobenius number of k + 1 consecutive positive integers, this is given by
We remark that Theorem 1.1 contains Brauer's result as a particular case. Indeed, since v r = v r−1 + a − (rk + 1) and t N (S) = r then
Theorem 1.1 yields us to consider the following question.
Is there a formula that computes the i th gap of S for each 1 ≤ i ≤ N (S)?
A positive answer to the above question is obtained when i = N (S) since, for any integer d, it is known [13] that
The following Theorem answers this question when k = 2 and d = a − 1. n + 1 if a = 2n, n ≥ 1, 3 4 (n 2 − 2n + 1) if a = 2n + 1, n ≥ 1,
where t i is the smallest integer such that
We notice that Theorem 1.2 contains equality (3) when k = 2 and d = a − 1. Indeed, equation (3) implies that if a = 2n, n ≥ 1 then
and a = 2n + 1, n ≥ 1 then
On other hand, by Theorem 1.2, we have that.
In this paper, we also study the gaps of semigroups with two generators.
be the number of gaps of S pq =< p, q > in the interval
In Section 3, we give two proofs of Theorem 1.3, the first one uses the notions of Apery set and the second one the well-known Pick's theorem. These algebraic and geometric proofs may motivate further investigations on the study of gaps of semigroups with n ≥ 4. We remark that Theorem 1.3 can be regarded as a generalization, to some extent, of equation (2) contained when k = 0 (an arithmetical and an algebraic proofs of equation (2) are given in [7] and [2] respectively).
Arithmetic sequences
We may now prove Theorems 1.1 and 1.2.
Proof of Theorem 1.1.
Let us suppose that it is true for i = m ≤ r − 1 and let s ∈ S m+1 . Notice that s ∈ S if and only if s − (a + j) ∈ S for some 0 ≤ j ≤ k. So, if we show that s − (a + j) ∈ S m for all 0 ≤ j ≤ k then, by the inductive hypothesis, s ∈ S. To this end, it can be easily checked that
for all 1 ≤ l ≤ a − (k(m + 1) + 1) and all 0 ≤ j ≤ k with equality on the left-hand side when l = 1 and j = k and equality on the right-hand side when l = a − (k(m + 1) + 1) and j = 0. Now, we claim that if t ∈ S i for all i = 0, . . . , r = a−2 k then t ∈ S.
For this, we consider the sets
and T r+1 = {x|x ≥ (r + 1)(a + k) + 1}. We show, by induction on i, that if t ∈ T i for some i then t ∈ S. This is clear for i = 0 since T 0 = {a, . . . , a + k}. Now, suppose that it is true for i = m − 1 ≤ r − 1. Then, by inductive hypothesis, all elements in
belong to S. Finally, note that
So, T r contains a consecutive elements forming a complete system modulo a, that is, T r contain elements t(0), . . . , t(a − 1) such that t(i) ≡ i mod a. It is clear if t ∈ T r+1 then t = t(i) + la with l ≥ 0 integer and where t ≡ i mod a.
Thus, the set of all gaps in S is given by {S i } 0≤i≤r . So,
for each i = 1, . . . , N (S) where t i is the smallest integer such that v t i ≥ i . Proof of Theorem 1.2. We consider two cases according with the parity of a.
Case A) If a = 2n, n ≥ 1 then S =< 2n, 4n − 1, 6n − 2 >. We consider the sets S i = {(i − 1)2n + 1, . . . , (i − 1)2n + r i } for each i = 1, . . . , 3n − 2. We shall show, by induction on i, that if s ∈ S i then s ∈ S. This can be easily checked for i = 1, 2 and 3. Let us suppose that it is true for i = m ≥ 4 and let s ∈ S m+1 . Again, as in the above proof, we use the fact that s ∈ S if and only if s − l ∈ S with either l = 2n or l = 4n − 1 or l = 6n − 2. We then show that s − l ∈ S j , for some 1 ≤ j ≤ m when either l = 2n or l = 4n − 1 or l = 6n − 2 and thus, by the inductive hypothesis, s − l ∈ S (and therefore s ∈ S). We now check three cases.
(
Now, we claim that if t ∈ S i for all i = 1, . . . , 3n − 2 then t ∈ S. For this, we consider the set T i = {(i − 1)2n + r i + 1, . . . , i2n}) for each i = 1, . . . , 3n − 2 and T 3n−1 = {(3n − 2)2n + 1, . . . , (3n − 2)2n + 2n}. We show, by induction on i, that if t ∈ T i for some i then s ∈ S. This is clear for i = 1, 2 and 3. Indeed, the elements in T 1 = {2n}, T 2 = {4n − 1, 4n = 2(2n)} and T 3 = {6n − 2, 6n − 1 = 4n − 1 + 2n, 6n = 3(2n)} all belong to S. Now, we suppose that it is true for i = m with 4 ≤ m ≤ 3n − 3 and notice that T j = (j − 1)2n + s where r j + 1 ≤ s ≤ 2n for each 1 ≤ j ≤ 3n − 2. Let t ∈ T m+1 . If s = 2n then t = (m + 1 − 1)2n + 2n = (m + 1)2n that clearly belongs to S (t is a multiple of 2n) and if s = 2n − 1 then t = (m + 1 − 1)2n + 2n − 1 = (m + 1)2n − 1 = 4n − 1 + (m − 1)2n that also belongs to S (t is a combination of elements 4n − 1 and 2n). Let us suppose now that r m+1 + 1 ≤ s < 2n − 1. We have three subcases according to the above remark (we recall that t ∈ S if and only if t l ∈ S where l = 2n or 4n − 1 or 6n − 2).
(1) If r m+1 = r m then t − l = m(2n) + s − 2n = (m − 1)2n + s with r m+1 + 1 ≤ s ≤ 2n. But, t − l ∈ S m since r m + 1 = r m+1 + 1 ≤ s ≤ 2n. Thus, by the inductive hypothesis, t − l ∈ S and therefore t ∈ S.
(2) If r m = r m+1 + 1, r m−1 = r m+1 + 1 and r m−2 = r m+1 + 2 then t − l = m(2n) + s − (4n − 1) = (m − 2)2n + s + 1 with r m+1 + 1 ≤ s < 2n − 1. But, t − l ∈ S m−1 since r m−1 + 1 = r m+1 + 2 ≤ s + 1 ≤ 2n. Thus, by the inductive hypothesis, t − l ∈ S and therefore t ∈ S.
(3) If r m = r m+1 + 1, r m−1 = r m+1 + 2 and r m−2 = r m+1 + 2 then t − l = m(2n) + j − (6n − 2) = (m − 3)2n + s + 2 with with r m+1 + 1 ≤ s < 2n − 1. But, t − l ∈ S m−2 since r m−1 + 1 = r m+1 + 3 ≤ s + 2 ≤ 2n. Thus, by the inductive hypothesis, t − l ∈ S and therefore t ∈ S.
For the case i = 3n−1 we have that T 3n−1 = (3n−2)2n+j with j = 1, . . . , 2n. So, if t ∈ T 3n−1 then t = (3n − 2)2n + j = (3n − 3)2n + j + 2n and since (3n − 2)2n + j belongs to T 3n−2 then t ∈ S. Since the elements in T 3n−1 are consecutive and |T 3n−1 | = a then they form a complete system modulo a, that is, T 3n−1 contain elements t(0), . . . , t(a − 1) such that t(i) ≡ i mod a. From this, it is clear that if t > max{T 3n−1 } then t = t(i) + la with l ≥ 0 integer and where t ≡ i mod a.
Thus, the sets S i are the gaps in S (increasingly ordered) and
In order to find the i th -gap of S we first find out to which set S j the gap l i belongs to. The latter is done by computing the smallest integer t i such that v t i ≥ i obtaining that l i ∈ S t i . And thus, l i is given by (t i − 1)2n + j with
Case B) If a = 2n + 1, n ≥ 1 then S =< 2n + 1, 4n + 1, 6n + 1 >. This case is analogous as the first one by considering the sets S i = {(i − 1)(2n + 1) + 1, . . . , (i − 1)(2n + 1) + r i } for each i = 1, . . . , 3n − 1 and T j = {(j − 1)(2n + 1) + r j + 1, . . . , j(2n + 1)} with j = 1, . . . , 3n − 2.
Again, in this case, the sets S i are the gaps in S (increasingly ordered). So,
(n 2 − 2n + 1) and l i = (i − 1)(2n + 1) + i − v t i −1 .
Example: Let S =< 7, 13, 19 >. Then, n = 3 and r = (0, 6, 5, 4, 4, 3, 2, 2, 1). S 1 = {1, 2, 3, 4, 5, 6}, S 2 = {8, 9, 10, 11, 12}, S 3 = {15, 16, 17, 18}, S 4 = {22, 23, 24, 25}, S 5 = {29, 30, 31}, 
Gaps in < p, q >
The Apéry set of element a, a ∈ S \ {0} is defined as Ap(S, a) = {s ∈ S|s − a ∈ S}. It is known that the set Ap(S, a) is a complete system modulo a, that is, Ap(S, a) = {0 = w(0), . . . , w(a − 1)} where w(i) is the least element in S congruent with i modulo a. Let p, q positive integers such that
Proof of Theorem 1.3. As S pq is symmetric then for each k = 0, . . . , pq p+q − 1 there exists a one-to-one correspondence between the sets {x ∈ IN|x ∈ S pq and pq
Let Ap(S pq , p + q) = {w(0), . . . , w(p + q − 1)} where w(i) is the least element in S pq congruent with i modulo p + q. Then, for each i ∈ {0, . . . , p + q − 1} we have that (k − 1)(p + q) + i ∈ S pq if and only if (k − 1)(p + q) + i ≥ w(i). Hence, |{x ∈ S pq |(k−1)(p+q) ≤ x ≤ k(p+q)}| = |{w ∈ Ap(S pq , p+q)|w < k(p+q)}|+1 (4) Since g.c.d.(p, q) = 1 then Ap(S pq , p+q) = {0, p, 2p, . . . , (q−1)p, q, 2q, . . . , (p− 1)q, pq}. Besides, tq < k(p + q) if and only if t < k + kp/q or equivalently, t ≤ k + kp/q . Analogously, tp < k(p + q) if and only if t ≤ k + kq/p . Therefore, {w ∈ Ap(S pq , p+q)|w < k(p+q)} = {0, p, . . . , (k+ kq/p )p, q, . . . , (k+ kp/q )q} and |{0, p, . . . , (k + kq/p )p, q, . . . , (k + kp/q )q}| = 1 + k + kq/p + k + kp/q . Thus, by equation (4),
and the result follows by the above bijection.
Pick's theorem [10] is considered as one of the gems of elementary mathematics. It asserts that the area of a simplest lattice polygon 3 S, denoted by A(S), is given by I(S) + B(S)/2 − 1 where I(S) and B(S) are the number of lattice points in the interior of S and in the boundary of S respectively; see [16] for a short proof of Pick's theorem.
Second proof of Theorem 1.3. Let P be the lattice polygon with vertices (q − 1, −1), (−1, p − 1), (q, 0) and (0, p). Notice that there are no other lattice points on the boundary of P and that the set of lattice points inside P , denoted by I(P ), are all in the first quadrant. The equation of the line connecting the the first (resp. the last) two points is given by px + qy = pq − p − q (resp. by px + qy = pq). Let T 1 and T 2 be the triangles formed by points (q, 0), (0, p), (−1, p − 1) and (−1, p − 1), (q − 1, −1), (q, 0) respectively. Since
then A(P ) = A(T 1 ) + A(T 2 ) = p + q and, by Pick's theorem, we have that |I(P )| = p + q − 1. We claim that line px + qy = pq − p − q + i contains exactly one point in I(P ) for each i = 1, . . . , p + q − 1. Suppose that there exists 1 ≤ j ≤ p + q − 1 such that the line px + qy = pq − p − q + j contains two points of I(P ), that is, px 1 + qy 1 = pq − p − q + j = px 2 + qy 2 for some 0 ≤ x 1 , x 2 < q, x 1 = x 2 and 0 ≤ y 1 , y 2 < q, y 1 = y 2 . But then, (x 1 − x 2 )p = (y 2 − y 1 )q and since (p, q) = 1 then (x 1 − x 2 ) = sq ≥ q which is impossible. So each line px + qy = pq − p − q + i contains at most one point of I(P ). Moreover, each line px + qy = pq − p − q + i has at least one point of I(P ) otherwise, by the pigeon hole principle, it would exists a line px + qy = pq − p − q + j for some 1 ≤ j ≤ p + q − 1 containing two points of I(P ), which is a contradiction. Notice that, since all lines px + qy = n ≥ pq clearly have at least one lattice point in the first quadrant then pq − p − q is the largest value for which px + qy = pq − p − q does not have solution on the nonnegative integers. Thus F 0 (S pq ) = 1.
Let k * be the largest integer such that pq − k * (p + q) ≥ 0. Let Q k be the polygon formed by the points (q − k, −k), (q − (k + 1), −(k + 1)), (−k, p − k) and (−(k+1), p−(k+1)). Notice that Q 0 = P , that Q k is just a translation of Q 0 and that Q k * −1 does not contains points (−x, −y), x, y > 0 (by definition of k * ). Let r 1 k (resp. r 2 k ) be the intersection of the line px + qy = pq − k(p + q) with the x-axis (resp. with the y-axis) for each k = 0, . . . , k 
