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Abstract—In Wireless Sensor Network (WSN), the perfor-
mance and effectiveness of the network is highly dependant on its
geographical coverage. However, in many applications the actual
coverage cannot be guaranteed to meet the requirement due to
the random sensor deployment. While existing methods tend to
exploit mobility to relocate all the sensors to be evenly distributed,
a Wireless Array-based Cooperative Sensing Model (WA-CSM)
that makes use of a wireless group of densely located nodes,
namely wireless array (WA), is proposed in this paper to im-
prove the initial network coverage. A distributed WA formation
algorithm is derived to group together the overly clustered nodes
to jointly sense the environment without moving them apart.
In addition, the nodes that are located within the cooperative
sensing range of other WA’s are identiﬁed as redundant nodes.
As a result, a better coverage can be achieved with less number
of active nodes being involved in the network operation. The
effectiveness of the proposed approach, in comparison with the
traditional Boolean Sensing Model (BSM), is demonstrated by
computer simulation studies.
NOTATIONS
S Set
a, A Scalar
a,A Column Vector
a,A Matrix
(·)
T Transpose
(·)
H Hermitian transpose
(·)
∗ Conjugate
E{·} Expectation
  Hadamard product
  Hadamard division
||A|| Euclidian norm of A
|S|c Cardinality of set S
1N N × 1 vector of all ones
diag(A) Column vector with elements the diagonal
elements of the matrix A
I. INTRODUCTION
Wireless sensor networks (WSNs) is an enabling technology
for many future surveillance-oriented applications and has the
potential to enable the next revolution in information technol-
ogy. Due to the vital relation with the physical environment,
the effectiveness of WSNs is greatly dictated by geographical
distribution of the sensor nodes. The network coverage has
received considerable attention (see for example [1], [2]) as
is of signiﬁcant importance for the success of the network
operation.
In the initial deployment phase of WSNs, a uniform sensor
placement in the target area is usually desired, especially when
the terrain information is unknown a priori. One practical
solution in military applications is to randomly scatter sensors
into the ﬁeld by aircraft. However, the actual positions of the
sensors cannot be guaranteed or controlled in the presence of
obstacles (e.g. trees, hills, rivers) and wind. Thus the required
coverage level may not be achieved even with a very large
number of sensors being employed.
Intuitively, many existing approaches tend to exploit mobile
sensors to deploy, or relocate to the right positions, in order
to obtain the desired coverage. Sensor deployment problem
has been addressed in the ﬁeld of robotics [3]. Potential ﬁeld
(virtual force) concept is introduced in [4] and developed
by Zou et al. in [5] to improve the coverage provided by a
random deployment. In such algorithms, the potential ﬁelds
are constructed using a combination of attractive and repulsive
forces such that each node is repelled by both obstacles and
other nodes, thereby forcing them to spread throughout the
area. Movement-assisted sensor deployment in mobile sensor
networks is addressed in [6]. Voronoi diagrams have been in-
troduced to enable the sensors to locally detect coverage holes
based on the knowledge of their neighbors’ relative positions.
Three deployment protocols, the VECtor-based (VEC), the
VORonoi-based (VOR) and Minimax algorithms are proposed,
based on the principle of iteratively moving sensors from a
dense area towards coverage holes. However, these algorithms
take potentially several steps to gradually improve the network
coverage. In addition, new holes may be created due to the
sensor movements. To heal these new holes, more sensors must
move, consuming considerable energy.
In general, most of these existing approaches associated
with sensor deployment require all the sensors to move from
areas of high node-density to sparse areas. If the sensors form
closely located clusters at some areas in the network while the
node-density at other areas is very low, then the performance
of these approaches/algorithms will degrade, both in terms of
deployment time and energy consumption. In addition, most
of these approaches are based on Boolean Sensing Model
(BSM) [7], [1] where all the sensors have identical circular
coverage areas. This is not a realistic model because that the
characteristics that the sensor’s sensing ability diminishes as
the distance increases are not properly reﬂected in BSM.
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Fig. 1. Spherical wave propagation
Model (WA-CSM) is proposed, which makes use of the
collaboration of a group of closely located nodes. Instead of
moving themselves apart to increase the coverage, the multiple
sensors will form a wireless array (WA) to jointly sense the
environment. When the signal of interest is outside the sensing
range of any individual sensor, it can not be detected by the
network according to BSM. However it may still be detected
by the cooperative sensing of the WA. Thus, improved network
coverage can be achieved while eliminating the needs of any
unnecessary movements.
The rest of the paper is organized as follows. Section II
introduces the modeling of WA-CSM. In Section III, a dis-
tributed WA formation algorithm is presented and, in Section
IV, the performance of the proposed framework is evaluated
using simulation results. Finally, in Section V the paper is
concluded.
II. COOPERATIVE SENSING MODEL
A. Spherical Wave Propagation
Consider a set of N closely located isotropic sensor el-
ements, as shown in Fig. 1. Without a loss of generality,
one of the sensors is considered to be the reference point
located at origin O and only azimuth angles will be considered
for simplicity. It is assumed that a narrowband point source
is located at p =( r0,θ 0), where r0 and θ0 denote the
range and azimuth angle (i.e. polar coordinates) of the source
respectively with respect to O. With reference to Fig. 1 the
distance ri from the source to the ith sensor is equal to
ri = r0 +Δ ri (1)
Furthermore, as the array, composed of this group of N sen-
sors, is a ”large aperture” array, a spherical wave propagation
model is considered and thus the baseband signal at the ith
sensor can be expressed as,
xi(t)= m(t − τ)
exp(jψi)
(ri)a gi exp(−j2π
r0 +Δ ri
λ
)
=m(t − τ)βigi(
r0
ri
)a exp(−j
2πΔri
λ
)
  
ith element of array manifold
(2)
with
βi =
exp(jψi)
(r0)a exp(−j
2πr0
λ
) (3)
where m(t) is the baseband signal emitted from the point
source, τ is the propagation delay (since narrowband assump-
tion is applied, the differences in τ for a group of closely
located sensors are considered negligible), ψi is a random
phase, gi represents the gain factor of the ith sensor and
λ is the signal wavelength. It is clear that the last part of
(2) represents the ith element of the spherical array manifold
vector (array response vector).
Thus, the sensed signal power by the ith sensor is,
Psense,i = E{xi(t)x∗
i(t)} (4)
Equation (2), in the case of a group of N sensors operating
cooperatively as a WA, can be expressed in a more compact
way as,
x(t)=m(t − τ)β   S (5)
where β denotes the fading coefﬁcient and S represents the
spherical array manifold vector given by,
S(θ0,r 0,r,λ)=g (r1·1N  d0)a exp(−j
2π
λ
(r0·1N −d0))
(6)
where g =[ g1,g 2,...gN]T and,
d0 =

r2
0 · 1N + diag(rTr) −
r0λ
π
rTk(θ0) (7)
with the columns of matrix r represent the Cartesian coordi-
nates of the N sensors in WA and k(θ0) being the wavelength
vector given by,
k(θ0)=
2π
λ
[cosθ0,sinθ0,0]T (8)
Note that the WA’s are assumed to be fully calibrated1 in this
paper. Then the total signal power sensed by the WA is given
by,
PWA = wHRxxw (9)
where the N × 1 complex vector w denotes the reception
weight vector, or steering vector, and Rxx is the covariance
matrix of x(t), i.e. Rxx = E{x(t)x(t)H}.
In order to address the coverage problem in the presence of
WA, the following deﬁnition of a covered point is introduced
in this framework.
1Any lack of synchronization can be modeled as a phase shift uncertainty
independent of the signal and can, therefore, be removed using array calibra-
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Fig. 2. An illustration of the cooperative sensing coverage
Deﬁnition 1. A point p is deﬁned as a covered point (CP) if
the signal power sensed by either an active sensor or a WA
is greater than or equal to a threshold, Pthreshold
CP(p)=

1,P sense,i ≥ Pthreshold or PWA ≥ Pthreshold
0, otherwise
(10)
B. Cooperative Sensing Range of a Wireless Array
With x(t) given by (5) and using a weight vector w of ones
(i.e. without any steering), the covered area of a WA, which
contains all the points satisfying CP(p)=1in (10), can be
obtained. A representative example is shown in Fig. 2, where
a WA of ﬁve closely located sensors has been formed and
their joint covered area is depicted by the black sensing array
pattern. This is referred as cooperative sensing beam pattern
(CSBP) and the construction of this pattern has taken into
account the spherical wave propagation.
Furthermore, by applying a normalized steering vector (e.g.
w =
√
N
S(θ,rmax)
 S(θ,rmax) ), the mainlobe of the CSBP can be
steered towards any speciﬁc direction θ. As illustrated in Fig.
2, the red dotted pattern is the CSBP steered at 25◦ and the
green dashdot pattern is the one steered towards 240◦. In other
words, any point within a coverage circle (see Fig 2), centered
at the centroid of the WA, can be covered by the cooperative
sensing of the WA through steering the mainlobe towards the
signal direction (this can be estimated by existing direction
ﬁnding algorithms, which is outside the scope of this paper).
Therefore, the radius of this circle is deﬁned as the cooperative
sensing range of the WA, which can be obtained by ﬁnding
the distance rmax between the WA centroid and the furthest
point within the default pattern.
III. WIRELESS ARRAY FORMATION
It is clear that the proposed WA-CSM provides a higher
degree of sensing performance to the network than that
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Fig. 3. Network graphs of two different WA’s of 5 nodes each. In topology
(a) node/link failure can divide the WA into two disjoint groups. In topology
(b) node/link failure only reduces the number of nodes in the WA.
achievable by using the sensors separately. However, it is not
straightforward to determine when and how a WA should be
formed. In WSN, each sensor node operates autonomously
without centralized control or infrastructure. This necessi-
tates devising efﬁcient, distributed and scalable WA formation
algorithms. These algorithms should involve the minimum
number of message exchange, complexity and processing.
They should also terminate within a reasonable number of
iterations. Finally, the algorithm should have the ability to
cope with topology changes due to mobility, node failure and
energy depletion. In this section, a WA formation algorithm
that satisﬁes the above criteria is proposed.
In general, the quality of the WA can be assessed against
many factors such as the maximum array gain, the number of
ambiguities and the direction of arrival estimation accuracy
[8]. The proposed WA formation algorithm in this section
adopts three parameters to measure the quality of the WA;
the number of nodes, the array geometry and the array
aperture. Since each node has incomplete information about
the network, global goals cannot be assured. Instead, each node
starts with its own local knowledge and merges it with its
neighbors to select its favorable group (if any). In order to
guarantee a more reliable operation where a single node or
link failure does not destroy the WA performance completely,
the nodes of the formed WA are restricted by the algorithm to
be within a predeﬁned limited distance from each other, see
Fig. 3. Consequently, at the end of the proposed algorithm,
nodes that are close to each other can form a WA where each
node can directly communicate with every node in the WA.
In theory, the number of nodes forming the wireless array
should be as large as possible to increase the array gain and,
thus, the coverage range. Therefore, the number of nodes
is considered to be the primary WA formation parameter.
Accordingly, the problem of WA formation can be viewed as
the problem of efﬁciently partitioning the network graph into
maximal disjoint groups (clique) of nodes. However, this prob-
lem is known in the literature to be an N-P complete problem
(known as the maximum clique problem) [9]. Moreover, in
practice, increasing the number of nodes in the WA does not
increase the WA sensing range indeﬁnitely since it is limited
by the detection range of sensors. Thus, the proposed WA
formation algorithm poses additional constraints to ensure the
solvability of the problem in an efﬁcient way. Firstly, WA’s
are considered to be up to a certain pre-speciﬁed maximum
size (Nmax). Increasing the number of nodes beyond that willnot increase the sensing range signiﬁcantly. Secondly, nodes
that lie within the coverage of a formed WA and are not
part of the WA itself do not contribute in a signiﬁcant way
to the network coverage and, therefore, are placed into an
energy saving mode. Such nodes are referred to in this paper
as Redundant nodes. This can reduce the unnecessary energy
consumption due to idle listening and overhearing.
General Assumptions: Firstly, the proposed WA formation
algorithm assumes that nodes are quasi stationary after deploy-
ment. Secondly, signiﬁcant changes in the network topology
occur at much slower time scale compared to WA formation.
In addition, all nodes have the same transmission range.
Moreover, they are assumed to know their own locations.
Finally, it is assumed that each node i knows the set Li of
its 1-hop sensing range neighbors.
A. Algorithm Description
A summary of the algorithm is provided below followed by
a more detailed description:
Step 1: Each node i exchanges its list of neighbors Li, its
own ID and its residual energy with its neighbors.
Step 2: Each node i computes the set Ci which identiﬁes
the set of nodes’ ID’s that form the maximum local WA and
exchanges it again with its neighbors.
Step 3: Each node i compares its maximum local WA Ci
with each list Cj received from its neighbor. Depending on the
comparison result, there are two options:
3.1 Ci = Cj for all j ∈C i: node i sends conﬁrmation to all
the nodes in Ci. After receiving the conﬁrmation from
all nodes in Ci, these nodes form the wireless array and
each node sends a ﬁnal message containing the WA ID2,
the coordinates of the WA’s centroid rWA and the formed
WA sensing range rmax.
3.2 Cj  C i for any j ∈C i, node i becomes a sleeping node
waiting for a further notice from node j where symbol
” ” is introduced to compare two WA’s and is deﬁned
later on (see deﬁnition 2).
Step 4: Upon receiving a ﬁnal message, a sleeping node
evaluates its position ri with respect to the formed WA
centroid and depending on its position, there are two options:
4.1  ri − rWA ≤rmax. The sleeping node considers itself
a redundant node and sends the message again using its
ID.
4.2  ri − rWA  >r max. The node removes sender node ID
from its maximum WA set Ci, waits for a certain time to
make sure that its set is updated before sending its new
maximum WA. This message is used as a signal for the
algorithm to start again for all the neighbors.
After Step 1, each node will be able to build the m×n inci-
dence matrix E associated with the directed graph containing
m nodes and n edges. Where m is the total number of nodes
in all the lists received by i including itself. Note that the kth
element of diag(E · E
T) is the number of nodes connected to
2Concatenates all the WA nodes’ IDs.
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Fig. 4. An illustrative example of the WA formation algorithm.
node k. Each node computes the overlap between its neighbors
list and the lists it has received and identify this as a potential
set C(i,j) for it, that is:
C(i,j)=Li ∩L j ∀j ∈L i (11)
In Step 2, node i estimates its maximum local clique
which is a well-know N-P hard problem. Therefore, heuristic
algorithms are usually used [10]. In this step, node i utilizes
the lists computed by (11) to ﬁnd potential WA sets where each
node can directly communicate with every node in the WA.
Then these sets are compared to determine the maximum local
WA (Ci). The following deﬁnition explains the relation ” ”
which speciﬁes a total order on WA’s and is used to compare
two WA’s:
Deﬁnition 2. Ci  C j iff3:
• |Ci|c > |Cj|c,o r
• |Ci|c = |Cj|c,b u tξi <ξ j where ξi is a cost function that
depends on the array geometry and aperture.
The cost function ξ in the above deﬁnition is used to
assess the proposed WA against many performance measures
including ambiguities, accuracy, circularity and sensitivity of
the array. Minimizing the cost function can ensure obtaining
the best performing WA. For more details, the reader is
referred to [8].
In Step 3, node i compares its maximum local WA Ci with
all WA’s Cj estimated by its neighbors using Deﬁnition 2. It is
straightforward to prove that Ci  C j cannot be received from
a node j ∈C i if a proper local maximum clique algorithm is
formed.
Using Fig. 4 as an illustrating example, the WA containing
{1,3,4,8,9,12} will be the ﬁrst to be formed. The members
of the array will send a message containing the position and
the range of the array. Nodes 7 and 13 will consider themselves
as redundant nodes upon receiving this message. Nodes 2 and
6 will receive the message and remove nodes 7, 9 and 13
from C2 and C6 respectively. As a result, node 2 will resort to
the second maximum list C2 = {2,5,10,11} (since |C6|c <
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Fig. 5. An illustration of the coverage holes of 150 sensors in a (150m ×
150m) area using BSM. Coverage hole percentage =1 1 .4%.
|C2|c) and send this message to its neighbors which have been
waiting for a response from node 2.
There are some more details in the algorithm that are left
due to space limitation. However, one important technicality is
that in Step 3, after determining Ci, the WA is formed using N
nodes where N ≤ Nmax. The node with the highest residual
energy selects the best N − 1 nodes using the same measure
as in Deﬁnition 2. This measure can also be weighted by the
energy residual in the nodes to obtain the best possible WA
performance for the longest period of time. It is also worth
mentioning that if any node at any time decides to join an
existing array, the decision of whether to accept this node or
not is usually made by the node with the highest residual
energy in the group. The algorithm is terminated by using
a predeﬁned maximum number of iterations. From empirical
experience, it is shown that for a uniformly distributed sensor
network with realistic density the proposed algorithm does
not form any more WA’s after three iterations. After the
termination, the nodes that are neither members of WA’s nor
redundant nodes will act as normal active sensors.
IV. SIMULATION RESULTS
To verify the WA formation algorithm presented in the pre-
vious section, an environment where 150 sensors are randomly
deployed in a (150m×150m) area is simulated. The sensing
range of a single sensor is set to be 10m in BSM. Variables
ψi are randomly generated from a uniform distribution while
gi =1and a =1 .5 have been taken. The signal of interest
is assumed to be at 2.4GHz with λ =0 .125m. Figures
5 and 6 illustrate a representative example of the network
coverage using BSM and WA-CSM, respectively, under the
same network conﬁguration.
It is clear that, by using the distributed WA formation
algorithm, multiple WA’s are formed by those overly clustered
nodes throughout the network. Due to the increased sensing
range of the WA’s, coverage holes are minimized from 11.4%
in BSM to 8.6% in WA-CSM. Moreover, a total number of 46
redundant sensors have been identiﬁed, which can be turned
into sleep mode and thus prolong the network lifetime.
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Fig. 6. An illustration of the coverage holes of 150 sensors in a (150m ×
150m) area using WA-CSM. Coverage hole percentage =8 .6%.
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Fig. 7. Average coverage percentage versus total number of deployed nodes
in a (150m × 150m) area.
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Fig. 8. Number of active nodes versus average coverage percentage in a
(150m × 150m) area.Furthermore, in order to evaluate the performance of the
proposed WA-CSM in comparison with that of BSM, different
scenarios are generated with the number of deployed nodes
varies from 70 to 160 in the region of (150m×150m). Twenty
independent Monte-Carlo runs have been simulated for each
scenario where the sensors are randomly deployed in the ﬁeld
with a uniform distribution.
Fig. 7 shows the curves of the average coverage percentage
against the number of deployed nodes. It is evident that the
proposed WA-CSM outperforms the traditional BSM as the
number of deployed nodes increases from 70 to 160. By
deploying the same number of sensors, WA-CSM can achieve,
on average, an extra 2.4% coverage in percentage.
Interestingly, it is worth noting that the number of active
nodes required by the proposed WA-CSM is much less than
that of BSM. This is due to the reason that all the nodes
lie within the cooperative sensing range of other WA are
identiﬁed as redundant nodes and will be either turned into
sleep mode to conserve energy or be relocated at a later stage
depending on the application requirements. As the average
coverage approaches 95%, the number of the active node level
in WA-CSM keeps almost the same (around 100) while BSM
requires more than twice the number of sensors to achieve the
same coverage.
V. CONCLUSIONS
In this paper, a cooperative sensing model is proposed
based on the collaboration of a group of closely located
sensors, namely wireless array, with the aim of improving the
network coverage after the random deployment in WSNs. A
distributed WA formation algorithm is derived, which selects
the desired group of clustered nodes to form wireless array
to jointly perform the sensing tasks. Simulation results show
that the proposed WA-CSM outperforms the traditional BSM,
in terms of average coverage percentage achieved and the
number of active nodes required. In addition, WA-CSM is
also able to identify redundant nodes that are located within
the cooperative sensing range of other WA’s, which provides
the potential for developing new sensor relocation algorithms.
This, together with energy consumption analysis of the pro-
posed approach, remains an interesting problem which will be
addressed in future work.
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