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Abstrak 
 
Paper ini membahas perbandingan ekstraksi fitur untuk pengenalan wajah menggunakan metode 
Principal Component Analysis (PCA) dan Wavelet Daubechies untuk pengenalan wajah . Basis 
waveletdaubechiesyang digunakan adalah wavelet db2, db4, dan db8. Setiap dekomposisi dilakukan 
hingga  level  ke-3 yang kemudian diambil fitur aproksimasiwavelet dan fitur statistik wavelet. Variasi 
nilai komponen utama dimulai dari nilai komponen ke-1 hingga nilai komponen ke-100 dari 4096 nilai 
eigen. Nilai komponen ke-1 memiliki presentasesebesar 62% sedangkan nilai komponen ke-100 
memiliki presentase sebesar 99%dari total nilai eigen,. Pengujian sistem menggunakan 216 citra wajah 
yang diambil dari dataset The Japanese Female Facial Expression (JAFFE) yang terdiri dari 10 
individu dengan masing-masing sekitar 20 wajah per- individu. Pemilihan data train dan data tes 
menggunakan cross validation dengan rata-rata akurasi 94.42%. Dari hasil percobaan menggunakan 
Random Forest Classifier diperoleh tingkat pengenalan tertinggi untuk ekstraksi menggunakan PCA 
sebesar 100% pada variasi data 95% ,sedangkan tingkat pengenalan tertinggi untuk ekstraksi 
menggunakan Wavelet Daubechies sebesar 98.611% pada wavelet db2 menggunakan fitur 
aproksimasi wavelet. 
 
Kata kunci : ekstraksi fitur, PCA, pengenalan wajah, Random Forest Classifier,Wavelet Daubechies. 
 
 
1. PENDAHULUAN 
 
Sistem pengenalan wajah pada komputer 
mengadaptasi pengenalan wajah yang dilakukan 
oleh manusia yaitu dengan mengenali bentuk 
wajah, bentuk mata, bentuk bibir, hidung dan 
bagian-bagian lain yang mencirikan wajah 
seseorang.Meskipun tidak secanggih manusia, 
komputer perlu dilatih agar dapat mengenali 
wajah  secara lebih akurat. Pengenalan wajah 
oleh komputer telah berkembang pesat dan 
mendapat banyak perhatian sejak beberapa tahun 
terakhir. Pengenalan wajah dapat diterapkan 
pada banyak aplikasi antara lain dalam 
keamanan, alat identifikasi, sistem ATM, alat 
bantu pelacakan pelaku kejahatan, dan lain-lain. 
Terdapat banyak metode yang dapat dipakai 
dalam pengenalan wajah, dalam paperini,  
metode yang dipakai adalah mengolah informasi 
dari piksel citra dengan ekstraksi fitur 
menggunakan metode Principal Component 
Analysis (PCA) dan Wavelet Daubechies. PCA 
dan Wavelet Daubechies dipilih karena 
keduanya merupakan metode yang sering 
dipakai dalam ekstraksi fitur dan reduksi 
dimensi.  
Berbagai studi telah dilakukan untuk 
ekstraksi fitur berbagai objek. Ada banyak 
penelitian menerapkan PCA yangmenggunakan 
PCA pada pengenalan identifikasi biometrik lain 
seperti sidik jari dan garis tangan ([11], [12], 
[13]). Selain itu juga ada banyak penelitian yang 
menerapkan PCA untuk pengenalan wajah 
menggunakan eigenface ([7], [14], [15]).Untuk 
Wavelet sebelumnya beberapa peneliti 
menerapkan wavelet pada ekstraksi fitur dan 
membandingkan dengan beberapa basis wavelet 
([5], [16], [17], [18]) dan ada beberapa penelian 
yang membandingkan ekstraksi fitur pada 
pengenalan wajah menggunkan PCA dan 
Wavelet ([19], [20]).  
Input data diambil dari datasetThe Japanese 
Female Facial Expression (JAFFE). Dataset ini 
terdiri dari 216 gambar front face wanita jepang 
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dengan beberapa ekspresi yang berbeda. Setiap 
gambar diperkecil menjadi(64 x 64)yang terdiri 
dari 20 individu yang kemudian dikenakan 
ekstraksi fitur menggunakan PCA dan Wavelet 
Daubechies dengan basisdb2, db4, dan db8. 
Masing-masing dekomposisi dilakukan hingga 
levelke-3 menggunakan programMATLAB 
2009b.Hasil  dekomposisi menggunakan PCA 
diambil variasi komponen utama mulai dari nilai 
komponen ke-1 hingga ke-100 dari 4096 nilai 
eigen. Nilai komponen utama ke-1 memiliki 
presentase 62%, sedangkan nilai komponen 
utama ke-100 memiliki presentase 99% dari 
keseluruhannilai eigen. Hasil dekomposisi 
Wavelet Daubechies kemudian diambil fitur 
aproksimasiwavelet dan fitur statistikwavelet 
berupa (mean, min, max, dan standart deviasi). 
Pengujian sistem menggunakan  aplikasi Weka 
3.6 dengan Random Forest Classifier dengan 
pemilihan data train dan data 
tesmenggunakancross validation. 
 
2. SISTEM PENGENALAN WAJAH 
 
2.1 EKSTRAKSI FITUR 
 
2.1.1 PRINCIPAL COMPONENT ANALYSIS (PCA)  
Principal Component Analysis (PCA) 
merupakan sebuah transformasi yang mengubah 
dan mendekomposisikan sejumlah besar variabel 
yang berkorelasi menjadi sejumlah kecil variabel 
yang tidak berkorelasi dan dapat mengurangi 
dimensi dari data tanpa menghilangkan 
informasi penting di dalam data tersebut. [2]  
Sebuah wajah dalam bentuk gambar  dua 
dimensi dapat dilihat sebagai vektor satu 
dimensi. Jika panjang gambar adalah w dan lebar 
gambar adalah h, maka jumlah komponen dari 
vektor 1 dimensinya adalah (w x h).Vektor 
wajah tersebut berada dalam suatu ruang, yaitu 
ruang wajah yang merupakan ruang dari semua 
gambar yang memiliki ukuran (w x h)pixel. 
Tetapi keseluruhan ruang gambar bukanlah 
ruang yang optimal untuk menggambarkan 
wajah. Sehingga dibentuk sebuah ruang wajah 
yang dapat menggambarkan wajah dengan lebih 
baik. Vektor basis dari ruang wajah ini disebut 
principal components. 
Langkah umum metode PCA  antara lain: 
 
a) Input Data 
Sebelumnya setiap citra wajah yang 
berdimensi (64 x 64) diubah menjadi bentuk 
vektor baris berdimensi (1x4096). 
Dikarenakan terdapat 216 input citra, maka 
semua vektor dikumpulkan menjadi sebuah 
matriks berukuran (216x4096).  
b) Mean Centering 
Mean Centering adalah mencari nilai rata-
rata masing-masing dimensi (kolom) dan 
mengurangkan setiap nilai data sampel 
dengan nilai rata-rata sesuai dengan 
kolomnya, 𝑋𝑖 − ?̅?, dimana i = 1, 2, ..., m . 
c) Hitung Matriks Covarian 
Persamaan mencari covarianadalah : 
      
(1) 
 
 
Sedangkan bentuk Matriks Covarian adalah 
 
 
 
  
 
d) Proses PCA 
Proses PCA pada paper ini menggunakan 
metode EVD (Eigen Value Decomposition). 
Proses PCA dengan cara EVD menggunakan 
eigen function dari covarian-nya, sehingga 
setelah didapat matriks covarian maka 
langkah selanjutnya adalah dengan mencari 
Nilai Eigen dan Vektor Eigen dari Matriks 
Covarian 
 
(2) 
 
Jika 𝜆 adalah nilai eigen maka vektor eigen 
yang bersesuaian dengan 𝜆 dapat dicari 
dengan persamaan : 
 
 (3) 
 
Lalu tahapan selanjutnya adalah dengan 
mengurutkan vektor eigen berdasarkan nilai 
eigen terbesar ke nilai eigen terkecil yang 
disebut sebagai matriks ciri.  Dari hasil 
EVD,matriks ciri yang mengandung vektor 
eigen dengan nilai eigen tertinggi, meng-
capture variasi data tertinggi, sehingga 
𝑐𝑜𝑣 (𝑋, 𝑌) =
∑ (𝑋𝑖 − ?̅?)(𝑌𝑖 − ?̅?)
𝑛
𝑖=1
(𝑛 − 1)
 
𝐶 = (
𝑐𝑜𝑣(𝑥. 𝑥) 𝑐𝑜𝑣(𝑥, 𝑦) 𝑐𝑜𝑣(𝑥, 𝑧)
𝑐𝑜𝑣(𝑦, 𝑥) 𝑐𝑜𝑣(𝑦, 𝑦) 𝑐𝑜𝑣(𝑦, 𝑧)
𝑐𝑜𝑣(𝑧, 𝑥) 𝑐𝑜𝑣(𝑧, 𝑦) 𝑐𝑜𝑣(𝑧, 𝑧)
) 
Determinant (𝐶 − 𝜆I) = 0 
(𝐴 − 𝜆𝐼) ∙ 𝑉 = 0 
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dipilih nilai principal component dengan k % 
dari jumlah nilai eigen. Dan selanjutnya hasil 
matriks di atas diproyeksikan ke data yang 
telah dinormalkan (mean centering) dengan 
mengalikan matriks tersebut dengan matriks 
mean centering sebelumnya [7]. 
 
2.1.2 WAVELET DAUBECHIES 
 
Wavelet daubechies merupakan sekelompok 
wavelet yang diperkenalkan oleh Ingrid 
Daubechies yang dipisahkan dari jumlah derajat 
polinomial yang membentuk wavelet, jumlah 
momen hilang, atau panjang koefisien filter yang 
digunakan. Jumlah derajat polinomial dan 
jumlah momen hilang memiliki nilai yang sama 
besarnya, sedangkan panjang koefisien filter 
berukuran dua kali lipat dari nilai tersebut. 
Penamaan wavelet daubechies menggunakan 
panjang koefisien filter yang dimiliki oleh 
wavelet daubechies. [4]  
Wavelet Daubechies melakukan dekomposisi 
menggunakan filter sehingga disebut filter 
banks. Terdapat dua buah filter yang digunakan 
oleh Wavelet Daubechies, yaitu low-pass filter 
dan high-pass filter. High-pass filter berguna 
untuk menyaring komponen frekuensi tinggi. 
Low-pass filter berguna untuk menyaring 
komponen frekuensi rendah. Keluaran dari 
masing-masing filter itu hanya diambil 
setengahnya saja atau di-downsampling. Nilai 
keluaran dari low-pass filter disebut sebagai 
aproksimasi dan keluaran dari high-pass filter 
disebut detail atau derau. Bagian aproksimasi ini 
dapat dilewatkan ke dalam low-pass filter sekali 
lagi untuk mendapatkan panjang sinyal yang 
lebih pendek lagi dancukup untuk kebutuhan. 
Proses ini disebut dekomposisi.[4] 
 
 
 
 
 
 
 
 
 
 
 
 
Keterangan gambar : 
  :  citra masukan 
 :  down sampling baris 
 :  down sampling kolom 
 : koefisien aproksimasi (LL) 
                 : koefisien detail horizontal(LH) 
: koefisien detail vertikal (HL) 
                    : koefisien detail diagonal (HH) 
 
Di dalam high-pass filter dan low-pass filter 
terjadi proses yang disebut konvolusi. Konvolusi 
adalah perkalian antara input yang masuk 
dengan konstanta masing-masing filter. Hasil 
perkalian masing-masing bilangan tersebut 
kemudian dijumlahkan dan dijadikan keluaran 
dari filter tersebut. Jika sebuah sinyal memiliki 
panjang sebesar 2n, maka sinyal tersebut dapat 
didekomposisi sebanyak n level di mana pada 
setiap levelnya, sinyal tersebut panjangnya 
berkurang setengah dari panjang sebelumnya 
[5]. 
Karena citra wajah masukan berdimensi dua, 
maka konvolusi diterapkan dua kali yaitu satu 
konvolusi pada kolom dan satu kali lagi pada 
baris dari citra. Dengan demikian, satu kali 
proses Wavelet Daubechies akan menghasilkan 
satu citra approksimasi dan tiga citra detail. 
Hasil dari dekomposisi Wavelet Daubechies 
disebut dengan koefisien Wavelet Daubechies. 
 
 
 
 
 
 
 
 
 
 
 
 
LL (Low-low) merupakan hasil konvolusi 
low-passfilter baik pada baris maupun kolom. 
LH merupakan hasil konvolusi low-pass filter 
pada baris dan high-pass filter pada kolom. HL 
adalah konvolusi high-pass filter pada baris dan 
low-pass filter pada kolom. HH adalah hasil 
konvolusi high-pass filter baik pada baris 
maupun kolom. Oleh karena itu, LL merupakan 
Level Dekomposisi 1 Level Dekomposisi 2 
Gambar 1. Proses Dekomposisi 
Gambar 2. Level Dekomposisi 1 dan Level 
Dekomposisi 2 
𝐶𝐴𝑖 
 
𝐶𝐷(ℎ)𝑖+1 
 𝐶𝐷(𝑣)𝑖+1 
 𝐶𝐷(𝑑)𝑖+1
 
𝐶𝐴𝑖+1 
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citra approksimasi, sedangkan LH, HL, dan HH 
maerupakan citra detail. [8] 
Basis Wavelet Daubechies yang digunakan 
dalam paper ini adalah wavelet db2,db4, dan 
db8. Walaupun wavelet daubechies 
memperkenalkan koefisien baru, nilai tersebut 
dapat diturunkan dari fungsi penskala yang 
dinyatakan dengan 
 
𝜑(𝑥) = √2 ∑ ℎ(𝑛)𝜑(2𝑥 − 𝑛)2𝑁−1𝑛=0        (4) 
 
Dengan √2 merupakan normalisasi energi 
koefisien wavelet Daubechiesyang digunakan 
dan nilai h(n) sebagai koefisien filter dipilih 
sedemikian hingga didapatkan nilai h(n) yang 
orthogonal dengan h(n) di fungsi wavelet 
Daubechies. Adapun h(n) di fungsi wavelet 
Daubechies dinyatakan dengan : 
 
𝜓(𝑥) = √2 ∑  (−1)𝑛ℎ(𝑛 − 1)𝜑(2𝑥 − 𝑛)
1
𝑛=2−2𝑁
 
(5) 
 
Berikut ini adalah contoh koefisien filter dari 
wavelet DaubechiesDaubechies untuk db2, db4, 
dan db8 [4]. 
 
 
 
 
db-2 db-4 db-8 
0.5000 
0.5000 
0.3415 
0.5915 
0.1585 
-0.0915 
0.1629 
0.5055 
0.4461 
-0.0198 
-0.1323 
 
High-pass filter dan low-pass filter dapat 
dinyatakan dengan  dengan persamaan 
 
 (6)  
 
Dimana g[n] adalah high-pass filter, h[n] 
adalah low-pass filter. L adalah panjang filter 
(dalam jumlah titik). Citra aproksimasi hasil 
dekomposisi wavelet daubechies didekomposisi 
kembali untuk mendapatkan citra aproksimasi 
pada level berikutnya. Sehingga dekomposisi 
wavelet daubechies pada level-n [5] adalah 
sebagai berikut : 
 
 
 
  
 (7) 
 
 
 
 
Dimana tanda * adalah operasi konvolusi, 
tanda [… ]2.1 adalah sub-sampling sepanjang 
baris, tanda [… ]1.2 adalah sub-sampling 
sepanjang kolom. 𝐴𝑛 adalah citra aproksimasi 
hasil dekomposisi waveletdaubechiespada level-
n yang didapatkan melalui proses low-pass filter 
pada baris dan kolom citra masukan, 𝐷𝑛𝑖 adalah 
citra detail pada level-n yang didapatkan melalui 
proses low-pass filter dan high-pass filter pada 
baris dan kolom (i=1, 2, 3 untuk horizontal, 
vertikal, dan diagonal).  
Pada proses ekstraksi fitur, setiap citra wajah  
akan didekomposisi secara bertahap dari level 1 
sampai dengan level 3, artinya proses 
dekomposisi akan menghasilkan tiga komponen 
detail d1,d2 ,dan  d3 serta salah satu dari 
aproksimasi a1,a2 ,dan a3, tergantung dari level 
dekomposisi yang akan dipakai [4].  
Pada paper ini, ekstraksi fitur menggunakan 
dua pendekatanyang akan dicobakan pada tahap 
selanjutnya, yaitu : 
1. Fitur Aproksimasi : fitur akan diekstrak dari 
setiap level dekomposisi, dan hanya memilih 
komponen aproksimasi pada setiap level. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
𝑔[𝐿 − 1 − 𝑛] = (−1)𝑛 ∙ ℎ[𝑛] 
Tabel 2. Koefisien filter untuk db2, db4, dan db8  
(normalisasi =akar 2) 
𝐷𝑛1 = [𝐻𝑥 ∗ [𝐺𝑥 ∗ 𝐴𝑛−1]2.1]1.2 
 𝐷𝑛2 = [𝐺𝑥 ∗ [𝐻𝑥 ∗ 𝐴𝑛−1]2.1]1.2 
 
𝐷𝑛3 = [𝐺𝑥 ∗ [𝐺𝑥 ∗ 𝐴𝑛−1]2.1]1.2 
 
𝐴𝑛 = [𝐻𝑥 ∗ [𝐻𝑥 ∗ 𝐴𝑛−1]2.1]1.2 
 
𝐴𝑛 = [𝐻𝑥 ∗ [𝐻𝑥 ∗ 𝐴𝑛−1]2.1]1.2 
 
Gambar 3. Ilustrasi proses dekomposisi dengan 
jumlah koefisien yang dihasilkan secara bertahap dari 
level ke-1 sampai level ke-3 
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2. Fitur Statistik Wavelet Daubechies : dari 3 
level dekomposisi, akan dihasilkan a1, d1, 
d2, d3 .Semua komponen koefisien yang 
dihasilkan akan digunakan. Untuk 
mereduksi jumlah fitur, dicari fitur statistik 
untuk setiap komponen, yakni min, mean, 
max, dan deviasi standar. Karena ada 4 
komponen wavelet Daubechies, satu 
aproksimasi dan 3 detail, maka akan didapat 
16 fitur data. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
2.2 KLASIFIKASI 
Klasifikasi yang dipakai dalam paper ini 
adalah Random Forest. Random Forest 
merupakan  pengembangan  dari Decision  Tree 
,dimana  setiap  Decision Tree yang  telah  
dilakukan training menggunakan sampel kelas 
dan setiap atribut dipecah pada  tree yang dipilih 
antara atribut subset yang  bersifat  acak. Proses  
klasifikasi  kelas didasarkan pada vote dari suara 
terbanyak pada kumpulan populasi tree.   
Random  Forest  yang  dihasilkan  memiliki  
banyak tree,  dan  setiap  tree  ditanam  dengan  
cara  yang  sama. Tree  dengan  variabel  x  akan  
ditanam  sejauh  mungkin dengan  tree  dengan  
variabel  y.  Dan  dalam perkembangannya, 
sejalan dengan bertambahnya data set, maka  
tree  pun  ikut  berkembang.  [6] 
Algoritma Random Forest yaitu : 
1. Tahapan bootstrap, yaitu mengambil sample 
acak  ukuran N dengan pemulihan dari data 
(sampel boostrap) 
2. Tahapan random sub-setting, yaitu menyusun 
tree berdasarkan data tersebut, namun pada 
setiap proses pemisahan pilih secara acak 
m<d peubah penjelas, dan lakukan pemisahan 
terbaik. 
3. Ulangi langkah 1-2 sebanyak k kali sehingga 
diperoleh k buah tree acak. 
4. Lakukan pendugaan gabungan berdasarkan k 
buah tree tersebut (misal menggunakan 
majority vote untuk kasusu klasifikasi, atau 
rata-rata untuk kasus regresi). 
Perhatikan bahwa setiap kali pembentukan 
tree, kandidat peubah penjelas yang digunakan 
untuk melakukan pemisahan bukanlah seluruh 
peubah yang terlibat namun hanya sebagian saja 
hasil pemilihan secara acak. Bisa dibayangkan 
bahwa proses ini menghasilkan kumpulan tree 
tunggal dengan ukuran dan bentuk yang 
berbeda-beda. Hasil yang diharapkan adalah 
kumpulan tree tunggal memiliki korelasi yang 
kecil antar tree-nya [21]. 
 
3. HASIL DAN ANALISA PERCOBAAN 
Pengujian sistem menggunakan citra wajah 
diambil dari dataset The Japanese Female 
Facial Expression (JAFFE) sebanyak 216 foto 
yang diperkecil menjadi (64 x 64)yang terdiri 
dari 20 individu. Sebelumnya setiap citra wajah 
yang berdimensi (64 x 64) diubah menjadi 
bentuk vektor baris berdimensi (1x4096). 
Dikarenakan terdapat 216 input citra, maka 
semua vektor dikumpulkan menjadi sebuah 
matriks berukuran (216x4096).  
 
 
 
 
 
 
Pada PCA, diperoleh variasi data dengan 
rentang nilai eigen sebagai berikut 
 
 
Gambar 5. Beberapa citra wajah masukan 
Gambar 4. Komponen aproksimasi tiap level dari 
hasil dekomposisi citra  
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Kemudian setiap variasi data diuji 
menggunakan Random Forest Classifier yang 
terdapat pada Weka 3.7 dengan pemilihan data 
traindan data testmenggunakancross validation. 
Diperoleh tingkat pengenalan tiap variasi data 
sebagai berikut : 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Jika hasil dekomposisi PCA dikembalikan 
ke data awal (invers) maka terdapat perubahan 
yaitu terjadi pengurangan dimensi dari data 
sebelumnya. Berikut merupakan hasil citra 
setelah dikembalikan ke data awal:   
 
 
 
  
 
 
 
 
 
 
 
 
Sedangkan pada Wavelet Daubechies, setelah 
setiap citra masukan didekomposisi hingga level 
ke-3 selanjutnya pada pendekatan fitur 
approksimasi, koefisien aproksimasi level1, 
level2, dan level3,a1, a2, dan a3 dikumpulkan dari 
setiap citra menjadi sebuah matriks berukuran 
(216x2691). Berikut merupakan hasil 
dekomposisi menggunakan fungsi skala db2 
mulai level-1, level-2, dan level- 3. 
     
 
 
 
 
 
 
 
 
 
 
 
Untuk hasil dekomposisi menggunakan 
fungsi skala Daubechies-4 mulai level-1, level-2, 
dan level- 3. 
 
 
 
 
 
 
 
 
 
 
Dan hasil dekomposisi menggunakan fungsi 
skala Daubechies-8 mulai level-1, level-2, dan 
level- 3. 
 
 
 
 
 
 
 
 
 
 
 
Untuk pendekatan menggunakan fitur 
statistik sebelumnya setiap gambar terlebih 
Gambar 8. Beberapa citra wajah setelah di invers 
Gambar 6. k% dari seluruh Nilai Eigen  
Gambar 9. Dekomposisi db2 level 1 (a), level 2 (b) , 
dan level 3 (c) 
           (a)                              (b)                  (c) 
Gambar 7. Grafik tingkat pengenalan tiap variasi data 
Gambar 10. Dekomposisi db4 level 1 (a), level 2 (b) , 
dan level 3 (c) 
           (a)                              (b)                  (c) 
Gambar 11. Dekomposisi db8 level 1 (a), level 2 (b) , 
dan level 3 (c) 
          (a)                              (b)                  (c) 
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dahulu didekomposisi lalu dari 3 level 
dekomposisi, akan dihasilkan detail a3, d3, d1, d2 .  
Untuk mereduksi jumlah fitur, dicari fitur 
statistik untuk setiap komponen wavelet 
Daubechies, satu approksimasi dan 3 detail, 
maka akan didapat 16 fitur data.  
Kedua pendekatan tersebut kemudian diuji 
menggunakan Random Forest Classifierpada 
Weka 3.7 dengan test option yang dipakai cross 
validation.Dalam segi waktu perhitungan, 
algoritma PCA menghasbiskan waktu yang 
cukup lama yaitu 182.72 detik, berbeda dengan 
waktu perhitungan ektraksi fitur menggunakan 
wavelet daubechiesyang hanya menghabiskan 
waktu paling lama 2.23 detik pada wavelet 
daubechies db8 menggunakan fitur aproksimasi 
wavelet, sedangkan waktu perhitungan tercepat 
yaitu 1.14 detik pada wavelet daubechies db2 
menggunakan fitur statistik wavelet. Berikut 
grafik hasil waktu perhitungannya.  
 
 
 
 
 
 
 
 
 
 
 
Pada Gambar. 13 terlihat bahwa tingkat 
akurasi pengenalan wajah menggunakan PCA 
menunjukkan hasil yang memuaskan dengan  
presentasi tertinggi sebesar 100%, sedangkan 
tingkat akurasi tertinggi pada Wavelet 
Daubechies sebesar 98.611% pada wavelet 
daubechies db2 menggunakan fitur aproksimasi 
wavelet. 
 
4. KESIMPULAN 
 
a. Metode pengenalan wajah menggunakan 
PCA lebik baik dibandingkan Wavelet 
Daubechies, terlihat dengan tingkat akurasi 
pengenalan PCA memperoleh hasil terbaik 
di atas Fitur Aproksimasi Wavelet 
Daubechies maupun Fitur Statistik Wavelet 
Daubechies yaitu sebesar 100% 
menggunakan Random Forest 
Classifierdengan test option cross 
validation. 
b. PCA lebih cocok digunakan untuk ekstraksi 
fitur pada pengenalan wajah, dikarenakan 
PCA bekerja pada data spasial sedangkan 
Wavelet Daubechies bekerja pada data 
frekuensi. 
c. Kelemahan PCA jika dibandingkan dengan 
Wavelet Daubechies adalah waktu 
perhitungan PCA yang cukup lama yaitu 
memiliki waktu perhitungan 182.72 detik, 
sedangkan waktu perhitungan Wavelet 
Daubecies memiliki rata-rata 1.56 detik.  
d. Wavelet Daubechies yang cocok digunakan 
dalam ekstraksi fitur pada pengenalan 
wajah adalah wavelet db2 dengan 
menggunakan fitur aproksimasi, karena 
mempunyai waktu perhitungan yang 
tercepat yaitu sebesar 1.14detik dan 
memperoleh tingkat akurasi tertinggi 
sebesar 98.61% 
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