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Real Regulators on Milnor Complexes
(Some Informal Notes; December 2000)
James D. Lewis
§0. Introduction
Let X/C be a projective algebraic manifold of dimension n, with corresponding sheaf of regular functions
OX . Put
KMk,X :=
(O×X ⊗ · · · ⊗ O×X︸ ︷︷ ︸
k−times
)
/J (Milnor sheaf),
where J is the subsheaf of the tensor product generated by sections of the form τ1 ⊗ · · · ⊗ τk such that
τi + τj = 1 for some i and j. Put KMk,X := Image
(
j : KMk,X → KMk (C(X))
)
. Our goal is to give an simple
and explicit description of a regulator map to a certain quotient of real Deligne cohomology, in terms of
logarithms (for m ≥ 1):
rlog : H
k−m
Zar (X,K
M
k,X)→ H2k−mD (X,R(k))/(?),
where we recall that
H2k−mD (X,R(k)) ≃
H2k−m−1(X,R(k − 1))
πk−1(F kH2k−m−1(X,C))
.
One of the reasons for constructing such a map, is the relationship between Hk−mZar (X,KMk,X) and CHk(X,m)
(Bloch’s higher Chow group [Blo]), and the existence of a regulator rD : CH
k(X,m) → H2k−mD (X,R(k)).
Further, information about the regulator rlog, or a suitable (Beilinson type) variant rB : H
k−m
Zar (X,KMk,X)→
H2k−mD (X,R(k))/(?) should yield some information about rD.
One has an exact sequence of sheaves ((Gabber, 1992), see [MS2]):
KMk,X → KMk (C(X))→
⊕
codimXZ=1
KMk−1(C(Z))→ · · · →
⊕
codimXZ=k−m
KMm (C(Z))→ · · ·
→
⊕
codimXZ=k−2
KM2 (C(Z))→
⊕
codimXZ=k−1
KM1 (C(Z))→
⊕
codimXZ=k
KM0 (C(Z))→ 0,
which clearly defines a flasque resolution of KMk,X . Similarly, for a quasi-projective variety W , if we set
CHk(r) = sheaf associated to the presheaf U ⊂ W open 7→ CHk(U, r), then there is proven in [Blo] a
Gersten resolution:
0→ CHk(r)→
⊕
x∈W 0
ixCH
k(Sp(k(x)), r) →
⊕
x∈W 1
ixCH
k−1(Sp(k(x)), r − 1)→ · · ·
→
⊕
x∈W r
ixCH
k−r(Sp(k(x)), 0)→ 0.
When r = k (and X = W ), both resolutions in fact agree (see [MS2]), and thus one has CHk(k) ≃ KMk,X .
Furthermore, Bloch (op. cit.) constructs a spectral sequence, Ep,q2 := H
p
Zar(X, CHk(−q))⇒ CHk(X,−p−q).
We now set p + q = −m, or −q = p +m. Note that p ≥ 0, q ≤ 0. So Ep,−p−m2 = Hp(X, CHk(p +m)) ⇒
CHk(X,m). Now if we set k = p +m, then Ek−m,−k2 = H
k−m
Zar (X,K
M
k,X). If m ≤ 2 then one can argue by
partial degeneration of this spectral sequence that CHk(X,m) ≃ Hk−mZar (X,K
M
k,X) ([MS] (op. cit.)).
We prove the following:
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Main Theorem. (i) The current defined by
(
f1, . . . , fm ∈ C(Z)×
codimXZ = k −m
)
7→
(
w 7→
m∑
ℓ=1
∫
Z
(−1)ℓ−1 log |fℓ|(d log |f1| ∧ · · · ∧ ̂d log |fℓ| ∧ · · · ∧ d log |fm|) ∧ w),
descends to a cohomological map
rlog : H
k−m
Zar (X,K
M
k,X)→ H2k−mD (X,R(k))/(?) :=
{
Hk−1,k−m(X)⊕Hk−m,k−1(X)}∩H2k−m−1(X,R(k−1)).
(ii) There is a similar (but more complicated, see (3.0) below) explicit description for the composite
Hk−mZar (X,K
M
k,X)
rB→{Hk−1,k−m(X)⊕Hk−m,k−1(X)} ∩H2k−m−1(X,R(k − 1)).
(iii) In the case m ≤ 2, both maps define regulators rlog : CHk(X,m) → H2k−mD (X,R(k)), rB = rD :
CHk(X,m) → H2k−mD (X,R(k)) which agree for m = 1, and up to composite (for m = 2) with the real
operator
J ∈ EndR
({
Hk−1,k−m(X)⊕Hk−m,k−1(X)}⋂H2k−m−1(X,R(k − 1))),
w = wk−1,k−m ⊕ wk−m,k−1 7→
√−1wk−1,k−m ⊖
√−1wk−m,k−1.
§1. Review of Milnor K-Theory
We first recall the definition of Milnor K-theory [B-T]. Let F be a field with multiplicative group F×,
and set:
T (F×) =
∐
n≥0
T n(F×),
the tensor product of the Z-module F×. Thus F×
∼→ T 1(F×), a 7→ [a]. If a 6= 0, 1, set ra = [a]⊗ [1 − a] ∈
T 2(F×). The two-sided ideal R generated by ra is graded, and we put:
KM∗ F = T (F
•)/R =
∐
n≥0
KMn F.
Thus KM∗ F is presented as a ring by generators ℓ(a) (a ∈ F×) subject to:
(R1) ℓ(ab) = ℓ(a) + ℓ(b),
(R2) ℓ(a)ℓ(b) = 0 if a+ b = 1, (a 6= 0, 1).
We summarize those results we need from [B-T].
Proposition 1.0. The following relations are a consequence of R1 and R2 above:
(R3) ℓ(a)ℓ(−a) = 0.
(R′3) ℓ(a)ℓ(−1) = −(ℓ(a))2.
(R4) ℓ(a)ℓ(b) = −ℓ(b)ℓ(a). [Thus KM∗ F is anti-commutative.]
(R5) ℓ(a1) · · · ℓ(an) = 0, if a1 + · · ·+ an = 1 or 0, and n ≥ 2.
Furthermore, Z
∼→ KM0 (F), ℓ : F× ∼→ KM1 (F); and for n ≥ 2, KMn (F) is presented as an abelian group
by generators ℓ(a1), . . . , ℓ(an), a1, . . . , an ∈ F× subject to
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(R1)n (a1, . . . , an) 7→ ℓ(a1) · · · ℓ(an) a multilinear function F× × · · · × F× → KMn (F);
(R2)n ℓ(a1) · · · ℓ(an) = 0 if ai + ai+1 = 1 for some i < n.
Example 1.1. It is customary to express R1 → R4 in terms of the symbol notation:
{a1a2, b} = {a1, b}{a2, b},
{a, 1− a} = 1 for a 6= 0, 1,
{a, b} = {b, a}−1,
{a,−a} = 1.
Furthermore, one can easily verify that
{a, a} = {−1, a} = {a, a−1} = {a−1, a}.
Now continuing as in [B-T], we introduce κ-Algebras. First, a graded ring κ =
∐
n≥0 κn is defined by
κ =
Z[t]
2tZ[t]
= Z[ǫ],
where ǫ (of degree 1) = image of t. Thus κ0 = Z, and for n ≥ 1, κn = Z2ǫn, (Z2 = Z/2Z). In other words,
κ = ring of polynomials in the variable ǫ with constant term Z and higher degree terms in Z2.
Definition 1.2. A graded κ-algebra is a graded ring A =
∐
n≥0An equipped with a homomorphism
κ→ A of graded rings, defined by ǫ 7→ ǫA ∈ A1, such that ǫa ∈ Center(A). We call A a κ-Algebra if further
A1 generates A as a κ-algebra and a
2 = ǫaa for all a ∈ A1.
Example 1.3. For a field F, the map κ → KM∗ (F) given by ǫ 7→ ℓ(−1) gives K∗(F) the structure
of a κ-Algebra. Indeed ℓ(−1) is central because KM∗ (F) is anti-commutative and 2ℓ(−1) = 0; moreover
(R′3)⇒ a2 = ǫAa (namely (ℓ(a))2 = ℓ(−1)ℓ(a)).
Example 1.4. The free κ-Algebra on a generator Π is the κ-Algebra
κ(Π) =
κ[X ]
(X2 − ǫX) ,
where X is an indeterminate of degree 1 with image Π modulo X2− ǫX . Evidently, κ(Π) is a free κ-modulo
with basis 1, Π. For any κ-Algebra A, put A(Π) = A ⊗κ κ(Π) = A ⊕ AΠ, a free left A-module with basis
1, Π. Thus A(Π)m = Am ⊕Am−1Π.
This time we will assume given F a field with a discrete valuation ν : F× → Z, with corresponding
discrete valuation ring O := {a ∈ F | ν(a) ≥ 0}, where we assign ν(0) =∞. Let π ∈ O generate the unique
maximal ideal (π) (i.e. ν(π) = 1), and recall that all other non-zero ideals are of the form (πm), m ≥ 0. Note
that F× = O×πZ (direct product). Let k = k(ν) be the residue field, and KM∗ Milnor K-theory. There is a
map (ℓ(π) = Π):
dπ : F
× → (KM∗ k(ν))(Π), dπ(uπi) = ℓ(u) + iΠ,
with u ∈ k(ν) the corresponding value, and where Π satisfies Π2 = ℓ(−1)Π. This induces:
∂π : K
M
∗ F→ (KM∗ k(ν))(Π).
One next defines maps:
∂0π, ∂ν : K
M
∗ F→ KM∗ k(ν),
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by
∂π(x) = ∂
0
π(x) + ∂ν(x)Π,
which can be shown to be independent of the choice of π satisfying ν(π) = 1 [B-T]. In general ∂ν : K
M
m F→
KMm−1k(ν). Thus for example, suppose we write ξ = aπ
i, then ∂π(ξ) = dπ(ξ) = ℓ(a)+iΠ, and thus ∂ν(ξ) = i.
In general, for ξj = ajπ
kj , j = 1, . . . ,m, we are interested in the product
∂π(ℓ(ξ1) · · · ℓ(ξm)) = (ℓ(a1) + k1Π)(ℓ(a2) + k2Π) · · · (ℓ(am) + kmΠ) = ℓ(a1) · · · ℓ(am) + (?)Π,
where
ℓ(a1) · · · ℓ(am) = ∂0π(ℓ(ξ1) · · · ℓ(ξm)), ? = ∂ν(ℓ(ξ1) · · · ℓ(ξm))
A simple calculation gives:
Proposition 1.5.
∂ν(ℓ(ξ1) · · · ℓ(ξm)) =
m∑
j=1
kj(−1)m−jℓ(a1) · · · ℓ̂(aj) · · · ℓ(am) + intermediate terms +
( m∏
j=1
kj
)[
ℓ(−1)]m−1,
where the “intermediate terms” involve the factor ℓ(−1).
§2. The basic regulator
In this section, we define a map
rlog : H
k−m
Zar (X,KMk,X) → H2k−mD (X,R(k))/(?)
|≀
H2k−m−1(X,R(k−1))
πk−1(FkH2k−m−1(X,C))
/
(?)
≀ ↓ Hodgeprojection{
Hk−1,k−m(X)⊕Hk−m,k−1(X)}⋂H2k−m−1(X,R(k − 1))
.
To see how this map is defined, observe that
H2k−m−1(X,R(k − 1))
πk−1(F kH2k−m−1(X,C))
≃ {Hk−1,k−m(X)⊕ · · · ⊕Hk−m,k−1(X)}⋂H2k−m−1(X,R(k − 1))
≃
{{
Hn−k+m,n−k+1(X)⊕ · · · ⊕Hn−k+1,n−k+m(X)}⋂H2n−2k+m+1(X,R(n− k + 1))}∨
→
{{
Hn−k+m,n−k+1(X)⊕Hn−k+1,n−k+m(X)}⋂H2n−2k+m+1(X,R(n− k + 1))}∨.
First, we define a current associated to a basic symbol {f1, . . . , fm} ∈ KMm (C(Z)), where codimXZ = k−m.
Namely, the current defined by:
(2.0)
m∑
ℓ=1
∫
Z
(−1)ℓ−1 log |fℓ|(d log |f1| ∧ · · · ∧ ̂d log |fℓ| ∧ · · · ∧ d log |fm|) ∧w,
where
w ∈ {En−k+m,n−k+1X ⊕ En−k+1,n−k+mX }⋂{E2n−2k+m+1X ⊗R(n− k + 1))}
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is a C∞ differential form on X . We must first show that this current depends only on the symbol
{f1, . . . , fm} ∈ KMm (C(Z)). More specifically, we prove:
Proposition 2.1. Suppose w is both ∂ and ∂ closed and that m ≥ 2. Then fj+ fj+1 = 1 for some j ⇒
m∑
ℓ=1
∫
Z
(−1)ℓ−1 log |fℓ|(d log |f1| ∧ · · · ∧ ̂d log |fℓ| ∧ · · · ∧ d log |fm|) ∧ w = 0.
Proof. Let F = (f1, . . . , fm) : Z →
(
P1
)×m
; further let (t1, . . . , tm) be affine coordinates of
(
P1
)×m
.
By a birational modification, we can assume Z is smooth and that F is a morphism. Now let
ξ =
m∑
ℓ=1
(−1)ℓ−1 log |tℓ|(d log |t1| ∧ · · · ∧ ̂d log |tℓ| ∧ · · · ∧ d log |tm|).
Then
m∑
ℓ=1
∫
Z
(−1)ℓ−1 log |fℓ|(d log |f1| ∧ · · · ∧ ̂d log |fℓ| ∧ · · · ∧ d log |fm|) ∧ w = ∫
Z
(F ∗ξ) ∧ w = F∗(w)(ξ),
where we identify w with its corresponding current. Next, the assumption fj + fj+1 = 1 for some j ⇒ tj +
tj+1 = 1, and that consequently we can assume given a morphism F˜ : Z →
(
P1
)×m−1
, and a corresponding
L1loc form ξ˜ on
(
P1
)×m−1
, such that
m∑
ℓ=1
∫
Z
(−1)ℓ−1 log |fℓ|(d log |f1| ∧ · · · ∧ ̂d log |fℓ| ∧ · · · ∧ d log |fm|) ∧ w = ∫
Z
(F˜ ∗ξ˜) ∧ w.
But ∫
Z
(F˜ ∗ξ˜) ∧ w = F˜∗(w)(ξ˜);
moreover the current F˜∗(w) being both ∂ and ∂ closed implies by ∂ regularity that F˜∗(w) is the current
associated to a holomorphic m− 1 form on (P1)×m−1 and its conjugate. [Note: The same satement cannot
be said of F∗(w), for Hodge type reasons!] Since m ≥ 2, this current must necessarily be zero, hence the
proposition. QED
Now consider η ∈ En−k+m−1,n−kX and ∂∂η + ∂∂η, and note that dimR Z = 2n+ 2m− 2k. We need to
evaluate, for a given {f1 . . . , fm} ⊗ Z,
(2.2)
m∑
ℓ=1
∫
Z
(−1)ℓ−1 log |fℓ|(d log |f1| ∧ · · · ∧ ̂d log |fℓ| ∧ · · · ∧ d log |fm|) ∧ (∂∂η + ∂∂η).
First, we can assume by passing to a normalization, that Z is normal. Further, from (1.1), we can assume
that the divisors for each of the fj , j = 1, . . . ,m are different. Let Σ ⊂ Z be the support of all the divisors
(fj), j = 1, . . . ,m, and Σǫ ⊂ Z an ǫ-tube around Σ. Now the integral (2.2) is the same as
m∑
ℓ=1
∫
Z
(−1)ℓ−1 log |fℓ|(d log |f1| ∧ · · · ∧ ̂d log |fℓ| ∧ · · · ∧ d log |fm|) ∧ d(∂η + ∂η);
moreover by reason of Hodge type of ∂η + ∂η and by the taking of residues along Σ,
lim
ǫ→0
∫
Σǫ
log |fℓ|(d log |f1| ∧ · · · ∧ ̂d log |fℓ| ∧ · · · ∧ d log |fm|) ∧ (∂η + ∂η) = 0.
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Thus by Stokes’ Theorem, the calculation of (2.2) amounts to calculating
∫
Z
(d log |f1| ∧ · · · ∧ d log |fm|) ∧ (∂η + ∂η).
We can further reduce this to a calculation of the type
∫
Z
(
df1
f1
∧ · · · ∧ df
fm
) ∧ ∂η +
∫
Z
(
df1
f1
∧ · · · ∧ dfm
fm
) ∧ ∂η.
Again, by Hodge type considerations, this is the same as
∫
Z
(
df1
f1
∧ · · · ∧ df
fm
) ∧ dη +
∫
Z
(
df1
f1
∧ · · · ∧ dfm
fm
) ∧ dη,
and by Stokes’ Theorem, this amounts to calculating
lim
ǫ→0
(∫
Σǫ
(
df1
f1
∧ · · · ∧ df
fm
) ∧ η +
∫
Σǫ
(
df1
f1
∧ · · · ∧ dfm
fm
) ∧ η
)
.
By a residue calculation, this amounts to the same thing as
=
∑
D⊂Σ
( m∑
ℓ=1
(−1)m−ℓνD(fℓ)
∫
D
(d log |f1| ∧ · · · ∧ ̂d log |fℓ| ∧ · · · ∧ d log |fm|) ∧ (η + η)).
This expression is strikingly familiar to the first term of (1.5). Indeed, if in (1.5), we set F = C(D), and
replace ℓ( ) by d log |( )|, then d log |(−1)| = 0 and integration leads precisely to the above calculation. In
particular, if a class in Hk−mZar (X,K
M
k,X) is represented by ζ, then the corresponding current Tζ associated
to ζ, induced by the formula in (2.0), is ∂∂-closed. Next, suppose w ∈ En−k+m,n−k+1X ⊕ En−k+1,n−k+mX is
a real ∂ and ∂ closed form. For a given {f1, . . . , fm+1} ⊗ Z, we will again assume that fj ∈ C(Z)×, the
divisors of (fj), j = 1, . . . ,m + 1 are all different, and that we have a morphism F = (f1, . . . , fm+1) : Z →(
P1
)×m+1
, where codimXZ = k −m− 1, and Z is presumed smooth. Thus we can write {f1, . . . , fm+1} ⊗
Z = F ∗{t1, . . . , tm+1} ⊗ (P1)×m+1, where (t1, . . . , tm+1) are affine coordinates of
(
P1
)×m+1
. For a given
irreducible divisor D ⊂ (P1)×m+1, we consider the elements
ξD :=
m+1∑
j=1
(−1)m+1−jνD(tj){t1, . . . , tˆj , . . . , tm+1}D, ξ :=
∑
D
ξD.
ηξD :=
m+1∑
j=1
(−1)m+1−jνD(tj)d log |t1| ∧ · · · ∧ ̂d log |tj | ∧ · · · ∧ d log |tm+1|.
If we can show that
(2.3)
∑
D
∫
D
F ∗(ηξD ) ∧w = 0,
then by (1.5) and functoriality, we arrive at a well-defined map
Hk−mZar (X,K
M
k,X)→
{{
Hn−k+m,n−k+1(X)⊕Hn−k+1,n−k+m}⋂H2n−2k+m+1(X,R(n− k + 1))}∨,
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hence by duality a map
Hk−mZar (X,K
M
k,X)→
{
Hk−1,k−m(X)⊕Hk−m,k−1(X)}⋂H2k−m−1(X,R(k − 1)).
The only irreducible codimension one D’s in
(
P1
)×m+1
contributing to non-trivial ξD are the following. Set
D0,ℓ = P
1 × · · · × {0} × · · · ×P1, D∞,ℓ = P1 × · · · × {∞}× · · · ×P1. Then
ξD0,ℓ = (−1)m+1−ℓ{t1, . . . , tˆℓ, . . . , tm+1}D0,ℓ
ξD∞,ℓ = (−1)m−ℓ{t1, . . . , tˆℓ, . . . , tm+1}D∞,ℓ .
Note that D0,ℓ ≃ (P1)×m ≃ D∞,ℓ, and that D0,ℓ ∼hom D∞,ℓ in (P1)×m+1. Now ξ defines a ∂∂-closed current
Tξ of the form
∑
D
∫
D
GD, where GD is a log form that is ∂∂ closed. By the Poincare´-Lelong Theorem, we
can write the current of integration over D, namely δD :=
∫
D
= ∂∂TψD +ΦD, where ψD is log type, and ΦD
is a ∂ and ∂ closed C∞ form on (P1)×m+1, namely the first Chern form. Note that for a C∞ bump function
ϕǫ on (P
1)m+1, zero on an ǫ-neighbourhood Σ<ǫ of the various D’s in question,
∂∂TψD(GD) = lim
ǫ→0
∂∂Tϕǫ·ψD(GD) = lim
ǫ→0
Tϕǫ·ψD(∂∂GD) = 0.
Thus Tξ =
∑
D
∫
(P1)×m+1 GD ∧ ΦD. If we work with D = D0,ℓ say, then
ΦD =
1
2π
√−1
dtℓ ∧ dtℓ
(1 + |tℓ|2)2 .
This is the same form for D∞,ℓ since the Chern form depends only on the bundle. Also, as forms on
(P1)×m+1, GD0,ℓ +GD∞,ℓ = 0. For each D, we are essentually dealing with the calculation
GD ∧ ΦD =
∑
r
(−1)∗ log |tr| 1
2π
√−1
dtℓ ∧ dtℓ
(1 + |tℓ|2)2 ∧
( m+1∧
j=1,j 6=ℓ,r
d log |tj |
)
.
Moreover, for any current T satisfying ∂∂T = F∗w−Tη for some C∞ closed form η, and if ϕǫ is a C∞ bump
function vanishing on Σ<ǫ, then
(2.4) ∂∂T (GD ∧ ΦD) = lim
ǫ→0
∂∂T (ϕǫGD ∧ΦD) = lim
ǫ→0
T (∂∂(ϕǫ · ∧GD ∧ΦD)),
and by symmetry considerations together with GD0,ℓ +GD∞,ℓ = 0, it follows that
∑
D ∂∂T
(
GD ∧ ΦD
)
= 0.
It follows that F∗w in the formula∑
D
∫
D
F ∗(ηξD ) ∧ w =
∑
D
∫
P1
m+1
GD ∧ ΦD ∧ F∗(w)
can be replaced by any C∞ closed form representative η, where
{η} ∈ Hm+1,0((P1)×m+1)⊕H0,m+1((P1)×m+1) = 0.
But such an η can thus be chosen to be zero. QED
§3. Comparison to the Beilinson regulator
According to [Lew3], the definition of real Deligne cohomology of a smooth quasi-projective variety U
with good compactification U (with E := U\U) can be taken to be given by:
HiD(U,R(p)) ≃ Hi
( ˜R(p)D(U) := Cone{F pΩ•U∞ < E > (U) −πp−1−→ E•U,R < E > (p− 1)(U)}[−1]),
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where E•
U,R
< E > (U) is a corresponding real logarithmic complex [Bu]. The product structure on ˜R(p)D,
viz:
˜R(p)D × ˜R(q)D
∪−→ ˜R(p+ q)D
can be arrived at from the table in [E-V], and is given below:
| fq | sq
−−− −−− −−−
fp | fp ∧ fq | (−1)deg fpπp(fp) ∧ sq
−−− −−− −−−
sp | sp ∧ πq(fq) | 0
This defines also defines multiplication on the corresponding description of HiD(X,R(p)) via the def-
inition above. For instance, H0Zar(U,K
M
1,U ) = H
0(U,O×U ), and the corresponding Beilinson regulator map
rB : H
0(U,O×U )→ H1D(U,R(1)) is represented by
f ∈ H0(U,O×U ); rB(f) = {(
df
f
, log |f |)} ∈ H1D(U,R(1)).
Now let f1, . . . , fm ∈ C(U)× be given. Then we have:
{(df1
f1
, log |f1|)}
⋃
· · ·
⋃
{(dfm
fm
, log |fm|)}
=
{(
df1
f1
∧ · · · ∧ dfm
fm
, ξ(f1, . . . , fm)
)}
∈ HmD (U,R(m)),
where for example
ξ(f1) = log |f1|; ξ(f1, f2) = log |f1|π1
(df2
f2
)− log |f2|π1(df1
f1
)
;
ξ(f1, f2, f3) = log |f1|π1
(df2
f2
) ∧ π1(df3
f3
)− log |f2|π1(df1
f1
) ∧ π1(df3
f3
)
+ log |f3|π2
(df1
f1
∧ df2
f2
)
;
ξ(f1, f2, f3, f4) = log |f1|π1
(df2
f2
) ∧ π1(df3
f3
) ∧ π1(df4
f4
)− log |f2|π1(df1
f1
) ∧ π1(df3
f3
) ∧ π1(df4
f4
)
+ log |f3|π2
(df1
f1
∧ df2
f2
) ∧ π1(df4
f4
)− log |f4|π3((df1
f1
∧ df2
f2
) ∧ π1(df3
f3
)
,
and so on . . .
We want to apply this to the following setting. Fix an irreducible subvariety Z ⊂ X of codimension
k − m, and f1, . . . , fm ∈ C(Z)×. Let D ⊂ Z be the divisor supporting the zeros and poles of the fj’s,
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j = 1, . . . ,m (and Zsing). Let UX = X\D and UZ = Z\D. We refer to the following diagram.
Hk−mZar (X,K
M
k,X) → {Hk−1,k−m(X)⊕Hk−m,k−1(X)} ∩H2k−m−1(X,R(k − 1))
ւ ↑
Ek−m,−k2 (k)⇒ CHk(X,m) → H2k−mD (X,R(k))
ւ ↓
CHk(UX ,m) → H2k−mD (UX ,R(k))
↑ ↑ i∗
CHm(UZ ,m) → HmD (UZ ,R(m))
∩ ↑ ↑ ∪
CH1(UZ , 1)
⊗m → H1D(UZ ,R(1))⊗m
We prove:
Proposition 3.0. The Beilinson regulator†
rB : H
k−m
Zar (X,K
M
k,X)→ {Hk−1,k−m(X)⊕Hk−m,k−1(X)}
⋂
H2k−m−1(X,R(k − 1))
is induced by w ∈ {Hn−k+m,n−k+1(X)⊕Hn−k+1,n−k+m(X)}⋂H2k−m−1(X,R(n− k + 1))
7→ 1
(2π
√−1)n−k+m
m∑
ℓ=1
∫
Z
ξ(f1, . . . , fm) ∧w.
Proof. Let UX be a good compactification of UX . In particular, we have a morphism σ : UX → X ,
where σ−1(D) = D is a NCD in UX . Then
(
UX , D
)
can be used to compute the Deligne cohomology
H2k−mD (UX ,R(k)). Let ζ =
∑
α
{
f1,α, . . . , fm,α
} ⊗ Zα ∈ Hk−mZar (X,KMk,X) be given, with correspond-
ing image in rB(ζ) ∈ H2k−mD (X,R(k)). Likewise, we have a corresponding i∗(dff , ξ) := i∗
(∑
α(
df1,α
f1,α
∧
dfm,α
fm,α
, ξ(f1,α, . . . , fm,α))
) ∈ H2k−mD (UX ,R(k)). Then working over UX , rB(ζ) − i∗(dff , ξ) is a coboundary in
H2k−mD (UX ,R(k)). Working with the second factor in the cone description of H
2k−m
D (UX ,R(k)), and using
σ∗(En−k+m,n−k+1X ⊕ En−k+1,n−k+mX ) ⊂ ΣDE•UX := forms which pull back to zero on D, it follows from the
techniques used in [Lew1] that
(
rB(ζ)− i∗(dff , ξ)
)
(w) = 0††. Part (iii) of the Main Theorem is easy and will
be left to the reader.
† Wherever rB is defined. Let us refer back to the spectral sequence in §0. Note that in general for ℓ ≥ 1
and any m ≥ 0, Ek−m+ℓ,−k−ℓ2 = Hk−m+ℓZar (X, CHk(k + ℓ)). From the Gersten resolution, this involves terms
of the form CHm−ℓ(C(Z),m), where codimXZ = k − m + ℓ, i.e. dimZ = n − k + m − ℓ, which cannot
support a form w in En−k+m,n−k+1X ⊕En−k+1,n−k+mX , since ℓ ≥ 1. Thus, so long as one can represent a class
ξ ∈ Ek−m,−k2 = Hk−mZar (X,K
M
k,X) by a lifting ξ˜ ∈ CHk(X,m) (for example if ξ lives forever in this spectral
sequence), then rB(ξ) is defined and given by rB(ξ) = rD(ξ˜).
†† Strickly speaking, rB(ζ)− i∗(dff , ξ) is a coboundary current. But that current can be chosen in the dual
space of Σ
D
E•
UX
because UX is smooth and D ⊂ UX is a NCD. See [Bu](Remark, page 562).
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