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TRANSFORMATIONS OF THE TRANSFINITE PLANE
ASSAF RINOT AND JING ZHANG
Abstract. We study the existence of transformations of the transfinite plane
that allow to reduce Ramsey-theoretic statements concerning uncountable
Abelian groups into classic partition relations for uncountable cardinals.
To exemplify: we prove that for every inaccessible cardinal κ, if κ admits a
stationary set that does not reflect at inaccessibles, then the classic negative
partition relation κ 9 [κ]2κ implies that for every Abelian group (G,+) of size
κ, there exists a map f : G → G such that, for every X ⊆ G of size κ and
every g ∈ G, there exist x 6= y in X such that f(x+ y) = g.
1. Introduction
Ramsey’s theorem [Ram30] asserts that every infinite graph contains an infinite
subgraph which is either a clique or an anti-clique. In other words, for every
function (or coloring, or partition, depending on one’s perspective) c : [N]2 → 2,
there exists an infinite X ⊆ N which is monochromatic in the sense that, for some
i ∈ 2, c(x, y) = i for every pair x < y of elements of X . A strengthening of
Ramsey’s theorem due to Hindman [Hin74] concerns the additive structure (N,+)
and asserts that for every partition c : N → 2, there exists an infinite X ⊆ N
which is monochromatic in the sense that, for some i ∈ 2, for every finite increasing
sequence x0 < · · · < xn of elements of X , c(x0 + · · ·+ xn) = i.
A natural generalization of Ramsey’s and Hindman’s theorems would assert that
in any 2-partition of an uncountable structure, there must exist an uncountable
monochromatic subset. However, this is not case. Already in the early 1930’s,
Sierpin´ski found a coloring c : [R]2 → 2 admitting no uncountable monochromatic
set [Sie33]. In contrast, a counterexample concerning the additive structure (R,+)
was discovered only a few years ago [HLS17], by Hindman, Leader and Strauss.
In this paper, we study the existence of transformations of the transfinite plane
that allow, among other things, to reduce the additive problem into to the consid-
erably simpler Ramsey-type problem.
Throughout the paper, κ denotes a regular uncountable cardinal, and θ, χ denote
(possibly finite) cardinals ≤ κ. The transformation of interest is captured by the
following definition.
Definition 1.1. Pℓ1(κ) asserts the existence of a transformation t : [κ]
2 → [κ]2
satisfying the following:
• for every (α, β) ∈ [κ]2, if t(α, β) = (α∗, β∗), then α∗ ≤ α < β∗ ≤ β;
• for every family A consisting of κ many pairwise disjoint finite subsets of κ,
there exists a stationary S ⊆ κ such that, for every pair α∗ < β∗ of elements
of S, there exists a pair a < b of elements of A with t[a× b] = {(α∗, β∗)}.
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Theorem A. If Pℓ1(κ) holds, then the following are equivalent:
• There exists a coloring c : [κ]2 → θ such that, for every X ⊆ κ of size κ,
and every τ ∈ θ, there exist x 6= y in X such that c(x, y) = τ ;
• For every Abelian group (G,+) of size κ, there exists a coloring c : G→ θ
such that, for all X,Y ⊆ G of size κ, and every τ ∈ θ, there exist x ∈ X
and y ∈ Y such that c(x+ y) = τ .
As the proof of Theorem A will make clear, the theorem remains valid even after
relaxing Definition 1.1 to omit the first bullet and to weaken “stationary S ⊆ κ” into
“cofinal S ⊆ κ”. The reason we have added these extra requirements is to connect
this line of investigation with other well-known problems, such as the problem of
whether the product of any two κ-cc posets must be κ-cc (cf. [Rin14a]):
Theorem B. If Pℓ1(κ) holds, then there exists a κ-cc poset of size κ whose square
does not satisfy the κ-cc.
Now, to formulate the main results of this paper, let us consider a more infor-
mative variation of Pℓ1(κ).
Definition 1.2. Pℓ1(κ, θ, χ) asserts the existence of a function t : [κ]
2 → [κ]3
satisfying the following:
• for all (α, β) ∈ [κ]2, if t(α, β) = (τ∗, α∗, β∗), then τ∗ ≤ α∗ ≤ α < β∗ ≤ β;
• for all σ < χ and a family A ⊆ [κ]σ consisting of κ many pairwise disjoint
sets, there exists a stationary S ⊆ κ such that, for all (α∗, β∗) ∈ [S]2 and
τ∗ < min{θ, α∗}, there exist (a, b) ∈ [A]2 with t[a× b] = {(τ∗, α∗, β∗)}.
In [Rin12], by building on the work of Eisworth in [Eis13a, Eis13b], the first
author proved that Pℓ1(λ
+, cf(λ), cf(λ)) holds for every singular cardinal λ.1 The
proof of that theorem was a combination of walks on ordinals, club-guessing consid-
erations, applications of elementary submodels, and oscillation of pcf scales. Here,
we replace the last ingredient by the oscillation oracle Pℓ6(. . .) from [Rin14b], and
there are a few additional differences which are too technical to state at this point.
The main result of this paper reads as follows:
Theorem C. For χ = cf(χ) ≥ ω, Pℓ1(κ, θ, χ) holds in any of the following cases:
(1) χ < χ+ = θ = κ and ♦(Eκχ) holds;
(2) χ < χ+ < θ = κ and (κ) holds;
(3) χ < χ+ < θ = κ and Eκ≥χ admits a stationary set that does not reflect;
(4) χ < χ+ = θ < κ, κ is inaccessible, and Eκ≥χ admits a stationary set that
does not reflect at inaccessibles;
(5) χ = θ = κ, κ is Mahlo, and there exists a nonreflecting stationary subset
of Reg(κ) on which ♦ holds;
(6) b = χ+ = θ = κ = ℵ1.
By the results of Subsection 2.3 below, the principle Pℓ1(κ, θ, χ) is strictly
stronger than Shelah’s principle Pr1(κ, κ, θ, χ). Thus, Clause (2) improves the main
result of [Rin14a] and Clause (3) improves the main result of [Rin14b]. The result
of Clause (4) provides, in particular, an affirmative answer to a question posed by
Eisworth to the first author at the Set Theory meeting in Oberwolfach, January
2014.
1The first bullet of Definition 1.2 is not stated explicitly, but may be verified to hold in all the
relevant arguments of [Eis13a, Eis13b, Rin12].
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We conclude the introduction, mentioning a few more results.
Theorem D. (1) After forcing to add a Cohen real, Pℓ1(ω1, ω1, ω) holds;
(2) For a strongly inaccessible cardinal κ, the existence of a κ-Souslin tree does
not imply Pℓ1(κ);
(3) For a strongly inaccessible cardinal κ and χ ∈ Reg(κ), the existence of a
nonreflecting stationary subset of Eκχ does not imply Pℓ1(κ, 1, χ
+).
1.1. Organization of this paper. In Section 2, we establish some facts about
walks on ordinals, and present a connection between Pℓ1(κ, . . .) and two other
concepts: the coloring principle Pr1(κ, . . .) and the C-sequence number, χ(κ). The
proofs of Theorems A and B, as well as the proof of Clauses (2) and (3) of Theorem D
will be found there.
In Section 3, we prove that a strong form of the oscillation oracle Pℓ6(ν
+, ν)
holds for any infinite regular cardinal ν. This fact will play a role in the later
sections.
In Section 4, we provide a proof of Clause (3) of Theorem C. The proof is split
into two cases: κ > χ++ and κ = χ++.
In Section 5, we provide a proof of Clause (2) of Theorem C.
In Section 6, we provide a proof of Clause (4) of Theorem C.
In Section 7, we deal with the consistency of the strongest possible instance
Pℓ1(κ, κ, sup(Reg(κ)). The proof of Clauses (1), (5) and (6) of Theorem C, as well
as Clause (1) of Theorem D will be found there.
1.2. Notation and conventions. Let Eκχ := {α < κ | cf(α) = χ}, and define
Eκ≤χ, E
κ
<χ, E
κ
≥χ, E
κ
>χ, E
κ
6=χ analogously. For an ideal I over κ, we write I
+ :=
P(κ)\I. The collection of all sets of hereditary cardinality less than κ is denoted by
Hκ. The set of all infinite (resp. infinite and regular) cardinals below κ is denoted
by Card(κ) (resp. Reg(κ)). For a subset S ⊆ κ, we let Tr(S) := {α ∈ Eκ>ω |
S ∩ α is stationary in α}; we say that S is nonreflecting (resp. nonreflecting at
inaccessibles) iff Tr(S) is empty (resp. contains no inaccessible cardinals). For
a set of ordinals a, we write acc+(a) := {α < sup(a) | sup(a ∩ α) = α > 0},
acc(a) := a ∩ acc+(a), nacc(a) := a \ acc(a), and cl(a) := a ∪ acc+(a). For sets of
ordinals, a and b, we let a ⊛ b := {(α, β) ∈ a × b | α < β}, and write a < b to
express that a× b coincides with a⊛ b.
For any set A, we write [A]χ := {B ⊆ A | |B| = χ} and [A]<χ := {B ⊆ A | |B| <
χ}. In particular, [A]2 consists of all unordered pairs from A. In some scenarios,
we will also be interested in ordered pairs from A. In particular, if A is either a
set of ordinals or a collection of sets of ordinals, then we will abuse notation and
write (a, b) ∈ [A]2 to mean {a, b} ∈ [A]2 and a < b. In particular, [κ]2 = {(α, β) |
α < β}. Likewise, we let [κ]3 := {(α, β, γ) ∈ κ× κ× κ | α < β < γ < κ}.
2. Warming up
2.1. The foundations of walks on ordinals.
Definition 2.1 (folklore). κ 9 [κ]2θ (resp. κ 9 [stat]
2
θ) asserts the existence of a
coloring c : [κ]2 → θ such that, for every cofinal (resp. stationary) X ⊆ κ, and every
τ ∈ θ, there exist (x, y) ∈ [X ]2 such that c(x, y) = τ .
Likewise, κ 9 [κ;κ]2θ (resp. κ 9 [stat; stat]
2
θ) asserts the existence of a coloring
c : [κ]2 → θ such that, for every two cofinal (resp. stationary) X,Y ⊆ κ, and every
τ ∈ θ, there exist (x, y) ∈ X ⊛ Y such that c(x, y) = τ .
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In a note from 1981, Todorcevic proved that ω1 9 [stat; stat]
2
ω1
holds. A few
years later, in [Tod87], the method of Walks on ordinals was introduced, with the
following theorem serving as the primary application.
Fact 2.2 (Todorcevic, [Tod87]). ω1 9 [ω1]
2
ω1
holds. Furthermore, for every regular
uncountable cardinal κ admitting a nonreflecting stationary set, κ9 [κ]2κ holds.
Later, by a series of results of Shelah concerning cardinals κ > ℵ1 together with
a result of Moore concerning κ = ℵ1, κ 9 [κ;κ]2κ holds for any cardinal κ which
is the successor of an infinite regular cardinal; see [RT13] for an historical account
and a uniform proof of the following:
Fact 2.3 (Shelah, Moore). ν+ 9 [ν+; ν+]2
ν+
holds for any infinite regular cardinal
ν.
In this subsection, we present a few basic components of the theory of walks on
ordinals, which we will be using throughout the rest of the paper.
Definition 2.4. For a set of ordinals Γ, a C-sequence over Γ is sequence of sets 〈Cα |
α ∈ Γ〉 such that, for all α ∈ Γ, Cα is a closed subset of α with sup(Cα) = sup(α).
For the rest of this subsection, let us fix a C-sequence ~C = 〈Cα | α < κ〉 over κ.
Definition 2.5 (Todorcevic, [Tod87]). From ~C, we derive maps Tr : [κ]2 → ωκ,
ρ2 : [κ]
2 → ω, tr : [κ]2 → <ωκ and λ : [κ]2 → κ, as follows. Let (α, β) ∈ [κ]2 be
arbitrary.
• Tr(α, β) : ω → κ is defined by recursion on n < ω:
Tr(α, β)(n) :=


β, n = 0
min(CTr(α,β)(n−1) \ α), n > 0 & Tr(α, β)(n− 1) > α
α, otherwise
• ρ2(α, β) := min{n < ω | Tr(α, β)(n) = α};
• tr(α, β) := Tr(α, β) ↾ ρ2(α, β);
• λ(α, β) := max{sup(CTr(α,β)(i) ∩ α) | i < ρ2(α, β)}.
The next two facts are quite elementary. They are reproduced with proofs as
Claims 3.1.1 and 3.1.2 of [Rin14b].
Fact 2.6. Whenever 0 < β < γ < κ, if β /∈
⋃
α<κ acc(Cα), then λ(β, γ) < β.
Fact 2.7. Whenever λ(β, γ) < α < β < γ < κ, tr(α, γ) = tr(β, γ)a tr(α, β).
Convention 2.8. For any coloring f : [κ]2 → κ and δ < κ, while (δ, δ) /∈ [κ]2, we
extend the definition of f , and agree to let f(δ, δ) := 0.
Lemma 2.9. Let (α, γ) ∈ [κ]2. For every β ∈ Im(tr(α, γ)),
λ(α, γ) = max{λ(β, γ), λ(α, β)}.
Proof. Let β be as above, so that tr(α, γ) = tr(β, γ)a tr(γ, β). We have
λ(α, γ) =max{sup(Cτ ∩ α) | τ ∈ Im(tr(α, γ))} =
max{sup(Cτ0 ∩ α), sup(Cτ1 ∩ α) | τ0 ∈ Im(tr(β, γ)), τ1 ∈ Im(tr(α, β))} ≤
max{sup(Cτ0 ∩ β), sup(Cτ1 ∩ α) | τ0 ∈ Im(tr(β, γ)), τ1 ∈ Im(tr(α, β))} =
max{λ(β, γ), λ(α, β)},
TRANSFORMATIONS OF THE TRANSFINITE PLANE 5
and
λ(α, γ) =max{sup(Cτ0 ∩ α), sup(Cτ1 ∩ α) | τ0 ∈ Im(tr(β, γ)), τ1 ∈ Im(tr(α, β))} ≥
max{sup(Cτ1 ∩ α) | τ1 ∈ Im(tr(α, β))} = λ(α, β).
So, if λ(α, γ) 6= max{λ(β, γ), λ(α, β)}, then λ(α, γ) < λ(β, γ), and we may fix
the least i < ρ2(β, γ) to satisfy sup(CTr(β,γ)(i) ∩ α) < sup(CTr(β,γ)(i) ∩ β); but then
Tr(α, γ)(i + 1) = min(CTr(β,γ)(i) \ α) < β ≤ Tr(β, γ)(i + 1), contradicting the fact
that tr(β, γ)a〈β〉 ⊑ tr(α, γ). 
Definition 2.10. For every (α, β) ∈ [κ]2, we define an ordinal ðα,β ∈ [α, β] via:
ðα,β :=
{
α, if λ(α, β) < α;
min(Im(tr(α, β)), otherwise.
Lemma 2.11. Let (α, β) ∈ [κ]2 with α > 0. Then
(1) λ(ðα,β , β) < α;
2
(2) If ðα,β 6= α, then α ∈ acc(Cðα,β );
(3) tr(ðα,β , β) ⊑ tr(α, β).
Proof. To avoid trivialities, assume that λ(α, β) = α. Let β0 > · · · > βn > βn+1
denote the decreasing enumeration of the elements of Im(Tr(α, β)), so that β0 = β,
βn = ðα,β , and βn+1 = α. For each i < n, Cβi ∩ [α, βi+1) is empty, so that
min(Cβi \ βn) = min(Cβi \ α) and sup(Cβi ∩ βn) = sup(Cβi ∩ α) < α. Now, the
three clauses follow immediately. 
For the purpose of this paper, we also introduce the following ad-hoc notation.
Definition 2.12. For every ordinal η < κ and a pair (α, β) ∈ [κ]2, we let
ηα,β := min{n < ω | η ∈ CTr(α,β)(n) or n = ρ2(α, β)} + 1.
We conclude this subsection, mentioning yet another important object derived
from walks on ordinals:
Fact 2.13 (Todorcevic, [Tod07, §9.1]). Suppose κ = ν+ for an infinite regular
cardinal ν. Then there exists a map ρ : [κ]2 → ν satisfying the two:
(1) for all ς < ν and β < κ, the set {α < β | ρ(α, β) ≤ ς} has size < ν.
(2) for all α ≤ β ≤ γ < κ, if ρ(α, γ) > ρ(β, γ), then ρ(α, γ) = ρ(α, β), and if
ρ(α, γ) > ρ(α, β), then ρ(α, γ) = ρ(β, γ).
2.2. Relationship to the C-sequence number.
Definition 2.14 (The C-sequence number of κ, [LHR19]). If κ is weakly compact,
then we define χ(κ) := 0. Otherwise, we let χ(κ) denote the least (finite or infinite)
cardinal χ ≤ κ such that, for every C-sequence 〈Cβ | β < κ〉, there exist ∆ ∈ [κ]κ
and b : κ→ [κ]χ with ∆ ∩ α ⊆
⋃
β∈b(α) Cβ for every α < κ.
Fact 2.15 (Todorcevic, [Tod07, Theorem 8.1.11]). If χ(κ) > 1, then κ9 [κ]2ω.
Fact 2.16 (Lambie-Hanson and Rinot, [LHR19]). If χ(κ) ≤ 1, then κ is greatly
Mahlo and for every C-sequence 〈Cβ | β ∈ Reg(κ)〉 over Reg(κ), there exists a club
D ⊆ κ satisfying the following. For every α < κ, there exists β ∈ Reg(κ), such that
D ∩ α ⊆ Cβ.
2Recall Convention 2.8.
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Lemma 2.17. If χ(κ) ≤ 1, then Pℓ1(κ, 1, 2) fails.
Proof. Suppose that Pℓ1(κ, 1, 2) holds.
Claim 2.17.1. There exists a function s : [κ]2 → κ satisfying the following.
• for all (α, β) ∈ [κ]2, α < s(α, β) ≤ β;
• for every cofinal A ⊆ κ, s“[A]2 is stationary.
Proof. Fix t : [κ]2 → [κ]3 witnessing Pℓ1(κ, 1, 2). Define s : [κ]2 → κ via s(α, β) :=
β∗, where t(α, β) = (τ∗, α∗, β∗). Clearly, s is as sought. 
Suppose that χ(κ) ≤ 1, and yet there exists a function s : [κ]2 → κ as in the
preceding claim. Set Cω := ω. For any uncountable β ∈ Reg(κ), let
Cβ := {γ < β | ∀α < γ[s(α, β) < γ]}
be the set of closure points of the function s(·, β). Note that, for any α < β,
s(α, β) /∈ Cβ , since α < s(α, β).
Now, by Fact 2.16, we may fix a club D ⊆ κ with the property that, for every
α < κ, there exists β ∈ Reg(κ) with D ∩ α ⊆ Cβ .
Recursively build a (discrete) subset A ⊆ ({0} ∪ Reg(κ)) such that, for any
nonzero β ∈ A, β− := sup(A∩β) is smaller than β, and D∩ (β−+1) ⊆ Cβ . Then,
let E be the closure of
⋃
{Cβ \ β
− | β ∈ A, β 6= 0} in κ, and note that, for every
β ∈ A, E ∩ (β−, β) = Cβ ∩ (β−, β).
Suppose for the sake of contradiction that S := s“[A]2 is stationary. As A is
discrete, we may pick an uncountable β∗ ∈ S ∩D ∩ E \ A. By definition of S, we
now fix a pair (α, β) ∈ [A]2 with s(α, β) = β∗.
Claim 2.17.2. β∗ ∈ Cβ .
Proof. By the hypothesis on s, we know that β∗ ≤ β. As β∗ /∈ A and β ∈ A, in
fact, β∗ < β. Now, there are two cases to consider:
◮ If β∗ ≤ β−, then β∗ ∈ D ∩ (β− + 1) ⊆ Cβ .
◮ Otherwise, β− < β∗ < β, so that β∗ ∈ E ∩ (β−, β) = Cβ ∩ (β−, β). 
However, we have observed earlier that s(α, β) /∈ Cβ , meaning that β∗ /∈ Cβ .
This contradicts the preceding claim. 
2.3. Relationship to Shelah’s principle Pr1.
Definition 2.18 (Shelah, [She88]). Pr1(κ, κ, θ, χ) asserts the existence of a coloring
c : [κ]2 → θ such that for every σ < χ, every family A ⊆ [κ]σ consisting of κ many
pairwise disjoint sets, and every i < θ, there is (a, b) ∈ [A]2 such that c[a×b] = {i}.
Note that Pr1(κ, κ, θ, 2) is equivalent to κ9 [κ]
2
θ.
Lemma 2.19. Any of the following implies that Pr1(κ, κ, θ, χ) holds:
(1) Pℓ1(κ, θ, χ);
(2) Pℓ1(κ, 1, χ) and κ9 [stat(κ)]
2
θ;
(3) Pℓ1(κ, cf(θ), χ) and κ9 [stat(κ)]
2
η for all η < θ;
(4) Pℓ1(κ, ν, χ) and there exists a ν
+-cc poset P such that P κ9 [κ]
2
θ.
Proof. (1) Let t : [κ]2 → [κ]3 be a witness to Pℓ1(κ, θ, χ). Define c∗ : [κ]2 → θ via
c∗(α, β) = τ∗ whenever t(α, β) = (τ∗, α∗, β∗). Then c∗ witnesses Pr1(κ, κ, θ, χ).
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(2) Let t : [κ]2 → [κ]3 be witness to Pℓ1(κ, 1, χ), and let c : [κ]2 → θ be a
witness to κ 9 [stat(κ)]2θ. Define c
∗ : [κ]2 → θ via c∗(α, β) := c(α∗, β∗) whenever
t(α, β) = (τ∗, α∗, β∗). Then c∗ witnesses Pr1(κ, κ, θ, χ).
(3) Let t : [κ]2 → [κ]3 be witness to Pℓ1(κ, cf(θ), χ). By Clause (1), we may
assume that θ is singular, thus, let 〈ηi | i < cf(θ)〉 be an increasing sequence of
cardinals, converging to θ. For each i < cf(θ), let ci : [κ]
2 → ηi be a witness to
κ 9 [stat(κ)]2ηi . Define c
∗ : [κ]2 → θ via c∗(α, β) := ci(α∗, β∗) whenever t(α, β) =
(i, α∗, β∗). Then c∗ witnesses Pr1(κ, κ, θ, χ).
(4) By Clause (1), we may assume that ν < θ. Let t : [κ]2 → [κ]3 be a witness
to Pℓ1(κ, ν, χ). Suppose that P is a ν
+-cc poset such that P κ 9 [κ]
2
θ. Fix a
P-name c˙ for a coloring witnessing κ 9 [κ]2θ in the forcing extension by P. Define
d : [κ]2 → P(θ) via
d(α, β) := {τ < θ | ∃p(p P c˙(αˇ, βˇ) = τˇ)}.
As P is ν+-cc, |d(α, β)| ≤ ν for every (α, β) ∈ [κ]2, so that, we may define a function
e : [κ]3 → θ such that, all (α, β) ∈ [κ \ ν]2, d(α, β) ⊆ {e(i, α, β) | i < τ}. It follows
that e ◦ t witnesses Pr1(κ, κ, θ, χ). 
We now establish Clauses (2) and (3) of Theorem D.
Proposition 2.20. Suppose that κ is weakly compact and χ ∈ Reg(κ).
(1) There exists a cofinality-preserving forcing extension in which κ is strongly
inaccessible, Pr1(κ, κ, κ, ω) holds, there exists a κ-Souslin tree, yet Pℓ1(κ)
fails.
(2) There exists a cofinality-preserving forcing extension in which κ is strongly
inaccessible, there exists a nonreflecting stationary subset of Eκχ, yet Pℓ1(κ, 1,
χ+) fails.
Proof. (1) In [LHR19, §3], we analyze a cofinality-preserving forcing extension given
by Kunen, in which κ remains strongly inaccessible and there exists a coherent κ-
Souslin tree, so that Pr1(κ, κ, κ, ω) holds. We show χ(κ) = 1 holds in this model,
so that, by Lemma 2.17, Pℓ1(κ) fails.
(2) In [LHR19, §3], we present a cofinality-preserving forcing extension in which
there exists a nonreflecting stationary subset of Eκχ, and Pr1(κ, κ, κ, χ
+) fails. By
Fact 2.2 and Lemma 2.19, Pℓ1(κ, 1, χ
+) must fail in this model. 
Next, we turn to derive Theorem A:
Corollary 2.21. Suppose that Pℓ1(κ) holds. For every cardinal θ ≤ κ, the following
are equivalent:
(1) κ9 [κ]2θ;
(2) κ9 [κ;κ]2θ;
(3) Pr1(κ, κ, θ, ω);
(4) For every Abelian group (G,+) of size κ, there exists a coloring d : G→ θ
such that, for all X,Y ⊆ G of size κ, and every τ ∈ θ, there exist x ∈ X
and y ∈ Y such that d(x+ y) = τ .
Proof. (3) =⇒ (2) =⇒ (1): This is trivial.
(1) =⇒ (3): By Lemma 2.19(2).
(3) =⇒ (4): By Lemma 3.4 and Theorem 4.2 of [FR17].
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(4) =⇒ (1): As ([κ]<ω,△) is an Abelian group of size κ, let us fix a coloring
d : [κ]<ω → θ as in Clause (4). Now define a coloring c : [κ]2 → θ by stipulating
c(x, y) := d({x, y}). Clearly, c witnesses that κ9 [κ]2θ holds. 
Corollary 2.22. If Pℓ1(κ, 1, χ) holds, then so does Pr1(κ, κ, ω, χ).
Proof. To avoid trivialities, suppose that χ ≥ 2. Then, by Lemma 2.17, χ(κ) > 1.
Finally, by Fact 2.15 and Theorem 2.19(2), Pr1(κ, κ, ω, χ) holds. 
We are now ready to derive Theorem B:
Corollary 2.23. If Pℓ1(κ) holds, then there exists a κ-cc poset of size κ whose
square does not satisfy the κ-cc.
Proof. By Corollary 2.22, in particular, Pr1(κ, κ, 2, ω) holds. Then, by an argument
of Galvin, there exists a κ-cc poset of size κ whose square does not satisfy the κ-cc.
(cf. [Rin14a, p.296]). 
3. Transforming a collection of finite sets into a stationary square
In [Rin14b, §2], the first author introduced the oscillation oracle Pℓ6(. . .) and
proved that Pℓ6(ν
+, ν) holds for every infinite regular cardinal ν. The proof of the
latter was split into two cases, where in the case ν<ν = ν, a stronger conclusion
was obtained. In the later sections of this paper, we will need an even stronger
conclusion, which we now turn to prove. As a bonus, the proof given here works
uniformly for both cases.
Lemma 3.1. Suppose µ = ν+ for an infinite regular cardinal ν. Then there exists
a function s : [µ]<ω → [µ]2 satisfying that for every sequence 〈aδ | δ < µ〉 consisting
of elements of [µ]<ν , and all stationary subsets Γ0,Γ1 of E
µ
ν , there are stationary
subsets S0 ⊆ Γ0 and S1 ⊆ Γ1 such that:
(1) for all (γ, δ) ∈ S0 ⊛ S1 and x ∈ [aγ ∪ aδ]<ω, s(x ∪ {γ, δ}) = (γ, δ);
(2) If Γ0 ∩ Γ1 is stationary, then S0 = S1.
Proof. Let ρ : [µ]2 → ν be the coloring given by Fact 2.13. Define s : [µ]<ω → [µ]2
as follows. For x ∈ [µ]<2, let s(x) := (0, 1); for x ∈ [µ]<ω of size ≥ 2, let s(x) be
the ≤lex-least element of the following set:
Mx := {(α, β) ∈ [x]
2 | max(ρ“[x]2) = ρ(α, β)}.
To see that s is as sought, suppose that we are given a sequence 〈aδ | δ < µ〉 and
stationary sets Γ0,Γ1 as above. Without loss of generality, we may assume that
δ ∈ aδ for all δ ∈ Γ0 ∪ Γ1.
Claim 3.1.1. There exist stationary subsets S0 ⊆ Γ0 and S1 ⊆ Γ1 along with
ǫ < µ, e ∈ [ǫ]<ν and ς < ν such that, for every δ ∈ S0 ∪ S1, all of the following
hold:
(1) aδ ∩ δ ⊆ e;
(2) sup(ρ“[e ∪ aδ]2) ≤ ς;
(3) {γ < δ | ρ(γ, δ) ≤ ς} ⊆ ǫ;
(4) for every γ < δ, sup(aγ) < δ.
In addition, if Γ0 ∩ Γ1 is stationary, then S0 = S1.
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Proof. For every nonzero ε < µ, fix a surjection ψε : ν → ε. Let D denote the club
of all δ < µ such that, for all γ < δ, sup(aγ) < δ.
If Γ0 ∩ Γ1 is stationary, then set Γ00 := Γ0 ∩ Γ1 and Γ
0
1 := Γ0 ∩ Γ1; otherwise, set
Γ00 := Γ0 and Γ
0
1 := Γ1. Let i < 2. For every δ ∈ Γ
0
i , we have that |aδ| < ν = cf(δ),
so we may fix the least εi < µ for which Γ
1
i := {δ ∈ Γ
0
i | sup(aδ ∩ δ) = εi} is
stationary. Since ν is regular, we may then fix the least ζi < ν for which Γ
2
i := {δ ∈
Γ1i | aδ ∩ δ ⊆ ψεi [ζi]} is stationary.
Let e := ψε0 [ζ0] ∪ ψε1 [ζ1]. For each i < 2, since ν is regular, we may fix the
least ςi < ν for which Γ
3
i := {δ ∈ Γ
2
i | sup(ρ“[e ∪ aδ]
2) ≤ ςi]} is stationary. Put
ς := max{ς0, ς1}. For each i < 2, fix the least ǫi < ν for which Γ4i := {δ ∈ Γ
3
i |
{γ < δ | ρ(γ, δ) ≤ ς} ⊆ ǫi} is stationary. Finally, put ǫ := max{ǫ0, ǫ1} and set
Si := D ∩ Γ4i for each i < 2. It is clear that S0 and S1 are as sought. 
Let S0, S1 be given by the preceding claim. Without loss of generality, min(S0) >
ǫ. To see that S0 and S1 are as sought, fix arbitrary (γ, δ) ∈ S0 ⊛ S1 along with
x ∈ [aγ ∪ aδ]<ω such that {γ, δ} ⊆ x.
By definition of s, and as |x| ≥ 2, (α, β) := s(x) is an element of Mx. As γ ≥
min(S0) > ǫ, we infer from Clause (3) above that ρ(γ, δ) > ς . So, as (γ, δ) ∈ [x]2,
we infer that ρ(α, β) ≥ ρ(γ, δ) > ς .
Claim 3.1.2. (α, β) ∈ (aγ \ γ)× (aδ \ δ).
Proof. There are four cases to consider, but the first three are void:
◮ If α, β ∈ aγ , then we get a contradiction to the fact that sup(ρ“[aγ ]
2) ≤ ς .
◮ If α, β ∈ aδ, then we get a contradiction to the fact that sup(ρ“[aδ]2) ≤ ς .
◮ If α ∈ aδ and β ∈ aγ , then from γ < δ and Clause (4) above, α < β < δ, so
that α ∈ aδ ∩ δ ⊆ e, contradicting the fact that sup(ρ“[aγ ∪ e]
2) ≤ ς .
Altogether, (α, β) ∈ aγ × aδ. As sup(ρ“[aγ ∪ e]2) ≤ ς and sup(ρ“[aδ ∪ e]2) ≤ ς ,
furthermore, (α, β) ∈ (aγ \ γ)× (aδ \ δ). 
In particular, α ≥ γ and β ≥ δ, so that (γ, δ) ≤lex (α, β).
Claim 3.1.3. ρ(α, β) = ρ(γ, δ).
Proof. This follows from Fact 2.13(2) together with the following particular con-
siderations.
By Clause (4) above, γ ≤ α < δ ≤ β. We have
ρ(α, β) > ς ≥ sup(ρ“[aδ]
2) ≥ ρ(δ, β),
and hence ρ(α, β) = ρ(α, δ). Likewise,
ρ(γ, δ) > ς ≥ sup(ρ“[aγ ]
2) ≥ ρ(γ, α),
and hence ρ(γ, δ) = ρ(α, δ).
Putting these together, we infer that ρ(α, β) = δ(γ, δ). 
So (γ, δ) ∈Mx, and hence (α, β) ≤lex (γ, δ). Altogether, (α, β) = (γ, δ). 
It follows that for every infinite regular cardinal ν, a very strong form of Pℓ6(ν
+, ν)
holds true:
Corollary 3.2. Suppose µ = ν+ for an infinite regular cardinal ν. Then there
exists a map d : <ωµ → ω × µ × µ× µ, such that, for every γ∗ < µ and every two
sequences 〈uα | α ∈ A〉 and 〈(vβ , σβ) | β ∈ B〉, with
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(1) A and B are stationary subsets of Eµν ;
(2) uα ⊆ <ωµ, 0 < |uα| < ν, and, for all ̺ ∈ uα, α ∈ Im(̺);
(3) vβ ⊆ <ωµ, 0 < |vβ | < ν, and, for all σ ∈ vβ, σβa〈β〉 ⊑ σ,
there exist (α, β) ∈ A ⊛ B satisfying that, for all ̺ ∈ uα and σ ∈ vβ, d(̺
aσ) =
(ℓ(̺), α, β, γ∗).
Proof. Let s : [µ]<ω → [µ]2 be given by the preceding lemma. Without loss of
generality, we may assume that, for every x ∈ [µ]<ω of size ≥ 2, s(x) ∈ [x]2.
Next, by Fact 2.3, let c : [µ]2 → µ be a coloring witnessing µ 9 [µ;µ]2µ. Fix a
bijection π : µ ↔ ω × µ. Define d : <ωµ → ω × µ× µ× µ as follows. Let σ ∈ <ωµ
be arbitrary. If | Im(σ)| < 2, then put d(σ) := (0, 0, 0, 0); otherwise, let:
• (α, β) := s(Im(σ)),
• (n, γ) := π(c(α, β)),
• m := min{i < ℓ(σ) | σ(i) = β},
and then set d(σ) := (max{0,m− n}, α, β, γ).
To see that d is as sought, fix two sequences 〈uα | α ∈ A〉 and 〈(vβ , σβ) | β ∈ B〉
as above, along with some prescribed color γ∗ < µ. For all β ∈ B, by possibly
passing to an initial segment of σβ , we may assume that β /∈ Im(σβ). Denote
aβ :=
⋃
{Im(σ) | σ ∈ vβ}, so that aβ ∈ [µ]
<ν . Likewise, for all α ∈ A, denote
aα :=
⋃
{Im(̺) | ̺ ∈ uα}, so that aα ∈ [µ]<ν .
Fix a club D ⊆ µ such that, for all β ∈ B ∩ D,
⋃
α∈A∩β aα ⊆ β. Fix n
∗ < ω
and a stationary subset B′ ⊆ B ∩ D such that, for all β ∈ B′, |σβ | = n∗. Now,
by the choice of s, fix stationary subsets S0 ⊆ A and S1 ⊆ B′ such that, for all
(α, β) ∈ S0 ⊛ S1, and x ∈ [aα ∪ aβ]<ω, s(x ∪ {α, β}) = (α, β). By the choice of c
and π, let us fix (α∗, β∗) ∈ S0 ⊛ S1 such that π(c(α
∗, β∗)) = (n∗, γ∗).
Finally, let ̺ ∈ uα∗ and σ ∈ vβ∗ be arbitrary. Denote x := Im(̺aσ). Then x ∈
[aα∗ ∪ aβ∗ ]<ω with {α∗, β∗} ⊆ x, so that s(Im(̺aσ)) = (α∗, β∗). As β∗ ∈ B′ ⊆ D,
we infer that β∗ /∈ Im(̺). So ̺aσβ∗a〈β∗〉 is the shortest initial segment of ̺aσ
to involve β∗. Therefore, min{i < ℓ(σ) | σ(i) = β∗} = ℓ(̺) + ℓ(σβ∗) = ℓ(̺) + n∗.
Altogether, d(̺aσ) = (ℓ(̺), α∗, β∗, γ∗), as sought. 
4. Clause (3) of Theorem C
In this section, we suppose that χ ∈ Reg(κ) is a cardinal satisfying χ+ < κ, and
there exists a stationary subset of Eκ≥χ that does not reflect. We shall construct a
witness to Pℓ1(κ, κ, χ). The proof is split into two cases: χ
++ < κ and χ++ = κ.
4.1. Case I. In this subsection, we suppose that χ++ < κ. Note that, by Propo-
sition 2.20(2), the result of this subsection is optimal.
Lemma 4.1. There exists ν ∈ Reg(κ) \ χ with ν+ < κ and a stationary subset
Γ ⊆ Eκ≥χ ∩ E
κ
6=ν+ that does not reflect.
Proof. By the hypothesis of this section, let us fix a stationary subset R ⊆ Eκ≥χ
that does not reflect.
If R∩Reg(κ) is stationary, then we may simply let ν := χ and Γ := R\ (ν++1).
Next, suppose that R ∩ Reg(κ) is nonstationary, and use Fodor’s lemma to fix a
regular cardinal θ ≥ χ for which R ∩ Eκθ is stationary.
◮ If θ+ < κ, then we let ν := θ. It follows that ν+ < κ, and Eκθ ∩ E
κ
ν+
= ∅, so
that Γ := R \ Eκ
ν+
is as sought.
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◮ If θ+ = κ, then we let ν := χ. As χ++ < κ, we infer that ν+ < θ < κ, so that
Eκθ ∩ E
κ
ν+
= ∅ and Γ := R \ Eκ
ν+
is as sought. 
Let ν and Γ be given by the preceding lemma. Set µ := ν+, so that Γ∩Eκµ = ∅.
Fix a surjection g : κ→ κ×κ such that Gγ := {δ ∈ Γ | g(δ) = (γ, γ′)} is stationary
for every (γ, γ′) ∈ κ×κ. Fix another surjection h : κ→ µ such that Hi := {α ∈ Γ |
h(α) = i} is stationary for every i < µ.
As Γ is nonreflecting, let ~C = 〈Cα | α < κ〉 be a sequence such that Cα+1 =
{α} for every α < κ, and such that, for every α ∈ acc(κ), Cα is a club in α
with acc(Cα) ∩ Γ = ∅. By a club-guessing theorem due to Shelah (cf. [BR19a,
Remark 1.5 and Lemma 2.5]), we may also assume that, for every club D ⊆ κ,
there exists γ ∈ Γ with sup(nacc(Cγ) ∩D) = γ. Recalling Subsection 2.1, we now
let Tr, tr, λ and ρ2 be the characteristic functions of walking along ~C, and let ηα,β
be the notation established in Definition 2.12. In addition, we consider yet another
function trh : [κ]
2 → <ωµ which is defined via trh(α, β) := h ◦ tr(α, β).
Lemma 4.2. There exists a map d0 :
<ωµ → ω, such that, for every sequence
〈(ui, vi, σi) | i ∈ I〉, with
(1) I is a stationary subset of Eµν ;
(2) ui and vi are nonempty elements of [
<ωµ]<χ;
(3) i ∈ Im(̺) for all ̺ ∈ ui;
(4) σj
a〈j〉 ⊑ σ for all σ ∈ vj ,
there exist (i, j) ∈ [I]2 satisfying that, for all ̺ ∈ ui and σ ∈ vj, d0(̺
aσ) = ℓ(̺).
Proof. Let d : <ωµ → ω × µ × µ × µ be given by Corollary 3.2. Then, define
d0 :
<ωµ→ ω by letting d0(σ) := n whenever d(σ) = (n, i, β, γ). As ν ≥ χ, d0 is as
sought. 
Let d0 :
<ωµ→ ω be given by the preceding lemma. Define c : [κ]2 → κ via
c(α, β) := g(Tr(α, β)(d0(trh(α, β)))).
We are finally ready to define our transformation.
Definition 4.3. Define t : [κ]2 → [κ]3 by letting, for all (α, β) ∈ [κ]2, t(α, β) :=
(τ, α∗, β∗) provided that the following conditions are met:
• (η, τ) := c(α, β) and max{η + 1, τ} < α,
• β∗ = Tr(α, β)(ηα,β) is > α, and
• α∗ = Tr(η + 1, α)(ηη+1,α).
Otherwise, let t(α, β) := (0, α, β).
To verify that t witnesses Pℓ1(κ, κ, χ), suppose that we are given a family A ⊆
[κ]<χ consisting of κ many pairwise disjoint sets. Fix a sequence ~x = 〈xδ | δ < κ〉
such that, for all δ < κ, xδ ∈ A with min(xδ) > δ.
Definition 4.4. For η < κ, Sη denotes the set of all ǫ < κ with the property
that, for every ς < κ, there exists a stationary I ⊆ Eµν and a sequence 〈βi |
i ∈ I〉 ∈
∏
i∈I Hi \ ς , such that, for all i ∈ I and β ∈ xβi :
(i) i ∈ Im(trh(ǫ, β));
(ii) λ(ǫ, β) = η;
(iii) ρ2(ǫ, β) = ηǫ,β.
Lemma 4.5. There exists η < κ for which Sη is stationary.
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Proof. By the pressing down lemma, it suffices to prove that, for every club D ⊆ κ,
there exist ǫ ∈ D and η < ǫ for which ǫ ∈ Sη. Thus, let D be an arbitrary club in
κ.
Define a function f : Γ→ κ via
f(δ) := sup{λ(δ, β) | β ∈ xδ}.
By Fact 2.6 and since |xδ| < χ ≤ cf(δ) for all δ ∈ Γ, f is regressive. So, for all
i < µ, let us pick a stationary subset H¯i ⊆ Hi such that f ↾ H¯i is constant. Set
ζ := sup(f [
⋃
i<µ H¯i]). Now, by the club-guessing feature of
~C, let us pick γ ∈ Γ
with sup(nacc(Cγ) ∩ (D \ ζ)) = γ.
Let ς < κ. Fix a sequence 〈βςi | i < µ〉 ∈
∏
i<µ H¯i \ max{γ + 1, ς}. For every
i < µ, by Fact 2.6, λ(γ, βςi ) < γ, so as γ ∈ Γ ⊆ E
κ
6=µ, we may fix a stationary I
ς ⊆ µ
along with some ordinal ξς < γ such that λ(γ, βςi ) ≤ ξ
ς for all i ∈ Iς . Of course, we
may moreover require that Iς ⊆ Eµν . Then, pick a large enough ǫ
ς ∈ nacc(Cγ) ∩D
such that sup(Cγ ∩ ǫς) > max{ξς , ζ}.
Next, by the pigeonhole principle, let us fix ǫ ∈ nacc(Cγ) ∩ D for which Σ :=
{ς < κ | ǫς = ǫ} is cofinal in κ. Put η := sup(Cγ ∩ ǫ), so that η < ǫ.
We already know that ǫ ∈ D. To see that ǫ ∈ Sη, let ς < κ be arbitrary. By
increasing ς , we may assume that ς ∈ Σ. Let i ∈ Iς and β ∈ xβςi be arbitrary. As
βςi ∈ Hi, it suffices to show that:
(i’) tr(ǫ, β) = tr(βςi , β)
a tr(ǫ, βςi );
(ii’) λ(ǫ, β) = η;
(iii’) ρ2(ǫ, β) = ηǫ,β.
We have:
λ(βςi , β) ≤ f(β
ς
i ) ≤ ζ ≤ max{λ(γ, β
ς
i ), ζ} ≤ max{ξ
ς , ζ} < η < ǫ < γ < βςi < β.
It thus follows from Fact 2.7 that Clause (i’) is satisfied. It also follows from Fact 2.7
that tr(ǫ, βςi ) = tr(γ, β
ς
i )
a tr(ǫ, γ), so that altogether
tr(ǫ, β) = tr(βςi , β)
a tr(γ, βςi )
a tr(ǫ, γ).
By Lemma 2.9 and the above equation,
λ(ǫ, β) = max{λ(βςi , β), λ(γ, β
ς
i ), λ(ǫ, γ)}.
Recall that max{λ(βςi , β), λ(γ, β
ς
i )} ≤ max{ζ, ξ
ς} < η. As ǫ ∈ Cγ , we infer that
λ(ǫ, γ) = sup(Cγ ∩ ǫ) = η. In effect, λ(ǫ, β) = η and ρ2(ǫ, β) = ηǫ,β. 
Let η be given by the preceding lemma. Let D be a club in κ such that, for
all δ ∈ D, there exists Mδ ≺ Hκ+ containing the parameter p := {Sη, ~x, h, µ} and
satisfying Mδ ∩ κ = δ. Finally, let
S∗ := Sη ∩
i
τ<κ
acc+
(
Gη,τ ∩
⋂
j<µ
acc+(Hj ∩D)
)
.
Lemma 4.6. Let (τ∗, α∗, β∗) ∈ κ ⊛ S∗ ⊛ S∗. There exists (a, b) ∈ [A]2 such that
t[a× b] = {(τ∗, α∗, β∗)}.
Proof. As β∗ ∈ S∗ ⊆ Sη, let us pick a stationary I ⊆ Eµν and a sequence 〈βi |
i ∈ I〉 ∈
∏
i∈I Hi \ (β
∗ + 1) such that, for all i ∈ I and β ∈ xβi :
(1) i ∈ Im(trh(β∗, β));
(2) λ(β∗, β) = η;
(3) ρ2(β
∗, β) = ηβ∗,β .
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As (τ∗, β∗) ∈ κ⊛S∗, pick a large enough ε ∈
(
Gη,τ∗ ∩
⋂
j<µ acc
+(Hj ∩D)
)
∩β∗
such that sup(Cβ∗ ∩ ε) > α∗. In particular, λ(ε, β∗) > α∗ > η.
For all j < µ, as ε ∈ Γ∩ acc+(Hj ∩D), Fact 2.6 entails that we may pick a large
enough δj ∈ Hj ∩D ∩ ε such that δj > λ(ε, β∗). As Mδj contains p, we have that
Sη ∈ Mδj . As δj ∈ Γ, Fact 2.6 entails that ςj := max{α
∗, λ(ε, β∗), λ(δj , ε)} + 1 is
smaller than δj . Since α
∗ ∈Mδj ∩ Sη, we may then find αj ∈Mδj ∩ (
⋃
i<µHi) \ ςj
such that, for all α ∈ xαj :
(2’) λ(α∗, α) = η;
(3’) ρ2(α
∗, α) = ηα∗,α.
Note that from αj ∈ Mδj , it follows that sup(xαj ) < δj. Write aj := xαj and
bi := xβi . Let (i, j, α, β) ∈ I × µ× aj × bi be arbitrary. Then:
η < η + 1 < α∗ < ςj ≤ αj < α < δj < ε < β
∗ < βi < β.
In particular, Fact 2.7 yields the following conclusions:
(a) from λ(β∗, β) = η < α < β∗ < β, we have tr(α, β) = tr(β∗, β)a tr(α, β∗);
(b) from λ(ε, β∗) < ςj < α < ε < β
∗, we have tr(α, β∗) = tr(ε, β∗)a tr(α, ε);
(c) from λ(δj , ε) < ςj < α < δj < ε, we have tr(α, ε) = tr(δj , ε)
a tr(α, δj).
So that, altogether,
tr(α, β) = tr(β∗, β)a tr(ε, β∗)a tr(δj , ε)
a tr(α, δj).
In addition, from λ(α∗, α) = η < η + 1 < α∗ < α, we infer that
(d) tr(η + 1, α) = tr(α∗, α)a tr(η + 1, α∗).
For each i ∈ I, denote ui := {trh(ε, β) | β ∈ bi}. For each j < µ, denote
vj := {trh(α, ε) | α ∈ aj}.
Claim 4.6.1. (1) For every i ∈ I, i ∈ Im(̺) for all ̺ ∈ ui;
(2) For every j < µ, there exists σj ∈ <ωµ such that σja〈j〉 ⊑ σ for all σ ∈ vj.
Proof. (1) For all β ∈ bi, trh(ε, β) = trh(β∗, β)a trh(ε, β∗), so the conclusion follows
from Clause (1).
(2) Since δj ∈ Hj , by Clause (c) above, trh(δj , ε)a〈j〉 ⊑ σ for all σ ∈ vj . 
Next, by the choice of d0, fix (i, j) ∈ [I]2 such that d0(̺aσ) = ℓ(̺) for all ̺ ∈ ui
and σ ∈ vj . Set a := aj and b := bi, so that (a, b) ∈ [A]2.
To see that t[a× b] = {(τ∗, α∗, β∗)}, fix arbitrary α ∈ a and β ∈ b.
Claim 4.6.2. c(α, β) = (η, τ∗).
Proof. Write ̺ := trh(ε, β) and σ := trh(α, ε). Then:
• trh(α, β) = ̺aσ;
• d0(trh(α, β)) = ℓ(̺) = ℓ(tr(ε, β)) = ρ2(ε, β);
• Tr(α, β)(d0(trh(α, β))) = Tr(α, β)(ρ2(ε, β)) = ε.
So, c(α, β) = g(Tr(α, β)(d0(trh(α, β)))) = g(ε) = (η, τ
∗). 
By Clause (a) above, tr(α, β) = tr(β∗, β)a tr(α, β∗), so Clause (3) above implies
that ηα,β = ηβ∗,β = ρ2(β
∗, β).
By Clause (d) above, tr(η+1, α) = tr(α∗, α)a tr(η+1, α∗), so Clause (3’) above
implies that ηη+1,α = ηα∗,α = ρ2(α
∗, α). Altogether, t(α, β) = (τ∗, α∗, β∗). 
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4.2. Case II. In this subsection, we suppose that χ++ = κ. Denote µ := χ+. It is
clear that Pℓ1(κ, κ, χ) is equivalent to Pℓ1(κ, µ, χ), so we shall focus on constructing
a witness to the latter. Denote Γ := Eκµ .
Fix a function h : κ → µ such that, for every i < µ, Hi := {α ∈ Γ | h(α) = i}
is stationary. By a club-guessing theorem due to Shelah, we may fix a C-sequence
~C = 〈Cα | α < κ〉 such that:
• for every α < κ, otp(Cα) = cf(α);
• for every clubD ⊆ κ and every i < µ, there exists γ ∈ Hi with sup(nacc(Cγ)∩
D ∩ Γ) = γ.
Note that acc(Cα) ∩ Γ = ∅ for all α < κ. Recalling Subsection 2.1, we now let
Tr, tr, λ and ρ2 be the characteristic functions of walking along ~C. In addition, we
consider yet another function trh : [κ]
2 → <ωµ which is defined via trh(α, β) :=
h ◦ tr(α, β).
Fix a sequence 〈Zǫ | ǫ < κ〉 of elements of [µ]µ such that, for every (α, β) ∈ [µ]µ,
|Zα ∩ Zβ| < µ.
Definition 4.7. For every ordinal ξ < µ and a pair (α, β) ∈ [κ]2, let
ξα,β := min{n < ω | ξ ∈ ZTr(α,β)(n) or n = ρ2(α, β) + 1}.
Lemma 4.8. There exists a map d1 :
<ωµ → ω × µ × µ × µ, such that, for every
(τ, ξ, φ) ∈ µ× µ× µ and every sequence 〈(ui, vi, σi) | i < µ〉, with
(1) ui and vi are nonempty elements of [
<ωµ]<χ;
(2) i ∈ Im(̺) for all ̺ ∈ ui;
(3) σj
a〈j〉 ⊑ σ for all σ ∈ vj ,
there exist (i, j) ∈ [µ]2 satisfying that d1(̺aσ) = (ℓ(̺), τ, ξ, φ) for all ̺ ∈ ui and
σ ∈ vj .
Proof. Let d : <ωµ → ω × µ × µ × µ be given by Corollary 3.2 using ν := χ. Fix
a bijection π : µ ↔ µ × µ × µ. Then, define d1 : <ωµ → ω × µ × µ × µ by letting
d1(σ) := (n, τ, ξ, φ) whenever d(σ) = (n, i, j, γ) and π(γ) = (τ, ξ, φ). Evidently, d1
is as sought. 
Let d1 :
<ωµ→ ω×µ×µ×µ be given by the preceding lemma. For every nonzero
ǫ < κ, fix a surjection ψǫ : µ→ ǫ. We are now ready to define our transformation.
Definition 4.9. Define t : [κ]2 → [κ]3 by letting, for all (α, β) ∈ [κ]2, t(α, β) :=
(τ∗, α∗, β∗) provided that, for (n, τ, ξ, φ) := d1(trh(α, β)), all of the following con-
ditions are met:
• β∗ = Tr(α, β)(n) is > α,
• η := ψβ∗(φ) satisfies that η + 1 < α,
• α∗ = Tr(η + 1, α)(ξη+1,α), and
• τ∗ = τ < α∗.
Otherwise, let t(α, β) := (0, α, β).
To verify that t witnesses Pℓ1(κ, µ, χ), suppose that we are given a family A ⊆
[κ]<χ consisting of κ many pairwise disjoint sets.
Lemma 4.10. For every i < µ, there exist an ordinal ζi < κ and a sequence 〈xγ |
γ ∈ Γi〉 such that:
• Γi is a stationary subset of Γ;
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• for all γ ∈ Γi, xγ ∈ A with min(xγ) > γ;
• for all γ ∈ Γi and β ∈ xγ , λ(γ, β) = ζi and i ∈ Im(trh(γ, β)).
Proof. Let i < µ. By the pressing down lemma, it suffices to prove that, for every
club D ⊆ κ, there exist γ ∈ D ∩ Γ, ζ < γ and x ∈ A with min(x) > γ such that
λ(γ, β) = ζ and i ∈ trh(γ, β) for all β ∈ x. Thus, let D be an arbitrary club in κ.
By the choice of ~C, fix δ ∈ Hi such that sup(nacc(Cδ) ∩ Γ ∩D) = δ. Then, fix
any x ∈ A with min(x) > δ. As δ ∈ Γ and |x| < χ < cf(δ), Fact 2.6 entails that
we may find a large enough γ ∈ nacc(Cδ) ∩ D ∩ Γ with ζ := sup(Cδ ∩ γ) being
greater than supβ∈x λ(δ, β). Now, for every β ∈ x, we have λ(δ, β) < ζ < γ < δ <
β, so, by Fact 2.7, tr(γ, β) = tr(δ, β)a tr(γ, δ). Then, by Lemma 2.9, λ(γ, β) =
max{λ(δ, β), λ(γ, δ)}. As γ ∈ Cδ, we have λ(γ, δ) = sup(Cδ ∩ γ) > ζ = λ(δ, β), so
that, altogether, λ(γ, β) = ζ. 
For each i < µ, let ζi and 〈xγ | γ ∈ Γi〉 be given by the preceding lemma. Set
ζ := supi<µ ζi.
Definition 4.11. For η < κ and ξ, φ < µ, Sη,ξ,φ denotes the set of all ǫ ∈ Γ with
the property that, for every ς < κ, there exist a sequence 〈βi | i < µ〉 ∈
∏
i<µ Γi \ ς
such that, for all i < µ and β ∈ xβi :
(i) tr(ǫ, β) = tr(βi, β)
a tr(ǫ, βi);
(ii) λ(ǫ, β) < ǫ;
(iii) if i = 0, then λ(ǫ, β) = η = ψǫ(φ), and ρ2(ǫ, β) = ξ
ǫ,β.
Lemma 4.12. There exist η < κ and ξ, φ < µ for which Sη,ξ,φ is stationary.
Proof. For all i < µ and ς < κ, let βςi := min(Γi \ ς).
Let ǫ ∈ Γ. For every ς in the interval (ǫ, κ), define f ςǫ : µ → ǫ via f
ς
ǫ (i) :=
max{ζi, λ(ǫ, β
ς
i )}. Now, find ηǫ < ǫ and φǫ, ξǫ < µ for which
Σǫ :=
{
ς ∈ (ǫ, κ) | f ςǫ (0) = ηǫ = ψǫ(φǫ) & ξǫ ∈ Zǫ \
⋃
{Zτ | τ ∈ Im(tr(ǫ, β)), β ∈ xβςιǫ }
}
is cofinal in κ.
Finally, find η, ξ, φ for which S := {ǫ ∈ Γ \ (ζ + 1) | (η, ξ, φ) = (ηǫ, ξǫ, φǫ)} is
stationary. We claim that S ⊆ Sη,ξ,φ. Let ǫ ∈ S be arbitrary; to see that ǫ ∈ Sη,ξ,φ,
let ς < κ be arbitrary. By increasing ς , we may assume that ς ∈ Σǫ. Let i < µ and
β ∈ xβς
i
be arbitrary. We will show that:
(i’) tr(ǫ, β) = tr(βςi , β)
a tr(ǫ, βςi );
(ii’) λ(ǫ, β) = f ςǫ (i);
(iii’) if i = 0, then ρ2(ǫ, β) = ξ
ǫ,β .
As λ(βςi , β) = ζi < ǫ < γ < β
ς
i < β, it follows from Fact 2.7 that Clause (i’) is
satisfied, and it follows from Lemma 2.9 that
λ(ǫ, β) = max{λ(βςi , β), λ(ǫ, β
ς
i )} = max{ζi, λ(ǫ, β
ς
i )} = f
ς
ǫ (i).
In addition, from ς ∈ Σǫ, Clause (iii’) is satisfied. 
Let η, ξ, φ be given by the preceding lemma. Let D be a club in κ such that, for
all δ ∈ D, there exists Mδ ≺ Hκ+ containing the parameter p := {Sη,ξ,φ, ~x, h, µ}
and satisfying Mδ ∩ κ = δ. Finally, let
S∗ := Sη,ξ,φ ∩
⋂
j<µ
acc+(Hj ∩D).
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Lemma 4.13. Let (τ∗, α∗, β∗) ∈ µ⊛ S∗ ⊛ S∗. There exists (a, b) ∈ [A]2 such that
t[a× b] = {(τ∗, α∗, β∗)}.
Proof. As β∗ ∈ S∗ ⊆ Sη,ξ,φ, let us fix a sequence 〈βi | i < µ〉 ∈
∏
i<µ Γi \ (β
∗ + 1)
such that, for all i < µ and β ∈ xβi :
(1) tr(β∗, β) = tr(βi, β)
a tr(β∗, βi);
(2) λ(β∗, β) < β∗;
(3) ψβ∗(φ) = η.
For each i < µ, |xβi | < χ < cf(β
∗), so we may define a function f : µ → β∗
via f(i) := sup{λ(β∗, β) | β ∈ xβi}. For all j < µ, as β
∗ ∈ Γ ∩ acc+(Hj ∩D), we
may pick a large enough δj ∈ Hj ∩ D ∩ β
∗ such that δj > max{α
∗, supi<j f(i)}.
As Mδj contains p, we have that Sη,ξ,φ ∈ Mδj . As δj ∈ Γ, Fact 2.6 entails that
ςj := max{α∗, supi<j f(i), λ(δj , β
∗)}+1 is smaller than δj . Since α∗ ∈Mδj ∩Sη,ξ,φ,
we may then find αj ∈Mδj ∩ Γ0 \ ςj such that, for all α ∈ xαj :
(4) λ(α∗, α) = η and ρ2(α
∗, α) = ξα
∗,α.
Note that from αj ∈ Mδj , it follows that sup(xαj ) < δj. Write aj := xαj and
bi := xβi . Fix arbitrary (i, j) ∈ [µ]
2 and (α, β) ∈ aj × bi. Then:
η + 1 < α∗ ≤ max{α∗, λ(β∗, β), λ(δj , β
∗)} ≤ ςj ≤ αj < α < δj < β
∗ < βi < β.
In particular, Fact 2.7 yields the following conclusions:
(a) from λ(β∗, β) < α < β∗ < β, we have tr(α, β) = tr(β∗, β)a tr(α, β∗);
(b) from λ(δj , β
∗) < α < δj < β
∗, we have tr(α, β∗) = tr(δj , β
∗)a tr(α, δj).
So that, altogether,
tr(α, β) = tr(βi, β)
a tr(β∗, βi)
a tr(δj , β
∗)a tr(α, δj).
For each i < µ, set ui := {trh(β∗, β) | β ∈ bi}. As βi ∈ Γi, Clause (1) above
implies that i ∈ Im(̺) for all ̺ ∈ ui. For each j < µ, set vj := {trh(α, β∗) | α ∈ aj}
and σj := trh(δj , β
∗). As δj ∈ Hj , we infer that σja〈j〉 ⊑ σ for all σ ∈ vj .
Next, by the choice of d1, fix (i, j) ∈ [µ]2 such that d1(̺aσ) = (ℓ(̺), τ∗, ξ, φ) for
all ̺ ∈ ui and σ ∈ vj . Set a := aj and b := bi, so that (a, b) ∈ [A]2.
To see that t[a × b] = {(τ∗, α∗, β∗)}, fix arbitrary α ∈ a and β ∈ b. Denote
̺ := trh(β
∗, β) and σ := trh(α, β
∗), so that ̺ ∈ ui and σ ∈ vj . Then d1(trh(α, β)) =
(ℓ(̺), τ∗, ξ, φ), so that
• Tr(α, β)(ℓ(̺)) = Tr(α, β)(ρ2(β∗, β)) = β∗;
• η = ψβ∗(φ) and η + 1 < α;
• τ∗ < α∗.
Now, since λ(α∗, α) = η < η+1 < α∗ < α, tr(η+1, α) = tr(α∗, α)a tr(η+1, α∗).
So, since ρ2(α
∗, α) = ξα
∗,α, ρ2(α
∗, α) = ξη+1,α and α∗ = Tr(η + 1, α)(ξη+1,α). 
5. Clause (2) of Theorem C
In this section, we suppose that (κ) holds. Fix arbitrary χ ∈ Reg(κ) with
χ+ < κ. We shall construct a witness to Pℓ1(κ, κ, χ). Denote µ := χ
+.
Lemma 5.1. There exists a C-sequence ~C = 〈Cα | α < κ〉 satisfying the following:
(1) Cα+1 = {0, α} for every α < κ;
(2) for every club D ⊆ κ, there exists δ ∈ Eκ6=µ with sup(nacc(Cδ) ∩D) = δ;
(3) for every α ∈ acc(κ) and α¯ ∈ acc(Cα), Cα¯ = Cα ∩ α¯;
(4) for every γ < κ, {δ ∈ Eκχ | min(Cδ) = γ} is stationary.
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Proof. As (κ) holds, we may appeal to [Rin17, Proposition 3.5] with S := Eκ6=µ,
and obtain a C-sequence ~C satisfying Clauses (2) and (3). In particular, ~C is a (κ)-
sequence. Now, by feeding Γ := Eκχ and ~C to the proof of [Rin14a, Proposition 3.2],
we obtain a C-sequence 〈C¯α | α < κ〉 satisfying Clauses (1), (3) and (4). An
inspection of the said proof makes clear that sup(C¯α△Cα) < α for every α ∈ acc(κ),
so that Clause (2) is valid for 〈C¯α | α < κ〉, as well. 
Let ~C be given by the preceding lemma. Recalling Subsection 2.1, we now let
Tr, tr, λ and ρ2 be the characteristic functions of walking along ~C, and let ηα,β be
the notation established in Definition 2.12.
Fix a bijection π : κ ↔ κ × κ. Define a function g : κ → κ × κ via g(α) :=
π(min(Cα)). Define a function h : κ → µ by letting h(α) := min(Cα) for all
α < κ with min(Cα) < µ, and h(α) := 0, otherwise. Then, define a function
trh : [κ]
2 → <ωµ via trh(α, β) := h ◦ tr(α, β). Also, for each i < µ, denote
Hi := h
−1{i}.
Lemma 5.2. For every (δ, β) ∈ [κ]2, Cδ ∩ ðδ,β = Cðδ,β . In particular:
• h(δ) = h(ðδ,β);
• for every ǫ < ðδ,β, λ(ǫ, δ) = λ(ǫ, ðδ,β).
Proof. By Clause (3) of Lemma 5.1 together with Lemma 2.11(2). 
Let d0 :
<ωµ→ ω be given by Lemma 4.2, using ν := χ. Define c : [κ]2 → κ and
t : [κ]2 → [κ]3 as in Subsection 4.1.
To verify that t witnesses Pℓ1(κ, κ, χ), suppose that we are given a family A ⊆
[κ]<χ consisting of κ many pairwise disjoint sets. Fix a sequence ~x = 〈xδ | δ < κ〉
such that, for all δ < κ, xδ ∈ A with min(xδ) > δ. For each η < κ, define Sη as in
Definition 4.4, using ν := χ.
Lemma 5.3. There exists η < κ for which Sη is stationary.
Proof. It suffices to prove that, for every club D ⊆ κ, there exist ǫ ∈ D and η < ǫ
for which ǫ ∈ Sη. Thus, let D be an arbitrary club in κ.
Define a function f : Eκχ → κ via
f(δ) := sup{λ(ðδ,β , β) | β ∈ xδ}.
As |xδ| < χ = cf(δ), Lemma 2.11(1) entails that f is regressive. So, for all
i < µ, let us pick a stationary subset H¯i ⊆ Hi such that f ↾ H¯i is constant.
Set ζ := sup(f [
⋃
i<µ H¯i]). Now, by Lemma 5.1(2), let us pick γ ∈ E
κ
6=µ with
sup(nacc(Cγ) ∩ (D \ ζ)) = γ.
Let ς < κ. Fix a sequence 〈βςi | i < µ〉 ∈
∏
i<µ H¯i \ max{γ + 1, ς}. For every
i < µ, let
ζςi :=


0, if γ ∈ acc(Cβς
i
);
sup(Cβςi ∩ γ), if γ ∈ nacc(Cβ
ς
i
);
λ(ðγ,βςi , β
ς
i ), otherwise.
Note that, by Lemma 2.11(1), ζςi < β
ς
i .
As cf(γ) 6= µ, we may now fix a stationary Iς ⊆ Eµχ along with some ordinal
ξς < γ such that max{ζ, ζςi } ≤ ξ
ς for all i ∈ Iς . Then, pick a large enough
ǫς ∈ nacc(Cγ) ∩D such that sup(Cγ ∩ ǫ
ς) > ξς .
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Fix ǫ ∈ nacc(Cγ) ∩ D for which Σ := {ς < κ | ǫς = ǫ} is cofinal in κ. Denote
η := sup(Cγ ∩ ǫ), so that η < ǫ. We have ǫ ∈ D. To see that ǫ ∈ Sη, let ς < κ be
arbitrary. By increasing ς , we may assume that ς ∈ Σ. Let i ∈ Iς and β ∈ xβς
i
be
arbitrary. We must show that:
(i) i ∈ Im(trh(ǫ, β));
(ii) λ(ǫ, β) = η;
(iii) ρ2(ǫ, β) = ηǫ,β.
We have:
λ(ðβςi ,β , β) ≤ f(β
ς
i ) ≤ ζ ≤ ξ
ς < η < ǫ < γ < βςi < β.
It thus follows from Fact 2.7 that tr(ǫ, β) = tr(ðβς
i
,β , β)
a tr(ǫ, ðβς
i
,β). So, since
βςi ∈ Hi, Lemma 5.2 implies that i ∈ Im(trh(ǫ, β)).
Claim 5.3.1. λ(ǫ, β) = η and ρ2(ǫ, β) = ηǫ,β.
Proof. By Lemma 2.9, λ(ǫ, β) = max{λ(ðβςi ,β , β), λ(ǫ, ðβ
ς
i ,β
)}. Now, there are three
cases to consider:
◮ If γ ∈ acc(Cβς
i
), then Cβς
i
∩γ = Cγ , and since ǫ ∈ Cγ , tr(ǫ, β) = tr(ðβς
i
,β, β)
a〈ðβς
i
,β〉,
and λ(ǫ, ðβςi ,β) = sup(Cγ ∩ ǫ) = η > ζ ≥ λ(ðβ
ς
i ,β
, β), so the conclusion follows.
◮ If γ ∈ nacc(Cβςi ), then since ǫ ∈ Cγ , tr(ǫ, β) = tr(ðβ
ς
i ,β
, β)a〈ðβςi ,β , γ〉, so that
λ(ǫ, β) = max{λ(ðβςi ,β , β), sup(Cðβςi ,β
∩ ǫ), sup(Cγ ∩ ǫ)} = max{λ(ðβςi ,β , β), ζ
ς
i , η},
and the conclusion follows.
◮ Otherwise, ðγ,βς
i
6= βςi . Then λ(ðγ,βςi , β
ς
i ) = ζ
ς
i ≤ ξ
ς < ǫ < γ ≤ ðγ,βς
i
< βςi ,
and so, by Fact 2.7, tr(ǫ, βςi ) = tr(ðγ,βςi , β
ς
i )
a tr(ǫ, ðγ,βςi ). Thus, by Lemma 2.9,
λ(ǫ, βςi ) = max{λ(ðγ,βςi , β
ς
i ), λ(ǫ, ðγ,βςi )} = max{ζ
ς
i , λ(ǫ, ðγ,βςi )}.
By Lemma 5.2, λ(ǫ, ðβςi ,β) = λ(ǫ, β
ς
i ). As ǫ ∈ Cγ ∩ ðγ,βςi = Cðγ,βςi
, we get that
λ(ǫ, ðγ,βςi ) = sup(Cγ ∩ ǫ) = η. Altogether, λ(ǫ, β) = max{λ(ðβ
ς
i ,β
, β), ζςi , η}. But,
η > ξς ≥ max{ζ, ζςi } ≥ {λ(ðβςi ,β, β), ζ
ς
i }, and the conclusion follows.

This completes the proof. 
Let η be given by the preceding lemma. LetD be a club in κ such that, for all δ ∈
D, there exists Mδ ≺ Hκ+ containing the parameter p := {Sη, ~x, h} and satisfying
Mδ∩κ = δ. Consider the club E :=
a
τ<κ acc
+(Gη,τ ∩
⋂
j<µ acc
+(Hj∩D)). Finally,
let
S∗ := {ǫ ∈ Sη | sup(E ∩ ǫ \ Cǫ) = ǫ}.
Lemma 5.4. S∗ is stationary.
Proof. As ~C is a (κ)-sequence, [BR19a, Lemma 1.23] implies that ~C is amenable
in the sense of [BR19a, Definition 1.3], so that {ǫ ∈ κ | sup(E ∩ ǫ \ Cǫ) < ǫ} is
nonstationary. 
Lemma 5.5. Let (τ∗, α∗, β∗) ∈ κ ⊛ S∗ ⊛ S∗. There exists (a, b) ∈ [A]2 such that
t[a× b] = {(τ∗, α∗, β∗)}.
Proof. As β∗ ∈ S∗ ⊆ Sη, let us pick a stationary I ⊆ Eµχ and a sequence 〈βi |
i ∈ I〉 ∈
∏
i∈I Hi \ (β
∗ + 1) such that, for all i ∈ I and β ∈ xβi :
(1) i ∈ trh(β∗, β);
(2) λ(β∗, β) = η;
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(3) ρ2(β
∗, β) = ηβ∗,β .
Denote G := Gη,τ∗ ∩
⋂
j<µ acc
+(Hj ∩D). From β∗ ∈ S∗ and as Cβ∗ is closed, it
follows that sup(G∩β∗ \Cβ∗) = β∗. Thus, we pick a large enough γ ∈ G∩β∗ \Cβ∗
such that sup(Cβ∗ ∩ γ) > α∗. In particular, for ε := ðγ,β∗ , λ(ε, β∗) > α∗ > η.
For each j < µ, as γ ∈ G ⊆ acc+(Hj ∩D), Lemma 2.11(1) entails that we may
pick a large enough δj ∈ Hj ∩D∩γ such that δj > λ(ε, β∗). As Mδj contains p, we
have that Sη ∈ Mδj . By Lemma 2.11(1), ςj := max{α
∗, λ(ε, β∗), λ(ðδj ,γ , γ)}+ 1 is
smaller than δj .
3 Since α∗ ∈Mδj ∩Sη, we may then find αj ∈Mδj ∩ (
⋃
i<µHi) \ ςj
such that, for all α ∈ xαj :
(2’) λ(α∗, α) = η;
(3’) ρ2(α
∗, α) = ηα∗,α.
Note that from αj ∈ Mδj , it follows that sup(xαj ) < δj. Write aj := xαj and
bi := xβi . Let (i, j, α, β) ∈ I × µ× aj × bi be arbitrary. Then:
η < η + 1 < α∗ < ςj ≤ αj < α < δj < γ ≤ ε < β
∗ < βi < β.
In particular, Fact 2.7 yields the following conclusions:
(a) from λ(β∗, β) = η < α < β∗ < β, we have tr(α, β) = tr(β∗, β)a tr(α, β∗);
(b) from λ(ε, β∗) < ςj < α < β
∗, we have tr(α, β∗) = tr(ε, β∗)a tr(α, ε);
(c) from λ(ðδj ,γ , ε) = λ(ðδj ,γ , γ) < ςj < α < δj ≤ ðδj ,γ ≤ γ ≤ ε, we have
tr(α, ε) = tr(ðδj ,γ , ε)
a tr(α, ðδj ,γ).
So that, altogether,
tr(α, β) = tr(β∗, β)a tr(ε, β∗)a tr(ðδj ,γ , ε)
a tr(α, ðδj ,γ).
In addition, from λ(α∗, α) = η < η + 1 < α∗ < α, we infer that
(d) tr(η + 1, α) = tr(α∗, α)a tr(η + 1, α∗).
For each i ∈ I, denote ui := {trh(ε, β) | β ∈ bi}. By Clause (1) above, for all
̺ ∈ ui, i ∈ Im(trh(β∗, β)) ⊆ Im(̺).
For each j < µ, denote vj := {trh(α, ε) | α ∈ aj}. By Clause (c) above, for all
σ ∈ vj , trh(ðδj ,γ , ε)
a〈j〉 ⊑ σ.
Next, by the choice of d0, fix (i, j) ∈ [I]
2 such that d0(̺
aσ) = ℓ(̺) for all ̺ ∈ ui
and σ ∈ vj . Set a := xj and b := xi. The rest of the proof is now identical to that
of Lemma 4.6. 
6. Clause (4) of Theorem C
In this section, we suppose that κ is inaccessible, χ ∈ Reg(κ), and Eκ≥χ admits
a stationary set that does not reflect at inaccessibles. Let µ := χ+. We shall prove
that Pℓ1(κ, µ, χ) holds. Note that by the result of Section 4, we may assume that
every stationary subset of Eκ≥χ reflects.
Lemma 6.1. There exist σ1, σ0 ∈ Reg(κ) with µ < σ1 < σ0 and stationary subsets
S1, S0 of κ consisting of singular cardinals such that
• S1 ⊆ Eκσ1 , and S
1 does not reflect at inaccessibles;
• S0 ⊆ Eκ
σ0
, and S0 does not reflect at inaccessibles.
3By Convention 2.8, if ðδj ,γ = γ, then λ(ðδj ,γ , γ) = 0.
20 ASSAF RINOT AND JING ZHANG
Proof. Fix a stationary subset T ⊆ Eκ≥χ that does not reflect at inaccessibles. Since
Card(κ) is a club in the inaccessible κ, we may assume that T ⊆ Card(κ), so that
Tr(T ) is a stationary set consisting of singular cardinals. By Fodor’s lemma, fix a
cardinal ν ∈ Reg(κ)\µ for which R := Tr(T )∩Eκν is stationary. As Tr(R) ⊆ Tr(T ),
we can repeat the process to find σ1 ∈ Reg(κ) \ (ν + 1) such that Tr(R) ∩ Eκσ1 is
stationary. Now S1 := Tr(R) ∩Eκ
σ1
\ {σ1} is a stationary set consisting of singular
cardinals. Repeating the process for the last time, we find σ0 ∈ Reg(κ) \ (σ1 + 1)
such that S0 := Tr(S) ∩ Eκ
σ0
\ {σ0} is stationary. Then σ0 > σ1 > ν ≥ µ and
Tr(S0) ⊆ Tr(S1) ⊆ Tr(T ), so σ1, σ0, S1, and S0 are as sought. 
Let σ1, σ0, S1, and S0 be given by the preceding claim. Note that since S1
consists of singular cardinals, min(S1) > σ1. By [Hof13, Theorem 2.1.1], we fix a
sequence ~e = 〈eδ | δ ∈ S1〉 such that
• for all δ ∈ S1, eδ is a club in δ of order type σ1;
• for all δ ∈ S1, 〈cf(γ) | γ ∈ nacc(eδ)〉 is strictly increasing, converging to δ;
• for every club D ⊆ κ, there exists δ ∈ S1 with eδ ⊆ D.
Lemma 6.2. There exists a C-sequence ~C = 〈Cα | α < κ〉 such that, for all α < κ:
(1) otp(Cα) = cf(α);
(2) if (acc(Cα) ∪ {α}) ∩ S1 6= ∅, then min(Cα) ≥ cf(α);
(3) for every δ ∈ (acc(Cα) ∪ {α}) ∩ S1, sup(eδ \ Cα) < δ.
Proof. This is a standard club-swallowing trick, but we do not know of a reference
in which the above precise properties are exposed.
By recursion on n < ω, we shall define a C-sequence ~Cn = 〈Cnα | α < κ〉, as
follows. We commence with the case n = 0:
◮ Let C00 := ∅ and C
0
α+1 := {α} for all α < κ.
◮ For each α ∈ acc(κ) \ (Reg(κ) ∪ S1), let C0α be a club in α with otp(C
0
α) =
cf(α) = min(C0α).
◮ For each α ∈ S1, let C0α := eα \ cf(α).
◮ For each α ∈ Reg(κ), since S1 consists of singular cardinals and does not
reflect at inaccessibles, we may let C0α be a club in α with acc(Cα) ∩ S
1 = ∅.
Next, suppose that n < ω is such that ~Cn has already been defined to satisfy
requirements (1) and (2) of the lemma. Define a C-sequence ~Cn+1 = 〈Cn+1α |
α < κ〉 by letting, for each α < κ, Cn+1α be the closure in α of the set
Cnα ∪
⋃
{eδ \ cf(α) | δ ∈ acc(C
n
α) ∩ S
1}.
To see that Clauses (1) and (2) remain valid also for ~Cn+1, suppose that α < κ is
such that Cnα 6= C
n+1
α . Fix δ ∈ acc(C
n
α) ∩ S
1, and note that otp(Cnα) > cf(δ) = σ
1.
Now, by the hypothesis on ~Cn, min(Cnα) ≥ cf(α) = otp(C
n
α), so that α > cf(α) >
σ1. In addition, for every β ∈ acc(Cnα),
Cn+1α ∩ β = (C
n
α ∩ β) ∪
⋃
{eδ \ cf(α) | δ ∈ acc(C
n
α) ∩ β ∩ S
1},
so that otp(Cn+1α ∩ β) ≤ otp(C
n
α ∩ β) · σ
1 < cf(α), and otp(Cn+1α ) = cf(α), as
sought.
Finally, for each α < κ, let Cα be the closure in α of
⋃
n<ω C
n
α . As S
1 ⊆ Eκσ1 ⊆
Eκ>ω, the above construction ensures that Clause (3) holds, as well. 
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Let ~C be given by the preceding lemma. Recalling Subsection 2.1, we now let
Tr, tr, λ and ρ2 be the characteristic functions of walking along ~C, and let ηα,β be
the notation established in Definition 2.12.
Definition 6.3. For every (δ, β) ∈ S1⊛κ, let Λ(δ, β) denote the least γ ∈ nacc(eδ)
such that all of the following hold:
• γ > λ(ðδ,β , β);
• cf(γ) > cf(ðδ,β);
• eδ \ sup(eδ ∩ γ) ⊆ Cðδ,β .
Lemma 6.4. Let (δ, β) ∈ S1 ⊛ κ. Then Λ(δ, β) is well-defined, and:
(1) nacc(eδ) \ Λ(δ, β) ⊆ nacc(Cðδ,β );
(2) for every ε ∈ nacc(Cðδ,β ) \ Λ(δ, β), sup(eδ ∩ ε) ≤ λ(ε, β) < ε;
(3) for every ε ∈ nacc(Cðδ,β ) \ Λ(δ, β), min(Im(tr(ε, β)) = ðδ,β;
(4) cf(ðδ,β) ≥ σ1.
Proof. Since 〈cf(γ) | γ ∈ nacc(eδ)〉 is strictly increasing and converging to δ, the
first part of the following claim implies that Λ(δ, β) is well-defined.
Claim 6.4.1. max{λ(ðδ,β , β), cf(ðδ,β), sup(eδ \Cðδ,β )} < δ and cf(ðδ,β) ≥ σ
1.
Proof. By Lemma 2.11(1), λ(ðδ,β , β) < δ. Now, there are two cases to consider:
◮ If ðδ,β = δ, then from δ ∈ S1 ⊆ Eκσ1 and min(S
1) > σ1, we infer that
cf(δ) = σ1 < δ. Now, by Lemma 6.2, sup(eδ \ Cδ) < δ.
◮ If ðδ,β 6= δ, then set α := ðδ,β. By Lemma 2.11(2), δ ∈ acc(Cα). In particular,
cf(α) = otp(Cα) > cf(δ) = σ
1. Now, by Lemma 6.2, sup(eδ \ Cα) < δ and
δ > min(Cα) ≥ cf(α). 
For every ε ∈ nacc(eδ) above sup(Cðβ,δ \ eδ) and of cofinality greater than
cf(ðβ,δ) = otp(Cðβ,δ ), we have ε ∈ nacc(Cðβ,δ ), so that Clause (1) holds.
Now, let ε ∈ nacc(Cðδ,β ) \ Λ(δ, β) be arbitrary. We have
λ(ðδ,β , β) < Λ(δ, β) ≤ ε < δ ≤ ðδ,β ≤ β,
so, by Fact 2.7, tr(ε, β) = tr(ðδ,β , β)
a tr(ε, ðδ,β) and Clause (3) hold. By Lemma 2.9,
λ(ε, β) = max{λ(ðδ,β , β), sup(Cðδ,β ∩ ε)}. Since eδ \ sup(eδ ∩ Λ(δ, β)) ⊆ Cðδ,β , we
infer that sup(Cðδ,β ∩ ε) ≥ sup(eδ ∩ ε), and hence Clause (2) holds as well. 
Define I ⊆ P(κ) via A ∈ I iff there exists a club D ⊆ κ such that for every
δ ∈ S1∩acc(D), sup(nacc(eδ)∩D∩A) < δ. It is clear that I is a σ1-complete ideal
over κ, extending NSκ. By the choice of ~e, I is moreover proper. The next lemma
is the only part of the proof that makes use of S0 and σ0.
Lemma 6.5. I is not weakly µ-saturated.
Proof. For each δ ∈ S1, let Iδ := {A ⊆ eδ | sup(nacc(eδ)∩A) < δ}, so that Iδ is a σ
1-
complete and σ0-indecomposable ideal over eδ. Trivially, supδ∈S1 |eδ|
+ < κ. Setting
C¯ := 〈eδ | δ ∈ S1〉 and I¯ := 〈Iδ | δ ∈ S1〉, and recalling [She94, Definition 3.0], it is
evident that the ideal idp(C¯, I¯) is equal to our proper ideal I. As S0 is a stationary
subset of Eκσ0 that does not reflect at inaccessibles, Case (β)(a) of [She94, Claim 3.3]
entails the existence of a partition of κ into σ0 many I-positive sets. In particular,
since σ0 > µ, I is not weakly µ-saturated. 
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By the preceding lemma, fix a surjection h : κ → µ such that Hi := h−1{i}
is in I+ for all i < µ. Then, define a function trh : [κ]2 → <ωµ via trh(α, β) :=
h ◦ tr(α, β).
Let d : <ωµ→ ω×µ×µ×µ be the function given by Corollary 3.2 using ν := χ.
We are now ready to define our transformation.
Definition 6.6. Define t : [κ]2 → [κ]3 by letting, for all (α, β) ∈ [κ]2, t(α, β) :=
(τ∗, α∗, β∗) provided that, for (n, i, j, τ) := d(trh(α, β)), all of the following condi-
tions are met:
• β∗ = Tr(α, β)(n) is > α,
• η := λ(β∗, β) satisfies that η + 1 < α,
• α∗ = Tr(η + 1, α)(ηη+1,α), and
• τ∗ = τ < α∗.
Otherwise, let t(α, β) := (0, α, β).
To verify that t witnesses Pℓ1(κ, µ, χ), suppose that we are given a family A ⊆
[κ]<χ consisting of κ many pairwise disjoint sets.
Lemma 6.7. For every i < µ, there exist an ordinal ζi < κ and a sequence 〈xγ |
γ ∈ H¯i〉 such that:
• H¯i is stationary subset of Hi;
• for all γ ∈ H¯i, xγ ∈ A with min(xγ) > γ;
• for all γ ∈ H¯i and β ∈ xγ , λ(γ, β) ≤ ζi.
Proof. Let i < µ. By the pressing down lemma, it suffices to prove that for every
club D ⊆ κ, there exist γ ∈ D ∩Hi, ζ < γ and x ∈ A with min(x) > γ such that
λ(γ, β) ≤ ζ for all β ∈ x. Thus, let D be an arbitrary club in κ.
Since Hi is in I+, we may fix δ ∈ S1 such that sup(nacc(eδ) ∩ D ∩ Hi) = δ.
Fix any x ∈ A with min(x) > δ. As cf(δ) = σ1 > |x|, we may fix a large enough
γ ∈ nacc(eδ) ∩ D ∩ Hi above supβ∈x Λ(δ, β). Then, by Clauses (1) and (2) of
Lemma 6.4, ζ := supβ∈x λ(γ, β) is < γ, as sought. 
For each i < µ, let ζi and 〈xγ | γ ∈ H¯i〉 be given by the preceding lemma. Set
ζ := supi<µ ζi.
Definition 6.8. For η < κ, Sη denotes the set of all ǫ < κ with the property that,
for every ς < κ, there exists a sequence 〈βi | i < µ〉 ∈
∏
i<µ H¯i \ ς , such that, for
all i < µ and β ∈ xβi :
(i) i ∈ Im(trh(ǫ, β));
(ii) λ(ǫ, β) = η;
(iii) ρ2(ǫ, β) = ηǫ,β.
Lemma 6.9. There exists η < κ for which Sη is stationary.
Proof. Let D be an arbitrary club in κ; we shall find ǫ ∈ D and η < ǫ for which
ǫ ∈ Sη.
By the choice of ~e, the set Γ := {γ ∈ S1 | ζ < γ & eγ ⊆ D} is stationary. Now,
fix δ ∈ S1 such that eδ ⊆ acc
+(Γ).
Let ς < κ. Fix a sequence 〈βςi | i < µ〉 ∈
∏
i<µ H¯i \max{δ + 1, ς}. We shall find
an ordinal ǫς ∈ D ∩ δ, as follows.
As cf(δ) = σ1 > µ, let us fix a large enough ες ∈ nacc(eδ) above max{ζ,
supi<µ Λ(δ, β
ς
i )}. As 〈cf(ε) | ε ∈ nacc(eδ)〉 is strictly increasing and converging to δ,
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we may also require that cf(ες) > µ. By Lemma 6.4(2), Λς := max{ζ, supi<µ λ(ε
ς , βςi )}
is smaller than ες . As ες ∈ nacc(eδ) ⊆ acc+(Γ), let us pick γς ∈ Γ with Λς < γς <
ες . Now, fix a large enough ǫς ∈ nacc(eγς ) ⊆ D ∩ δ to satisfy sup(eγς ∩ ǫς) >
max{Λς ,Λ(γς , ες)}. Denote ας := ðγς ,ες . By the pigeonhole principle, let us fix
ǫ ∈ D ∩ δ, and η ≤ ǫ for which
Σ := {ς < κ | ǫς = ǫ & sup(Cας ∩ ǫ
ς) = η}
is cofinal in κ. We already know that ǫ ∈ D. To see that ǫ ∈ Sη, let ς < κ be
arbitrary. By increasing ς , we may assume that ς ∈ Σ. Let i < µ and β ∈ xβς
i
be
arbitrary. We shall show that:
(i’) tr(ǫ, β) = tr(βςi , β)
a tr(ǫ, βςi );
(ii’) λ(ǫ, β) = η;
(iii’) ρ2(ǫ, β) = ηǫ,β.
We have:
max{λ(βςi , β), λ(ε
ς , βςi )} ≤ max{Λ
ς ,Λ(γς , ες)} < ǫ < γς < ες < δ < βςi < β.
It thus follows from Fact 2.7 that Clause (i’) is satisfied, so that i ∈ Im(trh(ǫ, β)).
It also follows from Fact 2.7 that tr(ǫ, βςi ) = tr(ε
ς , βςi )
a tr(ǫ, ες). In addition, by
Lemma 6.4(3), tr(ǫ, ες) = tr(ας , ες)a tr(ǫ, ας). Thus, altogether:
tr(ǫ, β) = tr(βςi , β)
a tr(ες , βςi )
a tr(ας , ες)a tr(ǫ, ας).
As ǫ is an element of eγς above Λ(γ
ς , ες) ≥ sup(eγς\Cας ), we infer from Lemma 6.4(1)
that ǫ ∈ Cας and hence λ(ǫ, ας) = sup(Cας ∩ ǫ). But
max{λ(βςi , β), λ(ε
ς , βςi ), λ(α
ς , ε)} ≤ max{Λς ,Λ(γς , ε)} < sup(Cας ∩ ǫ) = η,
so that λ(ǫ, β) = sup(Cας ∩ ǫ) = η and ρ2(ǫ, β) = ηǫ,β. 
Let η be given by the preceding lemma. Let D be a club in κ such that, for
all δ ∈ D, there exists Mδ ≺ Hκ+ containing the parameter p := {Sη, ~x, h, µ} and
satisfying Mδ ∩ κ = δ. For every j < µ, since Hj is in I+, the set ∆j := {δ ∈ S1 |
sup(nacc(eδ) ∩D ∩Hj) = δ} is stationary. Finally, let
S∗ := Sη ∩
⋂
j<µ
acc+(∆j).
Lemma 6.10. Let (τ∗, α∗, β∗) ∈ µ⊛ S∗ ⊛ S∗. There exists (a, b) ∈ [A]2 such that
t[a× b] = {(τ∗, α∗, β∗)}.
Proof. As β∗ ∈ S∗ ⊆ Sη, let us fix a sequence 〈βi | i < µ〉 ∈
∏
i<µ H¯i \ (β
∗ + 1)
such that, for all i < µ and β ∈ xβi :
(1) i ∈ Im(trh(β
∗, β));
(2) λ(β∗, β) = η;
(3) ρ2(β
∗, β) = ηβ∗,β .
For all j < µ, as β∗ ∈ acc+(∆j), we may pick δj ∈ ∆j ∩ β∗ above α∗, so that
δj > α
∗ > η. Now, pick εj ∈ nacc(eδj ) ∩ D ∩ Hj above max{α
∗,Λ(δj , β
∗)}.
As Mεj contains p, we have that Sη ∈ Mεj . Now, by Lemma 6.4(2), ςj :=
max{α∗,Λ(δj , β∗), λ(εj , β∗)} + 1 is smaller than εj . Since α∗ ∈ Mεj ∩ Sη, we
may then find αj ∈Mεj ∩ H¯j \ ςj such that, for all α ∈ xαj :
(3) λ(α∗, α) = η;
(4) ρ2(α
∗, α) = ηα∗,α.
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Note that from αj ∈ Mεj , it follows that sup(xαj ) < εj . Write aj := xαj and
bi := xβi . Fix arbitrary (i, j) ∈ [µ]
2 and (α, β) ∈ aj × bi. Then:
η + 1 < α∗ ≤ max{α∗, λ(β∗, β), λ(εj , β
∗)} < ςj ≤ αj < α < εj < β
∗ < βi < β.
So, by Fact 2.7:
tr(α, β) = tr(β∗, β)a tr(εj , β
∗)a tr(α, εj).
For each i < µ, set ui := {trh(β∗, β) | β ∈ bi}. By Clause (1) above, i ∈ Im(̺)
for all ̺ ∈ ui. For each j < µ, set vj := {trh(α, β∗) | α ∈ aj} and σj := trh(εj , β∗).
As εj ∈ Hj , we infer that σja〈j〉 ⊑ σ for all σ ∈ vj .
Finally, by the choice of d, fix (i, j) ∈ [µ]2 such that d(̺aσ) = (ℓ(̺), i, j, τ∗) for
all ̺ ∈ ui and σ ∈ vj . Set a := aj and b := bi, so that (a, b) ∈ [A]2.
To see that t[a × b] = {(τ∗, α∗, β∗)}, fix arbitrary α ∈ a and β ∈ b. Denote
̺ := trh(β
∗, β) and σ := trh(α, β
∗), so that ̺ ∈ ui and σ ∈ vj . Denote (n, i′, j′, τ) :=
d(trh(α, β)). Then:
• Tr(α, β)(n) = Tr(α, β)(ρ2(β∗, β)) = β∗;
• τ = τ∗;
• η = λ(β∗, β) and η + 1 < α;
• τ∗ < µ < α∗.
Now, since λ(α∗, α) = η < η+1 < α∗ < α, tr(η+1, α) = tr(α∗, α)a tr(η+1, α∗).
So, since ρ2(α
∗, α) = ηα∗,α, ρ2(α
∗, α) = ηη+1,α and α
∗ = Tr(η + 1, α)(ηη+1,α). 
7. Strongest instance
This section is dedicated to the study of the consistency of the strongest possible
instance of Pℓ1(. . .), that is, Pℓ1(κ, κ, sup(Reg(κ)). Unlike the previous sections,
the proofs here will not make use of the oscillation oracle Pℓ6(χ
+ χ), since applica-
tions of the latter requires χ+ < κ. Instead, we shall either use Jensen’s diamond
principle, the Brodsky-Rinot proxy principle or oscillations of b-scales.
7.1. From a b-scale. In this subsection, we assume that b = ℵ1, and prove that
Pℓ1(ω1, ω1, ω) holds. This will establish Clause (6) of Theorem C.
Our application of “b = ℵ1” is limited to the following strong fact.
Fact 7.1 (Todorcevic, [Tod89, Theorem 1.2]). Assuming b = ω1, there exists a
coloring o : [ω1]
2 → ω satisfying that, for any uncountable subfamily Z ⊆ [ω1]<ω
consisting of pairwise disjoint sets, there exists γ < ω1, such that, for any b ∈
[ω1 \ γ]
<ω and any n < ω, there exists a ∈ Z ∩ P(γ) with o[a× b] = {n}.
Let o : [ω1]
2 → ω be given by the preceding. As Pℓ1(ω1, ω1, ω) is equivalent to
Pℓ1(ω1, ω, ω), we shall focus on proving that the latter holds. Fix a C-sequence ~C =
〈Cα | α < ω1〉 such that otp(Cα) = cf(α) for all α < ω1. Recalling Subsection 2.1,
we now let Tr, tr, λ and ρ2 be the characteristic functions of walking along ~C. Fix
an almost disjoint family {Zǫ | ǫ < ω1} ⊆ [ω]ω, and let ξα,β be defined as in
Definition 4.7, using µ := ω and κ := ω1.
Fix a bijection π : ω ↔ ω × ω × ω. For every nonzero ǫ < ω1, fix a surjection
ψǫ : ω → ǫ. We are now ready to define our transformation.
Definition 7.2. Define t : [ω1]
2 → [ω1]3 via t(α, β) := (τ∗, α∗, β∗), provided that,
for (τ, ξ, φ) := π(o(α, β)), the following conditions are met:
• β∗ = Tr(α, β)(ξα,β) is > α,
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• η := ψβ∗(φ) satisfies that η + 1 < α,
• α∗ = Tr(η + 1, α)(ξη+1,α), and
• τ∗ = τ < α∗.
Otherwise, let t(α, β) := (0, α, β).
To verify that t witnesses Pℓ1(ω1, ω, ω), suppose that we are given an uncount-
able family A ⊆ [ω1]<ω consisting of pairwise disjoint sets. Fix a sequence ~x = 〈xδ |
δ < ω1〉 such that, for all δ < ω1, xδ ∈ A with min(xδ) > δ.
Definition 7.3. For η, ǫ < ω1 and ξ, φ < ω, let ∆
ǫ
η,ξ,φ denote the collection of all
δ < ω1 such that, for any β ∈ xδ:
• ρ2(ǫ, β) = ξǫ,β;
• λ(ǫ, β) ≤ η = ψǫ(φ).
Lemma 7.4. For every ǫ ∈ acc(ω1), there exist η < ǫ and ξ, φ < ω for which ∆ǫη,ξ,φ
is uncountable.
Proof. Let ǫ ∈ acc(ω1) be arbitrary. By the pigeonhole principle, it suffices to prove
that for every δ < ω1 with δ > ǫ, there exist (η, ξ, φ) ∈ ǫ × ω × ω such that, for all
β ∈ xδ, ρ2(ǫ, β) = ξǫ,β and λ(ǫ, β) ≤ η = ψǫ(φ). Thus, let δ be arbitrary ordinal as
above. As xδ is finite, Fact 2.6 entails the existence of a large enough η < ǫ such
that λ(ǫ, β) ≤ η for all β ∈ xδ. As ψǫ : ω → ǫ is a surjection, we may find φ < ω such
that ψǫ(φ) = η. Finally, as Zǫ is infinite and Zǫ ∩ Zτ is finite for every counatble
ordinal τ > ǫ, we may find ξ in Zǫ \
⋃
{ZTr(ǫ,β)(n) | n < ρ2(ǫ, β), β ∈ xδ}. 
By Fodor’s lemma, let us fix η, ξ, φ for which S := {ǫ ∈ acc(ω1) | |∆ǫη,ξ,φ| = ℵ1}
is stationary. Let D be a club in ω1 such that, for all δ ∈ D, there exists Mδ ≺ Hω2
containing the parameter p := {〈∆ǫη,ξ,φ | ǫ ∈ S〉, ~x, o} and satisfying Mδ ∩ ω1 = δ.
Finally, let S∗ := S ∩D.
Lemma 7.5. Let (τ∗, α∗, β∗) ∈ ω ⊛ ω1 ⊛ ω1. There exists (a, b) ∈ [A]2 such that
t[a× b] = {(τ∗, α∗, β∗)}.
Proof. Let Z := {xδ | δ ∈ ∆α
∗
η,ξ,φ} and note that it belongs to the model Mβ∗ .
Applying Fact 7.1 to Z in Mβ∗ , we obtain γ < β
∗, such that, for any b ∈ [ω1 \ γ]<ω
and any n < ω, there exists a ∈ Z ∩ P(γ) with o[a× b] = {n}.
Fix δ ∈ ∆β
∗
η,ξ,φ \γ and set b := xδ. Set n := π
−1(τ∗, ξ, φ). Now, find a ∈ Z∩P(γ)
with o[a× b] = {n}. Let (α, β) ∈ a× b be arbitrary. We have:
(1) ρ2(β
∗, β) = ξβ
∗,β ;
(2) λ(β∗, β) ≤ η = ψ∗β(φ);
(3) ρ2(α
∗, α) = ξα
∗,α;
(4) λ(α∗, α) ≤ η.
By Clause (2), λ(β∗, β) ≤ η < α∗ < α < γ < β∗ < β. By Fact 2.7, then,
tr(α, β) = tr(β∗, β)a tr(α, β∗). So, by Clause (1), β∗ = Tr(α, β)(ξα,β).
By Clause (4), λ(α∗, α) ≤ η < η+ 1 < α∗ < α. By Fact 2.7, then, tr(η+ 1, α) =
tr(α∗, α)a tr(η + 1, α∗). So, by Clause (3), α∗ = Tr(η + 1, α)(ξη+1,α).
Altogether, t(α, β) = (τ∗, α∗, β∗). 
7.2. From diamond. In this subsection, we shall prove Clauses (1) and (5) of
Theorem C.
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Definition 7.6. For ordinals σ < κ, we let
(
κ
σ
)
denote the collection of all closed
copies of σ in κ.
A subfamily A ⊆
(
κ
σ
)
is said to be unbounded in δ ≤ κ iff for all γ < δ, there
exists a ∈ A with γ < min(a) ≤ sup(a) < δ. It is said to be unbounded iff it is
unbounded in κ.
Lemma 7.7. Suppose that χ ≤ κ, ∆ ⊆ κ, and 〈hδ : Cδ → κ | δ < κ〉 is a sequence
satisfying the following:
(1) ~C = 〈Cδ | δ < κ〉 is a C-sequence;
(2) For every δ < κ, acc(Cδ) ∩∆ = ∅;
(3) For every σ < χ and every sequence 〈Ai | i < κ〉 of unbounded subsets of(
κ
σ
)
, there exist stationarily many δ ∈ ∆ such that, for all i, j < δ, there is
(β, γ) ∈ [δ]2 for which x := Cδ ∩ (β, γ) is in Ai and hδ“x = {j}.
Then Pℓ1(κ, κ, χ) holds.
Proof. We may assume that Cδ+1 = {δ} for every δ < κ. Recalling Subsection 2.1,
we now let tr, λ and ρ2 be the characteristic functions of walking along ~C. Define
a transformation t : [κ]2 → [κ]3, letting t(α, β) := (τ, γ∗, δ∗) provided that the
following conditions are met:
• δ∗ = tr(α, β)(ρ2(α, β)− 1),
• λ(δ∗, β) + 1 < δ∗,
• ζ∗ := min(Cδ∗ \ (λ(δ∗, β) + 1)) is < α,
• γ∗ = tr(ζ∗, α)(ρ2(ζ∗, α) − 1), and
• τ = hδ∗(α) is < α.
Otherwise, let t(α, β) := (0, α, β).
We verify that this works. Given σ < χ and a family A ⊆ [κ]σ consisting of κ
many pairwise disjoint sets, we shall find a stationary subset S∗ ⊆ κ witnessing the
definition of Pℓ1(κ, κ, χ). Without loss of generality (i.e., by replacing each set in A
by its closure and possibly adjusting the value of σ), we may assume that A ⊆
(
κ
σ
)
.
Note that since A consists of pairwise disjoint sets, a subset of A is unbounded iff
it has size κ.
Claim 7.7.1. ∆ ∩ Eκ>σ is stationary.
Proof. Suppose not, so that we may fix ν ∈ Reg(σ + 1) such that A := ∆ ∩ Eκν is
stationary. For every α ∈ A, fix a club eα in α of order-type ν. As {eα | α ∈ A}
is an unbounded subfamily of
(
κ
ν
)
, Clause (3) implies that there exist δ ∈ acc(κ),
(β, γ) ∈ [δ]2, and α ∈ A such that Cδ ∩ (β, γ) = eα. It follows that α ∈ acc(Cδ),
contradicting Clause (2). 
For every triple (ξ, ζ, γ) ∈ [κ]3, let
Xξ,ζ,γ := {x ∈ A | min(Cγ \ (ξ + 1)) = ζ < γ < min(x) & ∀α ∈ x(λ(γ, α) = ξ)}.
Fix a bijection π : κ↔ [κ]3. Define a sequence 〈Ai | i < κ〉, as follows. For each
i < κ, if Xπ(i) is unbounded in κ, then let Ai := Xπ(i); otherwise, let Ai :=
(
κ
σ
)
. By
Clause (3), the set G of all δ ∈ ∆ such that, for all i, j < δ, there is (β, γ) ∈ [δ]2 for
which x := Cδ ∩ (β, γ) is in Ai and hδ“x = {j}, is stationary.
Claim 7.7.2. Γ := {γ ∈ G | ∃(ξ, ζ) ∈ [γ]2 |Xξ,ζ,γ | = κ} is stationary.
TRANSFORMATIONS OF THE TRANSFINITE PLANE 27
Proof. Let D ⊆ κ be an arbitrary club, and we shall find γ ∈ Γ ∩D.
Fix a sequence 〈xβ | β < κ〉 such that, for all β < κ, xβ ∈ A with min(xβ) > β.
For each β ∈ ∆ ∩ Eκ>σ, by Clause (2), Fact 2.6, and since |xβ | ≤ σ < cf(β),
ǫβ := supα∈xβ λ(β, α) is smaller than β. Thus, by Claim 7.7.1, we may fix an ǫ < κ
for which Bǫ := {β ∈ ∆ ∩ Eκ>σ | ǫβ = ǫ} is stationary.
Next, consider the stationary set H := G ∩D. By Clause (3) (using a constant
κ-sequence whose unique element is {{γ} | γ ∈ H}), we may find δ ∈ ∆ above
ǫ such that sup(nacc(Cδ) ∩ H) = δ. By Clause (2) and Fact 2.6, then, we may
find a stationary B ⊆ Bǫ and η < δ such that λ(δ, β) = η for all β ∈ B. Finally,
find a large enough γ ∈ nacc(Cδ) ∩ H such that ξ := sup(Cδ ∩ γ) is greater than
max{η, ǫ}. Put ζ := min(Cγ \ (ξ+1)). Then {xβ | β ∈ B} ⊆ Xξ,ζ,γ . Recalling that
γ ∈ H = G ∩D, we conclude that γ ∈ Γ ∩D, as sought. 
Let Γ be given by the preceding claim. By the pressing down lemma, let us fix
(ξ, ζ) ∈ [κ]2 for which Γξ,ζ := {γ ∈ Γ | |Xξ,ζ,γ | = κ} is stationary. Consider the
club E := {δ < κ | π“δ = [δ]3} and the stationary set S := Γξ,ζ ∩E.
Now, let (τ, γ, δ) ∈ κ⊛ S ⊛ S be arbitrary. As γ ∈ Γξ,ζ , Xξ,ζ,γ is unbounded in
κ. As δ ∈ E, there exists some i < δ such that π(i) = (ξ, ζ, γ), so that Ai = Xξ,ζ,γ .
As δ ∈ G, it thus follows that we may pick x ∈ Xξ,ζ,γ with x ⊆ Cδ and hδ“x = {τ}.
For every α ∈ x, the two hold:
• tr(ζ, α) = tr(γ, α)a tr(ζ, γ), since λ(γ, α) = ξ < ζ < γ < α;4
• γ = tr(ζ, α)(ρ2(ζ, α) − 1), since ζ ∈ Cγ .
As δ ∈ Γξ,ζ , let us pick y ∈ Xξ,ζ,δ. For every β ∈ y, the two hold:
• tr(α, β) = tr(δ, β)a tr(α, δ), since λ(δ, β) = ξ < ζ < α < δ < β;
• δ = tr(α, β)(ρ2(α, β)− 1), since α ∈ x ⊆ Cδ.
Finally, as λ(δ, β) = ξ, min(Cδ \ (λ(δ, β) + 1)) is equal to ζ, so that altogether
t[x× y] = {(τ, γ, δ)}, as sought. 
Corollary 7.8. Suppose that κ is a regular uncountable cardinal, and ∆ is a non-
reflecting stationary subset of {β < κ | cf(β) = |β|}.
If ♦(∆) holds, then so does Pℓ1(κ, κ, sup(Reg(κ)).
Proof. Without loss of generality, min(∆) > 1, so that ∆ ⊆ acc(κ). As ∆ is a
stationary subset of acc(κ) that does not reflect, for each δ ∈ acc(κ), we may fix a
strictly increasing and continuous map πδ : cf(δ) → δ such that sup(Im(πδ)) = δ
and Im(πδ) ∩∆ = ∅. Suppose ♦(∆) holds. By [BR17, Lemma 2.2], fix a sequence
〈Ωδ | δ ∈ ∆〉 with the property that, for all p ∈ Hκ+ and Ω ⊆ Hκ, there exists an
elementary submodelM≺ Hκ+ such that p ∈ M,M∩κ ∈ ∆ andM∩Ω = ΩM∩κ.
We now construct a sequence 〈hδ : Cδ → δ | δ < κ〉 satisfying Clauses (1)—(3)
of Lemma 7.7, with χ := sup(Reg(κ)). The definition is as follows:
◮ Let C0 := ∅ and h0 := ∅.
◮ Let Cδ+1 := {δ} and hδ := Cδ × {0} for all δ < κ.
◮ For every δ ∈ acc(κ) \∆, let Cδ := Im(πδ), and let hδ := Cδ × {0}.
◮ For every δ ∈ ∆, we distinguish two cases:
◮◮ If there exists no σ with |σ|+ < δ such that, for all i < δ, Ωiδ := {a | (i, a) ∈
Ωδ} is an unbounded subset of
(
δ
σ
)
, then let Cδ := Im(πδ) and let hδ := Cδ × {0}.
◮◮ Otherwise, let σ be as above. As cf(δ) = |δ|, we may fix an enumeration
{(Aι, jι) | ι < cf(δ)} of {(Ωiδ, j) | i, j < δ}.
4Recall Fact 2.7.
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Recursively construct a continuous sequence of ordinals 〈ǫι | i < cf(δ)〉 and a
transversal 〈aι | ι < cf(δ)〉 ∈
∏
ι<cf(δ)Ai, as follows.
Let ǫ0 be the least ordinal ǫ < cf(δ) to satisfy πδ(ǫ) ≥ |σ|
+. Then, for all
ι < cf(δ) such that ǫι has been defined, pick aι ∈ Aι with min(aι) > πδ(ǫι) and
then let ǫι+1 be the least ordinal ǫ < cf(δ) to satisfy πδ(ǫ) > sup(aι).
In effect, cδ := {πδ(ǫι) | ι < cf(δ)} is a club in δ with the property that for every
ι < cf(δ), aι lies in between two successive points of cδ, so that Cδ := cδ ∪ {cl(aι) |
ι < cf(δ)} is closed below δ. We claim that acc(Cδ) ∩ ∆ = ∅. As cδ ⊆ Im(πδ)),
it suffices to prove that, for all ι < cf(δ), acc(cl(aι)) ∩ ∆ = ∅, but this is easy,
since |aι| < |σ|+ ≤ πδ(ǫ0) ≤ πδ(ǫι) < min(aι) implies that acc(cl(aι)) ⊆ {β < δ |
cf(β) < |σ|+ ≤ |β|}, meaning that acc(cl(aι)) is disjoint from ∆. Finally, define
hδ : Cδ → δ, as follows. Given ξ ∈ Cδ find the unique ι < δ such that πδ(ǫι) ≤ ξ <
πδ(ǫι+1), and then let hδ(ξ) := jι.
This completes the recursive construction.
Claim 7.8.1. Suppose ~A = 〈Ai | i < κ〉 is a sequence of unbounded subsets of
(
κ
σ
)
,
with σ < sup(Reg(κ)). Let G denote the set of all δ ∈ ∆ such that, for all i, j < δ,
there is (β, γ) ∈ [δ]2 for which x := Cδ ∩ (β, γ) is in Ai and hδ“x = {j}. Then G
is stationary.
Proof. For each i < κ, by thinning out, we may assume that a 7→ min(a) is injective
over Ai. Now, let D be an arbitrary club in κ. Put p := {D, ~A, |σ|+} and Ω :=
{(i, a) | i < κ, a ∈ Ai}. Note that p ∈ Hκ+ and Ω ⊆ Hκ. Pick an elementary
submodel M ≺ Hκ+ such that p ∈ M, δ := M ∩ κ is an element of ∆ and
M∩ Ω = Ωδ. It is easy to see that δ ∈ D, δ > |σ|+, 〈Ωiδ | i < δ〉 = 〈Ai ∩ P(δ) |
i < δ〉, and, for every i < δ, Ai∩P(δ) is unbounded in δ. Let i, j < δ. Fix ι < cf(δ)
such that (Aι, jι) = (Ai ∩P(δ), j). Then for β := πδ(ǫι) and γ := πδ(ǫι+1), we have
that x := Cδ ∩ (β, γ) is equal to aι ∈ Aι ∩ P(δ) ⊆ Ai and hδ“x = {jι} = {j}. 
This completes the proof. 
Clauses (1) and (5) of Theorem C follow from the preceding.
Corollary 7.9. For every infinite regular cardinal χ, if ♦(Eχ
+
χ ) holds, then so does
Pℓ1(χ
+, χ+, χ). 
Corollary 7.10. If κ is a Mahlo cardinal and there exists a nonreflecting stationary
subset of Reg(κ) on which ♦ holds, then Pℓ1(κ, κ, κ) holds. 
7.3. From a proxy principle. In this subsection, we prove Clause (1) of Theo-
rem D. The proof goes through the parameterized proxy principle P−(. . .) that was
introduced by Brodsky and the first author in [BR17, BR20]. The following is a
definition of a special case:
Definition 7.11 (Proxy principle, [BR20]). For a successor cardinal κ = µ+ and
a stationary subset S ⊆ κ, P−µ (κ, 2, µ⊑, κ, {S}, 2, 1
1
2 ) asserts the existence of a
C-sequence 〈Cδ | α < κ〉 such that:
• otp(Cδ) ≤ µ for all δ < κ;
• for every sequence 〈Bι | ι < κ〉 of cofinal subsets of κ, there exist stationarily
many δ ∈ S such that, for every ι < δ:
sup{γ ∈ nacc(Cδ) ∩Bι | ∃ε ∈ Bι(sup(Cδ ∩ γ) ≤ ε < γ)} = δ.
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Lemma 7.12. Suppose that κ = µ+ for some infinite cardinal µ = µ<µ. If
P−µ (κ, 2, µ⊑, κ, {E
κ
µ}, 2, 1
1
2 ) holds, then so does Pℓ1(κ, κ, µ).
Proof. Fix an injective enumeration 〈(iι, jι) | ι < κ〉 of κ× κ. For an ordinal ǫ ≤ κ,
let Fǫ := {e × {j} | 0 < σ < µ, e ∈
(
ǫ
σ
)
, j < ǫ}. Fix an injective enumeration 〈fγ |
γ < κ〉 of Fκ such that, for every γ < κ, dom(fγ) ⊆ γ. As µ
<µ = µ,
E := {ǫ < κ | {fγ | γ < ǫ} = Fǫ & {(iι, jι) | ι < ǫ} = ǫ× ǫ}
is a club in κ. For every (β, γ) ∈ [κ]2, let fβγ := fγ ↾ (β, γ).
Let ~D = 〈Dδ | δ < κ〉 be a sequence witnessing that P
−
µ (κ, 2, µ⊑, κ, {E
κ
µ}, 2, 1
1
2 )
holds. We now construct a sequence 〈hδ : Cδ → κ | δ < κ〉 satisfying Clauses
(1)–(3) of Lemma 7.7 with χ := µ and ∆ := Eκµ .
For each δ ∈ Eκ<µ, fix a closed subset Cδ ⊆ δ with sup(Cδ) = sup(δ) and
otp(Cδ) = cf(δ), and then let hδ := Cδ × {0}. Next, for each δ ∈ E
κ
µ , let
hδ := (Dδ × {0}) ∪
⋃
{fβγ | β ∈ Dδ, γ = min(Dδ \ (β + 1))},
so that Cδ := dom(hδ) is a club in δ of order-type µ.
Suppose now that we are given a sequence 〈Ai | i < κ〉 of unbounded subsets
of
(
κ
σ
)
for some σ < µ. For each i < κ, by thinning out, we may assume that
a 7→ min(a) is injective over Ai. For each ι < κ, we derive two sets:
• Aι := {γ < κ | ∃x ∈ Aiι [fγ = (x× {jι})]}, and
• Eι := {ǫ ∈ E | ∀x ∈ Aiι [(min(x) < ǫ)→ (sup(x) < ǫ)]}.
Then Aι is a cofinal subset of κ, Eι is a club in κ, and Bι := {min(Aι \ ǫ) |
ǫ ∈ acc(Eι)} is a cofinal subset of Aι. Now, by the choice of ~D, there are stationarily
many δ ∈ Eκµ such that, for every ι < δ, the following set
Γι := {γ ∈ nacc(Dδ) ∩Bι | ∃ε ∈ Bι(sup(Dδ ∩ γ) ≤ ε < γ)}
is cofinal in δ.
Thus, let δ be as above, and let i, j < δ be arbitrary; we must find (β, γ) ∈ [δ]2
for which x := Cδ ∩ (β, γ) is in Ai and hδ“x = {j}. For all ι < δ and γ ∈ Γι,
fix εγ,ι ∈ Bι such that sup(Dδ ∩ γ) ≤ εγ,ι < γ. As εγ,ι < γ are two distinct
elements of Bι, the definition of the latter implies that we may find ǫγ,ι ∈ Eι with
εγ,ι < ǫγ,ι < γ. So, from sup(Γ0) = δ, we infer that δ ∈ acc+(E0) ⊆ E and we
may find ι < δ such that (iι, jι) = (i, j). Now, let γ be an arbitrary element of
Γι for which β := sup(Dδ ∩ γ) is large enough to satisfy β ≥ max{min(Dδ), j}.
Evidently, β ≤ εγ,ι < ǫγ,ι < γ. As γ ∈ Bι ⊆ Aι, let us fix x ∈ Ai such that
fγ = x×{j}. Clearly, if min(x) > β, then fγ = fβγ ⊆ hδ, and we are done. Towards
a contradiction, suppose that min(x) ≤ β. In particular, min(x) < ǫγ,ι, and since
the latter belongs to Eι, we infer that sup(x) < ǫγ,ι. Recalling that j ≤ β < ǫγ,ι,
we altogether get that fγ ∈ Fǫγ,ι , contradicting the facts that ǫγ,ι ∈ Eι ⊆ E and
ǫγ,ι < γ. 
The following provides a proof of Clause (1) of Theorem D.
Corollary 7.13. For any infinite cardinal µ = µ<µ, V Add(µ,1) |= Pℓ1(µ+, µ+, µ).
Proof. By the same proof of [Rin15, Theorem 2.3] (cf. [BR17, Theorem 4.2]), while
ignoring any aspect of coherence (as it is not needed here), V Add(µ,1) |= P−µ (κ, 2, µ⊑,
κ, {Eκµ}, 2, 2) holds for κ := µ
+. Now, appeal to Lemma 7.12. 
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Corollary 7.14. Suppose µ = µ<µ is an uncountable cardinal satisfying 2µ = µ+,
and P is a µ+-cc notion of forcing of size ≤ µ+ that does not satisfy the µµ-bounding
property. If V P |= µ<µ = µ, then V P |= Pℓ1(µ+, µ+, µ).
Proof. By the main result of [BR19b], in V P, an instance of the proxy principle,
much stronger than P−µ (κ, 2, µ⊑, κ, {E
κ
µ}, 2, 1
1
2 ), holds. So, by Lemma 7.12, if V
P |=
µ<µ = µ, then V P |= Pℓ1(µ+, µ+, µ). 
Remark 7.15. By a refinement of Lemma 7.7, in Lemma 7.12, it is possible to replace
the hypothesis “µ = µ<µ” with “µ = cf(µ)”. When invoked with heavier results
about the proxy principle, this establishes two interesting corollaries concerning
Shelah’s coloring principles:
(1) For any infinite regular cardinal µ such that 2µ = µ+, if Pr1(µ
+, µ+, µ+, µ)
fails, then µ+ is a Mahlo cardinal in L;
(2) For any infinite cardinal λ such that 22
λ
= λ++, if Pr0(λ
++, λ++, λ++, λ+)
fails, then λ++ is weakly compact in L.
The details will appear elsewhere.
8. Acknowledgements
The first author is partially supported by the European Research Council (grant
agreement ERC-2018-StG 802756) and by the Israel Science Foundation (grant
agreement 2066/18). The second author is supported by the Foreign Postdoctoral
Fellowship Program of the Israel Academy of Sciences and Humanities and by the
Israel Science Foundation (grant agreement 2066/18).
The results of this paper were presented by the first author in a talk at the
Oberseminar Mengenlehre at Universita¨t Mu¨nster, January 2020. He thanks the
hosts for the warm hospitality and the participants of the seminar for their feedback.
References
[BR17] Ari Meir Brodsky and Assaf Rinot. A microscopic approach to Souslin-tree constructions.
Part I. Ann. Pure Appl. Logic, 168(11):1949–2007, 2017.
[BR19a] Ari Meir Brodsky and Assaf Rinot. Distributive Aronszajn trees. Fund. Math.,
245(3):217–291, 2019.
[BR19b] Ari Meir Brodsky and Assaf Rinot. More notions of forcing add a Souslin tree. Notre
Dame J. Form. Log., 60(3):437–455, 2019.
[BR20] Ari Meir Brodsky and Assaf Rinot. A microscopic approach to Souslin-tree constructions.
Part II. http://assafrinot.com/paper/23, 2020. Submitted January 2020.
[Eis13a] Todd Eisworth. Getting more colors I. J. Symbolic Logic, 78(1):1–16, 2013.
[Eis13b] Todd Eisworth. Getting more colors II. J. Symbolic Logic, 78(1):17–38, 2013.
[FR17] David Fernandez-Breton and Assaf Rinot. Strong failures of higher analogs of Hindman’s
theorem. Trans. Amer. Math. Soc., 369(12):8939–8966, 2017.
[Hin74] Neil Hindman. Finite sums from sequences within cells of a partition of N . J. Combina-
torial Theory Ser. A, 17:1–11, 1974.
[HLS17] Neil Hindman, Imre Leader, and Dona Strauss. Pairwise sums in colourings of the reals.
Abh. Math. Semin. Univ. Hambg., 87(2):275–287, 2017.
[Hof13] Douglas J. Hoffman. A Coloring Theorem for Inaccessible Cardinals. ProQuest LLC,
Ann Arbor, MI, 2013. Thesis (Ph.D.)–Ohio University.
[LHR19] Chris Lambie-Hanson and Assaf Rinot. Knaster and friends II: The C-sequence number.
http://assafrinot.com/paper/35, 2019. Submitted October 2019.
[Ram30] F.P. Ramsey. On a problem of formal logic. Proc. London Math. Soc., pages 264–286,
1930.
TRANSFORMATIONS OF THE TRANSFINITE PLANE 31
[Rin12] Assaf Rinot. Transforming rectangles into squares, with applications to strong colorings.
Adv. Math., 231(2):1085–1099, 2012.
[Rin14a] Assaf Rinot. Chain conditions of products, and weakly compact cardinals. Bull. Symb.
Log., 20(3):293–314, 2014.
[Rin14b] Assaf Rinot. Complicated colorings. Math. Res. Lett., 21(6):1367–1388, 2014.
[Rin15] Assaf Rinot. Chromatic numbers of graphs - large gaps. Combinatorica, 35(2):215–233,
2015.
[Rin17] Assaf Rinot. Higher Souslin trees and the GCH, revisited. Adv. Math., 311(C):510–531,
2017.
[RT13] Assaf Rinot and Stevo Todorcevic. Rectangular square-bracket operation for successor
of regular cardinals. Fund. Math., 220(2):119–128, 2013.
[She88] Saharon Shelah. Successors of singulars, cofinalities of reduced products of cardinals and
productivity of chain conditions. Israel J. Math., 62(2):213–256, 1988.
[She94] Saharon Shelah. There are Jonsson algebras in many inaccessible cardinals. In Cardinal
Arithmetic, volume 29 of Oxford Logic Guides. Oxford University Press, 1994.
[She10] Saharon Shelah. Diamonds. Proceedings of the American Mathematical Society,
138:2151–2161, 2010. arXiv:0711.3030.
[Sie33] Waclaw Sierpin´ski. Sur un proble`me de la the´orie des relations. Ann. Scuola Norm. Sup.
Pisa Cl. Sci. (2), 2(3):285–287, 1933.
[Tod87] Stevo Todorcˇevic´. Partitioning pairs of countable ordinals. Acta Math., 159(3-4):261–
294, 1987.
[Tod89] Stevo Todorcˇevic´. Partition problems in topology, volume 84 of Contemporary Mathe-
matics. American Mathematical Society, Providence, RI, 1989.
[Tod07] Stevo Todorcevic. Walks on ordinals and their characteristics, volume 263 of Progress
in Mathematics. Birkha¨user Verlag, Basel, 2007.
Department of Mathematics, Bar-Ilan University, ramat-gan 5290002, Israel.
URL: http://www.assafrinot.com
Department of Mathematics, Bar-Ilan University, ramat-gan 5290002, Israel.
