We present a new approach to inferring types in untyped object-oriented programs with inheritance, assignments, and late binding. It guarantees that all messages are understood, annotates the program with type information, allows polymorphic methods, and can be used as the basis of an optimizing compiler.
Introduction
Untyped object-oriented languages with assignments and late binding allow rapid prototyping because classes inherit implementation and not specification.
Late binding, however, can cause programs to be unreliable, unreadable, and inefficient [27] . Type inference may help solve these problems, but so far no proposed inference algorithm has been capable of checking most common, completely untyped programs [9] .
We present a new type inference algorithm for a basic object-oriented language with inheritance, assignments, and late binding. The algorithm guarantees that all messages are understood, annotates the program with type information, allows polymorphic methods, and can be used as the basis of an optimizing compiler. Types are finite sets of classes and subtyping is set inclusion. Given a concrete program, the algorithm constructs a finite graph of type constraints. The program is typuble if these constraints are solvable. The algorithm then computes the least solution in worst-case exponential time. The graph contains all type information that can be derived from the program without keeping track of nil values or flow analyzing the contents of instance variables. This makes the algorithm capable of checking most common programs; in particular, it allows for polymorphic methods. The algorithm is similar to previous work on type inference [18, 14, 27, 1, 2, 19, 12, 10, 9] in using type constraints, but it differs in handling late binding by conditional constraints and in resolving the constraints by least fixed-point derivation rather than unification.
The example language resembles SMALLTALK [8] but avoids metaclasses, blocks, and primitive methods. Instead, it provides explicit new and if-thenelse expressions;
classes like Natural can be programmed in the language itself.
In the following section we discuss the impacts of late binding on type inference and examine previous work. In later sections we briefly outline the example language, present the type inference algorithm, and show some examples of its capabilities.
OOPSLA'91, pp. 146-161
Late Binding
Late binding means that a message send is dynamically bound to an implementation depending on the class of the receiver. This allows a form of polymorphism which is fundamental in object-oriented programming.
It also, however, involves the danger that the class of the receiver does not implement a method for the message-the receiver may even be nil. Furthermore, late binding can make the control flow of a program hard to follow and may cause a time-consuming run-time search for an implementation.
It would significantly help an optimizing compiler if, for each message send in a program text, it could infer the following information.
l Can the receiver be nil?
l Can the receiver be an instance of a class which does not implement a method for the message?
l What are the classes of all possible non-nil receivers in any execution of the program?
Note that the available set of classes is induced by the particular program. These observations lead us to the following terminology.
Terminology:
Type: A type is a finite set of classes.
Induced Type: The induced type of an expression in a concrete program is the set of classes of all possible non-nil values to which it may evaluate in any execution of that particular program.
Sound approximation:
A sound approximation of the induced type of an expression in a concrete program is a superset of the induced type.
Note that a sound approximation tells "the whole truth", but not always "nothing but the truth" about an induced type.
Since induced types are generally uncomputable, a compiler must make do with sound approximations.
An induced type is a subtype of any sound approximation; subtyping is set inclusion.
Note also that our notion of type, which we also investigated in [21] , differs from those usually used in theoretical studies of types in object-oriented programming [3, 71; these theories have difficulties with late binding and assignments.
The goals of type inference can now be phrased as follows.
I

Goals of type inference:
Safety guarantee: A guarantee that any message is sent to either nil or an instance of a class which implements a method for the message; and, given that, also Type information: A sound approximation of the induced tvpe of any receiver.
Note that we ignore checking whether the receiver is nil; this is a standard data flow analysis problem which can be treated separately.
If a type inference is successful, then the program is typable; the error messageNotUnderstood will not occur. A compiler can use this to avoid inserting some checks in the code. Furthermore, if the type information of a receiver is a singleton set, then the compiler can do early binding of the message to the only possible method; it can even do in-line substitution.
Similarly, if the type information is an empty set, then the receiver is known to always be nil. Finally, type information obtained about variables and arguments may be used to annotate the program for the benefit of the programmer.
SMALLTALK and other untyped object-oriented languages are traditionally implemented by interpreters. This is ideal for prototyping and exploratory development but often too inefficient and space demanding for real-time applications and embedded systems. What is needed is an optimizing compiler that can be used near the end of the programming phase, to get the required efficiency and a safety guarantee.
A compiler which produces good code can be tolerated even it is slow because it will be used much less often than the usual programming environment. O'SMALL which is almost identical to our example language.
He uses a radically different technique, with type schemes and unification based on work of Rdmy [24] and Wand [29] . His paper lists four programs of which his algorithm can type-check only the first three.
Our algorithm can type-check all four, in particular the fourth which is shown in figure 11 in appendix B. Hense uses record types which can be extendible and recursive. This seems to produce less precise typings than our approach, and it is not clear whether the typings would be useful in an optimizing compiler.
One problem is that type schemes always correspond to either singletons or infinite sets of monotypes; our finite sets can be more precise. Hense's and ours approaches are similar in neither keeping track of nil values nor flow analyzing the contents of variables. We are currently investigating other possible relations.
Before going into the details of our type inference algorithm we first outline an example language on which to apply it.
The Language
Our example language resembles SMALLTALK, see figure 2 .
A progmm is a set of classes followed by an expression whose value is the result of executing the program. A class can be defined using inheritance and contains instance variables and methods; a method is a message selector (ml-. . . m,-) with formal parameters and an expression.
The language avoids metaclasses, blocks, and primitive methods. Instead, it provides explicit new and if-then-else expressions (the latter tests if the condition is nonnil). The result of a sequence is the result of the last expression in that sequence.
The expression "self class new" yields an instance of the class of self. The expression "E instanceof ClassId" yields a run-time check for class membership. If the check fails, then the expression evaluates to nil.
The SMALLTALK system is based on some primitive methods, written in assembly language. This dependency on primitives is not necessary, at least not in this theoretical study, because classes such as True, False, Natural, and List can be programmed in the language itself, as shown in appendix A. 
Type Inference
Our type inference algorithm is based on three fundamental observations.
Observations:
Inheritance: Classes inherit implementation and not specification. This idea of expansion is inspired by Graver and Johnson [lo, 91;  note that the size of the expanded 
Trace Graph Nodes
The nodes of the trace graph are obtained from the various methods implemented in the program. Each method yields a number of different nodes: one for each syntactic message send with the corresponding selector.
The situation is illustrated in figure 4 , where we see the nodes for a method m that is implemented in each of the classes Cl,C2,* * -, n* C Thus, the number of nodes in the trace graph will at most be quadratic in the size of the program.
There is also a single node for the main expression of the program, which we may think of as a special method without parameters.
Methods do not have types, but they can be provided with type annotations, based on the types of their formal parameters and result. A particular method implementation may be represented by several nodes in the trace graph. This enables it to be assigned several different type annotations-one for each syntactic call. This allows us effectively to obtain method polymorphism through a finite set of method "monotypes".
Local Constraints
Each node contains a collection of local constraints that the types of expressions must satisfy. For each syntactic occurrence of an expression E in the implementation of the method, we regard its type as an unknown variable [El. Exact type information is, of course, uncomputable.
In our approach, we will ignore the following two aspects of program executions.
Approximations:
Nil values: It does not keep track of nil values. The first approximation stems from our discussion of the goals of type inference; the second corresponds to viewing an instance variable as having a single possibly large type, thus leading us to identify the type variables of different occurrences of the same instance variable.
In figures 14 and 15 we present two program fragments that are typical for what we cannot type because of these approximations. In both cases the constraints demand the false inclusion {True} E {Natural}. Suzuki [27] and Hense [ll] make the same approximations.
For an expression E, the local constraints are generated from all the phrases in its derivation, according to the rules in figure 5 . The idea of generating constraints on type variables from the program syntax is also exploited in [28, 251.
The constraints guarantee safety; only in the cases 4) and 8) do the approximations manifest themselves. Notice that the constraints can all be ex- pressed as inequalities of one of the three forms: "constant C_ variable", "variable E constant", or "variable s variable"; this will be exploited later.
Each different node employs unique type variables, except that the types of instance variables are common to all nodes corresponding to methods implemented in the same class. A similar idea is used by Graver and Johnson [lo, 91. 
Trace Graph Edges
The edges of the trace graph will reflect the possible connections between a message send and a method that may implement it. The situation is illustrated in figure 6 .
If a node corresponds to a method which contains a message send of the form X m: A, then we have an edge from that sender node to any other receiver node which corresponds to an implementation of a method m. We label this edge with the condition that the message send may be executed, namely C E 6x1 where C is the class in which the particular method m is implemented.
With the edge we associate the connecting constraints, which reflect the relationship between formal and actual parameters and results. This situation generalizes trivially to methods with several parameters. Note that the number of edges is again quadratic in the size of the program.
Global Constraints
To obtain the global constraints for the entire program we combine local and connecting constraints in the manner illustrated in figure 7 . This produces conditional constraints, where the inequalities need only hold if all the conditions hold. The global constraints are simply the union of the conditional constraints generated by all paths in the graph, originating in the node corresponding to the main expression of the program. This is a finite set, because the graph is finite; as shown later in this section, the size of the constraint set may in (extreme) worst-cases become exponential.
If the set of global constraints has a solution, then 1) 2) 3) 4) 5) 6) 7) 8) Consider any execution of the program. While observing this, we can trace the pattern of method executions in the trace graph. Let E be some expression that is evaluated at some point, let VAL(E) be its value, and let CLASS(b) be the class of an object b. If L is some solution to the global constraints, then the following result holds.
Soundness Theorem:
It is quite easy to see that this must be true. We sketch a proof by induction in the number of message sends performed during the trace. If this is zero, then we rely on the local constraints alone;
given a dynamic semantics [5, 4, 23, 13] one can easily verify that their satisfaction implies the above property. If we extend a trace with a message send X m: A implemented by a method in a class C, then we can inductively assume that C E L([Xn). But this implies that the local constraints in the node corresponding to the invoked method must hold, since all their conditions now hold and L is a solution.
Since the relationship between actual and formal parameters and results is soundly represented by the connecting constraints, which also must hold, the result follows.
Note that an expression E occurring in a method that appears Ic times in the trace graph has Ic type variables [EnI, [Enz, . . 
., [[Elk in the global constraints.
A sound approximation to the induced type of E is obtained as
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Appendix C gives an efficient algorithm to compute the smallest solution of the extracted constraints, or to decide that none exists. The algorithm is at worst quadratic in the size of the constraint set.
The complete type inference algorithm is summarized in figure 8.
Type Annotations
Finally, we will consider how a solution L of the type constraints can produce a type annotation of the program.
Such annotations could be provided for the benefit of the programmer.
An instance variable x has only a single associated type variable.
The type annotation is simply L ([xJJ) . The programmer then knows an upper bound of the set of classes whose instances may reside in x.
A method has finitely many type annotations, each of which is obtained from a corresponding node in the trace graph. If the method, implemented in the class C, is Input: A program in the example language.
Output: Either: a safety guarantee and type information about all expressions; or: "unable to type the program".
1) 2)
Expand all classes.
Construct the trace graph of the expanded program.
3)
Extract a set of type constraints from the trace graph.
4)
Compute the least solution of the set of type constraints. If such a solution exists, then output it as the wanted type information, together with a safety guarantee; otherwise, output "unable to type the program". The programmer then knows the various manners in which this method may be used.
A constraint solution contains more type information about methods than the method types used by Suzuki. Consider for example the polymorphic identity function in figure 12. Our technique yields both of the method type annotations id : {C} x {True} + {True} id : {C} x {Natural} + {Natural} whereas the method type using Suzuki's framework is id : {C} x {True, Natural} --f {True, Natural} which would allow neither the succ nor the isTrue message send, and, hence, would lead to rejection of the program.
An Exponential Worst-Case
The examples in appendix B show several cases where the constraint set is quite small, in fact linear in the size of the program. While this wilI often be the situation, the theoretical worst-case allows the constraint set to become exponential in the size of the program. The running time of the inference algorithm depends primarily on the topology of the trace graph.
In figure 9 is shown a program and a sketch of its trace graph. The induced constraint set will be exponential since the graph has exponentially many different paths.
Among the constraints will be a family whose conditions are similar to the words of the regular language (CCC + DCC); the size of which is clearly exponential in n.
Note that this situation is similar to that of type inference in ML, which is also worst-case exponential but very useful in practice. The above scenario is in fact not unlike the one presented in [16] to illustrate exponential running times in ML. Another similarity is that both algorithms generate a potentially exponential constraint set that is always solved in polynomial time. 
Conclusion
Our type inference algorithm is sound and can handle most common programs. It is also conceptually simple: a set of uniform type constraints is constructed and solved by fixed-point derivation. It can be further improved by an orthogonal effort in data flow analysis.
The underlying type system is simple: types are finite sets of classes and subtyping is set inclusion.
An implementation of the type inference algorithm is currently being undertaken. Future work includes extending this into an optimizing compiler. The inference algorithm should be easy to modify to work for full SMALLTALK, because metaclasses are simply classes, blocks can be treated as objects with a single method, and primitive methods can be handled by stating the constraints that the machine code must satisfy.
Another challenge is to extend the algorithm to produce type annotations together with type substitution, see [20, 22,211. Appendix B: Example Programs A solution L of the system assigns to each variable a; a set L(a;) C A such that all the conditional inequalities are satisfied. 0
In our application, A models the set of classes occurring in a concrete program. Lemma C.2: Solutions are closed under intersection. Hence, if a CI-system has solutions, then it has a unique minimal one. Proof: Consider any conditional inequality of the form Cl, C2, . . . , Ck + Q, and let { Li} be all solutions. We shall show that niLi is a solution. If a condition a E niLi is true, then so is all of a E Li(aj)m Hence, if all the conditions of Q are true in n;L;, then they are true in each Li; furthermore, since they are solutions, & is also true in each Lie Since, in general, Al, C_ Bk implies nkAk s n&, it follows that niLi is a solution. Hence, if there are any solutions, then niLi is the unique smallest one. Once a condition is enabled in an assignment, it will remain enabled in all larger assignments. It follows that after n iterations no new conditions can be enabled; hence, the fixed-point is obtained in at most n + 1 iterations. U Lemma C.7: The smallest solution to any CIsystem, or the decision that none exists, can be obtained in quadratic time.
Proof: This follows from the previous lemmas. 0
