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Abstract. In the present paper, all irreducible weight modules with finite dimen-
sional weight spaces over the twisted Heisenberg-Virasoro algebra are determined.
There are two different classes of them. One class is formed by simple modules of in-
termediate series, whose weight spaces are all 1-dimensional; the other class consists
of the irreducible highest weight modules and lowest weight modules.
1. Introduction.
Let C be the field of complex numbers. The twisted Heisenberg-Virasoro algebra
L is the universal central extension of the Lie algebra {f(t) d
dt
+g(t)|f, g ∈ C[t, t−1]}
of differential operators of order at most one. More precisely, we have the following
definition.
Definition 1.1. The twisted Heisenbeg-Virasoro algebra L is a Lie algebra
over C with the basis
{xn, I(n), CD, CDI , CI |n ∈ Z}
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and the Lie bracket given by
[xn, xm] = (m− n)xn+m + δn,−m
n3 − n
12
CD, (1.1)
[xn, I(m)] = mI(n+m) + δn,−m(n
2 + n)CDI , (1.2)
[I(n), I(m)] = nδn,−mCI , (1.3)
[L, CD] = [L, CDI ] = [L, CI ] = 0. (1.4)
Under the projection xn ֌ t
n+1 d
dt
, I(n) ֌ tn we can easily see that L is the
universal central extension of the Lie algebra of differential operators of order at
most one (see [A] for details).
The highest weight representations for L was introduced and studied in [A],
where they precisely determined the determinant formula of the Shapovalov form
for Verma modules. In a recent paper [B], Billig obtained the character formula for
irreducible highest weight modules with trivial action of CI .
The present paper is devoted to determining all irreducible weight modules with
finite dimensional weight spaces over L. More precisely we prove that there are two
different classes of them. One class is formed by simple modules of intermediate
series, whose weight spaces are all 1-dimensional; the other class consists of the
highest(or lowest) weight modules.
The paper is arranged as follows.
In Section 2, we recall some notations and collect known facts about irreducible,
indecomposable modules over the classical Virasoro algebra.
In Section 3, we determine all irreducible weight modules of intermediate series
over L, i.e., irreducible weight modules with all 1-dimensional weight spaces.
In Section 4, determine all irreducible uniformly bounded weight modules over
L which turn out to be modules of intermediate series.
In section 5 we obtain the main result of this paper: the classification of irre-
ducible weight L-modules with finite dimensional weight space. As we mentioned,
they are irreducible highest, lowest weight modules, or irreducible modules of the
intermediate series.
2. Basics.
In this section, we collect some known facts for later use.
The center of L is four-dimensional and is spanned by {I(0), CD, CDI , CI}.
For any e ∈ C, it is clear that
[xn + eI(n), xm + eI(m)] = (m− n)(xn+m + eI(n+m)), ∀n 6= −m,
[xn + eI(n), D(−n) + eI(−n)] = −2n(x0 + eI(0)− eCDI −
e2
2
CI) +
n3 − n
12
CD.
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So {xn+ eI(n), x0+ eI(0)− eCDI −
e2
2 CI , CD|n ∈ Z\{0}} span a subalgebra Vir[e]
which is isomorphic to the classical Virasoro algebra. In many cases, we shall simply
write Vir[0] as Vir. In this paper we may sometimes replace Vir[0] with Vir[e] by
changing the basis for L.
Introduce a Z-grading on L by defining the degrees: deg xn=deg I(n)=n and
deg CD=deg CDI=deg CI=0. Set
L+ =
∑
n≥0
(Cxn + CI(n)), L− =
∑
n≤0
(Cxn + CI(n)),
and
L0 = Cx0 + CI(0) + CCD + CCDI + CCI .
A nonzero L-module V is called trivial if LV = 0.
For any L-module V and (λ, λI , cD, cDI , cI) ∈ C5, set
V(λ,λI ,cD,cDI ,cI) :=
{
v ∈ V
∣∣ x0v = λv, I(0)v = λI , CDv = cDv, CDIv = cDIv, CIv = cIv},
which we generally call the weight space of V corresponding the weight
(λ, λI , cD, cDI , cI). When I(0), CD, CDI , CI act as scalars λI , cD, cDI , cI on the
whole space V , respectively, we shall simply write Vλ instead of V(λ,λI ,cD,cDI ,cI).
An L-module V is called a weight module if V is the sum of all its weight
spaces. For a weight module V we define
supp(V ) :=
{
(λ, λI , cD, cDI , cI) ∈ C
5
∣∣ V(λ,λI ,cD,cDI ,cI) 6= 0},
which is generally called the weight set (or the support) of V .
A nontrivial weight L-module V is called a weight module of intermediate
series if V is indecomposable and any weight spaces of V is one dimensional.
A weight L-module V is called a highest (resp. lowest) weight module with
highest weight (resp. highest weight) (λ, λI , cD, cDI , cI) ∈ C5, if there exists a
nonzero weight vector v ∈ V(λ,λI ,cD,cDI ,cI) such that
1) V is generated by v as L-module;
2) L+v = 0 (resp. L−v = 0).
Let U := U(L) be the universal enveloping algebra of L. For any λ, λI , cD, cDI , cI
∈ C, let I(λ, λI , cD, cDI , cI) be the left ideal of U generated by the elements
{
xi, I(i)
∣∣ i ∈ N}⋃{x0 − λ · 1, I(0)− λI · 1, CD − cD · 1, CDI − cDI · 1, CI = cI · 1}.
Then the Verma module with the highest weight (λ, λI , cD, cDI , cI) over L is
defined as
M(λ, λI , cD, cDI , cI) := U/I(λ, λI , cD, cDI , cI).
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It is clear that M(λ, λI , cD, cDI , cI) is a highest weight module over L and contains
a unique maximal submodule. Let V (λ, λI , cD, cDI , cI) be the unique irreducible
quotient of M(λ, λI , cD, cDI , cI).
In the rest of this section, we recall some known facts about weight representa-
tions of the classical Virasoro algebra which can be considered as a subalgebra of
L:
Vir := span{xn, CD, |n ∈ Z}.
For details, we refer the readers to [M], the book [KR] and the references therein.
It is well known that a module of the intermediate series over Vir must be one
of V (α, β), A(a), B(a) for some α, β, a ∈ C, or one of their quotient submodules,
where V (α, β) (resp. A(a), B(a)) all have basis {vα+k|k ∈ Z} (resp. {vk|k ∈ Z})
such that CD acts trivially and
V (α, β) : xivα+k = (α+ k + βi)vα+i+k ,
A(a) : xivk = (i+ k)vi+k, for k 6= 0; xiv0 = i(i+ a)vi,
B(a) : xivk = kvi+k, for k 6= −i; xiv−i = −i(i+ a)v0.
(These facts appear in many references, for example in [SZ]). We shall use T to
denote the 1-dimensional trivial module, use V ′(0, 0) to denote the unique proper
nontrivial submodule of V (0, 1) (which is irreducible).
Let us recall the extension of one module by another. An indecomposable module
V over Vir is said to be an extension of the Vir-module W1 by the Vir-module W2
if V has a submodule isomorphic to W1 and V/W1 ≃ W2.
Theorem 2.2([MP3]). Let Z be an indecomposable weight Vir-module with
weight spaces of dimension less than or equal to two. Then Z is one of the following:
1) an intermediate series module;
2) an extension of V (α, β), A(a) or B(a) by themselves;
3) an extension of V (α, β1) by V (α, β2), where β1 − β2 = 2, 3, 4, 5, 6;
4) an extension of V (0, β) by W , where β = 2, 3, 4, 5 and W is one of: V (0, 0),
V (0, 1), V ′(0, 0), V ′(0, 0)⊕ T , T , A(a) or B(a);
5) an extension of T by V (0, 0) or A(a), ;
6) an extension of V ′(0, 0) by V (0, 0) or A(1);
7) an extension V (0, 1) by V (0, 0) or B(0);
8) an extension of V (0, 0) by V (0, 1) or A(a);
9) an extension of A(0) by V (0, 0);
10) an extension of B(a) by A(0, 1);
11) the contragredient extensions of the previous ones;
where α, β, β1, β2, a ∈ C.
Remark that in the above list, there are some repetitions, and not all of them
can occur.
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Theorem 2.3([MP3]). There are exactly two indecomposable extensions V =
span{vα+i, v
′
α+i|i ∈ Z} of V (α, 0) by V (α, 0) (α /∈ Z) given by the actions
xivα+n = (α+ n)vα+n+i, ∀i ∈ Z, and
a) xiv
′
α+n = (α+ n)v
′
α+n+1 − ivα+n+1, for all i, n ∈ Z; or
b) x1v
′
α+n = (α+ n)v
′
α+n+1, x−1v
′
α+n = (α+ n)v
′
α+n−1,
x2v
′
α+n = (α+ n)v
′
α+n+2 +
1
(α+n+2)(α+n+1)
vα+n+2,
x−2v
′
α+n = (α+ n)v
′
α+n−2 −
1
(α+n−2)(α+n−1)
vα+n−2,
where {vα+n, v
′
α+n} forms a base of Vα+n for all n ∈ Z.
We also need the following result from [MP1]
Theorem 2.4([MP1, Proposition 3.3]. Suppose that V is a weight Vir-module
with finite dimensional weight spaces. Let M+ (resp. M− ) be the maximal submod-
ule of V with upper (resp. lower) bounded weights. If V and V* (the contragredient
module of V) do not contain trivial submodules, there exists a unique bounded sub-
module B such that V = B
⊕
M+
⊕
M−.
3. Irreducible weight modules with weight multiplicity one.
In this section we determine all irreducible weight modules over L with weight
multiplicity one.
Let us first define a class of L-modules V (α, β;F ) for α, β, F ∈ C as following:
V (α, β;F ) has base {vα+n|n ∈ Z} and the actions defined by
xivα+k = (α+ k + βi)vα+i+k, I(i)vα+k = Fvα+k+i,
CDvα+k = 0, CIvα+k = 0, CDIvα+k = 0 ∀ i, k ∈ Z.
It is easy to check that the L-module V (α, β;F ) is reducible if and only if F = 0,
α ∈ Z and β = 0, 1. Denote the unique (isomorphic) nontrivial sub-quotient module
of V (0, 0; 0) and V (0, 1; 0) as V ′(0, 0; 0).
Let V be a nontrivial irreducible weight L-module with weight multiplicity one.
Then we may assume that I(0), CDI , CI , CD act as scalars F, cDI , cI , cD respec-
tively. It is clear that cD = 0 and supp(V ) ⊂ α+ Z for some α ∈ C.
Lemma 3.1. If V ≃ V (α, β) as Vir[0]-module, then V ≃ V (α, β;F ) as L-module
for some F ∈ C.
Proof. Suppose that V = ⊕k∈ZCvk and the action is given by xivn = (α +
n + iβ)vn+i. Let I(i)vα+n = Fi,nvα+n+i where Fi,n are constants. Computing
[xi, I(j)]vn+α, and [I(i), I(j)]vn+α gives
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F0,n = F, (3.1)
Fj,n+iFi,n − Fi,n+jFj,n = jδi,−jcI , (3.2)
(α+ n+ j + iβ)Fj,n − Fj,n+i(α+ n+ iβ) = jFi+j,n + δi,−j(i
2 + i)cDI , (3.3)
for all i, j, n ∈ Z.
With j = 1, (3.3) becomes (even for i = 1)
Fi+1,n = (α+ iβ + n+ 1)F1,n − F1,n+i(α+ iβ + n),
i.e.,
Fi,n = (α+ (i− 1)β + n+ 1)F1,n − (α+ n+ (i− 1)β)F1,n+i−1. (3.4)
Taking i = 0 in (3.4), we have F0,n = (α − β + n+ 1)F1,n − (α− β + n)F1,n−1,
i.e.,
(α− β + n+ 2)F1,n+1 = (α− β + n+ 1)F1,n + F. (3.5)
With i = 2, (3.4) gives
F2,n = (α+ β + n+ 1)F1,n − (α+ n+ β)F1,n+1. (3.6)
Combining the above two formulas we deduce that
(α− β + n+ 2)F2,n
= (α− β + n+ 2)(α+ β + n+ 1)F1,n − (α+ n+ β)((α− β + n+ 1)F1,n + F )
= [(α−β+n+2)(α+β+n+1)− (α+n+β)(α−β +n+1)]F1,n− (α+n+β)F,
i.e.,
(α− β + n+ 2)F2,n = (2α+ 2n+ 2)F1,n − (α+ n+ β)F. (3.7)
If i = 1, j = 2 in (3.2), we have F2,n+1F1,n − F1,n+2F2,n = 0, i.e.,
(α−β+n+3)F2,n+1(α−β+n+2)F1,n = (α−β+n+3)F1,n+2(α−β+n+2)F2,n. (3.8)
Applying (3.7) and (3.5) to (3.8) we deduce
[(2α+ 2n+ 4)((α− β + n+ 1)F1,n + F )− (α− β + n+ 2)(α+ β + n+ 1)F ]F1,n
= [(α− β + n+ 1)F1,n + 2F ][(2α+ 2n+ 2)F1,n − (α+ n+ β)F ],
simplifying to give
(F1,n − F )((α− β + n+ 1)F1,n − (α+ n+ β)F ) = 0. (3.9)
Case 1: F = 0.
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It is clear from (3.9) that F1,n = 0 for all n 6= β − α− 1. Next we want to show
that F1,n = 0 for all n.
Suppose that β − α ∈ Z and F1,β−α+1 6= 0. We may assume that α = β, and
F1,−1 6= 0. From (3.4) we see that
Fj,n = 0, ∀(j, n) /∈ {(i,−1), (i,−i)|i ∈ Z};
Fj,−1 = jβF1,−1, ∀j 6= 1;
Fn,−n = −(nβ − n)F1,−1, ∀n 6= 1.
If n = −j = 1 and i = 2 in (3.3), using the above formulas we deduce (β−1)β = 0.
So we have α = β = 0 or α = β = 1.
In the case α = β = 0, noting that Fj,0 = 0 for all j, we know that V0 is an L
submodue of V, a contradiction. Thus F1,n = 0 for all n.
If α = β = 1, (noting that V (α, β)∗ ≃ V (1 − α, 1 − β)) the contragredient
module of V contains a 1-dimensional trivial L-submodule, again a contradiction.
Thus F1,n = 0 for all n either.
In both cases, using (3.4) we deduce that Fm,n = 0 for all m,n ∈ Z. From (3.2)
and (3.3) we can easily deduce that cI = cDI = 0. Hence V ≃ V (α, β; 0) in Case 1.
Case 2: F 6= 0.
Case 2.1: F1,n = F for some n, say F1,0 = F .
From (3.5) we deduce that (α−β+n+1+ k)F1,n+k = (α−β+n+1)F1,n+ kF
for all k, then F1,n = F if α− β + n+ 1 6= 0.
If F1,n0 6= F for n0 = β − α− 1 ∈ Z, from (3.9) we see that α+ β + n0 = 0, i.e.,
β = 1/2 and α = −n0 − 1/2.
From (3.4) we see that
Fj,n = F, ∀(j, n) /∈ {(i, n0), (i, n0 + 1− i)|i ∈ Z};
Fj,n0 = (j/2)F1,n0 + (1− j/2)F, ∀j 6= 1. (3.10)
With n = n0, i 6= j, ij 6= 0 and i + j 6= 1, (3.2) yields Fi,n0 = Fj,n0 . Then using
(3.10) we deduce that F1,n0 = F . So we have Fj,n0 = F for all j ∈ Z. Applying
(3.4) again we see that Fm,n = F for all m,n ∈ Z. From (3.2) and (3.3) we can
easily deduce that cI = cDI = 0. Hence V ≃ V (α, β;F ) in this case.
Case 2.2: F1,n 6= F for all n ∈ Z.
Then from (3.9) we see that
(α− β + n+ 1)F1,n = (α+ n+ β)F, ∀ n ∈ Z. (3.11)
Combining this with (3.4) we obtain that
(α− β + n+ 1)(α− β + n+ j)Fj,n =
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(α+ (j − 1)β + n+ 1)(α+ β + n)(α− β + n+ j)F
−(α + n+ (j − 1)β)(α+ β + n+ j − 1)(α− β + n+ 1)F, ∀ n ∈ Z. (3.12)
Multiplying (3.3) by (α−β+n+j)(α−β+n+1)(α−β+n+i+1)(α−β+n+i+j),
using (3.12) we obtain that
(α− β + n+ i+ 1)(α− β + n+ i+ j)(α+ n+ j + iβ)
·(α+ (j − 1)β + n+ 1)(α+ β + n)(α− β + n+ j)
−(α− β + n+ i+ 1)(α− β + n+ i+ j)(α+ n+ j + iβ)
·(α+ n+ (j − 1)β)(α+ β + n+ j − 1)(α− β + n+ 1)
−(α− β + n+ j)(α− β + n+ 1)(α+ n+ iβ)
·(α+ (j − 1)β + n+ i+ 1)(α+ β + n+ i)(α− β + n+ i+ j)
+(α− β + n+ j)(α− β + n+ 1)(α+ n+ iβ)
·(α+ n+ i+ (j − 1)β)(α+ β + n+ i+ j − 1)(α− β + n+ i+ 1)
−j(α−β+n+j)(α−β+n+i+1)(α+(i+j−1)β+n+1)(α+β+n)(α−β+n+i+j)
+j(α− β + n+ j)(α− β + n+ i+ 1)(α+ n+ (i+ j − 1)β)
·(α+ β + n+ i+ j − 1)(α− β + n+ 1) = 0
for all i+ j 6= 0, simplifying to give
ijβ (2 β − 1) (β − 1) (j − 1) (1 + i) (−2 β + i+ j + 2α+ 2n+ 1) = 0, ∀i, j, n ∈ Z.
Hence β = 0 , β = 12 , or β = 1. Next we discuss them separately.
Case 2.2.1: β = 0.
If α ∈ Z, we may suppose that α = 0. From (3.12) with n = 0 we deduce that
Fj,0 = F for all j 6= 0. So that V contains a nonzero trivial L-submodule V0. This
contradiction tells that this case do not occur.
Now suppose that α /∈ Z, from (3.12) we have Fj,n = α+nα+n+jF. Let wα+n =
vα+n
α+n
.
Then
xiwα+n =
(α+ n)
α+ n
vα+n+i = (α+ n+ i)wα+n+i,
I(i)wα+n =
Fvα+n+i
α+ n+ i
= Fwα+n+i.
From (3.2) and (3.3) we can easily deduce that cI = cDI = 0. Thus V ≃ V (α, 1;F )
as L-module.
Case 2.2.2: β = 1
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If α ∈ Z, we may assume that α = 0. From (3.11) we have nF1,n = (n+1)F for
all n ∈ Z, in particularly, F = 0, a contradiction.
Now suppose that α /∈ Z. we have
Fj,n = (α+ j + n)
α+ 1 + n
α + n
c− (α+ n+ j − 1)
α+ n+ j
α− 1 + n+ j
F =
α + n+ j
α+ n
F.
Let wα+n = (α+n)vα+n. By a similar discussion as in Case 2.2.1, V ≃ V (α, 0;F ).
Case 2.2.3: β = 1
2
.
If α /∈ Z + 1/2, from (3.11) we know that F1,n = F for all n, contradicting the
assumption. So this case does not occur.
If α ∈ Z + 1/2, we may assume that α = 1/2. Hence we have F1,n = F for all
n 6= −1, contradicting the assumption. So this case does not occur. This completes
the proof. 
Lemma 3.2. If V ≇ V (α, β) as V ir[0]-module, then V ≃ V ′(0, 0; 0).
Proof. Recall that supp(V ) ⊂ α + Z and cD = 0. Since V ≇ V (α, β) as Vir[0]-
module, then V as Vir[0]-module (also as Vir[e]-module for any e ∈ C) is possibly
isomorphic to: V ′(0, 0), V ′(0, 0)⊕ T, A(a) or B(a). Then the action of the element
D(0) + eI(0)− eCDI − (e
2/2)CI has integer eigenvalues, i.e., eF − ecDI − (e
2/2)cI
are integers for all e. Thus we have F = cDI , and cI = 0.
We may assume that V = ⊕k∈ZCvk (only v0 can be zero) and the action is given
by
xivn = nvn+i, I(i)vn = Fi,nvn+i, for n(n+ i) 6= 0,
where Fi,n are some constants.
The actions [I(i), I(j)]vn and [xi, I(j)]vn give
F0,n = F, for n 6= 0, (3.13)
Fj,n+iFi,n − Fi,n+jFj,n = 0, for n(n+ i+ j)(n+ i)(n+ j) 6= 0, (3.14)
(n+ j)Fj,n−nFj,n+i = jFi+j,n+δi,−j(i
2+ i)F, for n(n+ i+ j)(n+ i)(n+ j) 6= 0.
(3.15)
Letting i = 1 in (3.14), we obtain that
Fj,n+1F1,n = F1,n+jFj,n, for n(n+ 1 + j)(n+ 1)(n+ j) 6= 0. (3.16)
Letting j = 1 in (3.15), we obtain that
Fi+1,n = (n+1)F1,n−nF1,n+i− δi,−1(i
2+ i)F, for n(n+ i+1)(n+ i)(n+1) 6= 0,
i.e.,
Fj,n = (n+ 1)F1,n − nF1,n+j−1, for n(n+ 1)(n+ j)(n+ j − 1) 6= 0. (3.17)
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Letting j = 0, we obtain that
F0,n = (n+ 1)F1,n − nF1,n−1, for n(n+ 1)(n− 1) 6= 0,
i.e.,
(n+ 2)F1,n+1 = (n+ 1)F1,n + F for n(n+ 1)(n+ 2) 6= 0. (3.18)
Thus we have
(n+ 3)F1,n+2 = (n+ 1)F1,n + 2F, for n(n+ 1)(n+ 2)(n+ 3) 6= 0.
Letting j = 2 in (3.17), we have
F2,n = (n+ 1)F1,n − nF1,n+1, for n(n+ 1)(n+ 2) 6= 0. (3.19)
Using this we deduce that
(n+ 2)F2,n = (2n+ 2)F1,n − nF, for n(n+ 1)(n+ 2)(n+ 3) 6= 0. (3.20)
With j = 2 in (3.16), we know that
(n+ 2)(n+ 3)F2,n+1F1,n = (n+ 2)F2,n(n+ 3)F1,n+2.
Applying (3.18) and (3.20) we deduce that
[(2n+ 4)((n+ 1)F1,n + F )− (n+ 2)(n+ 1)F ]F1,n =
[(n+ 1)F1,n + 2F ][(2n+ 2)F1,n − nF ], for n(n+ 1)(n+ 2)(n+ 3) 6= 0,
simplifying to give
(F1,n − F )((n+ 1)F1,n − nF ) = 0, for n(n+ 1)(n+ 2)(n+ 3) 6= 0.
Then, for any n with n(n + 1)(n + 2)(n + 3) 6= 0, F1,n = F or (n + 1)F1,n = nF.
Using (3.18) we deduce that
F1,n = F, ∀ n ≥ 1 or F1,n =
n
n+ 1
F, ∀ n ≥ 1, (3.21)
and
F1,n = F, ∀ n ≤ −4 or F1,n =
n
n+ 1
F, ∀ n ≤ −4. (3.22)
Applying to (3.19), we have F2,n = F for all n ≥ 1 or F2,n =
n
n+2F for all n ≥ 1.
Take i = −2, j = 2 and n > 4 in (3.15), we get F = 0. Then (3.21) and (3.22)
infer that
F1,n = 0, if n > 0 or n < −3.
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Applying this to (3.18) with n = −4 and −3, we obtain that
F1,n = 0, if n 6= 0,−1. (3.23)
Note that L is generated by {Xn, I(1)|n ∈ Z} as Lie algebra. If V ≃ V ′(0, 0) as
Vir-module, then V ≃ V ′(0, 0; 0).
Next we assume that v0 6= 0.
Applying (3.23) to (3.17) we obtain that
I(k)vn = 0, for n(n+ 1)(n+ k)(n+ k − 1) 6= 0. (3.24)
Noting that I(0)vn = 0, we have
I(k)v−1 =
1
k − 2
I(k)x(−k + 1)vk−2
=
1
k − 2
x(−k + 1)I(k)vk−2 = 0 for (k − 1)(k − 2) 6= 0; (3.25)
I(k)v−k+1 = I(k)x(−k)v1 = x(−k)I(k)v1 = 0, for (k + 1)(k − 1) 6= 0. (3.26)
From (3.24)-(3.26) we have
I(j)vn = 0 for n(n+ j) 6= 0. (3.27)
Note that F = cDI = cI = 0.
If V0 is a submodule over Vir[0], we write I(i)v0 = aivi where ai ∈ C. From
the action [xk, I(i)]v0 = iI(i + k)v0 and using (3.27) and the fact xkv0 ∈ Cvk, we
deduce that ai = a, a fixed constant, for all i 6= 0. If a = 0 we see that V0 is an
L-submodule, a contradiction. So a 6= 0.
Replacing Vir[0] by Vir[1], we may assume that V0 is not a Vir[0]-submodule. So
we can always assume that V0 is not a Vir[0]-submodule. Hence V ≃ A(a) as Vir[0]-
module for some a ∈ C. Computing the action [xk, I(i)]v−i = iI(i+ k)v−1 = 0 for
k with k(i+ k+1) 6= 0, we deduce that xkI(i)v−i = 0, that is I(i)v−i = 0 for all i.
So ⊕i6=0Cvi is a proper submodule over L, a contradiction. This case do not occur.
This completes the proof. 
Combining the previous two lemmas, we obtain
Theorem 3.3. Suppose that V is a nontrivial irreducible weight L-module with
weight multiplicity one. Then we have V ≃ V (α, β;F ) or V ≃ V ′(0, 0; 0) for some
α, β, F ∈ C.
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4. Uniformly bounded irreducible weight modules.
In this section, we assume that V is a uniformly bounded nontrivial irreducible
weight module over L. So there exists α ∈ C such that supp(V ) ⊂ α + Z. From
representation theory of Vir, we have CD = 0 and dimVα+n = p for all α + n 6= 0.
If α ∈ Z, we also assume that α = 0.
Consider V as a Vir-module. We have a Vir-submodule filtration
0 =W (0) ⊂W (1) ⊂W (2) ⊂ · · · ⊂ W (p) = V,
where W (1), · · · ,W (p) are Vir[0]-submodules of V , and the quotient modules
W (i)/W (i+1) have weight multiplicity one for all nonzero weights.
Choose v1n, · · · , v
p
n ∈ Vα+n such that the images of v
i
n +W
(i−1) form a basis of
(W (i)/W (i−1))α+n for all α+ n 6= 0. We may suppose that
xi(v
1
n, · · · , v
p
n) = (xiv
1
n, · · · , xiv
p
n) = (v
1
n+i, · · · , v
p
n+i)Ai,n,
where Ai,n are upper triangular p×p matrices, and Ai,n(j, j) = α+n+ iβj . Denote
I(i)(v1n, · · · , v
p
n) = (v
1
n+i, · · · , v
p
n+i)Fi,n,
where Fi,n are p× p matrices.
The Lie brackets gives
F0,n = FIp, (4.1)
Fi,j+nFj,n − Fj,i+nFi,n = jδi,−jcIIp, (4.2)
Ai,j+nAj,n − Aj,i+nAi,n = (j − i)Ai+j,n, (4.3)
Ai,j+nFj,n − Fj,i+nAi,n = jFi+j,n + δi,−j(i
2 + i)cDIIp, (4.4)
where Ip is the identity matrix, and the last three formulas have the restriction
(α + n)(α + n+ i)(α + n+ j)(α+ n + i + j) 6= 0. We shall denote the (i, j)-entry
of a matrix A by A(i, j).
Lemma 4.1. If all nontrivial irreducible sub-quotient Vir[0]-modules of V are
isomorphic to V ′(0, 0) and F = CDI , then V ≃ V
′(0, 0, F ).
Proof. From the assumption and Theorem 2.1 we may choose W (1) such that
dim(W (1))0 ≤ 1 (if V contains a trivial submodule Cv0, then span{v01 , I(k)v
0
1|k ∈ Z}
is a Vir-submodule which can be chosen as W (1)).
Claim. The (k, 1)-entry Fj,n(k, 1) = 0 for all k ≥ 2, n 6= 0 and j + n 6= 0.
Proof of Claim. Suppose that we have Fj,n(k, 1) = 0 for all k ≥ k0 + 1(k0 ≥ 2),
n 6= 0 and j + n 6= 0. We only need prove that Fj,n(k0, 1) = 0 for all n 6= 0 and
j + n 6= 0.
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The (k0, 1)-entry of (4.4) gives
(n+ j)Fj,n(k0, 1)− Fj,i+n(k0, 1)n = jFi+j,n(k0, 1), if n 6= 0,−i,−j,−i− j. (4.5)
Letting j = 1 in (4.1), we have the (k0, 1)-entry
Fi+1,n(k0, 1) = (n+ 1)F1,n(k0, 1)− nF1,i+n(k0, 1), if n 6= 0,−1,−i,−1− i,
i.e.,
Fj,n(k0, 1) = (n+1)F1,n(k0, 1)−nF1,n+j−1(k0, 1), if n 6= 0,−1,−j+1,−j. (4.6)
Letting j = 0 in (4.6), we have 0 = (n + 1)F1,n(k0, 1) − nF1,n−1(k0, 1), for all
n 6= 0,±1, i.e.,
(n+ 2)F1,n+1(k0, 1) = (n+ 1)F1,n(k0, 1), if n 6= 0,−1,−2.
Hence F1,n(k0, 1) =
2
n+1F1,1(k0, 1) for all n ≥ 1, and F1,n(k0, 1) =
−1
n+1F1,−2(k0, 1)
for all n ≤ −2.
Suppose that F1,1(k0, 1) 6= 0, i.e., 0 6= I(1)v
1
1 +W
(k0−1) ∈W (k0)/W (k0−1).
If W (1) contains V ′(0, 0) as a Vir-submodule, then we have a nonzero ele-
ment I(1)v11 + W
(k0−1) in (W (k0)/W (k0−1))2 such that x−1I(1)v
1
1 + W
(k0−1) =
(I(0) + I(1)x−1)v
1
1 +W
(k0−1) = W (k0−1), i.e., the Vir-module W (k0)/W (k0−1) has
a nontrivial submodule not isomorphic to V ′(0, 0), contradicting the assumption in
the lemma.
If W (1) contains a trivial submodule Cv0, then we can replace W (1) by
span{v01 , I(k)v
0
1|k ∈ Z}. Then we have a nonzero element I(1)v
1
1 + W
(k0−1) in
(W (k0)/W (k0−1))2 such that x−1I(1)v
1
1+W
(k0−1) = (I(0)+I(1)x−1)v
1
1+W
(k0−1) =
W (k0−1), i.e., the Vir-module W (k0)/W (k0−1) has a nontrivial submodule not iso-
morphic to V ′(0, 0), contradicting the assumption in the lemma. Hence
F1,1(k0, 1) = 0.
Similarly we have
F1,−2(k0, 1) = 0.
Applying these to (4.6) we deduce that Fi,n(k0, 1) = 0 for all n 6= 0,−1,−i,−i+1.
Letting i = −n−1 in (4.5) for suitable n we deduce that Fi,−1(k0, 1) = 0, and letting
n = −j + 1 in (4.5) for suitable i we deduce that Fi,−i+1(k0, 1) = 0. So we have
proved this Claim.
This claim ensures that I(i)v1j ∈ W
(1) if j(i + j) 6= 0. Consider the action of
L on W (1). By the same argument as in Lemma 3.2 (from the second paragraph
to (3.23) in the proof, where all Fi,j should be replaced by Fi,k(1, 1)) we have
F = 0. Applying these to (3.23) to (3.17) we deduce that Fi,n(1, 1) = 0 for all
n 6= 0,−1,−i,−i + 1. Letting i = −n − 1 in (3.15) for suitable n we deduce that
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Fi,−1(1, 1) = 0, and letting n = −j + 1 in (3.15) for suitable i we deduce that
Fi,−i+1(1, 1) = 0. Hence we obtain that Fj,n(1, 1) = 0 for all j + n 6= 0 and n 6= 0.
By computing the actions [xi, I(j)]v
1
−i−j = jI(i + j)v
1
−i−j we deduce that
dim
∑
j∈ZCI(j)v
1
−j ≤ 1. It is clear that I(k)I(j)v
1
−j = I(j)I(k)v
1
−j = 0 for all
k 6= j, that (j − k)I(j)I(j)v1−j = [xk, I(j − k)]I(j)v
1
−j = 0 for many suitable k.
Hence all weight spaces ofW = U(L)vp1 is one dimensional. Combining with Lemma
3.3, we have proved this lemma. 
Lemma 4.2. If any nontrivial irreducible sub-quotient Vir[0]-module of V is
isomorphic to V (α, 0), where α /∈ Z, then we have V ≃ V (α, 0, F ) for some F ∈ C.
Proof. We use the same notations and similar discussions as in the proof of Lemma
4.1. Suppose that we have Fj,n(k, 1) = 0 for all k ≥ k0 + 1(k0 ≥ 2), n 6= 0 and
j + n 6= 0. We first want to prove that Fj,n(k0, 1) = 0 for all n and j.
The (k0, 1)-entry of (4.4) gives
(α+ n+ j)Fj,n(k0, 1)− Fj,i+n(k0, 1)(α+ n) = jFi+j,n(k0, 1). (4.7)
Letting j = 1 in (4.7), we have the
Fi+1,n(k0, 1) = (α+ n+ 1)F1,n(k0, 1)− (α+ n)F1,i+n(k0, 1),
i.e.,
Fj,n(k0, 1) = (α+ n+ 1)F1,n(k0, 1)− (α+ n)F1,n+j−1(k0, 1). (4.8)
Letting j = 0 in (4.8), we have 0 = (α + n + 1)F1,n(k0, 1) − (α + n)F1,n−1(k0, 1).
Hence
F1,n(k0, 1) =
α+ 1
α + n+ 1
F1,0(k0, 1), ∀ n ∈ Z.
Applying to (4.8) we obtain that
Fj,n(k0, 1) =
(α+ 1)j
α+ n+ j
F1,0(k0, 1), ∀ j, n ∈ Z. (4.9)
Suppose that F1,0(k0, 1) 6= 0. By re-scalaring {v
k0
i |i ∈ Z} we may assume that
F1,0(k0, 1) = 1/(α+ 1). (4.10)
Case 1: k0 ≥ 3.
Case 1.1: W (k0)/W (k0−2) is decomposable over Vir.
In this case we can suitable choose {vkj |k, j ∈ Z} so that besides (4.9) we also
have
Fj,n(k0 − 1, 1) =
(α+ 1)j
α+ n+ j
F1,0(k0 − 1, 1), ∀ j, n ∈ Z. (4.11)
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If F1,0(k0, 1) 6= 0, we know that I(1)v
1
0 mod W
(k0−2), vk01 mod W
(k0−2) are lin-
early independent, and that I(1)v10 mod W
(k0−2), vk0−11 mod W
(k0−2) are linearly
independent. Then we can re-choose W (k0−1) and {vk0−1j |j ∈ Z} such that v
k0−1
1 =
I(1)v10. Then F1,0(k0, 1) = 0, furthermore Fj,n(k0, 1) = 0, for all j, n ∈ Z.
Case 1.2: W (k0)/W (k0−2) is indecomposable over Vir.
From Theorem 2.3, we need consider two subcases.
Case 1.2.1: Ai,n(k0 − 1, k0) = −i for all i, n ∈ Z.
Using (4.9) and (4.10), from the (k0 − 1, 1)-entry of (4.4), we obtain
(α+n+ j)Fj,n(k0−1, 1)−
ij
α + n+ j
−Fj,i+n(k0−1, 1)(α+n) = jFi+j,n(k0−1, 1).
(4.12)
Letting j = 1 and i = −1, we obtain that
(α+ n+ 1)F1,n(k0 − 1, 1) +
1
α+ n+ 1
− F1,n−1(k0 − 1, 1)(α+ n, ) = 0,
i.e.,
F1,n(k0 − 1, 1) =
α+ n
α + n+ 1
F1,n−1(k0 − 1, 1)−
1
(α+ n+ 1)2
. (4.13)
Letting i = j = 1, and j = −i = 2 in (4.12) respectively, we obtain that
F2,n(k0 − 1, 1) = (α+ n+ 1)F1,n(k0 − 1, 1)−
1
α+ n+ 1
− F1,1+n(k0 − 1, 1)(α+ n),
F2,n(k0 − 1, 1) =
α + n
α+ n+ 2
F2,n−2(k0 − 1, 1)−
4
(α+ n+ 2)2
.
Using the above two formulas and (4.13) we deduce that
F2,n+2(k0 − 1, 1) =
α+ n+ 2
α+ n+ 4
F2,n(k0 − 1, 1)−
4
(α+ n+ 4)2
=
α + n+ 2
α + n+ 4
((α+ n+ 1)F1,n(k0 − 1, 1)−
1
α+ n+ 1
−F1,1+n(k0 − 1, 1)(α+ n))−
4
(α+ n+ 4)2
=
α + n+ 2
α + n+ 4
((α+ n+ 1)F1,n(k0 − 1, 1)−
1
α+ n+ 1
−(
α+ n+ 1
α+ n+ 2
F1,n(k0 − 1, 1)−
1
(α+ n+ 2)2
)(α+ n))−
4
(α+ n+ 4)2
,
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and
F2,n+2(k0−1, 1) = (α+n+3)F1,n+2(k0−1, 1)−
1
α+ n+ 3
−F1,3+n(k0−1, 1)(α+n+2)
= (α+ n+ 3)F1,n+2(k0 − 1, 1)−
1
α+ n+ 3
−(α + n+ 2)(
α+ n+ 3
α+ n+ 4
F1,n+2(k0 − 1, 1)−
1
(α+ n+ 4)2
)
= (α+ n+ 3)
2
α+ n+ 4
F1,n+2(k0 − 1, 1)−
1
α+ n+ 3
+
α+ n+ 2
(α+ n+ 4)2
=
2(α+ n+ 3)
α+ n+ 4
(
α+ n+ 2
α+ n+ 3
(
α+ n+ 1
α+ n+ 2
F1,n(k0 − 1, 1)
−
1
(α+ n+ 2)2
)−
1
(α+ n+ 3)2
)−
1
α+ n+ 3
+
α+ n+ 2
(α+ n+ 4)2
.
Equating the above two expressions for F2,n+2(k0 − 1, 1) and simplifying yield
−6
(α+ n+ 3) (α+ n+ 4)
2
(α+ n+ 1)
= 0, ∀ n ∈ Z,
a contradiction. Then F1,0(k0, 1) = 0, furthermore Fj,n(k0, 1) = 0 ∀ j, n ∈ Z.
Case 1.2.2: A±1,n(k0 − 1, k0) = 0, A±2,n(k0 − 1, k0) = ±
1
(α+n±1)(α+n±2) .
Again using (4.9) and (4.10), from the (k0 − 1, 1)-entry of (4.4), we obtain
(α+ n+ j)Fj,n(k0 − 1, 1) + Ai,j+n(k0 − 1, k0)
j
α+ n+ j
− Fj,i+n(k0 − 1, 1)(α+ n)
= jFi+j,n(k0 − 1). (4.14)
Letting j = 1 and i = −1, we obtain that
0 = (α+n+1)F1,n(k0−1, 1)+A−1,1+n(k0−1, k0)
1
α+ n+ 1
−F1,n−1(k0−1, 1)(α+n),
i.e.
F1,n(k0 − 1, 1) = F1,n−1(k0 − 1, 1)
α+ n
α+ n+ 1
, ∀ j, n ∈ Z. (4.15)
Letting i = j = 1, and j = −i = 2 in (4.14) respectively, we obtain that
F2,n(k0 − 1, 1) = (α+ n+ 1)F1,n(k0 − 1, 1)− F1,n+1(k0 − 1, 1)(α+ n),
(α+n+2)F2,n(k0−1, 1) =
1
(α+ n)(α+ n+ 1)
2
α+ n+ 2
+F2,n−2(k0−1, 1)(α+n).
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Using the above two formulas and (4.15) we deduce that
F2,n+2(k0 − 1, 1)
=
2
(α+ n+ 2)(α+ n+ 3)(α+ n+ 4)2
+ F2,n(k0 − 1, 1)
α+ n+ 2
α+ n+ 4
=
2
(α+ n+ 2)(α+ n+ 3)(α+ n+ 4)2
+((α+ n+ 1)F1,n(k0 − 1, 1)− (F1,n(k0 − 1, 1)
α+ n+ 1
α+ n+ 2
)(α+ n))
α+ n+ 2
α+ n+ 4
,
and
F2,n+2(k0 − 1, 1) = (α+ n+ 3)F1,n+2(k0 − 1, 1)− F1,n+3(k0 − 1, 1)(α+ n+ 2)
= (α+ n+ 1)F1,n(k0 − 1, 1)− F1,n(k0 − 1, 1)(α+ n+ 1)(α+ n+ 2)/(α+ n+ 4).
Equating the above two expressions for F2,n+2(k0− 1, 1) and simplifying yield that
0 = 2(α+n+2)(α+n+3)(α+n+4)2 for all n, a contradiction. Then F1,0(k0, 1) = 0, fur-
thermore Fj,n(k0, 1) = 0 ∀ j, n ∈ Z.
Case 2: k0 = 2.
Case 2.1: V is decomposable over Vir.
From the established Case 1 we may assume that V =W (2). Note that Ai,n(1, 2)
= 0. The (1, 1)-entry of (4.4) gives
(α+ j+n)Fj,n(1, 1)−Fj,i+n(1, 1)(α+n) = jFi+j,n(1, 1)+ δi,−j(i
2+ i)cDI . (4.16)
Letting j = 1, we obtain
Fi+1,n(1, 1) = (α+1+ n)F1,n(1, 1)−F1,i+n(1, 1)(α+ n)− δi,−1(i
2 + i)cDI . (4.17)
Then letting i = −1, we have
F = (α+ 1 + n)F1,n(1, 1)− F1,n−1(1, 1)(α+ n).
If F = 0, then we have (α+ 1 + n)F1,n(1, 1) = F1,n−1(1, 1)(α+ n), i.e.,
F1,n(1, 1) = (α+ 1)F1,0(1, 1)/(α+ 1 + n).
Applying this to (4.17) we obtain that
Fj,n(1, 1) =
(α+ 1)j
α + n+ 1
F1,0(1, 1), (4.18)
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even for j = 2 (Using (4.16)).
Since W (2) is decomposable, by symmetry of (4.9) and (4.18) we have
Fj,n(1, 2) =
(α+ 1)j
α+ n+ j
F1,0(1, 2), ∀ j, n ∈ Z. (4.19)
Fj,n(2, 2) =
(α+ 1)j
α + n+ 1
F1,0(2, 2). (4.20)
Thus
Fj,n =
(α+ 1)j
α+ n+ j
(
F1,0(1, 1) F1,0(1, 2)
F1,0(2, 1) F1,0(2, 2)
)
, ∀ j, n ∈ Z. (4.21)
Since the constant matrix has an eigenvector, there exist a, b ∈ C such that W =∑
C(av1n + bv
2
n) is a nontrivial L-submodule, a contradiction.
If F 6= 0, we have Fj,n(1, 1)− F = j
α+1
α+n+1 (F1,0(1, 1)− F ). Similarly we have
Fj,n =
(α+ 1)j
α+ n+ j
(
F1,0(1, 1)− F F1,0(1, 2)
F1,0(2, 1) F1,0(2, 2)− F
)
+
(
F 0
0 F
)
, ∀ j, n ∈ Z,
again we have a contradiction.
Case 2.2: W (2) is indecomposable over Vir.
The argument is exactly the same as in Case 1.2.2. We do not repeat it.
So far we have proved that Fj,n(k, 1) = 0 for all n, j ∈ Z and k 6= 1. Thus W (1)
is an L-submodule which must be V . Combining with Lemma 3.3, we have proved
this lemma. 
Denote by (W (i)/W (i−1))′ the unique nontrivial sub-quotient Vir-module of
W (i)/W (i−1). For any x, y ∈ C, define x ⊀ y if y − x /∈ N.
Lemma 4.3. The module V carries a filtration {W (1),W (2), · · · ,W (p)} with
(W (i)/W (i−1))′ ≃ V ′(α, βi) as Vir-modules, where βi ⊀ βj for all i < j.
Proof. : We start with the filtration at the beginning of this section. The statement
is true if p = 1, or 2 (use Theorem 2.2 and V ′(α, 0) ≃ V ′(α, 1)). Now we consider
p > 2.
Suppose that we do not have βi ⊀ βi+1 for some i, say βp−1 ⊀ βp, i.e., βp−βp−1 ∈
N. Consider V/V (p−2) (p = 2 for this module). Then we can have a submodule
X(p−1) ⊃ V (p−2) such that (W (p)/X(p−1))′ ≃ V ′(α, βp−1) and (X
(p−1)/W (p−2))′ ≃
V ′(α, βp).
By repeating this procedure several times if necessary, then we obtain the filtra-
tion required. 
Now we are ready to classify all irreducible uniformly bounded weight modules
over L.
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Theorem 4.4. If V is a nontrivial irreducible uniformly bounded weight module
over L, then V is isomorphic to V ′(α, β;F ) for some α, β, F ∈ C.
Proof. By Lemma 4.3, the module V carries a filtration {W (1),W (2), · · · ,W (p)}
with (W (i)/W (i−1))′ ≃ V ′(α, βi) such that
βi ⊀ βj for all i < j. (4.22)
Suppose that βi = 0, 1 for all i. Since V
′(α, 0) ≃ V ′(α, 1), then by Lemmas 4.1
and 4.2 we need consider only the case α = 0 and cDI 6= F . In this case, consider
suitable Vir[e] instead of Vir[0], we have α /∈ Z which applies to Lemma 4.2. Thus
the only remaining case is the case βi 6= 0, 1 for some i. By replacing V with its
contragredient module if necessary, from (4.22) we may assume that β1 6= 0, 1.
Suppose Fj,n(k, 1) = 0 for all j, n ∈ Z, k > k0, where k0 > 1 is a fixed integer.
We need to show that Fj,n(k0, 1) = 0 for all j, n ∈ Z.
Claim 1. F1,n(k0, 1) = 0 except for finitely many n ∈ Z.
Case 1: α /∈ Z.
In this case all the restrictions for (4.2)-(4.4) disappear. Then the (k0, 1)-entry
of (4.4) gives
(α+ n+ j + iβk0)Fj,n(k0, 1)− Fj,i+n(k0, 1)(α+ n+ iβ1) = jFi+j,n(k0, 1). (4.23)
Letting j = 1 we obtain
Fi+1,n(k0, 1) = (α+ n+ 1 + iβk0)F1,n(k0, 1)− (α+ n+ iβ1)F1,i+n(k0, 1). (4.24)
Taking i = −1 we have
(α− βk0 + n+ 1)F1,n(k0, 1) = (α− β1 + n)F1,n−1(k0, 1). (4.25)
Letting i = 1 in (4.24), we have F2,n(k0, 1) = (α + βk0 + n + 1)F1,n(k0, 1) − (α +
β1 + n)F1,n+1(k0, 1). So
(α− βk0 + n+ 2)F2,n(k0, 1) = (α− βk0 + n+ 2)(α+ βk0 + n+ 1)F1,n(k0, 1)
−(α+ β1 + n)(α− β1 + n+ 1)F1,n(k0, 1)
= (2α− β2k0 + βk0 + 2n+ β
2
1 − β1 + 2)F1,n(k0, 1). (4.26)
Applying (4.25) to (4.26) we deduce that
(α− βk0 + n+ 2)(α− βk0 + n+ 3)(α− βk0 + n+ 4)F2,n+2(k0, 1)
= (α−β1+n+1)(α−β1+n+2)(2α−β
2
k0
+βk0+2n+4+β
2
1−β1+2)F1,n(k0, 1). (4.27)
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By using (4.23) with i = −2, j = 2, and n being replaced by n+2, we deduce that
(α+ n+ 4− 2βk0)(α− βk0 + n+ 2)F2,2+n(k0, 1)
= (α+ n+ 2− 2β1)(α− βk0 + n+ 2)F2,n(k0, 1)
= (α+ n+ 2− 2β1)(2α− β
2
k0
+ βk0 + 2n+ β
2
1 − β1 + 2)F1,n(k0, 1). (4.28)
Combining (4.27) and (4.28), we deduce that a product is 0, one factor of the
product is F1,n(k0, 1), and the other is
(α+n+4−2βk0)(α−β1+n+1)(α−β1+n+2)(2α−β
2
k0
+βk0 +2n+4+β
2
1−β1+2)
−(α−βk0 +n+3)(α−βk0+n+4)(α+n+2−2β1)(2α−β
2
k0
+βk0 +2n+β
2
1−β1+2),
for all n ∈ Z. From simplifying this we obtain that
(βk0 − β1 − 1)(βk0 − β1 − 2)[
(
βk0
2 − 3 βk0 + 2 βk0 β1 − β1 + β1
2
)
(n+ α)
−2 (β1 − 1)
(
βk0 β1 − 2 β1 + βk0
2 − 3 βk0
)
]F1,n(k0, 1) = 0.
Using (4.22) and the fact that β1 6= 0, 1, we deduce that
F1,n(k0, 1) = 0 (4.29)
for all but one possible n = n0, and from (4.25) we know that α− β1 + n0 +1 = 0.
Claim 1 follows in this case.
Case 2: α = 0.
SinceW (1) ≃ V (0, β1) and β1 6= 0 or 1, then dim(W
(1))0 = 1 and we can have v
1
0 .
In this case, the restrictions for (4.4) become (n+j)(n+ i+j) 6= 0. The restrictions
for (4.23)-(4.28) are (n + j)(n + i + j) 6= 0, (n + 1)(n + i + 1) 6= 0, n(n + 1) 6= 0,
(n+1)(n+2) 6= 0, (n+1)(n+2)(n+3)(n+4) 6= 0 and (n+1)(n+2)(n+3)(n+4) 6= 0,
respectively. Thus we have (4.29) with exceptions n = −1,−2,−3,−4 and possibly
one more exception n = n0 (which comes from the computation of getting (4.29)).
Claim 1 follows.
Claim 2. There exists some i0 ∈ Z, i0 6= −1, 0, such that I(i0 + 1)W (1) ⊆
W (k0−1).
For any j ∈ Z \ {0}, set
Sj = {n ∈ Z|I(j)v
1
n * W
(k0−1)}.
By Claim 1 we know that |S1| < +∞. Choose i0 satisfying
(a) i0 6= −1, 0;
(b) i0 > max{|x− y||x, y ∈ S1}+ 1;
(c) −α+ (−1 + β1)i0 /∈ S1, i0β1 + β1 − α− 1 /∈ S1 (because β1 6= 0, 1).
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It is clear that
(i0k + S1) ∩ S1 = ∅, for k 6= 0.
From
(α+ n− i0 + i0β)I(1)v
1
n = I(1)D(i0)v
1
n−i0
= −I(i0 + 1)v
1
n−i0
+D(i0)I(1)v
1
n−i0
,
we have
I(i0 + 1)v
1
n−i0
∈W (k0−1) if n /∈ S1 ∪ (i0 + S1). (4.30)
Since D(−i0)I(i0 + 1)v
1
n−i0
∈W (k0−1) for all n /∈ S1 ∪ (i0 + S1), i.e.,
(i0 + 1)I(1)v
1
n−i0
+ I(i0 + 1)D(−i0)v
1
n−i0
= (i0+1)I(1)v
1
n−i0
+(α+n−i0−i0β)I(i0+1)v
1
n−2i0 ∈W
(k0−1), ∀ n /∈ S1∪(i0+S1),
we deduce that
(α+ n− i0 − i0β)I(i0 + 1)v
1
n−2i0 ∈W
(k0−1), ∀ n /∈ S1 ∪ (i0 + S1). (4.31)
For any n ∈ 2i0 + S1, from (b) we have n /∈ S1 and n /∈ i0 + S1, and from (c), we
have α+ n− i0 − i0β1 6= 0. Applying this to (4.31) we obtain that
I(i0 + 1)v
1
α+n ∈W
(k0−1), ∀ n ∈ S1.
Together with (4.30), we have
I(i0 + 1)v
1
n−i0
∈W (k0−1), ∀ n /∈ S1. (4.32)
From [D(−i0 − 1), I(i0 + 1)] = (i0 + 1)I(0) + ((−i0 − 1)
2 − i0 − 1)cDI , we have
D(−i0 − 1)I(i0 + 1)v
1
n−i0
≡ I(i0 + 1)D(−i0 − 1)v
1
n−i0
mod W (k0−1). Hence
(α+ n− i0 − (i0 + 1)β1)I(i0 + 1)v
1
n−2i0−1 ∈ W
(k0−1), ∀ n /∈ S1. (4.33)
For n − i0 − 1 ∈ S1 we know that n /∈ S1, and by (c) we also have (α + n − i0 −
(i0 + 1)β1) 6= 0. Thus
I(i0 + 1)v
1
n−i0
∈W (k0−1), ∀ n ∈ S1.
Therefore Si0+1 = ∅. So we have proved this Claim.
Noting that {xi, I(i0)|i ∈ Z} generate L, we know that LW (1) ⊂ W (k0−1).
By induction on k0 we see that W
(1) is an L-submodule. From Theorem 3.3 we
complete the proof of the theorem. 
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5. Classification of irreducible weight modules over L with finite-
dimensional weight spaces.
Theorem 5.1. Let V be an irreducible weight module over L with all weight
spaces finite-dimensional. If V is not uniformly bounded, then V is either a highest
weight module or a lowest weight module.
Proof. Consider V as a Vir[0]-module. Let W be the smallest Vir[0]-submodule
of V such that V/W is a trivial Vir[0]-submodule. Then W contains no trivial
quotient module.
Let W ′ be the maximal trivial Vir[0]-submodule of W . Then W/W ′ contains no
trivial submodule.
Since dimW ′ + dimV/W is finite, then Vir[0]-module W/W ′ is not uniformly
bounded. Now W/W ′ satisfies the conditions in Theorem 2.4. By using Theorem
2.4 to W/W ′, we have some nontrivial upper bounded (or lower bounded) Vir[0]-
submodule of W/W ′, say, W ′′/W ′ is a nontrivial upper bounded Vir[0]-submodule
of W/W ′ (i.e., the weight set of W ′′/W ′ has an upper bound).
Denote W ′′ =M+, We know that M+ is not uniformly bounded.
For any j ∈ N, define M+(j) = {v ∈M+|I(i)v = 0 ∀ i ≥ j}, and let
M = ∪i∈NM
+(j).
It is easy to check that xiM
+(j) ⊂ M+(j + |i|), i.e., M is an Vir[0]-submodule of
M+. Suppose that supp(V ) ⊂ α+ Z for some α ∈ C.
Claim. M 6= 0.
Fix λ0 ∈ α + Z. Since M+ is not uniformly bounded, we have some 0 6= λ1 ∈
supp(M+) with λ1 < λ0 and dim(M
+)λ1 > dimVλ0 . Hence I(λ0−λ1) : (M
+)λ1 →
Vλ0 is not injective. Say v = vλ1 ∈M
+\{0} with I(i0)v = 0 where i0 = λ0−λ1 > 0.
Since v ∈ M+, there exists j0 > 0 such that xjv = 0 for j ≥ j0 Then we have
I(i)v = 0 for all i ≥ i0 + j0. Thus v ∈M . Claim follows.
Let Λ be the maximal weight of M , and vΛ is one of the corresponding weight
vectors. By the definition of M , there exists a nonnegative integer i0 such that
I(i)vΛ = 0 for i > i0, and I(i0)vΛ 6= 0 if i0 > 0. If i0 = 0, then vΛ is a highest
weight vector of the L-module V , and we are done. So we assume that i0 > 0.
From xjI(i0)vΛ = i0I(i0 + j)vΛ + I(i0)xjvΛ = I(i0)xjvΛ = 0 for all j > 0, we
know that I(i0)vΛ 6= 0 is a highest weight vector over Vir[0]. So I(i0)vΛ ∈ M
+.
From I(i)I(i0)vΛ = I(i0)I(i)vΛ = 0 for all i > i0, we know that I(i0)vΛ ∈ M ,
contradicting the choice of Λ and i0 > 0. So we have proved this Theorem. 
Combining Theorems 4.4 and 5.1 we obtain the main result of this paper:
Theorem 5.2. If V is a nontrivial irreducible weight module over L with finite
dimensional weight spaces, then V is isomorphic to V ′(α, β;F ) for some α, β, F ∈
C, or a highest or lowest weight module.
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