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Abstract
Linguistically diverse datasets are criti-
cal for training and evaluating robust ma-
chine learning systems, but data collection
is a costly process that often requires ex-
perts. Crowdsourcing the process of para-
phrase generation is an effective means
of expanding natural language datasets,
but there has been limited analysis of the
trade-offs that arise when designing tasks.
In this paper, we present the first system-
atic study of the key factors in crowdsourc-
ing paraphrase collection. We consider
variations in instructions, incentives, data
domains, and workflows. Wemanually an-
alyzed paraphrases for correctness, gram-
maticality, and linguistic diversity. Our
observations provide new insight into the
trade-offs between accuracy and diversity
in crowd responses that arise as a result of
task design, providing guidance for future
paraphrase generation procedures.
1 Introduction
Paraphrases are useful for a range of tasks, includ-
ing machine translation evaluation (Kauchak and
Barzilay, 2006), semantic parsing (Wang et al.,
2015), and question answering (Fader et al., 2013).
Crowdsourcing has been widely used as a scal-
able and cost-effective means of generating para-
phrases (Negri et al., 2012; Wang et al., 2012;
Tschirsich and Hintz, 2013), but there has been
limited analysis of the factors influencing diversity
and correctness of the paraphrases workers write.
In this paper, we perform a systematic investiga-
tion of design decisions for crowdsourcing para-
phrases, including the first exploration of worker
incentives for paraphrasing. For worker incen-
tives, we either provide a bonus payment when
a paraphrase is novel (encouraging diversity) or
when it matches a paraphrase from another worker
(encouraging agreement/correctness). We also
varied the type of example paraphrases shown
to workers, the number of paraphrases requested
from each worker per sentence, the subject do-
main of the data, whether to show answers to ques-
tions, and whether the prompt sentence is the same
for multiple workers or varies, with alternative
prompts drawn from the output of other workers.
Effective paraphrasing has two desired proper-
ties: correctness and diversity. To measure cor-
rectness, we hand-labeled all paraphrases with
semantic equivalence and grammaticality scores.
For diversity, we measure the fraction of para-
phrases that are distinct, as well as Paraphrase
In N-gram Changes (PINC), a measure of n-gram
variation. We have released all 2,600 paraphrases
along with accuracy annotations. Our analysis
shows that the most important factor is how work-
ers are primed for a task, with the choice of ex-
amples and the prompt sentence affecting diversity
and correctness significantly.
2 Related Work
Previous work on crowdsourced paraphrase gener-
ation fits into two categories: work on modifying
the creation process or workflow, and studying the
effect of prompting or priming on crowd worker
output. Beyond crowdsourced generation, other
work has explored using experts or automated sys-
tems to generate paraphrases.
2.1 Workflows for Crowd-Paraphrasing
The most common approach to crowdsourcing
paraphrase generation is to provide a sentence as
a prompt and request a single paraphrase from a
worker. One frequent addition is to ask a differ-
ent set of workers to evaluate whether a generated
paraphrase is correct (Buzek et al., 2010; Burrows
et al., 2013). Negri et al. (2012) also explored an
alternate workflow in which each worker writes
two paraphrases, which are then given to other
workers as the prompt sentence, forming a binary
tree of paraphrases. They found that paraphrases
deeper in the tree were more diverse, but under-
standing how correctness and grammaticality vary
across such a tree still remains an open ques-
tion. Near real-time crowdsourcing (Bigham et al.,
2010) allowed Lasecki et al. (2013a) to elicit vari-
ations on entire conversations by providing a set-
ting and goal to pairs of crowd workers. Continu-
ous real-time crowdsourcing (Lasecki et al., 2011)
allows Chorus Lasecki et al. (2013b) users to hold
conversations with groups of crowd workers as if
the crowd was a single individual, allowing for the
collection of example conversations in more real-
istic settings. The only prior work regarding in-
centives we are aware of is by Chklovski (2005),
who collected paraphrases in a game where the
goal was to match an existing paraphrase, with ex-
tra points awarded for doing so with fewer hints.
The disadvantage of this approach was that 29% of
the collected paraphrases were duplicates. In our
experiments, duplication ranged from 1% to 13%
in each condition.
2.2 The Effects of Priming
When crowd workers perform a task, they are
primed (influenced) by the examples, instructions,
and context that they see. This priming can re-
sult in systematic variations in the resulting para-
phrases. Mitchell et al. (2014) showed that pro-
viding context, in the form of previous utterances
from a dialogue, only provides benefits once four
or more are included. Kumaran et al. (2014)
provided drawings as prompts, obtaining diverse
paraphrases, but without exact semantic equiva-
lence. When each sentence expresses a small set
of slot-filler predicates, Wang et al. (2012) found
that providing the list of predicates led to slightly
faster paraphrasing than giving either a complete
sentence or a short sentence for each predicate. We
further expand on this work by exploring how the
type of examples shown affects paraphrasing.
2.3 Expert and Automated Generation
Finally, there are two general lines of research
on paraphrasing not focused on using crowds.
The first of these is the automatic collection of
paraphrases from parallel data sources, such as
translations of the same text or captions for the
same image (Ganitkevitch et al., 2013; Chen and
Dolan, 2011; Bouamor et al., 2012; Pavlick et al.,
Paraphrase/Reword Sentences
For each sentence below, please write 2 new sentence
that express the same meaning in different ways (para-
phrase/reword).
For example: ’Which 400 level courses don’t have labs?’
could be rewritten as:
• Of all the 400 level courses, which ones do not in-
clude labs?
• What are the 400 level courses without lab sessions?
BONUS: You will receive 5 cents bonus for each sentence
you write that matches one written by another worker on
the task.
Figure 1: Baseline task instructions.
2015). These resources are extremely large, but
usually (1) do not provide the strong semantic
equivalence we are interested in, and (2) focus on
phrases rather than complete sentences. The sec-
ond line of work explores the creation of lattices
that compactly encode hundreds of thousands of
paraphrases (Dreyer and Marcu, 2012; Bojar et al.,
2013). Unfortunately, these lattices are typically
expensive to produce, taking experts one to three
hours per sentence.
3 Experimental Design
We conducted a series of experiments to investi-
gate factors in crowdsourced paraphrase creation.
To do so in a controlled manner, we studied a sin-
gle variation per condition.
3.1 Definition of Valid Paraphrases
This project was motivated by the need for
strongly equivalent paraphrases in semantic pars-
ing datasets. We consider two sentences para-
phrases if they would have equivalent interpreta-
tions when represented as a structured query, i.e.,
”a pair of units of text deemed to be interchange-
able” (Dras, 1999). For example:
Prompt: Which upper-level classes are four credits?
Are there any four credit upper-level classes?
We considered the above two questions as para-
phrases since they are both requests for a list
of classes, explicit and implicit, respectively, al-
though the second one is a polar question and the
first one is not. However:
Prompt:Which is easier out of EECS 378 and EECS 280?
Is EECS 378 easier than EECS 280?
We did not consider the above two questions as
paraphrases since the first one is requesting one of
two class options and the second one is requesting
a yes or no answer.
3.2 Baseline
We used Amazon Mechanical Turk, presenting
workers with the instructions and examples in Fig-
ure 1. Workers were shown prompt sentences
one at a time, and asked to provide two para-
phrases for each. To avoid confusion or training
effects between different conditions, we only al-
lowed workers to participate once across all con-
ditions. The initial instructions shown to work-
ers were the same across all conditions (variations
were only seen after a worker accepted the task).
Workers were paid 5 cents per paraphrase they
wrote plus, once all workers were done, a 5
cent bonus for paraphrases that matched another
worker’s paraphrase in the same condition. While
we do not actually want duplicate paraphrases,
this incentive may encourage workers to more
closely follow the instructions, producing gram-
matical and correct sentences. We chose this pay-
ment rate to give around minimum wage, estimat-
ing time based on prior work.
3.3 Conditions
Examples We provided workers with an ex-
ample prompt sentence and two paraphrases, as
shown in Figure 1. We showed either: no ex-
amples (No Examples), two examples with lexi-
cal changes only (Lexical Examples), one exam-
ple with lexical changes and one with syntactic
changes (Mixed Examples), or two examples that
each contained both lexical and syntactic changes
(Baseline). The variations between these condi-
tions may prime workers differently, leading them
to generate different paraphrases.
Incentive The 5 cent bonus payment per para-
phrase was either not included (No Bonus),
awarded for each sentence that was a duplicate at
the end of the task (Baseline), or awarded for each
sentence that did not match any other worker’s
paraphrase (Novelty Bonus). Bonuses that depend
on other workers’ actions may encourage either
creativity or conformity. We did not vary the base
level of payment because prior work has found
that workers work quality is not increased by in-
creased financial incentives due to an anchoring
effect relative to the base rate we define (Mason
and Watts, 2010).
Workflow We considered three variations to
workflow. First, for each sentence, we either asked
workers to provide two paraphrases (Baseline), or
one (One Paraphrase). Asking for multiple para-
phrases reduces duplication (since workers will
not repeat themselves), but may result in lower di-
versity. Second, since our baseline prompt sen-
tences are questions, we ran a condition with an-
swers shown to workers (Answers). Third, we
started all conditions with the same set of prompt
sentences, but once workers had produced para-
phrases, we had the option to either prompt future
workers with the original prompt, or to use para-
phrase from another worker. Treating sentences as
points and the act of paraphrasing as creating an
edge, the space can be characterized as a graph.
We prompted workers with either the original sen-
tences only (Baseline), or formed a chain struc-
tured graph by randomly choosing a sentence that
was (1) not a duplicate, and (2) furthest from the
original sentence (Chain). These changes could
impact paraphrasing because the prompt sentence
is a form of priming.
Data domains We ran with five data sources:
questions about university courses (Baseline),
messages from dialogues between two stu-
dents in a simulated academic advising ses-
sion (ADVISING), questions about US geogra-
phy (GEOQUERY Tang and Mooney, 2001), text
from the Wall Street Journal section of the Penn
Treebank (WSJ Marcus et al., 1993), and discus-
sions on the Ubuntu IRC channel (UBUNTU). We
randomly selected 20 sentences as prompts from
each data source with the lengths representative of
the sentence length distribution in that source.
3.4 Metrics
Semantic Equivalence For a paraphrase to be
valid, its meaning must match the original sen-
tence. To assess this match, two of the authors—
one native speaker and one non-native but fluent
speaker—rated every sentence independently, then
discussed every case of disagreement to determine
a consensus judgement. Prior to the consensus-
finding step, the inter-annotator agreement kappa
scores were .50 for correctness (moderate agree-
ment), and .36 for grammaticality (fair agree-
ment) (Altman, 1990). For the results in Table 1,
we used a χ2 test to measure significance, since
this is a binary classification process.
Grammaticality We also judged whether the
sentences were grammatical, again with two an-
notators rating every sentence and resolving dis-
agreements. Again, since this was a binary classi-
fication, we used a χ2 test for significance.
Time The time it takes to write paraphrases is
important for estimating time-to-completion, and
ensuring workers receive fair payment. We mea-
sured the time between when a worker submitted
one pair of paraphrases and the next. The first
paraphrase was excluded since it would skew the
data by including the time spent reading the in-
structions and understanding the task. We report
the median time to avoid skewing due to outliers,
e.g. a value of five minutes when a worker prob-
ably took a break. We apply Mood’s Median test
for statistical significance.
Diversity We use two metrics for diversity, mea-
sured over correct sentences only. First, a simple
measurement of exact duplication: the number of
distinct paraphrases divided by the total number
of paraphrases, as a percentage (Distinct). Sec-
ond, a measure of n-gram diversity (PINC Chen
and Dolan, 2011)1. In both cases, a higher score
means greater diversity. For PINC, we used a t-
test for statistical significance, and for Distinct we
used a permutation test.
4 Results
We collected 2600 paraphrases: 10 paraphrases
per sentence, for 20 sentences, for each of the
13 conditions. The cost, including initial testing,
was $196.30, of which $20.30 was for bonus pay-
ments. Table 1 shows the results for all metrics.
4.1 Discussion: Task Variation
Qualitatively, we observed a wide variety of lexi-
cal and syntactic changes, as shown by these ex-
ample prompts and paraphrases (one low PINC
and one high PINC in each case):
Prompt: How long has EECS 280 been offered for?
How long has EECS 280 been offered?
EECS 280 has been in the course listings how many years?
Prompt: Can I take 280 on Mondays and Wednesdays?
On Mondays and Wednesdays, can I take 280?
Is 280 available as a Monday/Wednesday class?
There was relatively little variation in grammat-
icality or time across the conditions. The times
1 We also considered BLEU (Papineni et al., 2002), which
measures n-gram overlap and is used as a proxy for correct-
ness in MT. As expected, it strongly correlated with PINC.
Accuracy (%) Time Diversity
Condition Corr Gram (s) Distinct PINC
Baseline 74 97 36 99 68
Lexical Examples 90† 98 27 93 55†
Mixed Examples 89† 96 36 87† 58†
No Examples 84 96 30 95 63
Novelty Bonus 72 96 30 99 69
No Bonus 78 94 28 99 66
One Paraphrase 82 89 38 96 65
Chain 68 94 25 98 74
Answers 80 94 29 96 65
ADVISING 78 94 31 97 70
GEOQUERY 77 85† 25† 94 63
WSJ 68 90 61† 94† 38†
UBUNTU 56† 92 44 97 67
Table 1: Variation across conditions for a range of
metrics (defined in § 3.4). Bold indicates a statisti-
cally significant difference compared to the base-
line at the 0.05 level, and a † indicates significance
at the 0.01 level, both after applying the Holm-
Bonferroni method across each row (Holm, 1979).
we observed are consistent with prior work: e.g.
Wang et al. (2015) report ∼28 sec/paraphrase.
Priming had a major impact, with the shift to
lexical examples leading to a significant improve-
ment in correctness, but much lower diversity. The
surprising increase in correctness when providing
no examples has a p-value of 0.07 and probably
reflects random variation in the pool of workers.
Meanwhile, changing the incentives by providing
either a bonus for novelty, or no bonus at all, did
not substantially impact any of the metrics.
Changing the number of paraphrases written by
each worker did not significantly impact diversity
(we worried that collecting more than one may
lead to a decrease). We further confirmed this
by calculating PINC between the two paraphrases
provided by each user, which produced scores
similar to comparing with the prompt. How-
ever, the One Paraphrase condition did have lower
grammaticality, emphasizing the value of evaluat-
ing and filtering out workers who write ungram-
matical paraphrases.
Changing the source of the prompt sentence to
create a chain of paraphrases led to a significant
increase in diversity. This fits our intuition that
the prompt is a form of priming. However, cor-
rectness decreases along the chain, suggesting the
need to check paraphrases against the original sen-
tence during the overall process, possibly using
other workers as described in § 2.1. Meanwhile,
showing the answer to the question being para-
phrased did not significantly affect correctness or
diversity, and in 2.5% of cases workers incorrectly
used the answer as part of their paraphrase.
We also analyzed the distribution of incorrect
or ungrammatical paraphrases by worker. 7%
of workers accounted for 25% of incorrect para-
phrases, while the best 30% of workers made no
mistakes at all. Similarly, 8% of workers wrote
50% of the ungrammatical paraphrases, while
70% of workers wrote only grammatical para-
phrases. Many crowdsourcing tasks address these
issues by showing workers some gold standard in-
stances, to evaluate workers’ performance during
annotation. Unfortunately, in paraphrasing there
is no single correct answer, though other workers
could be used to check outputs.
Finally, we checked the distribution of incorrect
paraphrases per prompt sentence. Two prompts
accounted for 22% of incorrect paraphrases:
Prompt:Which is easier out of EECS 378 and EECS 280?
Is EECS 378 easier than EECS 280?
Prompt: Is Professor Stout the only person who teaches
Algorithms?
Are there professors other than Stout who teach Algo-
rithms?
These paraphrases are not semantically equiva-
lent to the original question, but they would elicit
equivalent information, which explains why work-
ers provided them. Providing negative examples
may help guide workers to avoid such mistakes.
4.2 Discussion: Domains
The bottom section of Table 1 shows measure-
ments using the baseline setup, but with variations
in the source domain of data. The only signifi-
cant change in correctness is on UBUNTU, which
is probably due to the extensive use of jargon in
the dataset, for example:
Prompt: ok, what does journalctl show
That journalistic show is about what?
For grammaticality, GEOQUERY is particularly
low; common mistakes included confusion be-
tween singular/plural and has/have. WSJ is the do-
main with the greatest variations. It has consider-
ably longer sentences on average, which explains
the greater time taken. This could also explain the
lower distinctness and PINC score, because work-
ers would often retain large parts of the sentence,
sometimes re-arranged, but otherwise unchanged.
5 Conclusion
While previous work has used crowdsourcing to
generate paraphrases, we perform the first sys-
tematic study of factors influencing the process.
We find that the most substantial variations are
caused by priming effects: using simpler exam-
ples leads to lower diversity, but more frequent se-
mantic equivalence. Meanwhile, prompting work-
ers with paraphrases collected from other work-
ers (rather than re-using the original prompt) in-
creases diversity. Our findings provide clear guid-
ance for future paraphrase generation, supporting
the creation of larger, more diverse future datasets.
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