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Abstract
Quantitative susceptibility mapping (QSM) and effective relaxation rate (R∗2) mapping
are promising magnetic resonance imaging (MRI) techniques to study iron content in
the human brain in vivo. The ability to quantify iron content in subcortical gray matter
(SGM) is important to better understand its role in neurodegenerative diseases as well
as during normal brain aging. However, accurate determination of tissue magnetic
susceptibility and R∗2 in brain structures, such as SGM, may be challenging due to
potential segmentation inaccuracies, specifically when performed automatically. The
present thesis introduces a robust framework to automatically segment and characterize
SGM using quantitative susceptibility maps and exemplarily applies it to investigate
iron-related susceptibility and R∗2 changes in patients with multiple sclerosis (MS) in
comparison to controls.
Following a brief introduction to the basic physical principles of MRI, quantitative
susceptibility and relaxation rate mapping, the first part of the thesis presents the
results of an intra-scanner repeatability investigation of magnetic susceptibility and R∗2
measurements of multiple repeated acquisitions of young healthy women using a 3T
MRI system. Since QSM yields only quantitative susceptibility differences rather than
absolute bulk magnetic susceptibility values, the influence of different reference brain
regions on the extracted susceptibilities was also determined. It turned out that both
magnetic susceptibility and R∗2 values of SGM brain structures were highly repeatable.
Moreover, with consistently higher intra-class correlation coefficients, higher variance
ratios and lower repeatability coefficients, whole brain and cortical gray matter were
identified as the two most suitable reference regions for QSM as regards repeatability.
The second part of the thesis presents the development and application of a ro-
bust framework for segmentation of SGM brain structures. Specifically, a modified
segmentation pipeline utilizing FMRIB’s Integrated Registration and Segmentation
Tool (FIRST) as the core element was developed. Although FIRST, which works on
T1-weighted (T1w) brain images, is one of the most popular software tools for auto-
mated SGM segmentation, it may nevertheless yield inaccurate results, in particular
in subjects with abnormal brain anatomy, such as in the case of strongly atrophied
brains. Common causes for such segmentation problems or even failures are poor spa-
tial matching between the subcortical structures to be segmented and the corresponding
structures of the reference data as well as insufficient contrast of SGM on T1w images.
To address these issues, the modified approach applies FIRST in combination with
a dedicated Hybrid image Contrast (HC) and a Non-Linear (nl) registration module
(HC-nlFIRST), where the hybrid image contrast is derived by combining T1w images
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and magnetic susceptibility maps to produce subcortical contrast similar to that of
the Montreal Neurological Institute (MNI) template. In addition, FIRST’s default
affine registration was extended by a nonlinear registration step to improve the align-
ment of the individual subject data to the MNI template. Applying HC-nlFIRST to
82 datasets with severe abnormal brain anatomy resulted in improved segmentations
when compared to the conventional FIRST approach.
The third part of the work describes the application of this new HC-nlFIRST
pipeline to a small cohort of MS patients and a group of healthy controls. By con-
sidering and subsequently correcting age effects of magnetic susceptibility and R∗2,
significantly higher susceptibilities and R∗2 values were extracted in the globus pallidus
of patients compared to control subjects, which is in line with results from the liter-
ature indicating the presence of increased iron content in MS. In addition, a trend of
increased iron content was also seen in the caudate. This application demonstrates the
utility of the developed pipeline for analyzing magnetic susceptibility and R∗2 in clinical
studies.
In summary, in this work an automatic framework for improved SGM segmentation
has been developed and successfully applied to clinical data. The repeatability of
magnetic susceptibility and R∗2 determinations in SGM has further been demonstrated.
The results of this thesis thus represent an important step for establishing magnetic
susceptibility and R∗2 as potential quantitative imaging biomarkers for iron content in
clinical neuroimaging studies of larger cohorts.
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Zusammenfassung
Die Kartierung der magnetischen Suszeptibilita¨t (quantitative susceptibility mapping,
QSM) und der effektiven Relaxationsrate (R∗2) sind vielversprechende Techniken der
Magnetresonanztomographie (MRT) zur Untersuchung des Eisengehalts im mensch-
lichen Gehirn in vivo. Die Bestimmung des Eisengehalts in der subkortikalen grauen
Substanz (SGS) ist wichtig, um die Rolle von Eisen bei neurodegenerativen Erkran-
kungen sowie wa¨hrend der normalen Gehirnalterung besser zu verstehen. Eine genaue
Quantifizierung der magnetischen Suszeptibilita¨ts- und R∗2-Werte in Gehirnstrukturen,
wie etwa der SGS, kann jedoch auf Grund von mo¨glichen Ungenauigkeiten einer auto-
matischen Gewebesegmentierung beeintra¨chtigt sein. Die vorliegende Arbeit stellt ein
robustes Framework zur automatischen Segmentierung und Charakterisierung von SGS
unter Verwendung von quantitativen Suszeptibilita¨tskarten vor und wendet es beispiel-
haft zur Untersuchung von Eisen-induzierten Suszeptibilita¨ts- und R∗2-Vera¨nderungen
bei Patienten mit Multipler Sklerose (MS) im Vergleich zu gesunden Kontrollpersonen
an.
Nach einer kurzen Einfu¨hrung in die grundlegenden physikalischen Prinzipien der
MRT, der quantitativen Suszeptibilita¨ts- und Relaxationsratenkartierung, pra¨sentiert
der erste Teil der Arbeit die Ergebnisse einer Studie zur Intra-Scanner-Wiederholbarkeit
magnetischen Suszeptibilita¨ts- und R∗2-Messungen auf Basis wiederholter Untersuchun-
gen junger gesunder Frauen mit einem 3T-MRT. Da die quantitative Suszeptibilita¨tskartierung
nur quantitative Suszeptibilita¨tsunterschiede anstelle von absoluten magnetischen Sus-
zeptibilita¨tswerten liefert, wurde auch der Einfluss verschiedener Referenzhirnregionen
auf die extrahierten Suszeptibilita¨ten bestimmt. Es stellte sich heraus, dass sowohl die
magnetische Suszeptibilita¨t als auch die R∗2-Werte der SGS hochgradig wiederholbar
waren. Daru¨ber hinaus wurden mit konsistent ho¨heren Intra-Klassen-Korrelationskoeffizienten,
ho¨heren Varianzquotienten (variance ratio) und niedrigeren Wiederholbarkeitskoeffizi-
enten das gesamte Gehirn und die kortikale graue Substanz als die zwei am besten
geeigneten Referenzregionen fu¨r QSM hinsichtlich der Wiederholbarkeit nachgewiesen.
Der zweite Teil der Arbeit stellt die Entwicklung und Anwendung eines robusten
Frameworks zur Segmentierung von Hirnstrukturen der SGS vor. Eine Segmentierungs-
vorschrift wurde entwickelt, die FMRIB’s Integrated Registration and Segmentation
Tool (FIRST) als Kernelement verwendet. Obwohl FIRST, welches mit T1-gewichteten
(T1w) Gehirnbildern arbeitet, eines der beliebtesten Softwaretools fu¨r die automati-
sierte Segmentierung der SGS ist, kann es dennoch zu ungenauen Ergebnissen fu¨hren,
insbesondere bei Patienten mit abnormaler Hirnanatomie, wie zu stark atrophierte Ge-
hirne. Ha¨ufige Ursachen fu¨r derartige Segmentierungsprobleme oder sogar komplette
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Fehlschla¨ge sind eine schlechte ra¨umliche Registrierung zwischen den zu segmentieren-
den subkortikalen Strukturen und den entsprechenden Strukturen der Referenzdaten
sowie ein unzureichender Kontrast von SGS auf T1w-Bildern. Um diese Probleme zu
u¨berwinden nutzt der entwickelte Segmentierungsansatz FIRST in Kombination mit
einem dedizierten Hybridbildkontrast- (HC) und einem nichtlinearen (nl) Registrie-
rungsmodul (HC-nlFIRST). Ein Hybridbildkontrast wird hierbei so aus T1-gewichteten
Bildern und magnetischen Suszeptibilita¨tskarten erzeugt, dass dieser einen subkortika-
len Kontrast a¨hnlich dem des Montreal Neurological Institute (MNI) Templates auf-
weist. Daru¨ber hinaus wurde die standardma¨ßige affine Registrierung von FIRST um
einen nichtlinearen Registrierungsschritt erweitert, um die ra¨umliche Ausrichtung der
individuellen Datensa¨tze auf das MNI-Template zu verbessern. Die Anwendung von
HC-nlFIRST auf 82 Datensa¨tze mit schwerer abnormaler Hirnanatomie fu¨hrte zu einer
verbesserten Segmentierung im Vergleich zum konventionellen FIRST-Ansatz.
Der dritte Teil der Arbeit beschreibt die Anwendung dieser neuen HC-nlFIRST-
Segmentierung auf eine kleine Kohorte von MS-Patienten und eine Gruppe von ge-
sunden Kontrollpersonen. Durch Beru¨cksichtigung und anschließende Korrektur von
Alterseffekten der magnetischen Suszeptibilita¨ts- und R∗2-Werte wurden im Globus Pal-
lidus signifikant ho¨here Suszeptibilita¨ten und R∗2-Werte im Vergleich zu gesunden Kon-
trollpersonen bestimmt. Dies stimmt mit Ergebnissen aus der Literatur u¨berein, welche
einen erho¨hten Eisengehalt bei MS beobachteten. Daru¨ber hinaus wurde im Nucleus
Caudatus auch ein Trend zu erho¨htem Eisen gemessen. Diese Anwendung zeigt den
Nutzen des entwickelten Frameworks zur Analyse der magnetischen Suszeptibilita¨t und
von R∗2 in klinischen Studien.
Zusammenfassend wurde in dieser Arbeit ein automatisches Framework fu¨r eine
verbesserte Segmentierung der subkortikalen grauen Substanz entwickelt und erfolg-
reich auf klinische Daten angewendet. Weiterhin wurde die Wiederholbarkeit von ma-
gnetischen Suszeptibilita¨ts- und R∗2-Messungen in SGS nachgewiesen. Die Ergebnisse
dieser Arbeit stellen somit einen wichtigen Schritt zur Etablierung der magnetischen
Suszeptibilita¨ts- und R∗2-Werte als potentielle quantitative bildgebende Biomarker des
Eisengehalts in klinischen Bildgebungsstudien gro¨ßerer Kohorten dar.
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Chapter 1
Introduction
Magnetic resonance imaging (MRI) is a non-invasive medical imaging modality with
wide-spread clinical and basic research applications. Unlike X-ray imaging or computed
tomography (CT), MRI does not emit ionizing radiation. One of its main advantages is
the ability to characterize tissues by using a variety of image contrasts. These include
T1-weighted, T2-weighted, proton density weighted and diffusion weighted images,
which are the bases for clinical diagnosis and therapy monitoring. So far, however,
only the magnitude of the complex-valued MRI data has been mostly utilized for tis-
sue characterization, while the phase information of the signal is still often discarded.
MRI phase images, however, carry valuable independent and complementary informa-
tion that can be utilized, for instance, to determine blood flow velocities or to visualize
local magnetic field distributions of tissues. At ultrahigh magnetic field strengths (7T
and above) the latter application of MR phase imaging in vivo has impressively demon-
strated its capability to display the human brain in excellent anatomical detail, espe-
cially as regards particularly cortical and SGM structures [Duyn et al., 2007, Deistung
et al., 2013b].
Already twenty years ago, Reichenbach et al. [Reichenbach et al., 1997] suggested
to utilize MR phase information to enhance the contrast of T∗2-weighted gradient-echo
(GRE) magnitude images, thereby improving the visualization of local magnetic field
variations due to the underlying tissue magnetic susceptibility [Schenck, 1996]. This
specific technique has later been named susceptibility weighted imaging (SWI) [Haacke
et al., 2004] and is nowadays routinely applied to characterize cerebral venous vascula-
ture [Reichenbach et al., 2000, Reichenbach and Haacke, 2001], to depict microbleeds,
hemorrhages or calcifications, or to assess qualitatively iron depositions [Liu et al.,
2017a]. Although SWI is widely used in multiple clinical applications [Haacke and
Reichenbach, 2011], it has two intrinsic drawbacks: it provides only qualitative infor-
mation about tissue magnetic susceptibility, and the intrinsic non-locality of phase in-
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fluences the spatial information. One way to overcome these issues is to use a physically
motivated, post-processing reconstruction approach based on MRI phase information
that yields maps of the underlying tissue magnetic susceptibility rather than only qual-
itative information as is available with SWI. This so-called quantitative susceptibility
mapping (QSM) [Liu et al., 2009, Wharton et al., 2010, Schweser et al., 2011, Haacke
et al., 2015, Liu et al., 2015, Reichenbach et al., 2015, Wang and Liu, 2015, Deistung
et al., 2017], which is considered the successor of SWI [Reichenbach, 2012], has been
developed only recently. QSM makes it possible to calculate the local tissue magnetic
susceptibility distribution from GRE phase images by solving the field-to-susceptibility
inverse problem. Rigorously speaking, QSM is a semi-quantitative technique, because
the calculated susceptibility values are known only within an arbitrary offset [Cheng
et al., 2009]. With this, QSM provides relative rather than absolute values of magnetic
susceptibility.
Since its recent introduction, QSM has so far been primarily applied in research set-
tings, because the sophisticated and computationally expensive processing algorithms
are currently not yet available directly on the MRI scanners. Nevertheless, the method
has already found a wide range of applications to assess mainly the magnetic suscepti-
bility sources in brain tissue, including iron [Langkammer et al., 2012, Schweser et al.,
2011, Bilgic et al., 2012], myelin [Liu et al., 2011a] and calcifications [Schweser et al.,
2010, Chen et al., 2014b, Deistung et al., 2013c]. It has been used to assess metabolic
oxygen consumption [Fan et al., 2015, Zhang et al., 2015] or task-related blood oxygena-
tion level variations [Balla et al., 2014, Sun et al., 2017] in normal subjects. Clinical
studies include patients with intracranial hemorrhages [Sun et al., 2016, Chang et al.,
2016] or patients with various neurodegenerative diseases, such as MS [Langkammer
et al., 2013, Rudko et al., 2014], Parkinson’s disease [Barbosa et al., 2015, Langkammer
et al., 2016], Huntington’s disease [Ng et al., 2016] and Alzheimer’s disease [Acosta-
Cabronero et al., 2013]. It is anticipated that QSM will provide novel insights into
normal brain aging and improve, in particular, the understanding of neurodegenera-
tive diseases [Reichenbach, 2012, Liu et al., 2015, Wang et al., 2017].
As multi-echo GRE pulse sequences are usually applied for QSM data acquisition,
the effective transverse relaxation rate constant, R∗2, can be simultaneously computed
from the magnitude images of such multi-echo GRE data sets. With R∗2 being sensitive
to the microscopic inhomogeneities of the magnetic field [Yablonskiy and Haacke, 1994],
it can also be used for correlation with iron content in the brain [Haacke et al., 2005,
Langkammer et al., 2010]. Representing different imaging contrast mechanisms, QSM
and R∗2 thus offer complementary information.
However, before being able to establish QSM and R∗2 as potential quantitative imag-
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ing biomarkers, knowledge about repeatability, reproducibility and accuracy of these
two metrics is extremely important [Raunig et al., 2015]. Repeatability of quantitative
imaging biomarkers describes the measurement precision under identical conditions,
e.g., scan-rescan test, whereas reproducibility represents the measurement precision
under different conditions [Kessler et al., 2015]. Several studies already investigated
the reproducibility of QSM across different field strengths [Hinoda et al., 2015, Deh
et al., 2015], different vendors [Hinoda et al., 2015] or different reconstruction algo-
rithms [Santin et al., 2016]. However, investigations of the repeatability of QSM and
R∗2 derived from the same MRI scanner at the same site, which is often a common
scenario in longitudinal studies, are still lacking.
To overcome the previously mentioned drawback of an arbitrary offset in the sus-
ceptibility maps, a specific tissue structure may be selected as the reference structure to
calculate quantitative susceptibility differences between tissues. Several studies on this
topic have so far been conducted and suggested frontal white matter [Deistung et al.,
2013b], internal capsule [Al-Radaideh et al., 2013, Straub et al., 2016] or cerebrospinal
fluid (CSF) in the ventricle [Lim et al., 2013, Chen et al., 2014a, Straub et al., 2016] as
reference structures. However, it is not yet fully clear if and how the selected reference
structure affects the repeatability of QSM in longitudinal studies.
To determine accurately quantitative parameters (magnetic susceptibility and R∗2)
for specific brain regions, such as SGM, requires reliable automatic tissue segmenta-
tion, because clinical imaging studies often encompass large cohorts of patients and
healthy controls. However, accurate automatic segmentation of SGM structures is still
a challenging problem [Wonderlick et al., 2009, Gonza´lez-Villa` et al., 2016]. The well-
known software tools, FSL-FIRST [Patenaude et al., 2011] and Freesufer [Fischl, 2012],
are commonly used for such segmentation tasks, which both, as well as other segmen-
tation tools, work on T1-weighted MR images. Since the visibility of specific SGM
structures (e.g., globus pallidus) is restricted on T1-weighted images, it was hypoth-
esized that taking into account the magnetic susceptibility contrast with its specific
feature to distinctly display the SGM [Li et al., 2011, Schweser et al., 2011, Deistung
et al., 2013b, Haacke et al., 2015] may improve the accuracy and reliability of the
automatic segmentation. Combining susceptibility maps and T1-weighted images to
generate dedicated hybrid contrast (HC) images should thus improve delineation of
SGM structures and facilitate accurate segmentation.
Against this background, the main objective of this thesis was to develop a new
robust automatic framework using magnetic susceptibility maps to segment and analyze
– in combination with R∗2 maps – specific subcortical gray matter regions of healthy and
diseased human brains. This endeavor also involved the investigation of intra-scanner
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repeatability of QSM and R∗2 mapping to assess the potential of these two parameters to
be used as potential biomarkers as well as the application of the developed segmentation
pipeline to a cohort of MS patients to investigate iron-related susceptibility and R∗2
changes.
The thesis is organized as follows: Chapter 2 introduces fundamental materials,
including the concepts of MRI, GRE imaging, magnetic susceptibility and its calcula-
tion as well as subcortical segmentation. In Chapter 3, the results of the intra-scanner
repeatability study of QSM and R∗2 and the impact of different reference structures
on the susceptibility differences are presented. Chapter 4 describes the development
and evaluation of the new subcortical segmentation pipeline (HC-nlFIRST), which is
based on the dedicated hybrid contrast and nonlinear registration. Chapter 5 presents
the application results of the patient study. Finally, Chapter 6 briefly summarizes and
discusses the major results and findings of the present thesis and provides an outlook
for future work.
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Chapter 2
Fundamentals
This chapter introduces fundamental concepts related to the underlying physics of
MRI. Further topics include gradient echo (GRE) imaging with a particular focus on
the phase component, calculation of quantitative susceptibility maps based on GRE
phase information as well as R∗2 maps based on GRE magnitude information and some
aspects of image segmentation of subcortical brain structures. More detailed and in-
depths explanations of MRI theory, imaging sequences and magnetic susceptibility can
be found in many classic textbooks [Haacke et al., 1999, Bernstein et al., 2004, Haacke
and Reichenbach, 2011, Brown et al., 2014].
2.1 Magnetic Resonance Imaging
MRI is a powerful and non-invasive medical imaging modality of extreme flexibility and
sensitivity regarding delineation of (soft) tissues, imaging of anatomy with excellent
contrast. This advantage makes it one of the most popularly used imaging methods
for diagnosing diseases and pathologies in clinical applications.
2.1.1 Spin and Magnetization
When imaging the human body, the MRI signal utilizes the most abundant proton
(spin) sources, namely tissue water. MRI is based on the interaction of nucleus spins
with an external magnetic field. When placed in the external magnetic field ~B0 ( ~B0 =
[0 0 B0]
T ), the precessional angular frequency ~ω0 of a spin about the magnetic field
(also referred to as Larmor frequency) is given by [Bloch, 1946]
~ω0 = −γ ~B0 (2.1)
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where the constant number γ is a scalar called the gyromagnetic ratio (2.68·108 rad/s/T
for a proton, so that γ ≡ γ/(2π) is 42.6 MHz/T).
For protons, there are only two quantum spin states, including parallel alignment
(lower energy state) and anti-parallel alignment (higher energy state) with respect to
the main magnetic field. The population of these two states in the thermal equilibrium,
can be characterized by the Boltzmann factor ratio:
Nanti
Npara
= exp(−
∆E
kT
) (2.2)
where Nanti is the number of protons with anti-parallel alignment, Npara is the number
of protons with parallel alignment, k is the Boltzmann’s constant, T is the absolute
temperature in Kelvin (K) and ∆E is the energy difference between these two states.
The number difference on the population between the two states is on the order of
parts per million (ppm). For example, at 3T and human body temperature (37◦),
it only equals to 20 ppm. However, from a macroscopic perspective, due to the large
number of protons being present in the human body, this small excess of spins produces
a measurable net magnetization M0 (longitudinal equilibrium magnetization) given by
M0 =
ρ0γ
2h¯2
4π2kT
B0 (2.3)
where ρ0 is the spin density (the number of protons per unit volume), h¯ ≡ h/(2π) in
terms of Planck’s quantum constant h.
To detect an MR signal, the longitudinal magnetization must be tipped away from
the z direction (main magnetic field direction) to the transverse (x-y) plane in order
to set it into the precession. This can be achieved by applying an additional radiofre-
quency (rf) magnetic field B1(t) for a short time period (called rf pulse). The rf pulse
is produced by the rf transmit coil, with its frequency being tuned to the Larmor fre-
quency (in Equation (2.1)) to guarantee the necessary resonance condition. Once the
magnetization is tipped to the transverse (x-y) plane, the time varying magnetic flux
produced by the rotating magnetization induces an oscillating electromotive force in
a tuned rf receive coil. According to Faraday’s law of electromagnetic induction, the
electromotive force manifests itself as a voltage (MR signal) in the receive coil.
2.1.2 Relaxation
In the above description, an important circumstance regarding the strength of an MR
signal has been omitted and needs to be considered here: relaxation, including the
longitudinal relaxation time T1 and the transverse relaxation time T2.
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T1 characterizes the “spin-lattice” regrowth of the MR magnetization towards its
equilibrium state due to the interactions of the spins with the surrounding environment,
while T2 characterizes the “spin-spin” decay of the transverse magnetization caused by
the dephasing (phase dispersion) of the spins.
After the magnetization has been tipped into the transverse plane by the rf pulse,
with the B1 field being switched off, the magnetization starts to grow back along the
direction of the main field B0. The regrowth rate of the longitudinal magnetization
Mz can be described by the following differential equation:
dMz
dt
=
M0 −Mz
T1
(2.4)
with T1 being the relaxation time associated with its return to the thermal equilibrium.
The solution of Equation (2.4) shows an exponential evolution of the longitudinal
magnetization from the initial value Mz(0) to the equilibrium value M0:
Mz(t) =Mz(0)e
− t
T1 +M0(1− e
− t
T1 ) (2.5)
The second relaxation process, called the spin-spin relaxation, is related to the
dephasing, i.e., phase incoherence of clusters of spins causing the decay of the transverse
magnetization. As spins experience local magnetic fields which are composed by the
applied field and the fields of their neighbors, (microscopic) variation of such local
fields leads to different local precessional frequencies. Thus, the individual spins accrue
incoherent phases in time, reducing the net transverse magnetization. The decay of
the transverse magnetization ~Mxy can be characterized by the T2 relaxation time in
the rotating reference frame, which rotates clockwise around the z-axis at the Larmor
precession frequency:
d ~Mxy
dt
= −
1
T2
~Mxy (2.6)
with the solution
~Mxy(t) = ~Mxy(0)e
− t
T2 (2.7)
The differential equations (2.4) and (2.6) for the magnetization in the presence of
a magnetic field and considering relaxation can be combined into an empirical vector
equation, referred to as the Bloch equation [Bloch, 1946]:
d ~M
dt
= γ ~M × ~B +
M0 −Mz
T1
zˆ −
1
T2
~Mxy (2.8)
where the first term on the right-side of the equation describes the precession of the
magnetization, and the second and third terms indicate the relaxation of the magneti-
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zation towards equilibrium.
In practice, there is an additional dephasing mechanism of the transverse magneti-
zation introduced by external field inhomogeneities. The effective transverse relaxation
time, T ∗2 , depends on the irreversible relaxation time (T2) and the reversible relaxation
time (T
′
2) due to such main field inhomogeneities:
1
T ∗2
=
1
T2
+
1
T
′
2
(2.9)
In terms of relaxation rates, R2 = 1/T2, R
′
2 = 1/T
′
2 and R
∗
2 = 1/T
∗
2 , the above equation
can be formulated as
R∗2 = R2 +R
′
2 (2.10)
and the resulting more realistic time course of the transverse magnetization can now
be described by
~Mxy(t) = ~Mxy(0)e
− t
T∗
2 (2.11)
Generally, T ∗2 is smaller than T2, and T2 is smaller than T1. For example, at 1.5T
field strength and human body temperature, T1 and T2 values in gray matter are around
950 ms and 100 ms, 600 ms and 80 ms in white matter, and 4500 ms and 2200 ms in
cerebrospinal fluid, respectively [Haacke et al., 1999].
These three relaxation time constants, T1, T2 and T
∗
2 , together with the spin density,
play the principle role in generating different MR contrasts, and thus make MRI more
versatile than those imaging techniques, which are restricted to only few contrasts.
Until this point, only the principle of nuclear magnetic resonance (NMR) has been
covered, but it is not possible to resolve spatial information from this signal. In the
next section, we introduce another key concept of MRI: spatial encoding.
2.1.3 Spatial Encoding
The fundamental idea of MRI is to utilize the MR signal to identify and resolve the
spatial location of the various contributing signal sources. According to Equation (2.1),
it is known that the Larmor frequency of spins depends linearly on the magnitude of
the external magnetic field. If a spatially varying magnetic field is applied across the
object, the Larmor frequencies of the spins inside the object are also spatially varying.
The seminal paper by Lauterbur demonstrated that the different frequency components
of the MR signal could be separated to provide the spatial information about the spins
in the object [Lauterbur, 1973]. This key point of spatial encoding has enabled the
transition from NMR to MR imaging.
To achieve the spatial encoding, magnetic field gradients, which lead to linearly
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varying along the direction of the gradient, are applied during the rf excitation and
signal acquisition. The main magnetic field ~B0 is transiently superposed with the linear
magnetic field gradients:
~B = ~B0 +
GxxGyy
Gzz
 (2.12)
where x, y and z stand for the read-out, phase-encoding and slice selection directions,
respectively. The spins precess with the corresponding local Larmor frequency
~ωl = −γ ~B (2.13)
In the rotating reference frame, this expression can be simplified to:
~ωr = −γ
GxxGyy
Gzz
 (2.14)
This implies that spins at different locations (x, y, z) can be distinguished by means of
their individual Larmor frequencies.
Considering three dimensional (3D) acquisition mode, with the sample S(x, y, z) be-
ing spatially encoded in a 3D space, the measured MR signal from the sample S(x, y, z)
can be recorded as one 3D complex-valued raw data matrix, s(kx, ky, kz), known as k-
space:
s(kx, ky, kz) =
∫
x
∫
y
∫
z
S(x, y, z) · e−2πi·(kxx+kyy+kzz)dxdydz (2.15)
where kx, ky and kz are the spatial frequencies defined as
kx =
γ
2π
∫ tx
0
Gx(t
′)dt′ (2.16)
ky =
γ
2π
∫ ty
0
Gy(t
′)dt′ (2.17)
kz =
γ
2π
∫ tz
0
Gz(t
′)dt′ (2.18)
The expression in Equation (2.15) clearly shows that, when linear magnetic gradi-
ents are applied, the signal s(kx, ky, kz) is the Fourier transform of the spin density of
the sample S(x, y, z). By taking the inverse Fourier transform of the acquired signal
s(kx, ky, kz) in k-space, the image of the sample S(x, y, z) can be reconstructed in the
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spatial domain:
S(x, y, z) =
∫
kx
∫
ky
∫
kz
s(kx, ky, kz) · e
2πi·(kxx+kyy+kzz)dkxdkydkz (2.19)
In order to reconstruct the image without loss of information, sufficient coverage of
k-space is required. The dependence on timing and applied gradient amplitudes is the
key to cover a large enough range in k-space. The chronological filling of the k-space,
referred to as the trajectory, is specified by the gradients and can employ Cartesian and
non-Cartesian sampling schemes, including radial, spiral or propeller-like sampling.
2.2 Gradient Echo Imaging
The gradient echo (GRE) imaging pulse sequence is one of the most important and
widely used imaging sequences in MRI. More specifically, it is usually the basic data
acquisition scheme in the field of quantitative susceptibility mapping. The GRE se-
quence enables rapid MRI data acquisition with high spatial resolution and low rf
power induced specific absorption rate (SAR) in the human body [Haase et al., 1986].
Especially at ultra-high field (≥ 7T), GRE-based imaging is considered as one of the
most convenient techniques and is routinely used in both two-dimensional (2D) and
3D acquisition. This section briefly describes the basic pulse sequence design, signal
formation with a particular emphasis on phase images.
2.2.1 GRE Pulse Sequence
The principle idea of GRE sequence is to employ time-varying gradient fields to dephase
and rephase the MR signal to create a gradient echo. A basic 2D single-echo GRE
pulse sequence is shown in Figure 2.1. The sequence diagram is relatively simple:
within each repetition time (TR), a single slice-selective rf excitation together with
the slice select gradient GS is applied to tip the magnetization from the longitudinal
direction to the transverse plane. Afterwards, only gradients are present to modulate
the transverse magnetization. The existence of a gradient, i.e. readout gradient GR,
will cause (‘fan-out’ fashion) dephasing of the different spin isochromats (spin packets).
Then by switching the polarity of the gradient, the dephasing effect is reversed to the
rephasing effect, which will lead to a build up of a measurable signal. At the echo time
(TE), all the spin isochromats will have regained coherence, and a so-called gradient
refocused echo is generated. Generally, a gradient echo occurs if the zeroth moment of
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where ∆t is the dwell time of the ADC, tP is the pulse duration of the phase encoding
gradient, ∆GP ≡ 2GPmax/Ny represents the incremental change of GP (GPmax being its
maximum magnitude, Ny being the number of phase encoding steps), FOVx and FOVy
are the field of view along the x- and y-direction in the image domain, respectively. In
the case of 3D imaging (see Figure 2.2), a slab-selective rf pulse is used for excitation,
and a second phase encoding gradient has to be applied along the slice (now called
partition) direction that is orthogonal to the directions of the first two encodings.
Following the same principles as in Equations (2.21) and (2.22), we can extend the
relations between k-space domain and the image domain:
∆kz =
γ
2π
·∆GS · tS =
1
FOVz
(2.23)
where ∆GS is the step size of the different partition encodings and tS the corresponding
pulse duration of the partition encoding gradient.
2.2.2 Magnitude and Phase Images of GRE imaging
In comparison with the spin echo (SE) sequence [Hahn, 1950], the GRE sequence does
not employ a π refocusing rf pulse, which allows to shorten TE and thus also TR.
This short-TR option opens the door to one of the most interesting aspects of MRI:
fast imaging. However, with TR shorter than T2, there is transverse magnetization
being left prior to the next rf pulse. Depending on how this transverse magnetization
is handled, GRE sequences can be divided into two different types [Haacke, 1991]:
steady-state coherent and steady-state incoherent sequences. Here, we will only con-
sider steady-state incoherent GRE imaging as it is commonly used for QSM. There
are two ways to spoil (destruct) the remnant transverse magnetization, including the
application of variable gradients along the slice select direction to dephase the remnant
transverse magnetization before the next rf pulse (gradient spoiling), or changing the
phase offset angle of rf pulse from cycle to cycle (usually set to 117◦) to prevent the
buildup of the remnant transverse magnetization (rf spoiling). In practice, these two
methods can be used simultaneously to achieve efficient spoiling. The steady-state
incoherent GRE is also called spoiled GRE.
The steady-state longitudinal magnetization Mz of a spoiled GRE scan is given by
Mz =M0 ·
1− e−TR/T1
1− e−TR/T1 · cosα
(2.24)
where M0 is the equilibrium magnetization and α the flip angle of rf pulse.
Considering T ∗2 relaxation, the detectable steady-state MRI signal (transverse mag-
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netization) can be described by
Mxy =M0 · sinα ·
1− e−TR/T1
1− e−TR/T1 · cosα
· e−TE/T
∗
2 (2.25)
It can be shown that for a given T1 relaxation time of the investigated tissue and given
TR, the maximum MRI signal is obtained at the specific flip angle:
αe = cos
−1(e−TR/T1) (2.26)
which is also called the Ernst angle [Ernst and Anderson, 1966]. In the case of TR T1,
the Ernst angle (in radians) can be approximated as
αe ≈
√
2TR
T1
(2.27)
For large flip angles relative to the Ernst angle, the MRI signal will rapidly reach the
steady-state. For small flip angles relative to the Ernst angle, e.g., in the fast low angle
shot (FLASH) sequence [Haase et al., 1986], it could take a few hundred successive rf
pulses for the MRI signal to reach the steady-state.
Due to the fact that the transverse magnetization rotates in the transverse plane, a
complex valued representation of the MRI signal is more convenient. The MRI signal
at position r and time t can be expressed in terms of the real (Re) and imaginary (Im)
part as
M̂xy(r, t) ≡ Re(Mxy(r, t)) + i Im(Mxy(r, t)) (2.28)
By introducing a standard phase notation, the complex MRI signal can be written in
terms of the magnitude and phase
M̂xy(r, t) = |Mxy(r, t)|·e
iφ(r,t) (2.29)
where the magnitude part can be calculated
|Mxy(r, t)|=
√
Re2(Mxy(r, t)) + Im
2(Mxy(r, t)) (2.30)
and the phase part can be computed as
φ(r, t) = tan−1
(Im(Mxy(r, t))
Re(Mxy(r, t))
)
(2.31)
From this, we can see that the measured phase values are explicitly wrapped into the
interval [−π, π).
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where µ0 is the absolute permeability of vacuum (4π×10
−7 Tm/A). As in human brain
tissues χ 1, the above equation (2.36) can be approximated
~B ≈ µ0
1
χ
~M (2.37)
By defining the permeability of the material µ ≡ µ0(1 + χ), Equation (2.35) can be
simplified to
~B = µ ~H (2.38)
Thus, if we know the susceptibility distribution of the material, we also have knowledge
of its permeability.
On a macroscopic scale, assuming the main magnetic field is applied along the
z-axis and to a sample with an isotropic susceptibility χ, the (normalized) induced
magnetic field variation with respect to ~B0 at spatial position ~r can be expressed as
[Li and Leigh, 2004, Marques and Bowtell, 2005]
δB(~r) =
∆Bz(~r)
~B0
=
∫
~r′ 6=~r
χ(~r′)
3 cos2 θ − 1
4π|~r′ − ~r|3
d3~r′ (2.39)
where θ is the angle between ~B0 and the spatial vector ~r′ − ~r. Equation (2.39) can be
rewritten in the form of a convolution
δB(~r) = χ(~r)⊗ d(~r) (2.40)
where d(~r) = (3 cos2 θ−1)/4π|~r|3 is the unit magnetic dipole, and θ is the angle between
~B0 and ~r. The nonlocal convolution relationship in spatial space can be transformed to
a point-wise multiplication in Fourier domain [Yoder et al., 2004, Marques and Bowtell,
2005]
δB(~k) = χ(~k) ·D(~k)
= χ(~k) ·
(
1
3
−
k2z
k2x + k
2
y + k
2
z
)
(2.41)
Using Equations (2.40) and (2.41), the induced field variation can be predicted given a
known susceptibility distribution. This procedure is referred to as the forward calcula-
tion [Salomir et al., 2003, Marques and Bowtell, 2005]. However, for QSM, the inverse
problem must be solved: the unknown susceptibility distribution must be extracted
from the known (measured) induced field variations.
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2.3.2 Phase Unwrapping
As can be seen from Equation (2.31), the acquired phase, which depends on the echo
time, is intrinsically wrapped into an interval of 2π radians. Phase unwrapping needs
to be implemented to reveal the underlying original phase distribution of interest. The
unwrapping process can be described as
φorig(~r, t) = φmeas(~r, t) + 2π · n(~r, t) (2.42)
where φorig(~r, t) is the original unwrapped phase image, and φmeas(~r, t) is the measured
wrapped phase image, n(~r, t) is a (positive or negative) integer value depending on the
location ~r and echo time t.
Generally, phase unwrapping of GRE datasets relies on spatial unwrapping. Spa-
tial unwrapping methods can be divided into two categories: (i) path-based and (ii)
Laplacian-based unwrapping. Regarding to this topic, some excellent review papers can
be found in [Schweser et al., 2016, Deistung et al., 2017]. The path-based unwrapping
method holds the assumption that a phase wrap (discontinuity) only occurs between
neighboring voxels if the phase difference between them is greater than π. The basic
idea of path-based unwrapping is that it resolves these phase wraps by either adding
or subtracting integer multiples of 2π to all the following voxels along some specific
paths, which are dependent on a quality map. In this way, the most reliable voxels
can be unwrapped first, and the least reliable voxels are unwrapped last. Many well
established unwrapping algorithms belong to this category, for example, PRELUDE
from FSL [Jenkinson, 2003], or best path unwrapping [Abdul-Rahman et al., 2007].
The second category is Laplacian-based unwrapping [Schofield and Zhu, 2003], which
attempts to restore the unwrapped phase whose local derivatives equal to those of the
wrapped phase
52φorig(~r) = cosφmeas(~r) · 5
2(sinφmeas(~r))− sinφmeas(~r) · 5
2(cosφmeas(~r)) (2.43)
where 52 is the Laplacian operator. It relies on the assumption that the measured
(wrapped) phase data is sufficiently differentiable. Laplacian-based unwrapping solves
the above partial differential equation and calculates the derivatives using fast Fourier
transform techniques. With the advantages of computational efficiency and robustness
to noise, Laplacian-based unwrapping is frequently used in the field of QSM. However,
it is worthy to note that Laplacian-based unwrapping returns an approximation of
the true values of the unwrapped phase, instead of the exact unwrapped phase values
[Robinson et al., 2017].
With multi-echo GRE datasets, phase wraps might be present along any of the
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four dimensions, including three spatial and one temporal (echo) dimensions. Thus,
working with multi-echo GRE data, spatial unwrapping is first applied to each 3D
volume determined by the echo, and then an additional temporal unwrapping is applied
on the corrected volumes to solve phase discontinuities along the echo dimension.
2.3.3 Background Field Removal
After phase unwrapping, the phase signal is proportional to the magnetic field variation
∆B(~r) and echo time
φ(~r, t) = γ∆B(~r) · t+ φ0(~r) (2.44)
where the magnetic field variation ∆B(~r) consists of two parts, the background field
and the local field:
∆B(~r) = ∆Bbkg(~r) + ∆Bloc(~r) (2.45)
The background field, ∆Bbkg(~r), also called external field, is defined as the field pertur-
bation generated by magnetic sources outside the region of interest (ROI) of imaging
object. For example, background field sources come from main field inhomogeneity,
or air-tissue susceptibility differences. The local field, ∆Bloc(~r), alternatively named
internal field, is the field variation of interest, which is induced by the local tissue sus-
ceptibility inside the ROI. In brain imaging, the ROI usually refers to the brain tissue
region excluding the skull.
Background field removal refers to eliminating the background field from the total
magnetic field variation. As background field is often about an order of magnitude
higher than local field, it is the dominant part of the measured total field. For instance,
air-tissue susceptibility differences are approximately 9.4 ppm, whereas susceptibility
differences between local brain tissues are usually less than 1 ppm. Thus, to avoid their
degrading effects on the final susceptibility maps, efficient strategies for background
field removal need to be applied prior to the field-to-susceptibility inversion. A number
of viable approaches have been proposed to separate the background fields from the
local fields. These methods include sophisticated harmonic artifact reduction for phase
data (SHARP) [Schweser et al., 2011], the projection onto dipole fields (PDF) method
[Liu et al., 2011b], harmonic phase removal using Laplacian operator (HARPERELLA)
[Li et al., 2014a], and the Laplacian boundary value (LBV) method [Zhou et al., 2014].
A recent, thorough review on all these background field removal techniques and variants
can be found in [Schweser et al., 2017b].
Since SHARP is one of the most frequently used methods to remove the background
field, we will describe it in more detail in the following. SHARP exploits the spherical
mean value (SMV) property of harmonic functions to achieve a numerically efficient
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restoration of the local field [Schweser et al., 2011]. Recognizing that the background
field is harmonic inside a specific ROI,
52(∆Bbkg(~r)) = 0 (2.46)
while the local field is not harmonic inside the ROI, we can write
52(∆B(~r)) = 52(∆Bbkg(~r)) +5
2(∆Bloc(~r)) (2.47)
= 52(∆Bloc(~r)) (2.48)
By using the SMV property, Equation (2.48) can be solved to extract the local field
∆Bloc(~r) = (δ − ρ)⊗
−1 (δ − ρ)⊗ (∆B(~r)) (2.49)
where δ is a unit impulse (Dirac distribution) at the center of a numerically rendered
normalized sphere, ρ is the radially symmetric normalized function (sphere), the term
δ − ρ is called SMV kernel, and the symbols ⊗ and ⊗−1 present the 3D convolution
and deconvolution, respectively. This method has been implemented in image space.
However, it can be reformulated also in the Fourier domain [Sun and Wilman, 2014]:
F−1CF∆Bbkg(~r) = 0, assuming C = F(δ − ρ) (2.50)
and
F−1CF∆B(~r) = F−1CF∆Bloc(~r) (2.51)
where F and F−1 denote the Fourier and inverse Fourier transform matrix, respectively;
C is the SMV kernel in k-space; F represents the Fourier transform operation. The
local field can be obtained by solving this equation using truncated singular value
decomposition [Schweser et al., 2011] or Tikhonov regularization [Sun and Wilman,
2014].
As one of the first physically motivated methods for background removal, SHARP
has been extensively applied in the field of QSM. Due to its numerical simplicity and low
computational cost, SHARP can robustly eliminate the background field. However, one
major drawback of SHARP is that due to the fact that SMV can not be evaluated close
to the boundary of the ROI, SHARP returns a smaller region of local field excluding
the boundary [Schweser et al., 2011]. Several SHARP variants have been developed
attempting to solve this boundary issue. For example, E-SHARP [Topfer et al., 2015]
uses a Taylor series expansion to extrapolate the background field to the boundary.
V-SHARP [Wu et al., 2012b] applies SMV kernels of varying size (the closer to the
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boundary the smaller the radius of the SMV kernel) to recover more regions near the
boundary for determining the local magnetic field.
2.3.4 Field to Susceptibility Dipole Inversion
Here we use the background corrected field to calculate susceptibility maps. Recalling
the relationship between the susceptibility distribution and the induced field variation
in Equation (2.41), the susceptibility can be in principle calculated by using a simple
division in k-space
χ(~k) =
δB(~k)
D(~k)
(2.52)
However, inversion of the magnetic field to the magnetic susceptibility is an ill-posed
problem, due to the zero values of the dipole kernel D(k) along the magic angle (54.7◦
with respect to B0)
D(~k) = 0, when k2 = 3k2z (2.53)
where ~k = (kx, ky, kz)
T and k2 = k2x + k
2
y + k
2
z . The sets of zero values in dipole
kernel in k-space form two conic surfaces. Besides these zero values, the small values
surrounding to conic surfaces make the inversion subjective to noise amplification.
Therefore, the susceptibility values cannot be directly calculated by simple inversion.
Several strategies have been proposed to solve this ill-posed inverse problem, including
multiple orientations and single orientation approaches.
In the multiple orientations approach, by rotating the object under different angles
with respect to the main magnetic field ~B0, the inversion problem can be formulated
in matrix form [ D1(~k)
...
Dn(~k)
]
· χ(~k) =
[ δB,1(~k)
...
δB,n(~k)
]
(2.54)
where n is the number of orientations (n ≥ 3). With this approach, the problem now
becomes over-determined, and can be solved straightforwardly in a least square sense.
This method is called Calculation of Susceptibility Through Multiple Orientation Sam-
pling (COSMOS) [Liu et al., 2009]. The fundamental idea of COSMOS is to exploit the
fact that the zero-valued cones of the dipole kernel rotate together with the object’s
orientation. With three or more orientations, the zero-valued cone do not intersect and
improve the condition of the field-to-susceptibility inverse problem from ill-posed to
over-determined. Although the reconstructed susceptibility maps show excellent visual
quality, it is impractical in clinical applications due to the prolonged scan time and se-
vere discomfort for the subjects having to undergo multiple orientations. Furthermore,
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COSMOS averages contributions of anisotropic sources [Schweser et al., 2012], e.g.,
anisotropic magnetic susceptibility and anisotropic microstructures, thus hampering
the study of white matter regions.
Regarding single orientation approaches, different algorithms have been imple-
mented for solving the inverse problem in either k-space or image space. In k-space,
a very simple method is to modify the dipole kernel around its zero-valued cone by
truncation
D˜(~k) =
{
D(~k) if |D(~k)|> th
sign(D(~k)) ∗ th if |D(~k)|≤ th
(2.55)
where th is the user-defined threshold and ‘sign’ is the sign function. The ill-posed
division in Equation (2.52) can then be replaced by
χ˜(~k) =
δB(~k)
D˜(~k)
(2.56)
This method is called truncated (or thresholded) k-space division (TKD) [Shmueli
et al., 2009, Wharton et al., 2010]. Although being numerically simple, it holds two
major drawbacks: underestimation of susceptibility values and production of streaking
artifacts. To mitigate these issues, the dipole inversion can be solved with regularization
in the image space, and can be generalized to an optimization problem according to
[Wang and Liu, 2015]
argmin
χ
∥∥∥W (δB(~k)− d⊗ χ)∥∥∥2
2
+ λ ·R(χ) (2.57)
where W is a diagonal weighting matrix to account for noise in the MR signal, λ is a
tunable regularization parameter and R denotes the regularization function.
The optimization in Equation (2.57) is essentially a minimization problem, consist-
ing of two parts: the data fidelity term and the regularization term. Specifically, more
than one regularization terms can be applied at the same time. The regularization
functions can be expressed in the forms of Euclidean norm (L2 norm), Taxicab norm
(L1 norm), or total variation (TV). An extensive overview of the different possible
regularization forms has been given by [Wang and Liu, 2015]. The regularization term
can be used to incorporate prior spatial information to the inversion problem. With
various assumptions, this prior information can be extracted from GRE magnitude
or phase images. For example, in the Morphology Enabled Dipole Inversion (MEDI)
approach [Liu et al., 2011c], it is assumed that edge information of tissues derived
from magnitude images corresponds to the same edges in the susceptibility maps, and
imposes this anatomical prior as an L1 norm to the inversion. The L1 norm and TV
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based methods presume that the susceptibility distribution is piece-wise defined, and
use the sparsity constraints to regularize the inversion problem. Thus, the L1 norm
and TV based calculation of susceptibility can be treated as compressed sensing (CS)
problems [Bilgic et al., 2012].
Another approach, called homogeneity enabled incremental dipole inversion (HEIDI)
[Schweser et al., 2012], exploits the homogeneity (smoothness) information of the sus-
ceptibility distribution from the phase images, and incorporates this prior information
into the regularization based on an incremental inversion strategy. Specifically, the
Fourier space of the to-be-restored susceptibility distribution is divided into three dif-
ferent sub-domains: well-conditioned, ill-conditioned and interim sub-domains. Only
for the ill-conditioned sub-domain of Fourier space, prior information determined from
phase images is used in the TV norm based regularization. In both well-conditioned
and interim sub-domains of Fourier space, the susceptibility is reconstructed with an
LSQR algorithm [Paige and Saunders, 1982]. Additionally, for the interim sub-domain
of Fourier space, the reconstructed susceptibility map is denoised using a gradient
anisotropic diffusion filter [Perona and Malik, 1990]. The concept of separating Fourier
space is preferable in the reconstruction of susceptibility maps owing to the fact that
(i) prior information is more valuable for the ill-conditioned subdomain; (ii) prior in-
formation is not explicitly needed for the well-conditioned subdomain; (iii) special care
for noise suppression is needed for interim sub-domains. Compared to the previously
mentioned TKD and MEDI methods, HEIDI reveals less streaking artifacts in the re-
constructed susceptibility maps as demonstrated by using both numerical simulations
and in vivo data [Schweser et al., 2012]. Thus, the HEIDI method is the choice for
calculating QSM in this thesis.
2.3.5 Applications of QSM
It is well known that besides tissue water, iron, myelin and calcium are the three ma-
jor magnetic susceptibility sources in the human brain [Duyn, 2013, Wang and Liu,
2015, Deistung et al., 2017]. Being the dominant paramagnetic susceptibility source in
the brain, mapping iron has numerous important clinical applications for diagnosing
and monitoring diseases in the central nervous system (CNS). Iron can be stored in
two forms in vivo: (i) non-heme iron, such as ferritin; and (ii) heme iron, such as
hemoglobin in the red blood cells. Specifically, the non-heme iron is paramagnetic
compared to water, and is highly concentrated in deep gray matter structures. It
has been found that abnormally high ferritin levels in deep gray matter structures
are present in neurodegenerative and inflammatory diseases, such as multiple sclero-
sis (MS), Alzheimer’s disease (AD), Parkinson’s disease (PD), Huntington’s disease
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(HD). Hemoglobin, as one important heme iron complex, dominates the magnetic sus-
ceptibility of blood, with deoxygenated red cells being more paramagnetic relative to
oxygenated red cells. Based on this susceptibility difference, it is possible to use QSM
to estimate non-invasively blood oxygenation levels [Fan et al., 2015, Zhang et al.,
2015]. Myelin is the predominant diamagnetic contributor to tissue magnetic suscep-
tibility, especially in white matter [Li et al., 2012]. Myelin, being composed of lipids
and proteins, is a spiraling sheath (or layer) that surrounds the axons of the nerve
cells. The main purpose of the myelin sheath is to increase the transmitting speed of
action potentials along the axons of nerve cells, and it is thus essential for the proper
functioning of the nervous system. The loss of the myelin sheath, called demyelination,
is a hallmark of several neurodegenerative diseases, including multiple sclerosis [Bitsch
et al., 2000]. High concentrations of calcium in form of mineralization or calcification
cause strong diamagnetic susceptibility [Buch et al., 2015]. For example, calcification
in tumors causes the local tissue to appear diamagnetic, which is opposite to iron
deposition.
Compared to GRE magnitude, phase (frequency) images and relaxation time maps,
QSM shows excellent anatomical contrast in the deep gray matter, midbrain and the
cerebral cortex [Deistung et al., 2013b]. For example, the superb anatomical contrast of
deep gray matter can be utilized to improve the visualization and segmentation of deep
gray matter structures [Cobzas et al., 2015, Feng et al., 2017a]. Another example, due
to high iron content in subthalamic nucleus (STN), the structure and location of STN
can be well depicted by QSM [Wang et al., 2017]. This advantage can be potentially
used for QSM-guided surgery planning in the deep brain stimulation to treat PD and
other neurological disorders.
Compared to its precursor, SWI, QSM can be used to differentiate hemorrhages
and calcium deposition. Unlike the appearance on SWI where both iron and calcium
appear dark due to T∗2 effects, blood in hemorrhages appears hyperintense (bright, due
to positive susceptibility values compared to surrounding tissues) on QSM, whereas
calcium appears hypointense (dark, due to negative susceptibility values compared to
surrounding tissues) on QSM [Chen et al., 2014b]. These advantages have made QSM
an excellent choice as an imaging modality for hemorrhage and calcium differentiation
as well as tumor sub-classifications. Without the blooming artifacts and dependence
on image parameters [Liu et al., 2012], QSM can also provide an accurate and reliable
measurement of microbleeds in traumatic brain injury (TBI).
MS is an inflammatory demyelinating disease in the CNS. The pathology of MS is
characterized by iron overload in deep gray matter and demyelination (myelin loss) in
white matter. In a recent post-mortem study [Langkammer et al., 2012], it has been
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2.4.1 Overview of Subcortical Segmentation
In the human brain, the nerve cells are most commonly organized into two forms: (i)
being layered at the surface of the brains, called cerebral cortex; (ii) being distributed
deeply in the cerebrum and called SGM nuclei, subcortical nuclei, subcortical struc-
tures or deep gray matter structures. The typical SGM nuclei are thalamus, STN and
basal ganglia. The basal ganglia is a set of subcortical nuclei in the human brain,
including caudate nucleus, putamen, globus pallidus, nucleus accumbens, substantia
nigra and subthalamic nucleus [Heimer, 1983]. Interconnecting with the cerebral cor-
tex, thalamus, brainstem and several other brain areas, the basal ganglia are associated
with various brain functions, including control of voluntary motor movements [Gray-
biel et al., 1994], eye movement, cognition [Stocco et al., 2010] and emotion [Damasio
et al., 2000]. Their disorder is associated with many neurodegenerative diseases, e.g.,
MS [Batista et al., 2012, Zivadinov et al., 2012], Parkinson’s disease [Obeso et al.,
2000], and Huntington’s disease [Paulsen et al., 2006].
In the context of analyzing brain MRI data, subcortical segmentation refers to the
process of partitioning an MR image (typically in 2D or 3D format) into multiple seg-
ments (or labels) to produce an estimate of the extent of the subcortical structures, by
considering their unique anatomical information (locations, shapes and MRI contrast
properties). In order to study SGM in both normal and pathological brains, it is of ex-
treme importance to achieve robust and accurate segmentations. Manual segmentation
of subcortical structures, however, is time consuming and prone to operator-dependent
variabilities, thus is impractical for large cohort studies. Therefore, clinical imaging
studies encompassing large cohorts of patients and controls commonly apply automatic
image segmentation tools. To date, several sophisticated software packages have been
developed for segmenting subcortical structures [Fischl et al., 2004, Patenaude et al.,
2011, Fischl, 2012, Wang et al., 2014], most of them relying on high-resolution T1-
weighted (T1w) images. Among them, FMRIB’s Integrated Registration and Segmen-
tation Tool (FIRST) [Patenaude et al., 2011] of the FMRIB Software Library (FSL)
and Freesurfer [Fischl, 2012, Fischl et al., 2002] are the two most popular packages.
2.4.1.1 FSL-FIRST
Developed by the Analysis Group at the Oxford Center for Functional MRI of the Brain
(FMRIB), FSL is a comprehensive library of analysis tools for structural, functional
and diffusion MRI brain images [Smith et al., 2004, Jenkinson et al., 2012]. As a single
integrated and freely available software package for academic use, FSL is in active
use in more than 1000 laboratories worldwide [Smith et al., 2004, Woolrich et al.,
2009, Jenkinson et al., 2012].
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FIRST is a tool of FSL for subcortical segmentation, which combines Bayesian
concepts with active shape and appearance models [Patenaude et al., 2011]. It seg-
ments 15 different subcortical structures, including seven nuclei (accumbens, amygdala,
caudate, hippocampus, globus pallidus, putamen, thalamus) in both hemispheres and
brain stem, and produces outputs in the formats of both mesh (describing the outer
surface of the structure) and volume (labeling the ROI of the structure). Within the
Bayesian framework, to constrain the segmentation, prior information has been de-
rived from a training set consisting of 336 manually segmented T1w images (including
normal brains and cases of schizophrenia and Alzheimer’s disease). Shape priors are
extracted from these training data by generating surface parameterizations (mesh) of
the individual subcortical structures, while intensity priors are extracted by sampling
the image intensities along the surface normals. Principal modes of variation in shape
and intensity are computed from these extracted priors to form the basis functions in
the generative model, where the modes are used to describe how shapes and intensi-
ties vary and co-vary across all the 336 subjects in the training dataset. FIRST uses
the so-called Bayesian appearance model to exploit the relationship between the in-
tensities and the deformable shapes for every subcortical structure [Patenaude, 2007].
After the Bayesian model being trained, it can be used to segment the new T1w images.
Initially, the individual to-be-segmented T1w images are linearly registered to the Mon-
treal Neurological Institute (MNI) space, a common atlas coordinate [Mazziotta et al.,
1995, Grabner et al., 2006], using a two-stage registration with dedicated weighting
of subcortical structures during the second stage. Subsequently, applying the inverse
transformation brings the Bayesian model into the native space of the individual T1w
images to do the final segmentation.
FIRST has been extensively applied in multiple brain imaging studies to investi-
gate volume and shape changes of subcortical brain structures that are supposed to be
associated with normal aging [Hughes et al., 2012, Hagemeier et al., 2013] or neurode-
generative diseases, like Alzheimer’s disease [Alves et al., 2012], schizophrenia [Felsky
et al., 2012], multiple sclerosis [Zivadinov et al., 2012], or epilepsy [Lin et al., 2012]. It
has also been shown quite recently that FIRST performs similarly well regarding hip-
pocampal segmentation to predict the progress in Alzheimer’s Disease dementia when
compared to other volumetric methods (e.g., Statistical Parametric Mapping) [Suppa
et al., 2016]. The scan-rescan reliability of SGM segmentation with FIRST on the same
scanning platform [Morey et al., 2010] as well as between different scanning platforms
[Nugent et al., 2013] has been confirmed, which warrants the applicability of FIRST in
large-scale longitudinal and multisite studies.
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2.4.1.2 Freesurfer
Developed by the Athinoula A. Martinos Center for Biomedical Imaging at Mas-
sachusetts General Hospital (MGH), Freesurfer is a suite of tools for analyzing and
visualizing structural, connectional and functional neuroimaging data. Its primary
functions include the construction of surface models of the cerebral cortex, deter-
mining the thickness of cortical gray matter, parcellation of cortical foldings, inter-
subject alignment (registration) based on cortical foldings, and volumetric segmenta-
tion of most macroscopical brain structures visible on T1w input images [Fischl, 2012].
FreeSurfer has been successfully applied to study human brain aging [Walhovd et al.,
2005, Fjell et al., 2005, Fjell et al., 2006] and various neurological disorders [Rosas et al.,
2002, Manoach et al., 2007, Desikan et al., 2010, Sabuncu et al., 2011]. Compared to
FSL-FIRST, Freesurfer can be used to segment 37 subcortical structures, including left
and right amygdala, caudate, putamen, globus pallidus, thalamus, lateral ventricles,
and hippocampus.
Regarding subcortical segmentation, Freesurfer also relies on a Bayesian approach
together with a probabilistic atlas, which is derived from a number of manual segmen-
tations of subcortical structures in the training datasets. Freesurfer decomposes the
subcortical segmentation to two terms, including a more realistic image likelihood term
as well as a sophisticated prior term [Fischl et al., 2002, Fischl, 2012]. For the image
likelihood, the assumption that tissue classes can be well modeled by a mixture of spa-
tially stationary Gaussians distributions is relaxed. Instead, it applies a separate model
for each subcortical structure for each point (voxel in the volume) in space, which al-
lows to account for within-structure heterogeneity that occurs commonly in thalamus,
hippocampus and other subcortical structures. For the prior term, a prior on structure
identity given spatial location is used, and such prior is enhanced by including models
of the stereotypical spatial relationships observed between the neighboring subcortical
structures. The enhanced prior information is encoded by a spatially nonstationary
Markov random field (MRF) model. The spatial constraints imposed by the proba-
bilistic atlas allow MRF to segment the images into the large number of tissue classes,
which correspond to individual subcortical structures.
2.4.2 Challenges to Tackle
In this thesis, FSL-FIRST was selected as the preferred choice for subcortical segmen-
tation due to its computational efficiency and validated test-retest reliability [Morey
et al., 2010, Nugent et al., 2013]. However, there are two challenges for FSL-FIRST to
be solved if applied on real large clinical cohort studies.
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The first challenge regarding FIRST-based SGM segmentation is the insufficient
SGM contrast on T1w images. Specifically, depending on T1w sequence parameters
of the clinical imaging protocols, SGM nuclei, in particular the globus pallidus, may
exhibit deviating or even poor contrast on T1w images compared to that in FIRST’s
training datasets, which may affect segmentation accuracy [Derakhshan et al., 2010].
While the MNI template shows detailed delineation of SGM structures with excellent
contrast, a similar contrast to that in MNI template is desirable to have available
with FIRST to improve inferior segmentation results in cases of insufficient contrast
on T1w images. To solve this issue, it is expected to enhance the contrast of T1w
images to render their appearance more similar to the MNI template by combining T1w
images with a second MRI dataset that displays SGM nuclei with distinct contrast.
Against this background, QSM is indeed able to provide such an excellent contrast
on subcortical structures [Haacke et al., 2015, Deistung et al., 2013b, Deistung et al.,
2017].
The second challenge of FIRST is the inaccurate alignment of the input images to
the standard image space using linear registration, particularly for atrophied brains
in patients. Small inaccuracies resulting from the linear registration step are usually
overcome by FIRST by applying sophisticated fine-tuning of the surface mesh. How-
ever, it may be difficult or even impossible to straighten out fully severe registration
inaccuracies (happened in cases of atrophied brains) by the surface mesh optimization,
there is consequently an intrinsic demand to transform as accurately as possible the
individual subject data into the MNI space. Against this background, nonlinear regis-
tration could be used to locally warping the input images to align with the reference
images.
When applying FIRST to clinical cohort studies consisting of both patients and
controls, these two intrinsic challenges have be solved to improve its subcortical seg-
mentation. An improved segmentation framework is presented in Chapter 4.
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Chapter 3
Intra-scanner Repeatability of QSM
and R∗2
This chapter presents the results of a systematic investigation regarding the repeata-
bility of QSM as well as R∗2 maps, which is critical when aiming to establish these
two imaging metrics derived from multi-echo GRE imaging as potential quantitative
imaging biomarkers in preclinical or clinical settings, especially in longitudinal studies.
The content of this chapter has been published as an Original Article in the journal
Zeitschrift fu¨r Medizinische Physik [Feng et al., 2017b].
3.1 Introduction
In longitudinal studies, repeated MRI scans of the same subject will most likely result
in different magnitude and phase images due to small variations of the subject’s head
position, and MRI scanner calibration. These small differences may, in turn, lead to
changes in the estimates of susceptibility and R∗2 values in the different human brain
structures. Thus, evaluation of scan-rescan repeatability (i.e., the same imaging mea-
surement performed on the same subject using the same protocol with the same scanner
at the same center) and reproducibility (i.e., imaging measurements performed on the
same subjects using the same protocol with different scanners with, e.g., different field
strengths, vendors, sites or reconstruction algorithms) [Raunig et al., 2015] is of utmost
importance when aiming to establish QSM and R∗2 as quantitative imaging biomarkers
in future applications. Several recent studies reported high to excellent reproducibility
of QSM across different sites [Lin et al., 2015], field strengths (1.5 T and 3 T) [Hin-
oda et al., 2015, Deh et al., 2015], scanners [Hinoda et al., 2015] and reconstruction
methods [Santin et al., 2016]. An intra-scanner scan-rescan test of QSM and R∗2 map-
ping with five control subjects was performed in a previous study by exploiting voxel-
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and structure-wise differences among the repetitions [Cobzas et al., 2015]. However, a
comprehensive repeatability study of both QSM and R∗2 with multiple repetitions using
the same scanner at the same site, which is a common study scenario in academic and
clinical studies, has not been conducted so far.
Another significant problem of using QSM in cross-sectional and longitudinal stud-
ies is that the singularity at the origin of the k-space representation of the unit dipole
response introduces an arbitrary, region-independent offset in the reconstructed sus-
ceptibility map [Cheng et al., 2009]. Consequently, QSM is only capable to provide
relative rather than absolute values of magnetic susceptibility. This limitation is typ-
ically overcome by referencing the reconstructed susceptibility values to the average
values of a specific region of the brain. Selecting a suitable reference region has already
been tackled in one previous cross-sectional [Deistung et al., 2013b] and longitudinal
study [Straub et al., 2016]. The authors suggested to use frontal white matter (fWM)
[Deistung et al., 2013b], the posterior limb of the internal capsule (IC) or cerebrospinal
fluid (CSF) in the ventricle area as a reference structure [Straub et al., 2016]. It has
also been suggested to employ the reconstructed susceptibility values directly after
field-to-source inversion because these values are intrinsically referenced to the mean
susceptibility of the whole tissue region used for susceptibility computation (e.g., the
whole brain tissue in case of brain exams) and no obvious systematic bias was ob-
served between the analysis of the susceptibility as a function of age with and without
referencing to CSF [Li et al., 2014b].
Consequently, the main goals of this investigation were (i) to characterize the re-
peatability of both susceptibility and R∗2 mapping of the brain in healthy volunteers at
3 T resulting from different scans at different days and (ii) to determine the influence
of different reference regions on QSM repeatability.
3.2 Methods
3.2.1 Data Acquisition
Eight young and healthy subjects without any history of neurological or psychiatric
diseases (female; right-handed; mean age ± standard deviation, 24.1±2.4 years; age
range, 22–29 years) were recruited. The study was approved by the local ethics com-
mittee, and written informed consent was collected from all participating subjects.
Each subject was scanned four times on different days using the same measurement
protocol on a 3 T whole body MRI scanner (Tim Trio, Siemens Healthcare, Erlangen,
Germany) with a 12-channel head coil. The time intervals between two consecutive
scans varied for each subject and ranged from 3 to 38 days. The acquisition proto-
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col included whole brain T1-weighted imaging for automatic tissue segmentation and
whole brain multi-echo GRE imaging for QSM and R∗2 calculations. The former was
performed using a magnetization-prepared rapid gradient echo (MP-RAGE) sequence
with isotropic spatial resolution of 1mm (TR = 2300 ms, TE = 2.63 ms, inversion
time (TI) = 1100 ms, flip angle (FA) = 7◦, bandwidth (BW) = 199 Hz/pixel, paral-
lel imaging with an acceleration factor of two, acquisition time of 5 min 21 s). The
sequence parameters of the multi-echo GRE sequence included 6 echoes (monopolar
readout), TE1-TE6/∆TE = 3.07 ms-27.72 ms/4.93 ms, TR = 32 ms, FA =20
◦, BW
= 507 Hz/pixel, voxel size = 0.57 mm×0.57 mm×2.00 mm, resulting in an acquisition
time of 7 min 47 s.
3.2.2 Data Preprocessing
Quantitative susceptibility maps were computed from the multi-echo GRE phase im-
ages. To this end, phase images were unwrapped for each echo, converted to fre-
quency maps and combined across the different echo times according to [Wu et al.,
2012a]. Background frequency contributions were eliminated using V-SHARP (10 dif-
ferent spherical kernels with varying radii ranging from 0.57 mm to 5.7 mm) [Li et al.,
2011] with regularization using high-pass filter with cut-off frequency of 0.01mm−1
[O¨zbay et al., 2017]. Susceptibility maps were subsequently reconstructed using HEIDI
[Schweser et al., 2012]. R∗2 maps were calculated by mono-exponential fitting of the
signal decay of the multi-echo GRE magnitude data using logarithmic calculus [Miller
and Joseph, 1993].
The GRE magnitude images (first echo) were aligned to the T1-weighted images
with rigid registration using SPM8 (Statistical Parametric Mapping). Six subcortical
brain structures (putamen, globus pallidus, caudate nucleus, accumbens, hippocampus
and thalamus) were automatically segmented using an improved FIRST method [Feng
et al., 2017a], which will be described in detail in Chapter 4. Briefly, this method creates
a hybrid contrast by combining T1-weighted images and susceptibility maps to improve
the delineation of the subcortical brain structures (see Figure 3.1), and uses nonlinear
registration to align these images to the MNI template. FIRST [Patenaude et al.,
2011], as introduced in Section 2.4.1.1 of Chapter 2, was applied to the warped hybrid
contrast images and segmented the subcortical structures in MNI space. Subsequently,
the segmented ROIs were transformed from MNI space to the native T1-weighted image
space by applying the inverse warping transform with nearest neighbor interpolation.
The final step consisted in transforming the subcortical ROIs from the native T1-
weighted image space to the QSM/R∗2 space by inverting the initial rigid registration.
It is decided to apply FIRST on the hybrid contrast because (i) it slightly improves
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images using FMRIB’s Automated Segmentation Tool (FAST) [Zhang et al., 2001],
which is a fully automated, robust and reliable FSL tool for segmenting brain tissues
based on a hidden MRF model and an associated Expectation-Maximization algo-
rithm. The CSF and GM segmentation results were transformed to the QSM/R∗2
space and further restricted to only include the lateral ventricle and cortical GM (i.e.,
excluding subcortical gray matter), respectively. Finally, using Freeview (Freesurfer,
https://surfer.nmr.mgh.harvard.edu/fswiki/FreeviewGuide) all VOI outlines were su-
perposed on the susceptibility and R∗2 maps for visual inspection and manually refined
using Freeview’s “voxel edit” tool if necessary. To normalize the susceptibility maps,
mean susceptibility values of the five VOIs were calculated and subtracted from the
reconstructed susceptibility maps. As a result, five susceptibility maps (referenced to
the whole brain, fWM, IC, CSF and cGM, respectively) and one R∗2 map were obtained.
3.2.4 Analysis of Repeatability
To evaluate visually how similar QSM and R∗2 maps were between the scans, the struc-
tural similarity index (SSIM) was calculated [Wang et al., 2004], which is based on the
three characteristics of luminance, contrast and structural similarity between images,
and enables an objective metric for assessing perceptual image quality. To investigate
the repeatability of QSM and R∗2 in the six subcortical structures, the mean values
and standard deviations of these structures for each subject, scan and modality (five
differently referenced susceptibility maps and one R∗2 map) were calculated. The scan-
rescan repeatability of the mean values for each of these modalities was estimated with
the intra-class correlation coefficient (ICC) and the variance ratio (VR) according to
[Raunig et al., 2015, Barnhart and Barboriak, 2009]:
ICC =
σ2b
σ2b + σ
2
w
(3.1)
VR =
σ2b
σ2w
(3.2)
where σ2b is the between-subject variance and σ
2
w the within-subject variance. As shown
in Equation (3.1), ICC provides a relative ratio of the between-subject variance to the
total variance (σ2t = σ
2
b + σ
2
w), and is intrinsically restricted to the range from 0 to
1. VR is the ratio of between-subject variance and within-subject variance and has
thus no fixed range. The higher these two metrics, the more repeatable QSM and R∗2
are among the different scans. The consistency of the subcortical segmentation was
assessed by calculating both the ICC and VR for the volumes of the individual subcor-
tical structures. The within-subject standard deviation (wSD) and the repeatability
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coefficient (RC) together with the corresponding 95% confidence interval (CI) were also
computed according to [Barnhart and Barboriak, 2009]:
wSD =
√
σ2w = σw (3.3)
and
RC = 1.96
√
2σ2w = 2.77σw (3.4)
wSD is the unbiased estimate of the square root of the within-subject variance σ2w,
whereas the interpretation of RC is that the difference between any two repeated scans
of the same subject is expected to range from -RC to +RC with a probability of 95%.
Thus, smaller RC values indicate improved repeatability among scans, which also holds
true for wSD. Under the assumption that both magnetic susceptibility and R∗2 in the
subcortical structures are mainly determined by iron content, the correlation between
mean magnetic susceptibility (referenced to the five different reference regions) and
mean R∗2 was calculated across the subcortical regions and the repetitions. To char-
acterize the influence of the different reference regions on the variations of magnetic
susceptibility, the distribution pattern when plotting magnetic susceptibility as a func-
tion of R∗2 was investigated. Towards this end, Pearson’s correlation coefficient, r,
regression slope and intercept were computed using linear weighted total least-squares
regression, where the standard deviations of the susceptibilities and R∗2 values extracted
from the corresponding subcortical structures were incorporated as weights.
3.3 Results
Figure 3.2 illustrates exemplarily susceptibility and R∗2 maps obtained from four re-
peated scans of one subject demonstrating excellent visual similarity regarding depic-
tion of the subcortical structures. This is also supported by the low absolute values
in the difference images between repetitions (Figure 3.2(e-f, l-n)) and by the structure
similarity indices between the different repetitions with values larger than 0.83 and 0.72
for the susceptibility and R∗2 maps, respectively (see Table 3.1). Table 3.2 summarizes
the mean values and inter-subject standard deviations of the susceptibility differences
(with respect to the five different reference structures), R∗2 and the volumes for each
subcortical structure. The subcortical volumes exhibit rather small changes with a
maximum and minimum relative change of 4.14% for the accumbens and 0.94% for the
thalamus, respectively. Figure 3.3(a-d) illustrates the reference VOIs used to calculate
the susceptibility differences and the corresponding histograms of the susceptibility dis-
tribution. The histograms of the smaller regions (fWM and IC) are narrower compared
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Table 3.2: Summary of the mean values and inter-subject standard deviations of susceptibil-
ity differences (unit: ppb), R∗2 (unit: s
−1) and volume (unit: mm3) for each scan and the six
investigated subcortical structures. Mean susceptibility values and standard deviations are
listed for the five differently referenced susceptibility maps. Abbreviations: Accu – accum-
bens, Caud – caudate, GP – globus pallidus, Hipp – hippocampus, Puta – putamen, Thal –
thalamus.
Reference Scan1 Scan2 Scan3 Scan4
Accu QSM WB 22.86±10.95 25.17±7.68 27.04±8.31 23.75±8.46
fWM 39.42±10.61 43.23±10.24 46.27±11.09 40.77±10.91
IC 41.38±14.75 44.31±8.92 44.20±14.63 39.58±12.10
CSF 12.54±10.96 15.25±7.69 16.97±8.37 13.66±8.09
cGM 20.95±10.77 23.04±7.56 24.79±7.99 21.76±8.28
R∗
2
15.48±2.22 14.83±1.68 14.64±1.23 14.62±1.63
Volume 992±203 1026±216 1017±174 1018±192
Caud QSM WB 39.69±3.31 37.73±3.97 37.70±5.63 39.72±4.56
fWM 56.25±3.93 55.79±3.05 56.92±4.67 56.74±5.37
IC 58.20±5.35 56.87±8.56 54.85±10.19 55.56±9.34
CSF 29.37±2.96 27.81±3.63 27.63±6.46 29.64±6.87
cGM 37.78±3.54 35.60±4.24 35.45±5.94 37.74±4.74
R∗
2
20.28±0.92 20.10±1.13 20.17±1.57 20.01±1.45
Volume 7710±980 7672±998 7611±989 7675±1049
GP QSM WB 114.51±14.27 113.68±16.69 115.48±16.08 116.03±15.74
fWM 131.08±15.17 131.74±17.82 134.70±16.28 133.05±17.61
IC 133.03±13.35 132.82±13.76 132.63±15.33 131.86±14.86
CSF 104.19±17.03 103.76±18.83 105.40±18.41 105.94±18.96
cGM 112.60±14.59 111.55±16.79 113.22±16.22 114.04±15.97
R∗
2
33.52±3.00 32.91±2.71 33.02±2.63 33.09±2.69
Volume 3523±444 3597±414 3431±281 3531±349
Hipp QSM WB -1.98±3.85 0.86±4.54 -3.22±6.42 -1.66±6.42
fWM 14.58±2.50 18.92±6.08 16.00±6.51 15.36±5.69
IC 16.53±7.25 20.00±9.54 13.93±13.49 14.18±13.62
CSF -12.30±4.55 -9.06±3.70 -13.29±5.95 -11.74±7.21
cGM -3.90±3.95 -1.27±4.72 -5.47±6.69 -3.65±6.53
R∗
2
17.35±3.19 17.38±3.11 17.18±2.27 17.15±2.91
Volume 8225±422 8177±518 8266±471 8180±429
Puta QSM WB 36.09±7.49 36.93±8.01 36.38±8.53 36.79±7.61
fWM 52.65±5.73 54.99±7.72 55.60±7.16 53.81±5.65
IC 54.60±8.82 56.07±9.62 53.53±14.10 52.63±14.59
CSF 25.77±8.75 27.01±8.50 26.31±8.38 26.70±9.24
cGM 34.17±7.88 34.80±8.54 34.13±9.12 34.80±7.84
R∗
2
22.14±1.19 21.83±1.32 22.18±1.42 21.86±1.30
Volume 10273±1293 10235±1153 10164±1081 10175±1174
Thal QSM WB 3.38±3.92 2.02±2.41 2.96±3.08 3.68±1.76
fWM 19.94±4.56 20.08±4.52 22.18±4.45 20.70±5.81
IC 21.89±6.46 21.16±7.35 20.11±9.35 19.52±9.42
CSF -6.95±4.46 -7.90±2.53 -7.11±3.53 -6.40±4.27
cGM 1.46±3.86 -0.11±2.66 0.71±3.38 1.69±2.07
R∗
2
20.06±106 20.45±1.26 20.39±2.20 20.31±1.36
Volume 16310±957 16377±1052 16244±1079 16295±1042
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Table 3.3: Summary of intra-class correlation coefficients (ICC) of the different region refer-
enced susceptibilities (∆χ), R∗2 values and volumes for the subcortical structures. Mean and
standard deviation (SD) of intra-class correlation coefficients across the subcortical struc-
tures are displayed in the bottom row. Susceptibility differences with respect to the whole
brain (WB), frontal white matter (fWM), internal capsule (IC), cerebrospinal fluid (CSF)
and cortical gray matter (cGM) are presented, respectively.
∆χ R∗2 Volume
Reference structure
WB fWM IC CSF cGM
Accumbens 0.920 0.881 0.917 0.919 0.920 0.855 0.988
Caudate 0.820 0.822 0.759 0.841 0.831 0.921 0.998
Globus pallidus 0.979 0.974 0.973 0.982 0.979 0.971 0.967
Hippocampus 0.899 0.860 0.824 0.878 0.892 0.968 0.981
Putamen 0.973 0.952 0.908 0.970 0.976 0.954 0.997
Thalamus 0.892 0.935 0.825 0.878 0.889 0.866 0.997
Mean 0.914 0.904 0.868 0.911 0.914 0.923 0.988
SD 0.059 0.059 0.078 0.056 0.057 0.051 0.012
Figure 3.4: Repeatability coefficient (RC) analysis of susceptibility differences (unit: ppb)
and R∗2 (unit: s
−1) in subcortical structures. The error bars indicate the 95% confidence
intervals of RC. Abbreviations: Puta – putamen, Caud – caudate, Accu – accumbens, Hipp
– hippocampus, GP – globus pallidus, Thal – thalamus, WB – whole brain tissue, fWM -
frontal white matter, IC - internal capsule, CSF - cerebrospinal fluid, cGM - cortical gray
matter.
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Table 3.4: Summary of total standard deviation (SD), within-subject SD and between-
subject SD for the subcortical structures across four repetitions for susceptibility values ref-
erenced to different anatomical structures and R∗2. Abbreviations: fWM - frontal white
matter, IC - internal capsule, CSF - cerebrospinal fluid, cGM - cortical gray matter, ppb -
parts per billion.
∆χ (unit: ppb) R∗2 (unit: s
−1)
Reference structure
WB fWM IC CSF cGM
Total SD:
√
σ2b + σ
2
w
Accumbens 16.126 18.668 22.947 16.016 15.719 2.884
Caudate 7.289 6.882 12.834 8.606 7.710 2.299
Globus pallidus 30.369 32.242 27.487 35.599 30.793 5.293
Hippocampus 9.728 9.381 18.322 9.680 9.945 5.491
Putamen 15.256 12.487 21.172 16.640 16.092 2.453
Thalamus 5.025 8.965 13.126 6.411 5.380 2.550
Within-subject SD:
√
σ2w
Accumbens 4.549 6.440 6.592 4.550 4.453 1.098
Caudate 2.991 2.902 6.295 3.432 3.174 0.647
Globus pallidus 4.520 5.184 4.483 4.808 4.466 0.899
Hippocampus 3.121 3.511 7.687 3.385 3.274 0.986
Putamen 2.325 2.724 6.414 2.884 2.490 0.526
Thalamus 1.736 2.292 5.495 2.243 1.793 0.934
Between-subject SD:
√
σ2b
Accumbens 15.471 17.522 21.980 15.357 15.076 2.667
Caudate 6.647 6.240 11.185 7.892 7.026 2.206
Globus pallidus 30.030 31.822 27.119 35.273 30.467 5.216
Hippocampus 9.214 8.699 16.631 9.069 9.391 5.402
Putamen 15.078 12.187 20.177 16.388 15.898 2.396
Thalamus 4.715 8.667 11.920 6.006 5.072 2.373
values, indicating excellent repeatability. High ICCs and VRs were also obtained for
the susceptibility differences referenced to cGM and CSF, while lower values resulted
when selecting fWM and IC as reference regions. The ultra-high ICC (ICC = 0.988)
and VR values (VR = 212.341) of the subcortical volumes underline the consistency
and reliability of the subcortical segmentation with the HC-nlFIRST method.
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Table 3.5: Summary of the variance ratio (VR) of the susceptibilities differences (∆χ) com-
puted using different reference structures, R∗2 and volumes for the subcortical structures.
Mean and standard deviation (SD) of the VR across the subcortical structures are given
in the bottom row. Susceptibility differences with respect to the whole brain (WB), frontal
white matter (fWM), internal capsule (IC), cerebrospinal fluid (CSF) and cortical gray matter
(cGM) are presented, respectively.
∆χ R∗2 Volume
Reference structure
WB fWM IC CSF cGM
Accumbens 11.565 7.404 11.119 11.391 11.461 5.904 80.745
Caudate 4.938 4.623 3.157 5.287 4.901 11.626 523.736
Globus pallidus 44.146 37.688 36.587 53.831 46.544 33.634 28.891
Hippocampus 8.716 6.138 4.681 7.176 8.227 30.014 52.672
Putamen 42.048 20.012 9.895 32.290 40.776 20.748 303.292
Thalamus 7.378 14.296 4.706 7.169 8.005 6.458 283.707
Mean 19.799 15.027 11.691 19.524 19.986 18.064 212.341
SD 18.185 12.525 12.603 19.565 18.545 11.970 193.609
The RC values of each modality are plotted in Figure 3.4. Due to the linear rela-
tionship between wSD and RC, wSD reveals exactly the same tendency as RC in Figure
3.4. Susceptibility differences referenced to the whole brain tissue and R∗2 exhibit the
smallest values. CSF- and cGM-referenced susceptibilities reveal slightly higher values,
whereas fWM- and IC-referenced susceptibilities show further increased values. Since
all the metrics employed (ICC, VR, wSD, RC) rely on between-subject variance and
within-subject variance, the corresponding standard deviations were summarized in
detail in Table 3.4.
Linear regression between susceptibility differences and R∗2, illustrated in Figure 3.5,
revealed correlation coefficients above 0.82 for the investigated six subcortical struc-
tures, underlining the dominant contribution of iron to both magnetic susceptibility
and R∗2. The results of the regression analysis including Pearson’s regression coefficient,
regression slope and intercept are listed in Figure 3.5.
3.4 Discussion
In this study, the repeatability of both magnetic susceptibility and R∗2 mapping was
investigated in selected subcortical structures across young healthy females. In line with
similar recent studies [Lin et al., 2015, Hinoda et al., 2015, Deh et al., 2015, Santin
et al., 2016, Cobzas et al., 2015], the results showed that both magnetic susceptibility
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subthalamic nucleus) on susceptibility maps reconstructed with SHARP (radius = 6
voxels) followed by MEDI among four repeated scans of 14 healthy young subjects
[Santin et al., 2016]. The slightly lower mean ICC in this study may be due to the
fact that brain structures with substantially lower iron content, namely thalamus and
hippocampus, were included in the analysis, while Santin et al. focused only on struc-
tures with high iron content [Santin et al., 2016]. One further explanation might be the
different applied field-to-susceptibility inversion algorithms. Since MEDI incorporates
a priori information to the full susceptibility k-space, whereas HEIDI does so only to
a small sub-region of the susceptibility k-space, maps reconstructed with MEDI are
typically more smoothed [Schweser et al., 2012]. Direct comparison to the other repro-
ducibility studies mentioned before [Lin et al., 2015, Hinoda et al., 2015, Deh et al.,
2015, Cobzas et al., 2015] is difficult due to the different study design. Of special note,
however, is that Lin et al. [Lin et al., 2015] demonstrated an average imprecision level
of approximately 5 to 10 ppb when inspecting MEDI susceptibility maps.
Substantially different ICC values were obtained for the different susceptibility ref-
erence regions. Mean ICC was lowest and highest when referencing to IC (mean ICC =
0.868) and whole brain tissue or cGM (mean ICC = 0.914), respectively. In accordance
to [Cicchetti, 1994, Portney and Watkins, 2000], the high ICCs for the subcortical brain
structures with values larger than 0.9 (no matter which reference structure is used) in-
dicate excellent repeatability for the iron-rich nuclei (globus pallidus and putamen),
while structures with relatively lower iron content (accumbens, caudate, hippocampus
and thalamus) can still be ascribed good repeatability. Referencing to fWM or IC the
ICCs ranged between 0.759 and 0.974, indicating good to excellent repeatability. The
results of VR (Table 3.5) and RC (Figure 3.4) also support usage of whole-brain, CSF
or cGM as reference region rather than IC or fWM. The susceptibility histograms of
the reference regions (Figure 3.3) furthermore suggest that the reference VOI size is
critical in providing high ICCs in an equally aged cohort, i.e., larger regions result in
higher ICCs. However, tissue composition of a reference region needs to be considered
individually, particularly when comparing subjects of different ages and/or diseases.
The two investigated white matter reference regions exhibit substantial different
structural architecture. fWM is composed of crossing fibers containing thinner myelin
sheaths and smaller axon diameters as well as larger extracellular spaces. It intercon-
nects neocortical areas and connects to other brain areas further downstream [Groeschel
et al., 2016]. The posterior limb of the IC, on the other hand, is characterized by tightly
packed and highly myelinated parallel running fiber bundles of the cortical-spinal tract
with larger axon diameters [Groeschel et al., 2016, Yagishita et al., 1994]. Conse-
quently, susceptibilities measured in IC are more influenced by susceptibility anisotropy
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of the myelin sheaths [Li et al., 2012] and structural anisotropy [Wharton and Bowtell,
2015, He and Yablonskiy, 2009]. Both WM regions are further more likely to be affected
by demyelination with subjects of different ages and/or neurological and psychiatric dis-
orders. The relatively small volume of these WM reference regions (Figure 3.3) makes
them also more sensitive to inaccuracies in automatic segmentation. While inferior
repeatability (substantially lower ICC and VR, substantially higher RC) was measured
for susceptibility differences with respect to these two WM regions, other studies sug-
gested both regions as excellent choices to reference magnetic susceptibility. Straub et
al. [Straub et al., 2016] determined the IC to be one of the two most suited reference
regions when analyzing follow-up measurements of melanoma patients. A possible ex-
planation for this contradictory finding may be that the authors investigated patients
with a broad age range (21 - 87 years), who additionally underwent therapy between
the repeated measurements. Deistung et al. [Deistung et al., 2013b] analyzed the mean
of the standard deviations across 168 gray matter regions across similarly aged healthy
subjects for different reference regions (e.g. CSF, putamen, large veins, global WM,
frontal deep WM, occipital WM) as an indicator for inter-subject variation, which was
found to be lowest with fWM as reference. In contrast to the present study, the suscep-
tibility maps were computed based on the multi-angle orientation COSMOS approach
[Liu et al., 2009]. Since COSMOS susceptibility maps are expected to have averaged
out contributions due to susceptibility sources other than those with isotropic suscep-
tibility [Schweser et al., 2012], they are less prone to anisotropic sources compared to
single angle susceptibility computational approaches.
In line with findings in [Straub et al., 2016], good repeatability of susceptibility
differences with respect to CSF was found. Although ventricular CSF susceptibility
seems to be age independent, it may, however, be influenced in neurodegenerative
diseases, such as, e.g., multiple sclerosis, where changes in its composition may occur
due to the presence of specific group of proteins or breakdown products of myelin. It
should be also noted that CSF is not homogeneous as the ventricles are traversed by
blood vessels and the iron-containing choroid plexuses [Morris et al., 1992]. In addition,
pulsatile CSF flow may occur leading to flow-related phase shifts which in turn decrease
the reliability of the susceptibility values. Last but not least, the size of the ventricles
is age-dependent [Barron et al., 1976] and may substantially differ across subjects and
patients, making automated delineation of the CSF in the ventricles in elderly subjects
or patients difficult.
As already stated referencing susceptibility to whole brain or cGM revealed con-
sistently the highest ICCs and VRs as well as the lowest RCs across all subcortical
structures. Whole brain referencing represents an intrinsic referencing when employing
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SHARP in combination with iterative inverse field-to-susceptibility solution strategies
[Li et al., 2014b]. Since the susceptibility maps are referenced to the mean susceptibil-
ity of the whole brain, no further preparation of any specific VOI is required. Whole
brain referencing is thus expected to work well in healthy, similarly aged subjects (as
investigated in the study). However, in patients with abnormal iron load, severe hem-
orrhagic or calcified lesions or neurodegeneration the susceptibility distribution may
globally shift, resulting in a disease related bias that may decrease the fidelity of QSM,
especially in longitudinal patient studies.
The cGM is proposed to be used as reference structure because the large volume
provides robust estimation of the mean susceptibility. Furthermore, compared to deep
GM nuclei [Hallgren and Sourander, 1958] and white matter [Guleria and Kelly, 2014],
cGM has substantially lower iron levels and myelin content, respectively. The less
myelination of the cortex (compared to white matter) and the axonal arrangement
with axons running both parallel and perpendicular to the cortex surface makes the
susceptibility of the cortex less anisotropic [Marques et al., 2017]. Cortical gray matter,
in contrast to subcortical regions, also exhibits almost no age-related changes of iron
content [Ramos et al., 2014]. Since iron is the dominating contributor to the suscep-
tibility of the cerebral cortex [Fukunaga et al., 2010, Deistung et al., 2015], the mean
susceptibility value across the cortex is barely affected by age. In addition, cortical
GM is presumably less affected by neurological and psychiatric diseases than white
matter or deep GM. Given all these beneficial properties to serve as reference region,
one should, however, be aware that care has to be exercised regarding background field
removal in the QSM reconstruction pipeline, because insufficient removal can result
in non-susceptibility related variations and, thus, affect the reliability of susceptibility
values. With recently introduced techniques [Topfer et al., 2015], the size of the decon-
volution kernel applied during background field removal is reduced when approaching
brain boundaries to minimize convolution artifacts at the edges of the brain where the
phase support ends.
Excellent repeatability of R∗2 maps with ICCs and VRs was found comparable to
those of whole brain tissue or cortical gray matter referenced susceptibility. ICCs for
R∗2 are substantially higher to the ones reported [Santin et al., 2016] (ICC = 0.721).
A possible reason for the high ICCs is most likely related to the different multi-echo
gradient-echo acquisition protocol. While 6 echoes with a bandwidth of 507 Hz/px
were used in the current investigation, the authors applied 12 echoes with a bandwidth
of 1000 Hz/px, resulting in substantial decreased signal-to-noise ratios in the individual
echoes and, thus, reduced fitting quality.
As expected and confirmed already in previous in vivo [Deistung et al., 2013b, Sun
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et al., 2015] and in situ [Sun et al., 2015] studies, it was observed a linear relation-
ship between the magnetic susceptibility and R∗2 for the iron containing subcortical
structures that was more or less independent of the reference region (Figure 3.5). In
line with ICC, VR, and RC results, whole brain and cGM susceptibility referencing
exhibited the highest correlation coefficients indicating the presence of least intra- and
inter-subject susceptibility variations. There are several limitations to the current
study, which are related to the small number of participating subjects and the fact
that elderly subjects or patients with different neurological diseases were not included.
Consequently, the findings may not be directly transferable to clinical studies and the
choice of the most suited region for referencing QSM should be carefully considered in
such cases. Only one particular background field removal method and QSM reconstruc-
tion algorithm were adopted although a growing number of alternative algorithms are
meanwhile available. This certainly needs to be investigated in future studies. Never-
theless, the highly reproducible results obtained here underline the promising potential
of susceptibility and transverse relaxation rates to be used as biomarkers in both the
healthy and diseased brain states.
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Chapter 4
Subcortical Segmentation
Framework
As introduced in Section 2.4.2 of Chapter 2, FSL-FIRST tends to produce inaccurate
SGM segmentation results in the case of abnormal brain anatomy, such as in atrophied
brains, due to a poor spatial match of the subcortical structures with the training
data in the MNI space as well as due to insufficient contrast of SGM structures on
T1-weighted images. This chapter presents improvements of subcortical segmentation
based on FSL-FIRST to study abnormal brain anatomy by incorporating QSM infor-
mation and nonlinear registration. This work has been published as a Research Article
in Magnetic Resonance Imaging [Feng et al., 2017a].
4.1 Introduction
Accurate and robust segmentation of SGM nuclei is required in many neuroimaging ap-
plications. As already alluded to in Chapter 2, FSL-FIRST is one of the most popular
software tools for automated subcortical segmentation based on T1w images. How-
ever, when applied to real large clinical cohort studies, FIRST can produce inaccurate
SGM segmentation results when brain anatomy deviates from the standard, as it may
happen in cases of atrophied brain. The latter is a hallmark of many neurological dis-
eases, including stroke, traumatic brain injury or Alzheimer’s disease [Schmidt et al.,
2005, Jack et al., 2004]. Specifically, brain atrophy correlates with disability in MS
[Jones et al., 2013]. Consequently, if suboptimal and less accurate segmentation results
occur with brain anatomies deviating from the anatomy of the training datasets, an
analysis bias may consequently follow in clinical studies, in which patients with abnor-
mal brains are commonly compared to matched controls with normal brains. This bias
may not always be obvious and may even remain unidentified, especially in large-cohort
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GE Healthcare, Milwaukee, Wisconsin) and identical sequence parameters, software
versions, and receiver coils. T1w data had been acquired with a 3D inversion-recovery
prepared, spoiled gradient echo sequence (IR-SPGR) with the following sequence pa-
rameters: TE = 2.8 ms, TR = 5.9 ms, TI = 900 ms, FA = 10◦, BW = 240 Hz/px,
FOV = 256 mm × 256 mm × 180 mm, matrix size = 256 × 256 × 180, no acceleration
and no averaging, resulting in an isotropic voxel size of 1 mm3 and an acquisition time
of 7:14 min:sec. Data for QSM were acquired using an unaccelerated 3D single-echo,
spoiled GRE sequence with first-order flow compensation in read and slice directions,
a matrix of 512 × 192 × 64 and a nominal resolution of 0.5 mm × 1 mm × 2 mm
(FOV = 256 × 192 × 128 mm3), flip angle = 12◦, TE/TR = 22 ms/40 ms, bandwidth
= 13.89 kHz, and no averaging, resulting in an acquisition time of 8:46 min:sec. Raw
k-space data had been saved for each channel for oﬄine reconstruction of images.
4.2.2 Data Preprocessing
Non-parametric non-uniform intensity normalization (N4ITK) [Tustison et al., 2010]
was applied to correct retrospectively intensity inhomogeneities on the T1w images
(bias-field correction). The signal intensity of the T1w images was normalized (scaled)
to a predefined mean value of 110 in white matter (WM). The scaling factor was
extracted from the mean signal value of WM on the bias-field corrected T1w images
after warping the predefined WM mask from the MNI template into the T1w native
space using nonlinear ANTs registration (see below). All warped WM masks were
inspected carefully to ensure that they did not include hypointense WM lesions in case
of the MS subjects. The target normalization value of 110 was chosen to be consistent
with that of the intensity normalization tool “mri normalize” of the Freesurfer library
(http://surfer.nmr.mgh.harvard.edu/). This normalization step was used to make the
weighting coefficients (w1, w2) in the hybrid contrast (see below) insensitive to the
arbitrary signal scaling of the T1w images. The bias-field corrected and intensity
normalized T1w images will be referred to hereinafter as T1n images.
The complex, T∗2 weighted GRE raw data were used to reconstruct the suscep-
tibility maps. To achieve isotropic in-plane resolution, k-space was zero-padded in
phase-encoding direction resulting in a 512 × 512 × 64 matrix. After Fourier trans-
form, the single channel magnitude and phase images were combined using the sum-
of-squares approach [Roemer et al., 1990] and scalar phase matching [Hammond et al.,
2008], respectively. In-plane distortions due to imaging gradient non-linearities were
compensated for [Polak et al., 2015], which applies a 3D gradient unwarping algorithm
separately on the real and imaginary parts of the complex-valued images. Phase images
were unwrapped with a best-path algorithm [Abdul-Rahman et al., 2007], background-
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field corrected with V-SHARP [Schweser et al., 2011, Wu et al., 2012b] (radii 0.5 mm
to 5 mm; TSVD threshold 0.05), and converted to magnetic susceptibility maps using
HEIDI [Schweser et al., 2012]. Magnetic susceptibility was referenced to the average
susceptibility of the brain (0 ppm). All QSM-related data processing was performed
in MATLAB (2013b, The MathWorks, Natick, MA).
4.2.3 HC-nlFIRST segmentation
This section describes first the selection of the reference brain ROIs and the generation
of the hybrid contrast images before providing a detailed description of the proposed
modification of the default FIRST segmentation framework. Figure 4.3 contains a
flowchart of the proposed framework.
Figure 4.3: Flow chart of the proposed HC-nlFIRST segmentation framework. T1bc is the
abbreviation of bias field corrected T1w image, T1norm stands for the intensity normal-
ized, bias field corrected T1w image, GRE abbreviates gradient echo, and QSM denotes the
quantitative susceptibility map.
4.2.3.1 Manual Reference ROIs
Eight subjects, including four normal subjects and four MS patients, were randomly
selected from the 82 subjects to serve as training datasets. Using Freeview of the
Freesurfer library, manual segmentation of SGM structures (caudate nucleus, putamen,
accumbens, hippocampus) was performed using T1n images, while the thalamus and
globus pallidus were delineated by viewing both T1n and QSM images simultaneously.
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FMRIB’s Automated Segmentation Tool (FAST) [Zhang et al., 2001] was used to
generate ROIs for WM, CGM, and CSF based on T1n images. The CGM ROI was
created by excluding (masking out) the manually delineated SGM structures in the
FAST segmented gray matter volume. These automatically determined ROIs, including
WM, CGM and CSF, were inspected visually and corrected manually where necessary.
Subsequently, all brain structures (WM, CGM, CSF, and the six SGM regions) were
outlined manually on the FSL’s MNI template of 1 mm spatial resolution.
4.2.3.2 Creation of the HC images
With QSM providing superior contrast for SGM structures compared to T1w images,
it was hypothesized that combining susceptibility contrast with T1w contrast results
in an image contrast that improves SGM segmentation accuracy without having to
modify the training data of FIRST. Such a hybrid image contrast (HC) can be created
by linearly combining T1w images and quantitative susceptibility maps according to
HC = w1 · T1w + w2 ·QSM (4.1)
where w1 and w2 are weighting coefficients. The contrast in the MNI template was
used as target for the coefficient optimization. Although this reference may not be
identical to the average contrast of the FIRST training data, it represents a typical
T1 contrast with good delineation of SGM structures. Thus, the study proposes to
choose w1 and w2 in a way that the contrast of the HC image becomes similar to that
of the MNI template. Optimized values of w1 and w2 can be derived by determining
the mean signal intensities of specific brain regions on the T1n images, susceptibility
maps and the MNI template, and solving the following minimization (weighted least
square) problem
argminw1,w2
∥∥∥∥∥Φ

IT1n1 I
QSM
1
...
...
IT1nN I
QSM
N

[
w1
w2
]
−

IMNI1
...
IMNIN

∥∥∥∥∥
2
(4.2)
where N is the number of brain regions, Φ is an N × N diagonal weighting matrix, IT1ni ,
IQSMi , and I
MNI
i are the mean values of the T1n data, susceptibility maps, and MNI
template in the i-th region, respectively. Because the variances of the input data (IT1ni ,
IQSMi ) are known, a weighting matrix, Φ, was incorporated to increase the system’s
stability (robustness) over ordinary least squares solutions. The diagonal elements Φii
of the weighting matrix are given by summing up the inverse variances of the T1n
data and susceptibility maps in the i-th region. The mean intensity values were then
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determined in each manual reference ROI on the T1n images, quantitative susceptibility
maps, and the MNI template. The weighting coefficients for the HC were calculated
for each of the four subjects of the two training groups by using Equation (4.2) and
subsequently applied to generate individual HC images. Since image intensities of the
T1n images and the susceptibility maps can be different between normal subjects and
MS patients, the calculated coefficients can be also distinctly different between these
two groups. To address this potential problem, the weighting coefficients were averaged
across the normal control and MS group, respectively, and subsequently used to create
HC images according to Equation (4.1) using the T1n images and the susceptibility
maps from the corresponding group of the remaining 74 subjects.
4.2.3.3 HC-nlFIRST pipeline
To account for potential subject movement between the two MRI acquisitions, the
GRE magnitude images were registered to the T1n images by using a linear, rigid
body model and normalized mutual information as the cost function [Ashburner and
Friston, 1997]. Based on the resulting transformation matrix, the susceptibility maps
were then transformed into the T1w image space. Rigid registration was considered to
be sufficient in aligning QSM to the T1w image space as both data sets share the exact
same anatomy and head motion between scans can be mastered with linear transfor-
mation. Following generation of the HC images in the T1w image space (see Section
4.2.3.1, Figure 4.3), registration of the HC images to the MNI template was imple-
mented using Advanced Normalization Tools (ANTs, http://stnava.github.io/ANTs/)
with an initial affine registration step followed by a non-linear registration employing
a non-rigid diffeomorphic registration scheme [Avants et al., 2011]. ANTs was selected
as it had been shown to provide the most consistent and accurate registration results
among 14 different registration methods [Klein et al., 2009]. Subsequently, FIRST
(using the FSL script “run first all”) was applied to the hybrid contrast images in
MNI space with a disabled FLIRT (FMRIB’s Linear Image Registration Tool) mod-
ule, which was achieved by supplying an identity matrix as the transformation matrix
to MNI space (in the mentioned FSL script above). Finally, inverse warping of each
resulting ROI from the MNI space to the individual T1w image space was performed
with nearest neighbor interpolation.
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4.2.4 Data analysis
4.2.4.1 Similarity between HC images and the MNI template
To assess the similarity between the HC and the T1n images with respect to the MNI
template, the SSIM index was calculated. As already outlined in Section 3.2.4 of
Chapter 3, with the assumption that the human visual system is highly adapted to
extract structural information from its visual field, the SSIM index is based on three
characteristics including luminance, contrast and structure similarity between images,
and provides an objective method for assessing perceptual image quality [Wang et al.,
2004]. The Wilcoxon signed rank test was applied to compare statistically the SSIM
indices between T1n images and the MNI template as well as between the HC images
and the MNI template.
4.2.4.2 Effect of Nonlinear Registration
Since registration to the MNI space is crucial for accurate FIRST segmentation, the
original (linear) FLIRT registration module was systematically compared with the non-
linear ANTs registration. The default FLIRT approach is a two-stage affine transfor-
mation. In the first step, the whole data set is linearly registered to the MNI template
with 12 degrees of freedom. In the second step, the registration is refined by optimiz-
ing the transformation for subcortical regions. Both the FLIRT and ANTs registration
approaches were applied separately to T1w, T1n and the HC images to investigate the
influence of image contrast on registration.
Similar to the evaluation measures in [Klein et al., 2009], the Dice coefficient and
volume overlap were used to assess how well individual SGM regions and total brain
volumes were registered to the MNI template. The manual reference ROIs were trans-
formed from the T1w image space to the MNI space using either only the transforma-
tion matrix (for FLIRT) or both the transformation matrix and the warping field (for
ANTs) with nearest neighbor interpolation. The Dice coefficient and volume overlap
were calculated as measures for accuracy and sensitivity, respectively, as follows
Dice =
2|Vman ∩ Vref |
|Vman|+|Vref |
(4.3)
and
Overlap =
|Vman ∩ Vref |
|Vref |
(4.4)
where |V | denotes the size (number of voxels) of the ROI V , Vman and Vref are the
ROIs of the warped manual reference ROI in MNI space and the reference ROI of the
MNI template, respectively. With each brain structure analyzed individually, the Dice
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0 – no segmentation results obtained (FIRST aborted); 1 – wrong (unacceptable) seg-
mentation; 2 – poor segmentation; 3 – moderate segmentation; 4 – good segmentation;
5 – perfect segmentation.
For the quantitative assessment of the segmentation quality, Dice coefficients were
calculated similarly as Equation (4.3)
Dice =
2|Vauto ∩ Vman|
|Vauto|+|Vman|
(4.5)
and false negative rates (FNR) were calculated as follows
FNR =
|Vauto ∩ Vman|
|Vman|
(4.6)
where |V | denotes the size (number of voxels) of the ROI V , Vauto and Vman are the
ROIs of the automated and manual reference segmentation, respectively, and Vman is
the region outside Vman. The manually delineated ROIs of the SGM structures of the
training data set were used as the reference (Vman), and the Dice coefficient and FNR in
the original T1w image space were computed for each structure. A high Dice coefficient
indicates high overlap of the automatically segmented region (Vauto) and the manually
defined reference region (Vman), whereas a low FNR indicates that the automatically
segmented region less likely includes voxels that do not belong to the reference region.
Note that the quantitative Dice and FNR analyses were carried out only for the eight
training subjects, for whom manual reference ROIs existed.
4.2.4.4 Nonsupervised Ranking of Segmentation Methods
Evaluating and ranking the performance of different segmentation methods is impor-
tant, whereupon one usually needs knowledge of the ground truth (true segmentation).
In general, manual segmentation by trained experts is considered as a reference stan-
dard that nevertheless may be imperfect and may not exactly represent the true results.
However, since manual segmentation was undertook only in a subset of the data and
other independent ground truth or reference information was not available for the re-
maining subject groups, it was decided to evaluate and rank the performance of the
segmentation methods in a non-supervised manner. To this end, the extended version
of the Regression Without Truth (eRWT) approach was applied, which can be used
to rank different segmentation methods in the absence of a gold standard [Lebenberg
et al., 2012]. The eRWT approach is based on the probability distribution of the
true volume of the segmented SGM regions in the population and the ranking of the
methods is based on computing a figure-of-merit for each segmentation method. The
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eRWT approach assumes a parametric relationship between the true value (volume
in the case) and the estimated value and relies on the following three hypotheses: (i)
the statistical distribution of the true value for the study group has a finite support,
(ii) each segmentation method yields an estimated value, which is linearly related to
the true value, and (iii) the error terms for each segmentation method are indepen-
dent. The ranking and the associated subsequent rank analysis is based on applying a
bootstrap approach (1000 replicates) to the available database. To describe the prob-
ability distribution of the SGM volumes, beta distribution was adjusted according to
the different experimental distributions and the figure-of-merit was calculated for each
segmentation method as the expectation of the difference between the true values and
the estimated values. The smaller the figure-of-merit, the more accurate (closer to
ground truth) the segmentation method. Each beta distribution was refined in order
to minimize the sum of the figures-of-merit over the different segmentations.
4.2.4.5 Statistical Analysis
Since multiple methods were evaluated with the same database and the same brain
regions, a linear mixed effects model was applied to evaluate differences between the
registration methods as well as segmentation methods. In the evaluation of registration,
Dice coefficients and volume overlap were treated as dependent variables, registration
method (FLIRT and ANTs) and image contrast (T1w, T1n or HC) were used as fixed
factors, and the subject as a random effect. With regard to the evaluation of segmenta-
tion, Dice coefficients and FNR values were used as dependent variables, segmentation
method (default FIRST, T1n-nlFIRST, HC-nlFIRST, atlas-based) and anatomical re-
gions (putamen, caudate, accumbens, hippocampus, globus pallidus, thalamus) were
modeled as fixed factors, and the subject was incorporated as a random effect. The
significance of the segmentation method term was evaluated via a likelihood ratio
test [Satorra and Saris, 1985]. Pairwise post-hoc comparison between segmentation
methods was performed via Turkey’s HSD (honest significant difference) test [Yandell,
1997, Hothorn et al., 2008]. To assess the interaction between the anatomical region and
the segmentation method, a complex mixed effect interaction model was avoided and it
was opted to perform simply additional post-hoc tests restricting the analysis to each
region in turn. Multiple comparisons were corrected for within regional analyses, but
not across them in order to avoid an over-conservative analysis. Multiple comparisons
were performed with a dedicated software (R, v3.2.0., https://www.R-project.org),
while the Wilcoxon signed rank test was calculated with MATLAB (2013b, The Math-
Works, Natick, MA). If not explicitly specified otherwise, a corrected p-value below
0.05 was considered as statistically significant.
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4.2.4.6 Automatic Quality Assessment of Segmented Results
In large cohort studies, quality assessment of segmentation results is required to track
potential failures in the post-processing pipeline to avoid errors in the analysis or mis-
interpretation. One well established qualitative method is visual inspection of the
segmented ROIs, whereas for quantitative assessment by using, e.g., Dice coefficients
or other metrics, manually delineated reference ROIs are necessary. However, visual
inspection of each subject or manually delineation of ROIs is usually not feasible in
large cohort studies. Instead, it might be more efficient to apply an automatic method
for the quality assessment. Using Dice coefficients as the metric, the quality of segmen-
tation was analyzed in the MNI space with the smallest possible human involvement.
To this end, the previously defined subcortical ROIs (Figure 4.4) in MNI space were
used as reference. As both T1n-nlFIRST and HC-nlFIRST generate the segmentation
results in MNI space, it was only needed to transfer the default FIRST segmentation
results from the T1w image space to the MNI space. To perform this warping, the
nonlinear transformation was applied with nearest neighbor interpolation, where the
transformation matrix and the deformation field were generated from the nonlinear
ANTs registration of the hybrid contrast image to the MNI space. Then the Dice
coefficients were calculated and compared in MNI space for the three segmentation
methods of default FIRST, T1n-nlFIRST and HC-nlFIRST. Finally, referring to visual
inspection, it was checked whether the calculated Dice coefficients were able to reveal
the difference between successful and failed segmentations or not and set a threshold to
automatically determine whether the segmentation was considered successful or failed.
Such measurements only serve to identify automatically failed segmentation cases, but
not to disentangle minor differences between successful segmentations.
4.3 Results
4.3.1 HC Weighting Coefficients and Similarity to MNI Tem-
plate
The calculated weighting coefficients for creating the HC images in the two training
groups (n = 4 each) are summarized in Table 4.1. Mean values and standards de-
viations were w1 = 1.48±0.04 and w2 = (-89.11±22.81) ppm
−1 for MS patients, and
w1 = 1.57±0.03 and w2 = (-72.42±25.57) ppm
−1 for normal control subjects. These
mean coefficients were used to calculate HC images for the corresponding remaining
74 subjects not belonging to one of the two training datasets.
Figure 4.5 illustrates the contrast enhancement of SGM when combining T1w im-
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Table 4.1: Weighting coefficients for hybrid contrast images of MS patients (n = 4) and
normal controls (n = 4) of the two training groups.
Category Subject # w1 w2 [ppm
−1]
for T1n for QSM
MS patients 1 1.49 -105.74
2 1.50 -111.19
3 1.49 -74.66
4 1.42 -64.86
Controls 5 1.57 -86.84
6 1.54 -53.43
7 1.60 -48.41
8 1.55 -101.00
4.3.2 Effect of Nonlinear Registration
Visual comparison of the different registration methods revealed that the default FLIRT
module applied to T1w, T1n and HC images resulted in misalignment of the brain (i.e.,
the brain was rotated with respect to the MNI template) in one of the 82 subjects.
Using nonlinear ANTs, all 82 subjects were registered successfully with T1w, T1n and
HC images. Figure 4.6 illustrates the improved alignment to the MNI template with
nonlinear registration compared to FLIRT. It was found that compared to FLIRT,
nonlinear registration with ANTs significantly (p < 0.001) improved the accuracy of
SGM registration in terms of Dice coefficients and volume overlap, independent of the
selected input contrast image (T1w, T1n or HC). While the mean Dice coefficients
and FNRs did not significantly vary across the image contrasts, the use of HC images
with nonlinear ANTs registration, however, revealed the smallest standard deviations
for the Dice coefficients (0.036, compared to 0.048 for both T1w and T1n) and volume
overlaps (0.046, compared to 0.060 for both T1w and T1n). It was also found that both
registration methods consistently returned slightly improved performance (i.e., higher
Dice coefficents and overlap) for all image contrasts in control subjects compared to
MS patients.
4.3.3 Comparison of Segmentation Methods
The default FIRST method completed the segmentation procedure in 81 of the 82
subjects successfully, and aborted segmentation in one subject (1.2%) with no result.
The abortion of FIRST was caused by a failed FLIRT registration. Using T1n-nlFIRST,
HC-nlFIRST, and the atlas-based method segmentation succeeded for all 82 subjects
with each method. Visual rating of the segmentation results revealed that HC-nlFIRST
60


Table 4.2: The p-values of Tukey’s multiple comparison for the Dice coefficients and FNRs
between HC-nlFIRST and the other applied segmentation methods in the subcortical regions
of the training dataset. Significant differences (p < 0.05, marked in bold) represent higher
Dice and lower FNR coefficients in HC-nlFIRST.
HC-nlFIRST vs. HC-nlFIRST vs. HC-nlFIRST vs.
FIRST T1n-nlFIRST Atlas-based
Dice FNR Dice FNR Dice FNR
Left putamen 0.004 0.996 0.913 0.625 0.907 < 0.001
Right putamen 0.071 0.608 0.961 0.533 0.887 < 0.001
Left caudate <0.001 0.294 0.946 0.983 0.016 < 0.001
Right caudate 0.034 0.429 0.970 0.994 0.160 < 0.001
Left accumbens 0.023 0.996 0.426 0.509 < 0.001 < 0.001
Right accumbens 0.001 0.955 0.804 0.877 0.076 < 0.001
Left hippocampus 0.017 0.549 0.997 0.982 0.083 < 0.001
Right hippocampus 0.020 0.928 0.997 0.995 0.029 < 0.001
Left globus pallidus 0.108 0.938 0.966 0.965 0.837 0.966
Right globus pallidus 0.080 0.401 0.939 0.757 0.905 0.510
Left thalamus 0.024 0.581 0.969 0.911 0.216 0.002
Right thalamus 0.009 0.315 0.980 0.932 0.285 0.004
The mean values and standard deviations of the Dice coefficients and FNRs com-
puted using manually delineated ROIs as reference of the training dataset (n = 8)
are shown as bar plots in Figure 4.10 for the four different segmentation methods.
HC-nlFIRST revealed the highest Dice coefficients for all SGM structures compared to
the other segmentation methods, indicating that the ROIs provided by HC-nlFIRST
match the manual reference ROIs most closely. For most of the structures (except
left accumbens), T1n-nlFIRST returned the second highest Dice coefficients, followed
by the atlas-based and default FIRST methods. The atlas-based method always ex-
hibited the highest FNRs, indicating that more voxels of a segmented region did not
belong to the manual reference region. HC-nlFIRST revealed substantially higher Dice
and lower FNR values than the atlas-based method, which is associated with the sur-
face mesh optimization of the FIRST algorithm. The higher FNRs in case of the
accumbens compared to the other subcortical structures might arise from the small
volume of interest, which is more likely affected by imperfect registration and partial
volume effects when transforming the segmentation from the MNI to the individual
T1w image space. Reduced Dice coefficients and increased FNR of the accumbens
compared to the other subcortical structures have also been observed with the de-
fault FIRST approach [Nugent et al., 2013]. Using linear mixed model analysis, it was
found that the choice of the subcortical segmentation method (FIRST, T1n-nlFIRST,
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respect to the atlas-based method. In addition, all segmentation approaches revealed
comparable mean values of Dice and FNR between control and MS subjects. Compar-
ing the segmentation performance of the default FIRST approach between T1n and
HC images, only minor and non-significant differences in Dice coefficients and FNRs
were measured, suggesting that using HC images instead of T1n images does not sig-
nificantly improve the outcome of FIRST.
Figure 4.11 illustrates the distribution of the obtained figure-of-merit F for the
different segmentation methods by applying the extended Regression Without Truth
approach (eRWT). The rank analysis based on the figure-of-merit performance of the
different methods resulted in the following (descending) order: HC-nlFIRST / T1n-
nlFIRST, FIRST, and atlas-based segmentation with the distribution of the figure-of-
merit being very similar between HC-nlFIRST and T1n-nlFIRST.
4.3.4 Automatic Quality Assessment of Segmented Results
Figure 4.12 shows the averaged Dice coefficients for all subjects resulting from the au-
tomatic quality assessment. The plots reflect in general the same trend across all the
different segmentation methods for all SGM structures when compared to the manu-
ally defined overlap measures obtained from the training dataset (Figure 4.10). It was
observed a substantial gap of the Dice coefficients between successful and unsuccessful
(failed) segmentations. The black arrows in Figure 4.12 indicate two examples where
the segmentation with default FIRST aborted (Dice coefficient equaled to zero; sub-
ject 9) or resulted in substantial segmentation errors (Dice = 0.312; subject 6, see also
Figure 4.8b). These findings are consistent with the results of the visual inspection.
Consequently, the automatically determined averaged Dice coefficient may serve as a
rough criterion to automatically characterize the quality of the SGM segmentation and
more importantly to identify data sets with failed segmentation. Visual inspection
confirmed that the third lowest Dice coefficients (equal to 0.601, subject 17) still re-
vealed successful segmentation results with fair quality. Thus, a Dice coefficient of 0.6
was empirically selected as the threshold to determine whether SGM segmentation was
successful or not.
4.4 Discussion
As identified with this investigation the widely applied FSL FIRST pipeline may pro-
duce inaccurate subcortical segmentations (or may even fail) in individuals with de-
viating brain anatomy. To address this issue, a modification of the FIRST pipeline
(HC-nlFIRST) has been proposed by incorporating nonlinear registration and using
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should, however, be noted that different manual reference ROI delineation protocols
may have been applied in the different studies, hampering direct comparison among
these studies.
As linear registration is not able to transform accurately subcortical structures of
abnormal brains into the MNI space (Figure 4.2), the FLIRT module was replaced with
a nonlinear registration module, which substantially improved the alignment of regis-
tered images to the MNI template (see Figure 4.6) and was rather insensitive to the dif-
ferent image contrasts (T1w, T1n and HC). For all these contrasts, higher mean values
and smaller standard deviations of the Dice coefficients and volume overlaps resulted
with nonlinear registration compared to FLIRT, indicating the consistently satisfying
performance of the former. More specifically, the smallest standard deviations of Dice
coefficients and volume overlaps were observed with HC images, suggesting the poten-
tial benefit of using HC with nonlinear registration. Since nonlinear registration using
ANTs relies on the symmetric diffeomorphic deformation model, anatomical topology
even in regions with large deformations is preserved, making HC-nlFIRST suitable for
large cohort studies. Comparing the control and MS group resulted in a consistently
slightly higher registration performance of the former group, which is likely due to the
presence of less abnormal brain anatomy in control subjects. The presented methodol-
ogy, however, is not the first to incorporate nonlinear registration to improve FIRST.
In a previous study, Goodro and colleagues used FSL’s FNIRT (FMRIB’s Nonlinear
Image Registration Tool) to register images to MNI space and then applied FIRST
to investigate age effects on subcortical structures in healthy adults [Goodro et al.,
2012]. As in the evaluation work of 14 different registration methods mentioned before
[Klein et al., 2009], a direct comparison between ANTs and FNIRT indicated that
ANTs provides more accurate registration results which adds confidence in producing
accurate segmentations by using the proposed HC-nlFIRST method. While the FIRST
training data also contain patients suffering from conditions such as Alzheimer’s dis-
ease, schizophrenia and other diseases, the severe atrophy (structural abnormalities)
in the current study might not be well represented in that training cohort of FIRST.
One concern may be that since the FIRST algorithm has been trained using linear
registration, nonlinear registration might introduce a bias in its shape model fitting.
This potential bias, however, can be outweighed by the data-driven components of
FIRST’s underlying Bayesian framework with improved alignment of SGM structures
using nonlinear registration in abnormal brain anatomy. One drawback, however, of
incorporating non-linear registration is the substantial prolongation of the computation
time from approximately 5 min per subject with FIRST to approximately 3 hours with
T1n-nlFIRST, HC-nlFIRST and the atlas-based segmentation approach when using
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the same computer hardware (Octa-core 1.6 GHz processor and 24 GB memory). The
computation speed may be increased in the future using faster nonlinear registration
algorithms.
Another contribution to improve subcortical segmentation was the use of the ded-
icated hybrid contrast that combines contrast of T1w images and susceptibility maps
to overcome the limited contrast of SGM structures on the T1w images and to increase
the signal intensity similarity between individual data and FIRST training data. Re-
cently, Cobzas et al. used QSM together with T1w images in a multi-atlas approach,
where more than one atlas was used and the segmented labels were fused into one
final segmentation, yielding higher subcortical segmentation accuracy than by apply-
ing FIRST to T1w images [Cobzas et al., 2015]. Unlike the multi-atlas approach and
the multimodal image segmentation tool (MIST) [Visser et al., 2016a], the proposed
approach of replacing the T1w image by a dedicated hybrid contrast image does not
require creating atlases or modifying the FIRST algorithm including its sophisticated
training data. Furthermore, the proposed hybrid contrast approach is not restricted to
the use of susceptibility maps and can, in principle, incorporate also other image con-
trasts with distinct SGM contrast (e.g., R∗2 maps, T2 or T
∗
2 weighted images, fractional
anisotropy [FA] maps from diffusion tensor imaging [DTI]).
The use of hybrid contrast images instead of T1w and T1n images increased seg-
mentation accuracy (Figure 4.8 and 4.10). In general, even though quantitative com-
parison between T1n and HC contrast did not reach statistical significance (Table 4.2),
it should be noted that if brain structures are indiscernible on T1w images, FIRST’s
segmentation results are somehow uncertain, i.e., the resulting segmentation depends
on numerical implementation aspects of the algorithm and, thus, most likely returns
the initialization solution. While this initialization segmentation may lead accidentally
to a high Dice coefficient relative to the manual reference ROIs for some subjects, there
is no anatomical basis for the segmentation and, hence, has to be considered arbitrary.
In contrast, HC-based FIRST segmentations actually rely on anatomical contrast, as
long as one of the image contrasts used to generate the HC images clearly delineates
the anatomical region.
Regarding the generation of HC images, another motivation is that enhanced iron
accumulation, which often occurs in neurodegenerative diseases, decreases the T1w
contrast and may thus potentially introduce a bias in the FIRST segmentation. QSM,
on the other hand, being an important component to the HC, shows increasing inten-
sity with iron load and delivers supreme contrast. Intuitively, with more iron load, the
increased signal intensity (susceptibility value) in QSM becomes decreased by multiply-
ing the negative weighting coefficients (see Table 4.1), which seems to have an adverse
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effect on the HC images. However, by using Equation (4.2) to adjust the weighting
contributions from both T1w and QSM, the combination can homogenize the effect of
iron overload on the HC images and should thus mitigate this potential bias. From Ta-
ble 4.1, it is seen that the fitted values of w1 are relatively similar across the subjects
whereas the values of w2 show substantial variation. The latter observation reflects
the sensitivity of tissue susceptibility against individual variations, as brought about
by age or different pathological conditions. Nevertheless, the individual susceptibil-
ity maps are relatively robust against changes of sequence parameters, which is not
the case with T1w imaging. In the investigation, optimum weighting coefficients were
determined based on a small number of randomly selected training subjects of both
normal controls and MS patients that were supposed to be representative for the whole
dataset. The advantage of this method is that the weighting coefficients need to be
calculated only once for each group of subjects. The weighting coefficients, however,
are not universal as they depend on T1w image contrast, which is influenced mainly by
the scan parameters (e.g. echo time, repetition time, flip angle, inversion time). Sig-
nal intensity in T1w images and susceptibility maps can also vary substantially across
different subjects due to age [Li et al., 2014b, Persson et al., 2015, Lu et al., 2005] and
pathological alterations [Langkammer et al., 2013, Barbosa et al., 2015, Schmalbrock
et al., 2016]. Hence, the use of constant weighting coefficients might not be optimal in
studies involving heterogeneous control and patient groups, potentially alleviating the
benefit of hybrid contrast in some of these participants. This drawback may, however,
be overcome by determining the weighting coefficients for each subject individually. To
this end, it is suggested an automatic approach to define the ROIs to estimate the mean
signal intensities for Equation (4.2) by relying on FSL-FAST to define regions of WM,
CGM, and CSF and performing an initial run of T1n-nlFIRST to estimate the subcor-
tical regions with subsequent morphological operations (i.e., erosion). The evaluation
of such an approach will be the subject of future research. Another interesting aspect
of the HC concept is its application to different scanners to decrease scanner-related
variations of T1w images (e.g., different pulse sequence parameters and scanner field
strength) in large cohort studies and will be also investigated in the future.
The eRWT approach was used to evaluate and rank the performance of different
segmentation methods in the absence of a ground truth or reference in a non-supervised
manner. The results indicate that HC-nlFIRST and T1n-nlFIRST are the two best-
suited segmentation methods, i.e., yielding results being more close to the unknown
ground truth. While eRWT is able to rank methods based on biomedical scalar pa-
rameters (in the investigation the volume of each subcortical structure), it cannot take
into account complex information such as, e.g., volume location or morphological infor-
72
mation (structure shape) [Lebenberg et al., 2012]. Thus, eRWT results in the ranking
of the performance of different segmentation methods based on simplified information
(i.e. volume) rather than a comprehensive analysis.
The issue of automatic quality assessment of segmentation results was also ad-
dressed, which is inevitably necessary in large cohort studies. For this purpose, it is
proposed to evaluate the segmentation results in a common space (e.g., the MNI space),
where the reference ROIs need to be prepared only once, instead of relying on manual
delineations on each subject. Since this approach strongly relies on the accuracy of
non-linear registration into a common space, which may also be subject to errors, it is
important as a first step to evaluate the registration accuracy between the individual
subject data and the template using e.g. volume overlap measures within the target
regions. Such a procedure can be implemented easily in an automatic manner, and
a critical threshold may be defined depending on the visual impression of the results.
Overlap measures such as Dice coefficients can be calculated between the individual
and the reference segmentation in the common space. By using the overall region
of SGM as reference, an empirical threshold of 0.6 was selected which indicated se-
vere segmentation errors (confirmed by visual inspection) below this numerical value.
However, there is a limitation in such quality assessments that it can only be used to
automatically pick up the failure, but not being able to distinguish between or com-
pare the minor differences among different segmentation methods. Other segmentation
approaches may also be characterized with minimal manual interventions as far as the
corresponding reference segmentations are available. The proposed automatic evalu-
ation in common space might be an alternative elegant way to assess segmentation
quality in large cohort studies.
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Chapter 5
Analysis of magnetic susceptibility
and R∗2 in multiple sclerosis
As elaborated in Chapter 4, the HC-nlFIRST framework accurately performs SGM
segmentation in cases of both normal and diseased brains. This chapter presents the
results of applying the HC-nlFIRST framework to a small pilot clinical cohort of pa-
tients suffering from multiple sclerosis to investigate changes of magnetic susceptibility
and R∗2 in subcortical brain structures.
5.1 Introduction
Iron in the brain plays an essential role in various cellular processes, including oxy-
gen transport, neurotransmitter synthesis, and myelin production [Ward et al., 2014].
Increased iron levels are known to be involved in many neurodegenerative diseases
such as, MS [Khalil et al., 2011, Zivadinov et al., 2012], Parkinson’s disease [Popescu
et al., 2009, Acosta-Cabronero et al., 2016b], or Alzheimer’s disease [Antharam et al.,
2012, Acosta-Cabronero et al., 2013]. Post mortem and in vivo studies have also
demonstrated that iron content in the brain varies both spatially and temporally over
the course of the lifespan [Hallgren and Sourander, 1958, Li et al., 2014b, Acosta-
Cabronero et al., 2016a]. Consequently, when investigating iron changes in neurode-
generative diseases, an age-related influence needs to be considered.
QSM has recently been developed as a novel MRI method to measure non-heme
iron deposition, demyelination and calcifications in the brain. It has already been
studied that compared to R∗2, QSM provides more sensitivity to detect MS-related
iron changes in subcortical regions [Langkammer et al., 2013, Rudko et al., 2014]. As
have been well established in numerous previous studies, both the susceptibility and
R∗2 are age dependent [Aquino et al., 2009, Acosta-Cabronero et al., 2016a, Li et al.,
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2014b, Liu et al., 2016]. However, most of these studies were focused on normal brain
aging [Li et al., 2014b, Liu et al., 2016, Betts et al., 2016]. In this study, such age-
dependent investigation is systematically implemented and compared on both normal
control and MS patients. With the consideration of age-related influence and further
correction, this chapter presents the results of applying the HC-nlFIRST framework to
a small pilot clinical cohort to investigate the magnetic susceptibility and R∗2 changes
in subcortical structures between control subjects and MS patients.
5.2 Methods
5.2.1 Subjects
Data of twenty-three MS patients (mean age, 32.1 years; range, 21-46 years) and 17
control subjects with similar distribution of age and sex (mean age, 31.0 years; range,
19-45 years) were analyzed for this investigation (see Table 5.1 for demographics and
clinical charateristics). The data was provided by Lausanne University Hospital (Prin-
ciple investigator: Dr. Cristina Granziera, CHUV, Lausanne, Switzerland). Written
consent had been obtained from all participants and the study was approved by the
Ethics committee of Lausanne University Hospital. The MS patients were diagnosed
by a certified neurologist (C.G.) according to the revised McDonald criteria [Polman
et al., 2011]. Expanded Disability Status Scale (EDSS) scores were determined, which
turned out to be in the range of 1 to 2 and 1-step deterioration was defined as an
increase of 0.5.
Table 5.1: Demographic and clinical scores of the study cohort. Note: No. = number, NA
= not applicable, NS = not significant. Age is given by mean ± standard deviation. For the
age range and EDSS scores, minimum and maximum values are specified in parentheses.
variable control subjects MS patients p value
No. 17 23 NA
Male 6 5 NA
Female 11 18 NA
Age 31±7.2 32.1±6.8 .59, NS
range 26 (19-45) 25 (21-46) NA
EDSS score NA 1.5±0.3 (1-2) NA
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5.2.2 Data Acquisition
Data collection had been performed with a 3T whole-body MR scanner (Magne-
tom Trio, Siemens Healthcare, Erlangen, Germany) using a 32-channel head coil.
The scan protocol included an MPRAGE scan (TR/TE = 2300/3 ms, TI = 900
ms, FA = 9◦, voxel size = 1.0×1.0×1.2 mm3, acquisition matrix = 240×256×160,
FOV = 256×240×192 mm3, generalized autocalibrating partially parallel acquisition
(GRAPPA) acceleration factor = 2, 32 reference lines, acquisition time = 5 min 10 sec)
and a multi-echo 3D GRE scan (32 echoes, bipolar readout mode, TR/TE1/∆TE/TE32
= 47/1.23/1.23/39.36 ms, FA = 8◦, voxel size = 1.62×1.62×1.60 mm3, acquisition ma-
trix = 136×136×112, FOV = 220× 220×180 mm3, GRAPPA acceleration factor = 2,
28 reference lines, acquisition time = 5 min 38 sec).
5.2.3 Data Processing
To avoid potential confounding effects due to small differences of readout gradients be-
tween odd and even echoes, only the odd echoes were used in the calculation of R∗2 and
QSM. R∗2 maps were calculated using the power method by mono-exponential fitting
of the squared magnitude signal decay [Miller and Joseph, 1993]. Quantitative suscep-
tibility maps were computed from GRE phase images using V-SHARP (10 different
spherical kernels with varying radii from 1.6 mm to 16 mm) [Schweser et al., 2011, Li
et al., 2011] and HEIDI [Schweser et al., 2012]. Susceptibility maps were normalized
with reference to whole brain, i.e., mean susceptibility value in whole brain equals to
0 ppm. This reference was selected to minimize a potential bias from disease-related
change of susceptibility values in the (otherwise selected) localized anatomical region
[Deistung et al., 2013b].
Hybrid contrast images were generated as described in Chapter 4 by using T1-
weighted images and susceptibility maps. Then by applying the HC-nlFIRST method,
the ROIs of four subcortical brain structures (putamen, globus pallidus, caudate nu-
cleus and thalamus) were prepared in GRE image space. To reduce partial volume
effects, the ROIs were further eroded by 1 voxel for each structure. Mean values of
magnetic susceptibility and R∗2 in the four subcortical structures were calculated bilat-
erally and averaged between left and right hemispheres to simplify the further analysis.
The linear relationships between susceptibility and age as well as between R∗2 and
age were separately investigated for each subcortical structures in both control and
MS groups. Toward this end, to take into account age-related effect on magnetic
susceptibility and R∗2 values, the following corrections were done separately for both
controls and MS patients using the covariance method [Jack Jr et al., 1989]:
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χadjusted = χorig − Bχ · (age− age) (5.1)
R∗2adjusted = R
∗
2orig − BR∗2 · (age− age) (5.2)
where Bχ and BR∗
2
are the regression slope between susceptibility/R∗2 and age, age is
the average age.
5.2.4 Statistical analysis
Statistical analysis was performed using MATLAB (R2016a, The MathWorks, Natick,
MA, USA). Pearson correlation was used to investigate the linear relationship of sus-
ceptibility values and age as well as R∗2 values and age. To investigative the impact
of age correction, the effect size (Cohen’s d) of both the age-uncorrected (original)
and age-corrected susceptibility and R∗2 were calculated and compared between control
subjects and MS patients. To this end, Cohen’s d - acting as a measure of effect size
- was defined as the group mean difference relative to the pooled standard deviation
[Cohen, 1977]:
d =
µms − µc
σpooled
(5.3)
σpooled =
√
(nms − 1)σ2ms + (nc − 1)σ
2
c
nms + nc − 2
(5.4)
where µms and µc represent the mean value of metrics (susceptibility and R
∗
2) across
MS group and the control group, respectively. σms is the standard deviation across the
MS group, σc is the standard deviation across the control group, nms is the number of
MS patients (= 23) and nc is the number of control subjects (= 17). Effect size was
used to compare the sensitivity of QSM and R∗2 measurements between the control and
MS group.
Wilcoxon rank-sum test was applied to compare both the susceptibility and R∗2
values between control and MS groups. In addition, to correct for multiple compar-
isons, a Bonferroni correction was applied to adjust the α level (0.0125 = 0.05/4 for 4
tests). The corrected p-value of <0.0125 was considered statistically significant, while
uncorrected p-value of <0.05 was considered to indicate a trend.
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5.3 Results
5.3.1 Quality check of automatic segmentation
Visual inspection confirmed that the automatic segmentation was successful in iden-
tifying the corresponding subcortical structures for all subjects (see Figure 5.1 for
demonstrations in two randomly selected participants, including a control subject and
an MS patient). Using the automatic quantitative analysis, as outlined in Chapter
4, the Dice and FNR metrics were computed to assess the performance of automatic
segmentation, where the evaluation was implemented in MNI space and the previous
manually prepared ROIs for the MNI atlas (see Figure 4.4) were selected as the golden
standard. Table 5.2 summarizes the results for both the control and MS groups. The
overall high Dice coefficients and low FNRs demonstrate that the HC-nlFIRST method
achieved highly accurate subcortical segmentation.
Table 5.2: Automatic quality assessment of HC-nlFIRST segmentation. Mean values and
SD of Dice coefficients and FNRs are given for each group.
Caudate Globus Pallidus Putamen Thalamus
Dice control 0.92±0.01 0.83±0.03 0.93±0.01 0.96±0.01
MS 0.92±0.01 0.82±0.01 0.93±0.01 0.96±0.01
FNR control 0.09±0.03 0.18±0.05 0.07±0.02 0.04±0.01
MS 0.09±0.03 0.18±0.02 0.07±0.01 0.03±0.01
5.3.2 ROI analysis of age-uncorrected (original) QSM and R∗2
Mean and median magnetic susceptibility and R∗2 values are summarized in Table 5.3.
For the age-uncorrected (original) QSM in MS patients, compared to normal control,
increased susceptibility values were observed in caudate, globus pallidus and putamen,
whereas slight decreased susceptibility values were observed in the thalamus. Only in
the globus pallidus, a significant trend was observed (p=0.02), which, however, did not
survive Bonferroni correction. For the age-uncorrected (original) R∗2 in MS patients,
compared to normal control, increased R∗2 values were found in all four tested structures.
Again, only the globus pallidus revealed a significant trend (p=0.016), which did not
survive Bonferroni correction.
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Table 5.3: Summary of ROI-based group statistics for QSM and R∗2. p-values < 0.05 were
highlighted in bold to indicate a trend. IQR , interquartile range and SEM , standard error
of the mean.
Caudate Globus Pallidus Putamen Thalamus
QSM median (IQR) (ppm) control 0.040 (0.016) 0.105 (0.034) 0.044 (0.024) 0.011 (0.006)
MS 0.046 (0.011) 0.127 (0.018) 0.044 (0.018) 0.011 (0.008)
mean±SEM (ppm) control 0.044±0.012 0.111±0.022 0.045±0.016 0.011±0.007
MS 0.046±0.013 0.131±0.020 0.049±0.016 0.010±0.006
rank-sum test z -0.356 -2.326 -0.930 0.219
p 0.722 0.02 0.352 0.827
effect size 0.190 0.940 0.253 -0.123
R∗
2
median (IQR) (s−1) control 19.38 (2.57) 36.52 (4.59) 23.56 (3.87) 20.69 (1.75)
MS 20.95 (1.52) 38.11 (7.26) 23.88 (2.03) 20.75 (1.36)
mean±SEM (s−1) control 20.06±1.95 35.66±3.91 23.85±2.99 20.50±1.28
MS 21.02±1.74 40.05±5.39 24.75±2.80 20.77±1.22
rank-sum test z -1.778 -2.408 -1.012 -0.520
p 0.075 0.016 0.311 0.603
effect size 0.520 0.911 0.311 0.218
the different structures reveal different age-related behaviors for the MS patients and
control subjects. In caudate, globus plladius and putamen, positive correlations were
found, whereas, in the thalamus, this correlation was negative. The slopes and Pearson
correlation coefficients (PCC) of the regressions are summarized in Table 5.4. A strong
correlation (R=0.759, p<0.001) together with the highest regression slope (Bχ=0.0017
ppm/year) was found in the putamen of the control group, while fairly high correlations
were found in the caudate (R=0.466, p<0.05) and the putamen (R=0.514, p<0.05) of
MS patients.
Figure 5.3 displays the relationships between R∗2 values and age for all the inves-
tigated subcortical structures. Again different structures show different age-related
evolutions for the MS and control groups. In contrast to QSM-vs-age relationship,
only positive correlations were found between R∗2 values and age. The corresponding
slopes and PCCs are summarized in Table 5.4. For the control group, a high correlation
was found in the globus pallidus (R=0.505, p<0.05) and putamen (R=0.616, p<0.05).
For the MS group, similarly high correlations were observed in the caudate (R=0.522,
p<0.05) and putamen (R=0.665, p<0.05).
5.3.4 ROI analysis of age-corrected QSM and R∗2
Mean and median magnetic susceptibility as well as R∗2 values obtained after age cor-
rection (Equations 5.1 and 5.2) are summarized in Table 5.5, and Figures 5.4 and 5.5
show the corresponding box plots. As can be seen by a direct comparison between
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iron being the dominant susceptibility source in SGM structures compared to myelin,
the echo-time dependence was, however, not further investigated here. Signal dropout
in frontal brain parts and parts of the accumbens led to unreliable values on the re-
constructed R∗2 and susceptibility maps in these areas (see Figure 5.1). Therefore, the
accumbens and the hippocampus were both excluded from the subsequent analysis.
The age dependence of susceptibility or R∗2 of the SGM structures in normal brain
was in agreement with other studies [Aquino et al., 2009, Acosta-Cabronero et al.,
2016a, Li et al., 2014b, Liu et al., 2016]. The age-related susceptibility and R∗2 changes
in MS patients fitted in the picture of recent post mortem studies [Langkammer et al.,
2010, Langkammer et al., 2012, Sun et al., 2015] and in vivo experiments [Bilgic et al.,
2012, Schweser et al., 2011, Lim et al., 2013], which demonstrated strong correlations
between magnetic susceptibility and iron concentrations as well as between R∗2 and
iron concentrations in SGM structures. Positive correlations between age and sus-
ceptibility as well as age and R∗2 were observed in the caudate, globus pallidus and
putamen in both groups with the tightest relationship in putamen with significant
correlation coefficients (R>0.5, p≤0.012), which is in agreement with previous studies
[Haacke et al., 2010, Acosta-Cabronero et al., 2016a, Liu et al., 2016]. The absence of
a significant correlation between susceptibility and age in the globus pallidus is also
consistent with other studies [Keuken et al., 2017, Acosta-Cabronero et al., 2016a, Liu
et al., 2016]. An opposing observation, however, was made in the thalamus, where a
negative relationship was found between susceptibility and age but a positive relation-
ship between R∗2 and age. This negative correlation is in line with [Liu et al., 2016]
and is also consistent with the finding of Bilgic et al. that the mean susceptibility
of thalamus was lower in elderly subjects compared to young volunteers [Bilgic et al.,
2012]. With iron being paramagnetic, it increases both susceptibility and R∗2, whereas
myelin or calcium as diamagnetic compounds decrease susceptibility but increase R∗2.
As there is no strong evidence of substantial calcium accumulation in the thalamus,
such disperse age-dependent relationships are most likely due to changes of both iron
and myelin. In a recent study using a sub-region thalamus ROI-based and voxel-based
analysis, Schweser et al. proposed an early-rise late-decline hypothesis, in which iron
accumulates before the age of 40 years and depletes afterwards [Schweser et al., 2017a].
However, this hypothesis needs further independent validation. Overall, the present
study demonstrates that both susceptibility and R∗2 reveal different age-relationships in
different SGM structures in controls and MS patients (see Table 5.4). Such information
might help to understand better iron evolution in normal brain aging and MS disease.
To enable a fair comparison between the two investigated groups, the covariance
method [Jack Jr et al., 1989] was applied to correct for the age effect. This correc-
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tion has been applied in other studies as well prior to group analysis [Rudko et al.,
2014, Acosta-Cabronero et al., 2016a], although there are also many published studies
[Barbosa et al., 2015, Cobzas et al., 2015, Langkammer et al., 2013, Hagemeier et al.,
2017] that did not apply any age correction when running group analyses. In the cur-
rent study, the effect size of the two metrics, susceptibility and R∗2, between control and
MS groups increased in absolute values for all investigated SGM structures after age
correction (see Tables 5.3 and 5.5). Furthermore, the significant trends of susceptibil-
ity and R∗2 in the globus pallidus became statistically significant, whereas the previous
non-significant R∗2 relationship in the caudate became a significant trend.
In comparison with other MS studies that used QSM and R∗2 [Al-Radaideh et al.,
2013, Khalil et al., 2011, Khalil et al., 2015, Langkammer et al., 2013, Rudko et al.,
2014, Hagemeier et al., 2017, Fujiwara et al., 2017], it should be noted that their findings
of significant increases of both susceptibility and R∗2 in MS patients were only partially
replicated here for the globus pallidus, but not for the caudate and putamen. However,
direct comparison is not easy because different phase processing techniques [O¨zbay
et al., 2017] and QSM reconstruction algorithms [Wang and Liu, 2015, Langkammer
et al., 2017] were used in these studies. One explanation for these different findings
may be due to the different demographics of the patient cohort investigated in this
study, for which the EDSS scores were substantially lower and did not correlate with
the susceptibility or R∗2 values in contrast to other comparable studies. The low EDSS
scores were due to the fact that patients were in early disease stages and 80% of them
were on stable immunomodulatory therapy, when iron accumulation may not be so
prominent in the caudate and putamen compared to the globus pallidus. Another
reason may be the small cohort size, which may have prevented detection of significant
changes. In the present study, the statistical analysis used a non-parametric test, i.e.,
Wilcoxon rank sum test, instead of a parametric test (e.g., t-test, ANOVA) like in
previous studies [Al-Radaideh et al., 2013, Langkammer et al., 2013, Rudko et al.,
2014] Since parametric tests hold more statistical power than non-parametric tests
future studies should enroll sufficiently large cohorts.
Considering MS disease, it is still not clear whether iron deposition in SGM struc-
tures is an epiphenomenon or a mediator of disease processes [Stankiewicz et al., 2014].
The underlying pathophysiological mechanisms causing increased iron content in the
SGM structures during brain aging and in MS disease are not yet fully understood
[Ropele et al., 2011, Ward et al., 2014]. Potential causes might be related to dis-
rupted blood-brain barrier [Craelius et al., 1982] and iron-rich macrophages attraction
[LeVine, 1997] due to inflammatory processes in MS, iron-mediated oxidative stress and
cytotoxic protein aggregation [Stankiewicz et al., 2007], redistribution of iron within
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the brain and changes in iron homoeostasis [Conde and Streit, 2006]. However, strong
evidence for all these mechanisms is still lacking, requiring further research work.
There are several limitations of this investigation that need to be mentioned. Firstly,
the number of participants was limited and the enrolled patients did not reflect the
entire spectrum of MS disease. The rather coarse spatial resolution of the GRE data
prevented further investigation of sub-nuclei of SGM structures, especially for the tha-
lamus, in which more heterogeneous findings on QSM and R∗2 were reported compared
to other investigated structures [Deistung et al., 2013b]. Furthermore, only a ROI-
based analysis was performed, whereas a voxel-based analysis might provide more in-
sight into whole brain changes pattern. For instance, Betts and colleagues reported
age-dependent increased susceptibility values in the posterior, medial and anterior sub-
nuclei in thalamus and decreased susceptibilities in the lateral group [Betts et al., 2016].
Schweser et al. observed significantly reduced susceptibility in the pulvinar of patients
with relapsing remitting MS and secondary progressive MS [Schweser et al., 2017a],
whereas Acosta et al. found age-related increased susceptibility values not only in the
basal ganglia, but also in the motor cortex [Acosta-Cabronero et al., 2016a]. All these
findings suggest that voxel-based analysis can provide valuable and complementary
information to ROI-based analysis.
In conclusion, the HC-nlFIRST segmentation pipeline facilitated the analysis of
susceptibility and R∗2 changes as exemplified in this small clinical pilot study. Cor-
recting for age effects, increased susceptibility and R∗2 values indicated increased iron
accumulation in some SGM structures of MS patients compared to controls, specifically
in the globus pallidus.
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Chapter 6
Conclusion and Outlook
The main goals of this thesis were the development of a robust automatic segmentation
framework of SGM structures in the human brain and the application of this framework
to analyze the intra-scanner repeatability of QSM and R∗2 in healthy controls as well as
susceptibility and R∗2 changes of SGM structures in patients with MS. This framework,
referred to as HC-nlFIRST, represents an extension to the established FSL-FIRST
segmentation pipeline (Chapter 4) and incorporates non-linear registration and a ded-
icated hybrid image contrast by combining T1w images and quantitative susceptibility
maps. This novel approach overcomes some insufficiencies of the linear registration
in the default FSL-FIRST pipeline, particularly in cases of abnormal brain anatomy.
The hybrid contrast takes advantage of the excellent subcortical contrast in QSM to
improve the delineation of SGM structures. The new framework does not require the
modifications of the underlying FIRST algorithm or its training data, as it is based
solely on pre- and post-processing of the input images and the segmentation results.
HC-nlFIRST, thus, provides a robust and accurate segmentation approach of SGM
brain structures to minimize potential inaccuracies in large cohort studies.
Using the developed HC-nlFIRST pipeline, the intra-scanner repeatability of QSM
and R∗2 was evaluated (Chapter 3). Excellent repeatability of R
∗
2 and susceptibility
differences with respect to the whole brain, CSF and cortical gray matter values was
demonstrated in a group of equally-aged healthy volunteers across multiple scan ses-
sions suggesting the use of these quantitative measures in longitudinal studies. Ref-
erencing magnetic susceptibility with respect to cortical gray matter turned out to be
appropriate and less influenced by iron and myelin variations compared to other parts
of the brain. Subsequently, the HC-nlFIRST pipeline was successfully applied to a
small pilot cohort of MS patients to investigate the magnetic susceptibility and R∗2
changes in subcortical structures (Chapter 5). Significantly increased values, mainly
induced by iron overload, were observed in the globus pallidus, confirming independent
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results from the literature.
One important issue that can severely hamper accurate segmentation and analysis
of magnetic susceptibility and R∗2 is the potential occurrence of motion artifacts due to
the relatively long acquisition times when applying high spatial resolution whole-brain
GRE imaging. A possible solution to address this issue is to apply prospective motion
correction, which is based on using external motion tracking cameras [Zaitsev et al.,
2006, Qin et al., 2009]. However, this method requires special additional equipment and
non-trivial set-up. Furthermore, it cannot be applied retrospectively to data already
collected during a study. An alternative strategy is to correct for motion retrospectively
by fitting a specific rigid-body motion model to the complex-valued MRI information
to improve the global entropy of the magnitude images [Loktyushin et al., 2013]. As
shown in preliminary studies by applying this strategy [Feng et al., 2015, Feng et al.,
2017c], motion artifacts were substantially suppressed in quantitative susceptibility
and relaxation maps, and higher SNRs and more compact histogram distributions of
magnetic susceptibility and relaxation values were obtained. Thus, adding the option
of retrospective motion correction to the segmentation and analysis framework in a
future extension may further benefit the processing.
With regard to selecting the best suited reference structure for normalizing magnetic
susceptibilities, the work summarized in Chapter 3 only focused on normal healthy
volunteers. If extended to brains of patients with neurodegenerative diseases, such as
MS, the proper choice of a reference structure is still an open question, in particular with
respect to optimal repeatability. Future work is certainly needed to further investigate
whether the suggested reference structure is still optimal or not. One promising solution
to reduce inter-scan variations between magnetic susceptibility maps is to incorporate
the referencing into the reconstruction procedure. A related approach has recently been
proposed by [Liu et al., 2017b] by adding an L2-regularization term to the morphology
enabled dipole inversion (MEDI) reconstruction to enforce susceptibility homogeneity
of ventricular CSF. This approach is a promising direction for normalizing QSM, as it
is not limited to CSF but should be extendable to other reference structures as well.
The HC-nlFIRST pipeline is currently implemented within the in-house infrastruc-
ture using MATLAB and shell scripts. For the near future, it will be advantageous
to develop a more independent wrapper application for the segmentation pipeline by
using, for instance, shell or python scripts. This way, release into the research society
is more facilitated. Regarding integration into MR scanners, HC-nlFIRST may be di-
rectly deployed on the system to perform the analyses online, taking the scanned T1w
images and reconstructed susceptibility and/or R∗2 maps as input. Ultimately, such an
implementation would support radiologists and physicians in their clinical work with
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this kind of computer-aided diagnosis.
One issue that deserves special care regarding automatic segmentation is when
lesions and tumors are located close to the structures of interest [Dolz et al., 2015].
Future developments of the segmentation framework should include extensions to other
SGM nuclei, such as the dentate nucleus, red nucleus, substantia nigra, or subthalamic
nuclei. However, due to the intrinsic Bayesian model training of FSL-FIRST compris-
ing only a limited number (15) of structures while excluding these small subcortical
structures, such an extension is not directly possible as HC-nlFIRST in its current
implementation depends on the FSL-FIRST algorithm. These small brain structures
mentioned above play, however, important roles in the brain function of both healthy
subjects and patients with neurodegenerative diseases. For instance, increased iron con-
tent has been repeatedly found in the subtantia nigra for Parkinson’s disease [Dusek
et al., 2012, Langkammer et al., 2016]. Subthalamic nuclei are frequently used as the
target structures of deep brain stimulation to treat Parkinson’s disease [Moro et al.,
1999, Wang et al., 2017]. As these structures contain substantially higher iron content
compared to other surrounding tissues [Hallgren and Sourander, 1958, Morris et al.,
1992], QSM is predestined due to its exquisite contrast and detailed depiction of these
structures [Deistung et al., 2013b, Deistung et al., 2013a]. It is conceivable to feed
hybrid contrast images with improved delineation of these small SGM structures into
other segmentation tools, such as, Freesurfer.
Recently, a new promising method, called multimodal image segmentation tool
(MIST) [Visser et al., 2016a], has been developed during the work on this thesis. In-
stead of the hybrid concept, MIST uses multiple image contrasts simultaneously to
segment subcortical structures in a more data-driven way, which is less dependent on
manual delineation in the training data set. By introducing a Markov random field,
MIST has been successfully extended to include the red nucleus, substantia nigra and
subthalamic nuclei and turned out to be at least as accurate as manual segmentation
[Visser et al., 2016b]. Another elegant, but yet simple way to segment these small
nuclei is a self-customized susceptibility atlas based method [Hanspach et al., 2017],
where the hybrid contrast images can also be used in the spatial normalization part.
The manually depicted small nuclei in atlas coordinates can be warped into the original
input image coordinates, as far as the nonlinear registration between the original input
images and the susceptibility atlas is sufficiently accurate. There is a certain flexibility
to extend the atlas-based method to enable segmenting more structures by modifying
the ground-truth atlas. It is also conceivable to use multi-atlases, e.g., susceptibil-
ity atlases representing different pathologies or age groups, together with different
label-fusion strategies to improve the atlas-based segmentation. Alternative promising
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avenues are machine learning and deep learning methods, which are currently under
intense development, to deal with subcortical segmentation. Improvements of segmen-
tation were achieved by applying machine learning techniques including artificial neural
networks and support vector machines [Powell et al., 2008]. More recently, with the
technical improvements of computation hardware like graphics processing units (GPU),
a 3D fully convolutional neural network with smaller kernels and deeper architecture
was utilized to segment SGM structures [Dolz et al., 2017]. After efficient training
with T1w images using GPU, it achieved state-of-the-art performance in large-scale
heterogeneous studies. Since the hybrid contrast images, as outlined in Chapter 4,
show improved delineation of SGM structures compared to T1w images, it would be
of great interest to train their model on such hybrid contrast images or even more di-
rectly on the susceptibility maps or R∗2 maps or even in combination to further improve
segmentation performance.
In summary, the main outcome of this thesis is the availability of a robust sub-
cortical segmentation and analysis framework, which represents an important initial
step for investigating QSM and R∗2 in specific brain structures in large-cohort clinical
neuroimaging studies to establish these parameters as potential quantitative imaging
biomarkers.
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