Abstract. In this paper we collect some new observations about periodic critical points and local minimizers of a nonlocal isoperimetric problem arising in the modeling of diblock copolymers. In the main result, by means of a purely variational procedure, we show that it is possible to construct (locally minimizing) periodic critical points whose shape resemble that of any given strictly stable constant mean curvature (periodic) hypersurface. Along the way, we establish several auxiliary results of independent interest.
Introduction
In this paper we study some properties of critical points of the functional
where γ ≥ 0 , E is a subset of the N -dimensional flat torus T N , N ≥ 2 , P T N (E) denotes the perimeter of E in T N , u E (x) := χ E (x) − χ T N \E (x) , and, for every x ∈ T N , G T N (x, ·) is the unique solution of
We will refer to the first term of (1.1) as the local term, while to the second one as the nonlocal term. The latter will be denoted with γN L(E) . We notice that the local term favors the formation of large regions of pure phase, while the nonlocal one prefers the function u E to oscillate (see Remark 2.20) . The functional (1.1) arises as the variational limit (in the sense of Γ -convergence) of the ε -diffuse Ohta-Kawasaki energy OK ε (u) := εˆΩ|∇u| 2 dx + 1 εˆΩ (u 2 − 1) 2 dx + γˆΩˆΩ G(x, y) u(x) − m u(y) − m dxdy ,
where Ω ⊂ R N is an open set, G is the Green's function for − , u ∈ H 1 (Ω) , and m := ffl Ω u . The functional OK ε has been introduced by Ohta and Kawasaki in [21] to model microphase separation of a class of two-phase materials called diblock copolymers (see [5] for a rigorous derivation of the Ohta-Kawasaki energy from first principles, and [19] for a physical background on long-range interaction energies). These materials are linear-chain macromolecules, each consisting of two thermodynamically incompatible subchains joined covalently, that correspond to the regions where u ≈ −1 and u ≈ +1 respectively. Due to this incompatibility, the two phases try to separate as much as possible; on the other hand, because of the chemical bonds, only partial separation can occur at a suitable mesoscale. Such a partial segregation of these chains produces very complex patterns, that are experimentally observed to be (quasi) periodic at an intrinsic scale. The structure of these patterns depends strongly on the volume fraction of a phase with respect We start by showing, in Proposition 4.1, that critical points are always local minimizers with respect to perturbations with sufficiently small support. This minimality-in-small-domains property of critical points is shared by many functionals of the Calculus of Variations, but to the best of our knowledge it has been never been observed before for the Ohta-Kawasaki energy.
The second result (see Proposition 4.3) shows that the property of being critical and stable is preserved under small perturbations of the parameter γ . More precisely, we show that, givenγ ≥ 0 and a strictly stable critical point E of the functional Fγ , we can find a (unique) family (E γ ) γ of smoothly varying uniform local minimizers of F γ for γ ranging in a small neighborhood ofγ . The procedure to construct such a family is purely variational and based on showing that the local minimality criterion provided in [1] can be made uniform with respect to the parameter γ and with respect to critical sets ranging in a sufficiently small C 1 -neighborhood of a given strictly stable set E . Such an observation, which has an independent interest, is proven in Proposition 4.3. We would like to remark that, in proving the above result, we in fact drastically simplify the general argument, by replacing [1, Lemma 3.8] with a penalization argument, that was inspired to us by [10] .
The above stability property is used to establish the main result of this paper (see Theorem 4.18): givenγ > 0 and ε > 0 and a subset E of the torus T N such that ∂E is a strictly stable constant mean curvature hypersurface, we show that it is possible to find an integer k = k(γ, ε) and a 1/k -periodic critical point of Fγ T N , whose shape is ε -close (in a C 1 -sense) to the 1/k -rescaled version of E and whose mean curvature is almost constant. Moreover, such a critical point is an isolated local minimizer with respect to (1/k) -periodic perturbations. In words, the above result says that it is possible to construct local minimizing periodic critical points of the energy (1.2), whit a shape closely resembling that of any given strictly stable periodic constant mean curvature surface.
This result is close in spirit to the aforementioned results by Ren and Wei. There are however some important differences. First of all, they work in the Neumann setting, while we are in the periodic one. Moreover, while their constructions are based on the Liapunov-Schmidt reduction method and require rather involved and (ad hoc for each specific example) spectral computations, we use a purely variational approach that works for all possible strictly stable patterns. However, the price to pay for such a generality is a less precise description of the parameter ranges for which the existence of the desired critical points can be established.
Another important consequence of our variational procedure is that it allows to show (see Proposition 4.19 ) that all the constructed critical points can be approximated by critical points of the ε -diffuse energy (1.2). This is done by usign a Γ -convergence argument in the spirit of the Kohn and Sternberg theory, see [15] .
We conclude by remarking that numerical and experimental evidences suggest the following general structure for global minimizers: the nonlocal term determines an intrinsic scale of periodicity (the larger is γ the smaller is the periodicity scale), while the shape of the global minimizer inside the periodicity cell is dictated by the perimeter term. Although we are very far from an analytical validation of such a picture, our result allows to construct a class of (locally minimizing) critical point that display the above structure.
Preliminaries
Given k ∈ N \ {0} , we will denote by T N k the N -dimensional flat torus rescaled by a factor 1/k , i.e., the quotient of R N under the equivalence relation
Hereafter we will denote T N 1 by T N . Points in T N k will be denoted by x , y . A set F ⊂ T N k can be naturally identified with the 1/k -periodic set of R N (or of T N ) that equals (a translate of) F in each 1/k -periodicity cell (see Figure 2 on the right). When we speak about the regularity of a set F ⊂ T N k , we will always refer to the regularity of the 1/k -periodic set F ⊂ R N . Finally, for β ∈ (0, 1) and r ∈ N , we define the functional space C r,β (T N k ) as the space of 1/k -periodic functions in C r,β (R N ) . We now recall some geometric definitions: given a set E ⊂ T N of class C 2 , we will denote by D τ the tangential gradient operator, by div τ the tangential divergence, by ν E the normal vector field on ∂E , by B ∂E its second fundamental form, and by |B ∂E | 2 its Euclidean norm, that coincides with the sum of the squares of the principal curvatures of ∂E . Finally, H ∂E will denotes the sum of the principal curvatures of ∂E .
We are now in position to introduce the main object we will need in the paper.
as follows: A set E ⊂ T N on the left, and the set E k , with k = 3 , seen as a subset of T N , on the right.
In this case we denote by P k (E) the above quantity.
We now introduce two ways for measuring how close two sets in T N are. The first one is an L 1 distance that takes into account the fact that our functional is translation invariant.
In the following we will also consider sets whose boundary is a normal graph over the boundary of another set. Thus, we also need to measure how close such two sets are.
for some function ψ ∈ C r,β (∂E) , we define
2.1. The area functional. We recall some results about the area functional.
Definition 2.6. We say that a set E ⊂ T N k is a local minimizer of the area functional if there exists δ > 0 such that
k is said to be an (ω, r 0 ) -minimizer for the area functional, with ω > 0 and r 0 > 0 , if for every ball B r (x) with r ≤ r 0 we have
We recall an improved convergence theorem for (ω, r 0 ) -minimizers of the area functional. This result is well-known to the experts (see, for istance, [32] ). One can find a complete proof of it in [8] .
Theorem 2.8. Let (E n ) n be a sequence of (ω, r 0 ) -minimizers of the area functional such that sup n P k (E n ) < +∞ and α(E n , E) → 0 as n → ∞ , for some bounded set E of class C 2 . Then, for n large enough, E n is of class C 1,β for all β ∈ (0, 1), and
We first define the functionals we are interested in. Definition 2.9. Given γ ≥ 0 and k ∈ N, we define, for sets E ⊂ T N k , the functional
where
and G k is the unique solution of
For simplicity, we will denote by F γ and u E the functional F γ 1 and the function u E 1 respectively. Remark 2.10. Notice that the area functional corresponds to the choice of γ = 0 .
We now introduce the main objects under investigation in this paper: critical points and local minimizers. Definition 2.11. A set E ⊂ T N of class C 2 will be called critical for the functional F γ if there exists a constant λ ∈ R such that
Remark 2.12. The above definition is motivated by the fact that (as one expects) the first variation of the functional F γ vanishes on critical sets (see Theorem 3.2).
Definition 2.13. We say that a set
Moreover, we say that E is an isolated local minimizer if the above inequality is strict whenever α(E, F ) > 0 .
We now want to derive some regularity properties of local minimizers of F γ k . In order to do this, we observe that local minimizers of F γ k are in fact (ω, r) -minimizer, and then we will rely on the well-known regularity theory for (ω, r) -minimizers.
First of all one can see that the nonlocal term turns out to be Lipschitz (see [1, Lemma 2.6] for a proof).
Proposition 2.14 (Lipschitzianity of the nonlocal term). There exists a constant c 0 , depending only on N , such that if
The following lemma is a refinement of a result already present in [1] and [11] . The proof we present here follows the lines of those presented in [16] .
2)
. Then, we can find a constant Λ 0 = Λ 0 (c 0 , m 0 ,γ, δ 0 , M ) > 0 (where c 0 is the constant given by Proposition 2.14) such that E is a solution of the unconstrained minimum problem
Proof. The idea is to prove that we can find a constant Λ 0 as in the statement of the lemma such that if
where γ ≤γ and Λ ≥ Λ 0 , then α( F , E) = 0 , where E is a solution of (2.2). To prove it, suppose for the sake of contradiction that there exist sequences γ n ≤ γ , Λ n → ∞, sets E n solutions of
. From now on we will suppose |F n E n | = α(E n , F n ) . The idea is to modify the sets F n 's in such a way that T N k u Fn k = m n (notice that, since we are not working in the whole R N , we cannot just rescale them to fit the desired volume). This idea has been developed in [11] . Set
First of all we notice that sup n P k (F n ) < ∞ . Indeed
Thus, up to a not relabelled subsequence, it is possible to find a set
We now sketch the argument presented in [11] . Given ε > 0 , it is possible to find a radius r > 0 such that (up to translations)
, that will be chosen later, and define
Let F n := Φ n (F n ) . It is possible to prove that
and that, for ε > 0 sufficiently small,
where c and C 1 are constants depending only on the dimension N . Then it is possible to choose the σ n 's in such a way that |F n | = |E n | for all n . In particular we obtain, from the above inequality, that σ n → 0 . Finally, it is also possible to prove that
. Combining all these estimates we have that
Since σ n → 0 , we have that, for n large enough, α( F n , E n ) ≤ δ n . Thus the above inequality is in contradiction with the local minimality property of E n . Proof. From the above result, it follows that local minimizers of F γ k are in fact (ω, r) -minimizer, providing we take ω := c 0 + Λ and we choose r > 0 such that
The regularity theory for (ω, r) -minimizers allows us to say something about the regularity of local minimizers of F γ k (see [30, Theorem 1] ). Proposition 2.17. Let E ⊂ T N k be a local minimizer of F γ k . Then we can write ∂E = ∂ * E ∪ Σ , where the reduced boundary ∂ * E is of class C 3,α for all α ∈ (0, 1), and the Hausdorff dimension of Σ is less than or equal to N − 8 .
Remark 2.18. Using the equation satisfied by a critical set E , it is also possible to prove (see [14] ) the C ∞ regularity of ∂ * E , in every dimension N . In particular, in dimension N ≤ 7 , we obtain the C ∞ -regularity for the entire boundary ∂E .
In the remaining part of this section we would like to investigate some properties of the nonlocal term, as well as the relation between the functionals F and F k . In particular, we would like to establish the relation between the followings
where in the last, E k is seen as a subset of T N , i.e., as k N copies of E/k . The relation between the perimeter terms is clear, since we have a scaling for it. The behavior of the three nonlocal terms above can be well understood once we introduce the following function
For simplicity, we wil denote the function v
where we recall that m
Thus, it is possible to rewrite the nonlocal term in the following way:
In particular, from the above writing, we see that the nonlocal term prefers highly oscillating functions u E k , as has been pointed out in the introduction. By standard elliptic regularity we know that v
We can now prove the relation between the three objects above.
Proof. We first prove (2.5). We claim that, for a set E ⊂ T N , we have
Indeed, noticing that ffl
By uniqueness of the solution of problem (2.3), we obtain our claim. Finally, we can conclude by noticing that
To prove (2.4), we just notice that v
Remark 2.22. We would like to stress the meaning of the above result: given a set E ⊂ T N , equation (2.4) tells us that the energy of E k in T N is just the sum of the energies of each of its pieces in each T N k , each of which is given by formula (2.5).
In particular, we have that v E k is a 1/k -periodic function that, in each periodicity cell, is equal to v E opportunely rescaled.
2.3.
Results about Γ-convergence. In this section we would like to recall an approximation theorem for isolated local minimizers of the area functional. For, we need to write the functional F γ T N in the language of Γ -convergence. Definition 2.23. Let (X, d) be a metric space, and let F, F n : X → R ∪ {+∞}. We say that the sequence F n Γ(d)-converges to the functional F if the following two conditions are satisfied
In this case we will write F n 
Fix γ ∈ [0, +∞) and m ∈ (−1, 1) and define the functional F γ : X → R ∪ {+∞} as
Remark 2.25. Notice that the functionals F γ turn out to be equi-coercive and
Although the Γ -convergence has been designed for the convergence of global mininimizers, one can say also something about convergence of local minimizers. The following result is a particular application of [15] . Theorem 2.26. Let E ⊂ T N be a smooth isolated local minimizer of the area functional. Then there exists a sequence (E γ ) γ>0 , with |E γ | = |E|, such that E γ is a local minimizer of F γ in T N and α(E γ , E) → 0 as γ → 0 + .
Variations and local minimality
In the following we will use a local minimality criterion provided in [1] , that we recall here for reader's convenience. This criterion is based on the positivity of the second variation. Thus, we need to introduce what we mean by variation.
N be a set of class C 2 . Take a smooth vector field X ∈ C ∞ (T N ; R N ) and consider the associated flow Φ :
such that Φ(x, 0) = x for all x ∈ T N . Let E t := Φ(E, t) and suppose |E t | = |E| for each time t. We define the first and the second variation of F γ at a set E with respect to the flow Φ , respectively as
We recall here the result present in [1, Theorem 3.1] for the computation of the first and the second variation.
Theorem 3.2. Let E , X and Φ as above. Then the first variation of F γ computed at E with respect to the flow Φ is given by d dt
while the second variation of F γ at E with respect to the flow Φ reads as
Remark 3.3. Notice that the last term of the second variation vanishes whenever E is a critical set.
We now follow the ideas contatined in [1] . We introduce the space
On such a space we define the following quadratic form associated with the second variation.
Definition 3.4. Let E ⊂ T N be a regular critical set. We define the quadratic form
where ∂ 2 P T N (E) denotes the first integral, while γ∂ 2 N L T N (E) the other two.
Since our functional is translation invariant, if we compute the second variation of F γ at a regular set E with respect to a flow of the form Φ(x, t) := x+tηe i , where η ∈ R and e i is an element of the canonical basis of R N , setting ν i := ν E , e i we obtain that
Hence we need to avoid degenerate directions. Write
where T ⊥ (∂E) is the orthogonal complement to T (∂E) in the L 2 -sense, i.e.,
It can be shown (see [1, Equation (3.7)]) that there exists an orthonormal frame (ε 1 , . . . , ε N ) such that
Definition 3.5. We say that F γ has strictly positive second variation at the regular critical set E if
We are now in position to recall the local minimality result of Acerbi, Fusco and
Theorem 3.6. Let E ⊂ T N be a regular critical set such that F γ has strictly positive second variation at E . Then there exist constants C, δ > 0 , such that
Results

Minimality in small domains.
The first result we would like to prove is a local minimality property of critical points with respect to sufficiently small perturbations.
Proposition 4.1. Let E ⊂ T N be a critical point for the functional F γ . Then there exists ε > 0 such that
Sketch of the proof. First part. We first want to prove that we can find ε > 0 such that
whenever F is a subset of T N having E F B ε (x) , for some x ∈ ∂E . Fixx ∈ ∂E . The idea is to adapt to our case the proofs of the various steps leading to [1, Theorem 1.1].
Step 1. For any ε > 0 sufficiently small, the following Poincaré inequality holds:
and take ε > 0 such that C 2ε > M (1 + 4γ) . Notice that it is possible to writê
where − z = ϕH
¬ ∂E . Thus, we have that
for any ϕ ∈ H 1 (∂E)\{0} with support contained in B 2ε (x) .
Step 2. We claim that it is possible to find constants δ > 0 and C 0 > 0 such that
whenever F ⊂ T N , with |F | = |E| , is such that ∂F = {x + ψ(x)ν E (x) : x ∈ ∂E} , for some ψ W 2,p (∂E) ≤ δ with support contained in B 2ε (x) , for p > max{2, N −1} . We use the two step technique of [1, Theorem 3.9] . We first prove that we can find constants δ > 0 and D > 0 such that
whenever F ⊂ T N , with |F | = |E| , is such that
for some ψ ∈ W 2,p (∂E) with ψ W 2,p (∂E) ≤ δ . To prove it, we reason by contradiction as in the first step of the proof of [1, Theorem 3.9] .
Consider the flow Φ , given by Lemma 4.5, connecting the sets E and F , and let E t := Φ t (E) . Then it is possible to write
where div τt is the tangential divergence on ∂E t and X τt := (X · τ Et )τ Et . It is possible to estimate from below of the integral, as it is done in the second step of the proof of [1, Theorem 3.9]. Namely, it is possible to find δ > 0 such that ˆ∂
for all t ∈ [0, 1] . Thus, with the above uniform coercivity property of ∂ 2 F(E t ) in force, we conclude.
Step 3. For any ε 1 , let I ε ⊂ B √ ε (x) be a smooth open set with the following properties: the curvature of I ε is uniformly bounded with respect to ε , the sets E ∪ I ε and E \I ε are smooth and B ε (x) ⊂ I ε (see Figure 3) . We claim that it is possible to find ε > 0 such that
for every set F ⊂ T N with |F | = |E| , such that E F I ε . The proof of such a result is similar to those of [1, Theorem 4.3], where we reason by the sake of contradiction as follows: suppose there exist a sequence ε n → 0 and a corresponding sequence of sets (F n ) n with |F n | = |E| and E \I εn ⊂ F n ⊂ E ∪ I εn , such that
Using the uniform bound on the curvatures of the I εn 's, it is possible to prove, as in the first step of the proof of [1, Theorem 4.3] , that we can find a sequence of uniform (ω, r) -minimizers of the area functional (E n ) n with |E n | = |E| having E n E I εn and such that F γ (E n ) < F γ (E) . Thus, the improved convergence result stated in Theorem 2.8 allows us to say that the E n 's converge to E in the C 1,β -topology. Finally, using the Euler-Lagrange equation satisfied by the E n 's, it is also possible to prove that the E n 's actually converge to E in the W 2,p -topology. This is in contradiction with the result of the previous step. Step 4. We now have to prove that the above constants can be made uniform with respect to x ∈ ∂E . Let us reason as follows: for any point x ∈ ∂E , consider the ball B ε(x) (x) , where ε(x) > 0 is the radius found in Step 3 above. Then it is possible to cover ∂E with a finite family of such balls, let us say
. We now claim that it is possible to find a constant ε > 0 with the following property: for any point x ∈ ∂E , there exists i ∈ {1, . . . , L} such that B ε (x) ⊂ B ε(xi) (x i ) . Indeed, let us suppose by contradiction that the claim is not true, i.e., there exist (y n ) n ⊂ ∂E such that B 1 n (y n ) ⊂ B ε(xi) for all i = 1, . . . , L . Then, by compactness of ∂E , up to a subsequence y n → y ∈ ∂E . By assumption B r (y) ⊂ B ε(xi) for all i = 1, . . . , L . This contradicts the fact the covering property of the family of balls.
We can also suppose ε < ε(x i ) for each i = 1, . . . , L .
Second part. We now want to prove that we can find ε ∈ (0, ε/2) such that
whenever F ⊂ T N is such that E F B ε (x) , for some x ∈ E \(∂E) ε/2 . The key point is to observe that
where we have used the Lipschitzianity of the nonlocal term (Proposition 2.14), the isoperimetric inequality, and the fact that E F B ε (x) , with x in the interior of E , respectively. Notice that (4.3) can be written as
Using (4.4) and the fact that t N N −1 < Ct for t small, we know that the above inequality is satisfied if P(F ) − P(E) < δ , for some δ > 0 . If instead it holds P(F ) − P(E) ≥ δ , we obtain the validity of (4.3) by noticing that
and by taking ε sufficiently small. This concludes the proof.
Uniform local minimizers.
We start by proving a lemma that will be used several times. The proof can be found in [1] (Step 4 of the proof of Theorem 3.4), but we prefer to report it here for reader's convenience.
Lemma 4.2. Let E ⊂ T N be a critical set for Fγ , withγ ≥ 0. Then for any ε > 0 it is possible to find ε > 0 with the following property: if E γ is a critical point of
Proof. Take a sequence γ n →γ and a sequence (E γn ) n , where E γn is a critical point of F γn , with d C 1 (E, E γn ) → 0 . Thanks to the C 1 -convergence of E γn to E and by standard elliptic estimates, it is easy to see that
for all β ∈ (0, 1) . Since we have
in force on ∂E , for some constant λ , and
valid ∂E γn , if we prove that λ γn → λ , by standard elliptic estimates, we get that E γn → E in C 3,β . We work locally, by considering a cylinder C = B × (−L, L) , where B ⊂ R N −1 is a ball centered at the origin, such that in a suitable coordinate system we have
. By integrating (4.7) on B we obtain
and the last integral in the previous expression converges, as n → ∞, to
where the last equality follows by (4.6). This shows, recalling (4.5), that λ γn → λ , as n → ∞.
We now state the main result of this section, namely a uniform local minimality result for strictly stable critical points of F γ .
Proposition 4.3. Let E ⊂ T N be a strictly stable critical point for Fγ ,γ ≥ 0 . Then there exist constants δ > 0, ε > 0, γ > 0 and C > 0 with the following property: take γ ∈ (γ − γ,γ + γ) and let E γ be a critical point for
The proof of Proposition 4.3 will follow the same strategy performed in [1] . The difficulty here is to check that all the estimates provided there can be made uniform with respect to the C 1 closeness of E γ to E . We recall that, in checking this, we in fact simplify the general argument, by replacing [1, Lemma 3.8] with a penalization argument, that was inspired to us by [10] . For reader's convenience, we recall here the general strategy we are going to use to prove Proposition 4.3. It is divided into two main steps: the first one is to prove a quantitative isolated local minimality property of a strictly stable critical point E with respect to the W 2,p -topology, i.e., with respect to sets whose boundary is a W 2,p graph on ∂E (see Lemma 4.15). For technical reasons, we will first prove this kind of local minimality property for a penalized functional (see Lemma 4.13) and then prove that this implies the required local minimality property. Then, we are going to use a selection principle argument (see [1] and [8] ) to obtain the L 1 isolated local minimality from the W 2,p one. This will also require an intermediate technical result stating an L ∞ local minimality property for E .
Let us now start by proving a uniform version of a technical result present in [1] .
Definition 4.4. Let F ⊂ T N be a set of class C ∞ . We will denote by N µ (F ) , with µ > 0 , a tubular neighborhood of F where the signed distance d F from F and the projection π F on ∂F are smooth in N µ (F ) .
Lemma 4.5. Let E ⊂ T N be a strictly stable critical point for Fγ ,γ ≥ 0, and let p > max{2, N − 1}. Then, there exist constants µ > 0 , γ > 0, ε > 0 and C > 0 with the following property:
for any critical point E γ of F γ , with γ ∈ (γ − γ,γ + γ) and d C 1 (E, E γ ) < ε , and any ψ ∈ C ∞ (E γ ) with ψ W 2,p (∂Eγ ) ≤ ε , there exists a vector field X ∈ C ∞ with divX = 0 in N µ (E γ ) such that, if we consider its flow, i.e., the solution of
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we have Φ(1, x) = x + ψ(x)ν Eγ (x) , for any x ∈ ∂E γ . Moreover, the following estimate holds true
Finally, set E t γ := Φ(t, E γ ) , and suppose |E
Proof. Take 0 < ε < ε 0 , where ε 0 > 0 is the constant given by Lemma 4.2. Then, possibly reducing ε , we can find µ > 0 and γ ∈ (0, ε) such that N µ (E γ ) is a tubular neighborhood of E γ (see Definition 4.4) for every E γ critical point of F γ , with γ ∈ (γ − γ,γ + γ) and d C 1 (E, E γ ) < ε. For reader's convenience we recall the idea behind the construction of the vector field X . Since we have to connect E γ with F , whose boundary is a normal graph over the boundary of E γ , the simplest thing to do is to use a vector field that, in a neighborhood of ∂E γ , coincides with the (usual extension) of the normal vector field ∇d Eγ on ∂E γ . Since we have to satisfy a divergence-free condition, we have to modify the normal vector field ∇d Eγ as follows X(z) := ξ(z)∇d Eγ , for z ∈ N µ (E γ ) , in such a way that div X = 0 . This lead to the equation
Since, for δ > 0 sufficiently small, each point z ∈ N µ (E γ ) can be written as z = x+d Eγ (z)∇d Eγ (z) , by defining the function f (x, t) := f x (t) := ξ(x+td Eγ (x)) , for x ∈ ∂E γ and t ∈ (−µ, µ) for some small µ > 0 , we can write (4.9) as
Thus, by taking
we are sure that div X = 0 in N µ (E γ ) . Finally, we have to ensure that at time t = 1 the flow starting from E γ will be such that Φ(1, x) = x + ψ(x)ν Eγ (x) . For, we modify our vector field X as follows
and extending it in a smooth way in the whole T N . The relation between the constants ε and µ is the following: using again the C 3,β -closeness of E γ to E , it is possible to find a constant C > 0 such that ψ L ∞ (∂Eγ ) ≤ C ψ W 2,p (∂Eγ ) < Cε for any set E γ as above. Take 0 < ε < µ/C .
We now prove some estimates on Φ . First of all notice that we can find a constant C > 0 such that, for every set E γ as above, it holds
Thus, by the definition of the flow Φ , we have that
To estimate the other norms, we just differentiate in (4.8) to obtain
Since this shows that the (N − 1) -dimensional Jacobian of Φ(t, ·) is uniformly close to 1 on ∂E γ , differentiating again in (4.8), we obtain also the following estimate:
This follows from [7, Equation (2.30) ]. Thus, the function t → |E t γ | is affine in [0, 1] , and since |E γ | = |E t γ | , we have that it is constant. So
This concludes the proof of the lemma.
We now introduce the penalization we are going to use as an intermediate step in the proof of the uniform W 2,p -local minimality. The aim is to get rid of the technicality introduced in [1] in order to deal with the translation invariance of the functional, for which we would have to check that the estimates they provide are uniform with respect to the parameter γ . By looking at the steps of the proof of [1, Theorem 3.9] , it turns out that a way to get rid of the above technicalities is the following: given a critical and strictly stable set E , we need to add to F γ a penalization, depending on E , that vanishes at E and whose second variation, computed at a set F , is strictly positive for functions ϕ ∈ H 1 (∂F )\T ⊥ (∂F ) . This motivates the following definition: Definition 4.6. Fix a set E ⊂ T N and a smooth function f :
In the following lemma we calculate the first and the second variation of the penalization P en E . Lemma 4.7. Let E, F ⊂ T N , and (Φ t ) t be an admissible family of diffeomorphisms. Then we have d ds
Proof. Fix i = 1, . . . , N and consider the scalar function g : (−1, 1) → R given by
where in the last step we used the same computations as in [1, Theorem 3.1].
In order to define our penalized functional, we need the following technical lemma, whose simple proof is left to the reader. Lemma 4.9. Let E ⊂ T N be a regular set, and let M > ν E C 1 (∂E) . Then there exists a constant ε > 0 with the following property: for every set
Moreover, for every η > 0 it is possible to find η > 0 such that ˆ∂
We are now in position to define our penalized functional.
Definition 4.10. Let E ⊂ T N be regular set, and let ε > 0 be the constant given by Lemma 4.9. Then, for every set F ⊂ T N with d C 2 (E, F ) < ε , we define the penalized functional
where G ⊂ T N and f F is the function given by Lemma 4.9.
Remark 4.12. Let F ⊂ T N be be a strictly stable critical point for F γ . Then
Indeed, the term due to the second variation of the penalization is non-negative and vanishes only for ϕ ∈ T ⊥ (∂F ) . By the strict stability of F we know that
The idea is to prove a W 2,p local minimality result for the penalized functional and then check that it is possible to remove P en E and to obtain a similar result for the functional F γ .
Lemma 4.13. Let p > max{2, N − 1} , and let E ⊂ T N be a strictly stable critical point for Fγ . Then there exist constants γ > 0 , δ > 0 , ε > 0 and C > 0 with the following property: take γ ∈ (γ − γ,γ + γ) and let E γ be a critical point for
Proof. Step 1. We claim that is possible to find constants γ > 0 , δ > 0 , ε > 0 and D > 0 such that, for any γ ∈ (γ − γ,γ + γ) , any critical set E γ ⊂ T N for F γ , with
We first prove that we can find constants as above such that
for sets F ⊂ T N as above. In this case we can reason as follows: suppose for the sake of contradiction that there exist a sequence γ n →γ , a sequence of sets (E γn ) n with |E γn | = |E| and E γn → E in C 1 (by Lemma 4.2 we can say that the convergence holds in C 3,β ), a sequence of sets (F n ) n with |F n | = |E| and
2,p (∂E γn ) with ψ n W 2,p (∂Eγ n ) ≤ 1/n , and a sequence of functions
One can see that E γn → E in C 3,β implies that F n → E in W 2,p . Then there exist diffeomorphisms Φ n : E → F n converging to the identity in W 2,p (∂E) . The idea now is to consider the functions ϕ n ∈ H 1 (∂E) defined as
where , a n :=´∂ E ϕ n • Φ n dH N −1 , and to prove that 12) and that
The above convergences are proved exactly as in Step 1 of [1, Theorem 3.9], where we notice that the convergence of the term of the quadratic form due to the penalization, is easily seen to converge. This allows to conclude: indeed, from the fact that
we obtain a contradiction with
This last fact follows from the strict positivity of the second variation (see [1, Lemma 3.6] ). In order to prove (4.12) and (4.13) we have just to repeat the same computation as in step 1 of [1, Theorem 3.9]. Finally (4.14) is easily seen to be true.
Part 2. Let η > 0 such that (4.10) holds for some 0 < η < δ , where δ > 0 is the constant provided in the previous case. Then we have two possibilities: either ˆ∂
and in this case 15) and in this case the validity of the claim is provided by the result proved in the previous part, since by Lemma 4.9 we have that (4.15) implies ˆ∂
Step 2. To conclude, we have to check that all the estimates needed in the second step of [1, Theorem 3.9] can be made uniform with respect to γ ∈ (γ − γ,γ + γ) . For any pair of sets E γ and F as in the statement, consider the vector field X γ and its flow Φ γ (·, t) , provided by Lemma 4.5. Let E t γ := Φ γ (E γ , t) . Fixed ε > 0 , it is possible to find ε > 0 and δ > 0 such that
Moreover, thanks to the C 1 -closeness of E t γ to E , we can also suppose
where 4γv
Eγ + H Eγ = λ γ . Finally, thanks to the uniform control on the gradient of the functions f Eγ , up to taking smaller ε > 0 and δ > 0 , we have ˆE
for every t ∈ [0, 1] . Thus, we can write
Since the vector fields X γ 's are uniformly close in the C 1 -topology, it is possible to find a constant C > 0 such that
, for every γ ∈ (γ − γ,γ + γ) . Thus, the above uniform estimates allow us to conclude, as in [1, Theorem 3.9] .
We now need a technical result that will allow us to obtain the above local minimality property also for the functional F γ .
Lemma 4.14. Let E and E γ as in the statement of Lemma 4.13, and consider the functions f γ given by Lemma 4.9. Then there exists ε > 0 with the following property: for any
Proof. Fix γ ∈ (γ − γ,γ + γ) , where γ > 0 is the constant given by Lemma 4.13. Consider the function T γ : R N → R N given by
In particular DT γ (0) ij = −´∂ Eγ ν i · ν j dH N −1 . By (3.3) we know that there exists an orthonormal frame, with respect to which the expression of DT γ (0) is the identity matrix. In particular, we obtain that DT γ (0) is invertible. This implies that there exist constants δ 1 , δ 2 > 0 such that
One can see that, for any ε > 0 small enough, it is possible to find a constant ε > 0 with the following property: if F ⊂ T N is such that d C 1 (E γ , F ) < ε, then there exists a diffeomorphism Φ : E γ → F of class C 1 such that Φ − Id C 1 < ε . In particular it holds that ε → 0 as ε → 0 .
Let F as above and consider the map T
Fixed µ > 0 , there exists ε > 0 such that F ) < ε, and γ ∈ (γ − γ,γ + γ) . This follows by using the fact that Φ − Id C 1 < ε and by the uniform control on the C 1 -norm of the functions f γ 's. Thus, T Φ γ 's can be made uniformly close to T γ in the C 1 topology. This implies that it is possible to find ε > 0 such that if
This follows, for instance, from the proof of the Inverse Function Theorem.
We can now easily conclude as follows: up to taking a smaller ε , we can suppose
. This is exactly the statement we wanted to prove.
Lemma 4.15. Take p > max{2, N − 1}, E ⊂ T N be a strictly stable critical point for Fγ , and let γ > 0, δ > 0 and C > 0 be the constants given by Lemma 4.13. Then, for any γ ∈ (γ − γ,γ + γ) and E γ critical point for
Proof. Fix a number ε ∈ (0, ε) , where ε > 0 is the constant given by Lemma 4.14. Then we know that we can find a vector v ∈ R N such that
Thus, by using the result of Lemma 4.13, we can write
We now prove the uniform L ∞ -local minimality result, i.e., the uniform version of [1, Theorem 4.3] .
Lemma 4.16. Let E ⊂ T N be a strictly stable critical point for Fγ . Then there exist constants δ > 0 , γ > 0 and ε > 0 with the following property: for any γ ∈ (γ − γ,γ + γ) and any E γ critical point for
, where N δ (E γ ) is a tubular neighborhood of ∂E γ of thickness δ .
Proof. Suppose for the sake of contradiction that there exist a sequence γ n →γ , E γn → E in C 1 , with |E γ | = |E|, a sequence δ n → 0 and a sequence of sets F n with |F n | = |E γn | , E γ F n N δ (E γn ) , such that
Let E n be a solution of the following constrained minimum problem
By using the C 3,β convergence of the E γn 's to E , and reasoning as in the proof of [1, Theorem 4.3] , it is possible to find a constant Λ > 0 independent of γ n such that the sets E n 's are (4Λ, r 0 ) -minimizers of the area functional, for some r 0 > 0 independent of γ n , and |E n | = |E γ | . This is because, if we set ν n := ∇d n (defined in (∂E) µ , for some µ > 0 ), where d n is the signed distance from E n , we have that div ν n L ∞ ≤ C for some constant C > 0 independent of n .
Since (E n ) n is a sequence of uniform (ω, r) -minimizers converging to E in the L 1 topology, by Theorem 2.8 we have that, indeed, E n → E in the W 2,p -topology. By using again the C 3,β convergence of the E γn 's to E and the Euler-Lagrange equation satisfied by each E n , we obtain that d
we obtain a contradiction with the result of Lemma 4.15.
Proof of Proposition 4.3. Suppose for the sake of contradiction that there exists a sequence γ n →γ , E γn → E in C 1 , with |E γ | = |E| , a sequence δ n → 0 and a sequence of sets F n with |F n | = |E γn | , and 0 < ε n → 0 , where ε n := α(F n , E γn ) , such that
Then, by using a Γ -convergence argument it is possible to prove that the E n 's converge (up to a subsequence) in the L 1 topology to a solution of the limiting problem min Fγ(F ) + Λ|α(F, E)| : |F | = |E| .
Reasoning as in the proof of [1, Theorem 1.1] and by using the C 3,β convergence of the E γn 's to E (see Lemma 4.2), it is possible to prove that there exists a constant Λ > 0 such that the unique solution of the limiting problem is E itself. Moreover, by reasoning again as in the proof of [1, Theorem 1.1] and using Lemma 2.15, we can also infer that (E n ) n is a sequence of uniform (ω, r) -minimizers, and that E n → E in the W 2,p -topology. Thus, d W 2,p (E n , E γn ) → 0 as n → ∞ . Using the previous uniform L ∞ -local minimality result is it also possible to prove that α(En,Eγ n ) α(Fn,Eγ n ) → 1 (see [1, equation (4.17) ]). Thus, we may conclude
This yelds the contradiction with the result of Lemma 4.15.
4.3.
Continuous family of local minimizers. We now prove a uniqueness result for critical points of F γ close enough to a regular critical stable point of the area functional. We also prove that these critical points are isolated local minimizers. Proposition 4.17. Letγ ≥ 0 and let E ⊂ T N be a strictly stable critical point for Fγ . Then there exist constants γ > 0 and ε > 0 and a unique family γ → E γ , for γ ∈ (γ − γ,γ + γ), with |E γ | = |E|, such that
Moreover γ → E γ is continuous in C 3,β , for all β ∈ (0, 1), and E γ is an isolated local minimizer of F γ .
Proof.
Step 1. First of all we notice that, by Theorem 3.6, we can find a constant δ > 0 such that
for any set F ⊂ T N with |F | = |E| , such that 0 < α(E, F ) < δ . Then it is possible to use Theorem 2.26 to find a sequence (E γ ) γ , with |E γ | = |E|, such that E γ is a local minimizer of F γ , and α(E γ , E) → 0 as γ →γ . By using Corollary 2.16, we infer that the sequence (E γ ) γ is a sequence of (ω 0 , r 0 ) -minimizers, where the parameter ω 0 can be chosen uniformly with respect to γ (see Lemma 2.15). Hence, Theorem 2.8 allows to say that the E γ 's actually converge to E in the C 1,β -topology.
Step 2. Let ε 0 > 0 and γ 0 > 0 be the constants given by Proposition 4.3, and take ε < ε 0 and γ < γ 0 such that
for any γ ∈ (γ − γ,γ + γ) . By Proposition 4.3 there exists δ > 0 such that the E γ 's are uniform local minimizers with respect to sets F with |F | = |E γ | with α(F, E γ ) ≤ δ . In particular, we have that
for any set F = E γ with |F | = |E γ | and α(F, E γ ) ≤ δ . By taking a smaller ε (and a smaller γ ) if necessary, we can assume that
for any set F ⊂ T N and any γ ∈ (γ − γ,γ + γ) . This allows to infer that E γ is the unique critical point of F γ with |E γ | = |E| and d C 1 (E γ , E) < ε. Indeed, if F is another critical point of F γ , with |F | = |E| with d C 1 (F, E) < ε, by using again Proposition 4.3, we would obtain that F is an isolated local minimizer of F γ with respect to sets G with |G| = |F | and α(G, F ) ≤ δ . But this is in contradiction with the isolated local minimality property of E γ .
Step 3. Finally, we can deduce the continuity in the C 3,β -topology of the family γ → E γ as follows: fix γ ∈ (γ − γ,γ + γ) , and let γ n → γ . Then, up to a subsequence, there exists a set F ⊂ T N such that E γn → F in the L 1 topology. By the uniqueness property just proved, we have that F = E γ .
Moreover, since (E γn ) n is a sequence of uniform (ω, r 0 ) -minimizers, we can use Lemma 2.8 to infer that E γn → F in the C 1,β topology. Thus, by using Lemma 4.2 we obtain the convergence of E γn to E γ in the C 3,β -topology.
4.4.
Periodic local minimizers with almost constant mean curvature. The main result of this chapter is the following.
Theorem 4.18. Let E ⊂ T N be a smooth set that is critical and strictly stable for the area functional, i.e., there exists λ ∈ R such that
Fix constantsγ > 0 , ε > 0. Then it is possible to findk =k(γ, ε) ∈ N and C = C(γ) > 0 such that for all k ≥k there exists a unique set F ⊂ T N that is 1/k -periodic and with
, where E k is as Definition 2.1,
, where H F is the mean curvature of ∂F . Moreover F is an isolated local minimizer of Fγ with respect to 1/k -periodic sets, i.e., there exists δ > 0 such that, for any set G ⊂ T N that is 1/k -periodic and with |G| = |F | , it holds Fγ(F ) < Fγ(G) , whenever 0 < α(G, F ) ≤ δ .
Proof. Consider the sequence (γ k ) k := (γk −3 ) k∈N\{0} .
Let γ k → E γ k be the unique family provided by Proposition 4.17 applied to E . Takek such that, for all k ≥k , d C 1 (E γ k , E) < ε and E γ k is an isolated local minimizer of F γ . This can be done by using the results of Proposition 4.17. Let F := E k γ k . Now, it is easy to see that
Moreover, by (2.4) and (2.5), we have that
. Since E γ k is an isolated local minimizer for F γ k , we obtain that F satisfied the isolated local minimimality property of the theorem. Finally, we have that
where in the last step we have used the Euler-Lagrange equation satisfied by E γ k . Thus, using the definition of γ k , we obtain that
Since v Eγ k → v E in C 1,β , up to choose a biggerk , we also have the desired estimate for ∇ τ H F L ∞ (∂F ) . We finally show that the critical points constructed in the above theorem can be approximated with local minimizers of the ε -diffuse energy OKγ ε .
Corollary 4.19. Let E ⊂ T N be as in the previous theorem, and let F be a periodic critical point constructed above. Define the function u := χ F − χ T N \F . Then there exist a constantε > 0 and a family (u ε ) ε∈(0,ε) such that
• u ε is a local minimizer of OKγ ε ,
Proof. The proof follows by Kohn and Sternberg's theorem (see [15] and also [6, Proposition 8] ), thanks to the Γ -convergence of OKγ ε to Fγ and using the fact that F is an isolated local minimizer with respect to 1/k -periodic perturbations.
Remark 4.20. The local minimality provided in Theorem 4.18 requires the variations to be 1/k -periodic. But actually, it is possible to prove a slightly more general local minimality property holds true. The statement is the following: let E ⊂ T N be a smooth set that is critical and strictly stable for the area functional. Fix constantsγ > 0, ε > 0 . Then it is possible to findk =k(γ, ε) ∈ N and C = C(γ) > 0 such that for all k ≥k there exists a unique set F ⊂ T N that is 1/k -periodic and with
, where E k is as Definition 2.1, where Ψ ∈ W 2,p (∂F ) is such that:
• Ψ W 2,p (∂F ) ≤ δ , • G restricted to every 1/k -periodicity cell has the same volume of the set F restricted to the same periodicity cell, • the restriction of Ψ on each 1/k -periodicity cell is 1/k -periodic. To prove it, we reason as follows: take the family (E γ k ) k constructed in the proof of Theorem 4.18. Then, it holds that v E k γ k (x) = k −2 v Eγ k (kx) , and thus
as k → ∞. Now take a function ϕ ∈ T ⊥ (∂E k γ k Figure 5 . An example of a 1/k -periodic set F (bold lines denotes ∂F ) and of an admissible competitor G (dotted lines denotes ∂G).
• the second term is uniformly small with respect to ϕ , by (4.17),
• the last term is non-negative, since it can be written as in (4.1). Thus, we have that, for k large enough, the sets E k γ k 's are strictly stable with respect to this kind of admissible functions ϕ's. Thus, it is possible to reasoning as in the proof of [1, Theorem 3.9] in order to obtain the claimed local minimality property.
