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APPLICATION D'UNE METHODE DE GALERKIN 
MULTIHARMONIQUE AU CALCUL DES DENSITES 
SPECTRALES DE PUISSANCE EVOLUTIVES. 
Résumé. 
Les systèmes mécaniques sous entrée aléatoire peuvent posséder, 
dans le cas de sollicitations sismiques par exemple, des réponses telles que 
l'amplitude mais aussi le contenu fréquentiel sont modulés dans le temps et 
conduisent à des DSP évolutives. 
La réponse instationnaire est approchée, sur un intervalle d temps T, 
par un développement de Galerkin, en sinus et cosinus, à un ordre fini M 
dont les coefficients ont lentement variables en fonction du temps et 
conduisent à une DSP évolutive. 
Les équations déterminantes, algébriques dans le cas stationnaire, sont 
remplacées par des équations différentielles dont les coefficients etle terme 
forçant dépendent uniquement du temps lent. Le calcul de l'accélération pour 
un modèle d'excitation sismique est donné comme exemple de résultat. 
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INTRODUCTION. 
La méthode élaborée par M.Urabe [1] pour déterminer, sous forme 
d'approximations de Galerkin d'ordre fini M, les réponses périodiques de 
systèmes différentiels périodiques a été étendue dans [3] à des systèmes 
mécaniques sous sollicitation aléatoire stationnaire. Cette méthode relève à la 
fois de l'analyse harmonique des processus stochastiques et du traitement du 
signal. Elle se prête bien au calcul des réponses stationnaires des systèmes 
non linéaires qui ne présentent pas de symétries particulières. Elle donne des 
résultats satisfaisant aussi bien pour les estimations spectrales que pour les 
trajectoires temporelles. 
L'objet de ce rapport est de montrer que cette méthode 
multiharmonique s'applique à des systèmes aléatoires non stationnaires.Les 
systèmes envisagés ici sont linéaires et font apparaître deux échelles de 
temps. 
La réponse instationnaire est approchée, sur un intervalle d temps T, 
par un développement de Galerkin d'ordre M dont les coefficients ont 
"lentement variables" en fonction du temps, les termes périodiques sont 
fonction uniquement du "temps rapide". Les équations déterminantes, 
obtenues par balance harmonique, sont des équations différentielles dont les 
coefficients etle terme forçant dépendent du temps lent seul. 
Les estimations spectrales, calculées à l'aide des coefficients de 
Fourier comme dans le cas stationnaire, sont alors fonction du temps et 
conduisent à une DSP évolutive.Le procédé est testé à l'aide d'un modèle 
d'excitation sismique non stationnaire développé dans [4] qui s'écrit en terme 
d'équations différentielles. L'accélération sismique est décrite par un 
processus stochastique de la forme 
aIN (t) = I(t) aST(�1�(t)) 
où aST(�1» est un processus stationnaire d l'argument �)�, I(t) et �1�(t) sont des 
fonctions certaines, régulières, lentement variables, qui modulent, 
respectivement, l'amplitude et le contenu fréquentiel du séisme. I(t) est 
strictement positive, �1�(t) est strictement croissante.Des exemples de résultats 
concernant un modèle de séisme tiré de [4] sont donnés en illustration. 
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1. LA METHODE DE GALERKIN MULTIHARMONIQUE. 
1.1 Cas des systèmes déterministes T-périodigues.f 11 
Soit le système différentiel 
x = X(x(t),g(t)) 
où x et X(x,y) sont des vecteurs de même dimension d. Le terme d'excitation 
g(t) est un vecteur de dimension m, T-périodique tel que pour tout t 
g(t) = g(t + T), T � 0. 
Une approximation de Galerkin d'ordre M d'une solution T- 
périodique x*(t) de (1) (dont l'existence est supposée) est un polynôme 
trigonoméaique 
M 
xM(t) = ao + L (ak cosrokt + bk sinrokt) où ffik = 21tk!f (1.2) 
k=l 
Le vecteur a des coefficients de Fourier 
a= fa0. a1, bl,... ,aM,bMlt 
est solution des équations déterminantes, non linéaires, obtenues par balance 
harmonique jusqu'à l'ordre M: 
fJ = U X(xM(s),g(s)) ds = 0 
T 
FM k = T 1 
fit 
X(xM(s),g(s)) cos(wks) ds - wkbk = 0 (1.3) 
T 
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Gk = T 
J T 
X(xM(s),g(s)) sin(wks) ds + rokak = 0 
où k = 1,...,M. 
En notant PMf(t) le polynôme trigonométrique obtenu en tronquant à 
l'ordre M la série de Fourier associée à toute fonction T-périodique régulière 
f(t) les équations (1.3) peuvent s'écrire sous la forme (fonctionnelle) abrégé 
xM(t) = PM[X(xM(t).g(t))] (1.4) 
M.Urabe a montré [1] que, sous certaines conditions de régularité de 
(1.1), des approximations de Galerkin d'ordre M suffisamment grand 
existent dans un voisinage de toute solution T-périodique "isolée" de (1.1), et 
Il x* - xM Il = 0(1/M) ; V M � Mo, Mo grand. 
Une solution périodique est dite isolée si l'équation aux variations 
v (t) = ['1`((x*(t),g(t))] y(t  
où ` If(.) désigne la matrice jacobienne de X relativement à x, ne possède pas 
de solution T-périodique autre que 0. 
Les coefficients de Fourier sont déterminés numériquement en résolvant 
(1.3) par la méthode de Newton . 
1.2 Cas des systèmes mécaniques sous entrée aléatoire. 
Série de Fourier d'un processus stochastigue stationnaire.[2] 
Tout processus stochastique, gt, assez régulier, stationnaire à l'ordre 
deux, peut être développé en série de Fourier sur l'intervalle ouvert fini (-T/2, 
T/2), soit 
g� = 1 G"exp(i2nnt/T) ; Gn = h f gsexp(-i2j[ns/T) 
ds (1.5) 
n T 
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avec les propriétés suivantes 
* 
- Les processus gt et g coincident en moyenne quadratique sur (-T/2, T/2) 
c'est à dire que E[ Igt - gi 12] 
= 0 pour I t 1 � T/2. 
- Les coefficients de Fourier Gn, Gm sont asymptotiquement décorrélés pour 
T�oo. 
- Si Sg(lcOf) désigne la DSP de gt à la fréquence lc�f, Af 
= 1/T, alors pour T 
"grand" Sg est approché par 
Sg(kAf)=TE[IGkl2] 
La série de Fourier associée à un processus stationnaire sur un 
intervalle T n'est pas un processus stationnaire. C'est un processus 
asymptotiquement stationnaire pour T� 00. 
Méthode multiharmonique pour un système mécanique sous entrée 
aléatoire.[3] 
Soit une classe de problèmes non linéaires régie par l'équation 
dynamique réelle 
Mx't+Cxt+Kx[+N(xt,Xt,gt)=0 (1.6) 
L'excitation gt et la réponse xi sont supposées être des processus 
stochastiques stationnaires tune réalisation de longue durée gt est supposée 
connue. 
L'opérateur prenant en compte la partie linéaire de (6) est noté L 
L=Md2/dt+Cd/dt+K (1.7) 
* 
Soit g la série de Fourier de période T associée à gt sur un intervalle 
de temps T. Le problème (1.6) est remplacé par le problème T-périodique 
aléatoire 
Lxt + N(x¡, Xl� g ) = 0 (1.8) 
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Une approximation de Galerkin, xi m de Xt est solution de 
L 
xM + PM N(Xt ' x� , g*) 
= 0 , où (1.9) 
M 
M 
xt = ap + � (ak coswkt + bk sinwkt ) , wk = 2ttkt/T (1.10) 1 k=l 
M 
xM = L ffik(- ak sinrokt + bk cosffikt) (1.11) 
k=l 
La matrice de densité spectrale de xi est approchée aux fréquences 
kAf, k � 0, M = lIT, par 
Sx(kAf) 
= 4 E[ak ai + bk bt +i(ak bk - bk ak)] (1.12) 
où l'exposant t note la transposition et avec M et T "grand". 
Les approximations de Galerkin sur un intervalle de temps T d'un 
processus stationnaire, sont des processus asymptotiquement stationnaires 
quand M, et ensuite T, tendent vers l'infini. 
Le système d'équations algébriques non linéaires peut se résoudre par 
la méthode de Newton, qui s'écrit 
[L + PM 'Pn]aXn+1 = - [Lxn + PMNn] ; n = 0,1,2,... (1.13) 
où pour simplifier les notations 
Xn = x� (t) (n indice d'itération; xo donné) 
Nn = N('x m (t), xn (t), gt ) 
Tn = [3N/3x,3N/9x](x�(t), x m(t), g*) 
Dxn+l = xn+1 - Xn 
En pratique il faut résoudre, à chaque itération, un système linéaire en 
dimension (2M+1)d, dimension qui croit rapidement avec le nombre M 
d'harmoniques et la dimension d du système différentiel. Cette difficulté est 
surmontée [3] en modifiant le schéma itératif (1.13) de façon à résoudre à 
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chaque itération M fois un système linéaire n dimension 2d et une fois un 
système en dimension d au lieu d'un système en dimension (2M + 1 )d. 
En effet la partie linéaire L rend souvent la matrice [L + PM `Yn] dans 
(13) à blocs diagonaux dominants, chacun d'eux correspondant à une 
fréquence fk du développement. Soit alors 
xj = PjX^1 = aj cos(2njt/T) + bjsin(2jtjt/T) 
la vibration de fréquence j/T. Les quantités xn = Lj Xj,n et Lxj�n + Pj Nn étant 
connues à l'étape n, Xn+l est calculé suivant le shéma bloc-diagonal 
L3xj.n+l + Pj[�naxj,n+1] _ - [Lxj,n + Pj Nn] 
xj,n+1 =Xj.n+�.n9xj,n+l ;j=0.1,2.... (1.14) 
Xn+l = 2^j Xj,n+l 
An est un paramètre qui controle la convergence. 
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2. EXTENSION DE LA METHODE. SPECTRE EVOLUTIF. 
Dans ce qui suit on se propose d'étendre la méthode à la résolution de 
problèmes non stationnaires linéaires. 
La modélisation d'une excitation sismique, par exemple, conduit à des 
processus stochastiques non stationnaires dont, à la fois, l'intensité et le 
contenu fréquentiel sont fonction du temps [4]. Un modèle souvent utilisé est 
construit comme produit d'un processus stationnaire à "variations rapides" 
par une fonction d'enveloppe déterministe, positive, à "variations lentes" et 
de durée limité T. Une réponse est alors cherchée sous forme d'un 
développement de Galerkin dont les coefficients sont des fonctions lentement 
variables du temps et conduisent à une DSP évolutive. Dans le cas 
stationnaire le système d'équations déterminantes (1.3) à résoudre s'écrit 
F(a) = 0, le cas non stationnaire nécessite la résolution d'un système à 
évolution lente de la forme 
2.1 Approximation de Galerkin à coefficients lentement variables. 
On considère le système linéaire à coefficients variables 
MX(t) + C(t)X(t) + K(t)X(t) = B(t)ê(t). (2.1 ) 
X est un vecteur de dimension d, M, C, K des matrices d x d. B est un 
vecteur de dimension d. 
ê(t) est un processus stochastique stationnaire, "large bande", de dimension 
1(pour simplifier). Il admet sur l'intervalle T un développement de Galerkin à 
l'ordre M qui s'écrit d'après (1.5) 
M 
êM (t) = eo + X (ec cosrokt + ek s sinCOkt ) où wk = 27[k/T et M/T = fmax (2.2) k=l k ek 
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Dans le cas d'un modèle d'excitation sismique, T correspond à la durée du 
séisme. 
Nous supposerons que l'évolution temporelle de C, K, B, est "lente" par 
rapport aux fluctuations "rapides" du bruit ê(t). 
Une solution X(t) de (2.1) est approchée par un développement de 
Galerkin à l'ordre M dont les coefficients dépendent uniquement du temps 
"lent" qui sera noté T à partir de maintenant: XM (t) = XM (t,t) = XM (t,i) 
XM (t,2) = Xp(2) + � (Xk(2) coswkt + Xk(2) sinwkt ) (2.3) 
k=l 
La dérivation correspondante sera notée par (') d'où, 
XM(t,i) = Xo('t) + X [(Xk�(i)+wkXk(2)) cosmkt + (XKs(-c)-cokX^-c))sincokt ] 
XM(t,T) = X�('t) 
+ I [(X�(T)+2mkX�(T)-û�(T)) coswkt (2.4) 
+ (X�(T)-2mk\�)-M�(-c))sin(Okt] ] 
Le système d'équations différentielles, analogue des équations 
déterminantes dans le cas stationnaire, qui régit le comportement des 
coefficients de Galerkin lentement variables, est obtenu par balance 
harmonique dans (2.1). 
Pour k = 0 
MX0 + C(2) Xo + K(2) Xo - B 0(i) = B(T) eo (2.5) 
Pourk=1,...M 
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M 
11 +Ck(x) " +�k(T) " =Bk(T) 
(2.6) 
avec 
-wkM+K(T) (t)kC(T) 
Kk(2) = 
-ffikC('t) 
-w 2 kM+K(T) 
(2.7) 
B k(T) = 
B(T) ek 
Le modèle étant linéaire toutes les composantes fréquentielles sont 
"découplées" et la détermination des coefficients de Fourier demande la 
résolution de (2.6) pour chaque valeur k de la fréquence, séparément. Les 
coefficients relatifs au bruit large bande du second membre sont obtenus par 
tirage aléatoire et FFT à partir de sa densité spectrale de puissance [8] dans le 
cas d'une simulation numérique, ou directement par FFT si l'on dispose 
d'une trajectoire expérimentale de longue durée de e(t). L'intégration 
numérique de (2.6) se fait à partir de valeurs initiales des coefficients qui 
dépendent du modèle particulier traité. 
Les coefficients de Fourier étant calculés, la matrice de densité 
spectrale de puissance, fonction du temps lent, est définie pour k � 0 (cf. 
(1.12) avec 2G� = � � -1 X�T� par.' 
Sx(wk,T)=4E (Xk(T)[�:k(T)]'+Xk(T)[�(T)]t+1(Xk(T)[�(T)]�-�(T)[Xk(i)]h ) } 
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3. APPLICATION A UN MODELE D'EXCITATION 
SISMIQUE. 
3.1 Excitation sismique. Modèles stationnaires. 
Des modèles peuvent être construits par filtrage d'un bruit blanc par 
des filtres linéaires invariants dans le temps. 
Kanai et Tajimi [5] considèrent la réponse d'accélération a,�,�(t) d'un
système à 1 DDL sollicité par un bruit blanc e(t) de moyenne nulle et de DSP 
See(ro) = So constante pour toutes les pulsations co. 
x(t)+ 2�g cog x(t) + wg x(t) = - e(t) (3.1) 
aKT(t) = x(t) +e(t) = 
-[ 2�g cog x(t) + w2 x(t)] (3.2) 
L'excitation sismique est représenté par le processus stationnaire aKr(t) 
dont la DSP est de la forme 
«g + 4 C2g cû2 co2 
SKT(ro) = 
Sa (ro - 2 w2)2+ 4 �2 2 ro w2 
(3.3) 
Les paramètres �g, amortissement, et cùg, pulsation propre, traduisent 
les propriété dynamiques du sol. La vitesse t le déplacement associés à a¡cr{t) 
ont des variances infinies car la DSP ne s'annulle pas au voisinage de Co = 0. 
Clough et Penzien [5] évitent cette singularité en filtrant l'accélération 
aKT(t) suivant l'équation 
v(t)+ 2�f cor y * (t) + o) f Y(t) = aKT(t) (3.4) 
l'excitation du sol étant représentée par (t) = acp(t) soit 
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acp(t) = - [ 2�f rouf y(t) + wp y(t)] + aKr(t) (3.5) 
dont la DSP 
ro4 g + 4 ç2 g ro2 g ro2 
2 
0)4 
a un comportement en w4 au voisinage de co = 0 compatible avec les 
enregistrements de séismes. 
3.2 Excitation sismique. Modèles non stationnaires.[4], 6  
Des modèles plus réalistes ont élaborés de façon à prendre en compte 
l'évolution temporelle de l'amplitude et du contenu fréquentiel qui caractérise 
les accélérogrammes de séismes réels. 
Processus modulé en amplitude. 
L'évolution de l'amplitude peut être prise en compte par le processus 
anrft) = I(t) aST(t) (3.7) 
où aST(t) est un processus stationnaire d moyenne nulle et I(t) une fonction 
régulière, déterministe, positive, lentement variable qui gouverne l'intensité 
du séisme si la variance de asT(t) est égale à l'unité. 
On peut appliquer la théorie des processus de moyenne nulle à spectre 
évolutif [7] 
aIN(t) = 
-'-00 A(t,9) 
exp(iwt) dZ(w) (3.7)' 
Zero) est un processus aléatoire, indexé sur les fréquences, de moyenne nulle 
tel que 
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E[dZ«ùl)dZ*(ù)2)] = 0 si coi * w2 et E[ !dZ(o)!2] = SST(w)dw 
de sorte que la DSP évolutive de aIN(t) est par définition, 
SIN(ro) = A2(t,ro) SsT(co). 
La modulation d'amplitude revient àchoisir 
A(t,w) = I(t) 
Processus modulé en fréquence. 
L'évolution du contenu fréquentiel peut se traduire en changeant 
l'échelle d temps dans la composante stationnaire aST de (3.7). 
Soit Y(t) un processus stationnaire et �(t) une fonction monotone 
croissante du temps. Le processus 
X(t) = Y(�1�(t» 
n'est pas en général stationnaire mais Y(�1» est stationnaire pour l'argument �1�. 
La fonction de corrélation de X s'écrit 
RXX(t,2) = E[ X(t + T) X(t)] 
Rxx(t,'t) = E[ Y(�1�(t + ' » Y(�1�(t»] 
Rxx(t,t = Joo exp(iro[�1�(tH)-�1�('t)])Syy(ro}dro 
Si 0(t) est à croissance lente alors 
�1�(tH) '" 0(t)+ �1�'(t)'t et 
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Rxx(t.i) _ foc exp(iro[�1�'(t)'t])Syy(ro)dro 
Rxx(t.i) = 
foc exp(iv't)Syy([�1�'(t)]-IV)[�1�'(t)]-ldv 
Cette dernière expression montre qu'une approximation raisonable de la DSP 
instantanée de X(t) est donnée par 
sxx(t,w) _ [�1�'(t)]-ISyy([�1�'(t)]-lro) (3.8) 
Modèle différentiels stochastique associé 
Après le changement de t en �1�(t) et en notant encore x(t) et y(t) les processus 
x(�1�(t» et y(�1�(t» les équations (3.1) (3.2) (3.4) (3.5) deviennent: 
x(t)+ [_�"(t)[�'(t)]-1+2�8 rog 1�'(t)] x(t) + wg [�{)'(t)]2 x(t) = 
-[�f�'(t)]2e(�p(t)) (3.9) 
y(t)+ [-��'1(t)[�t�1(t)]-1 + 2Çf �»f �1�'(t)] y(t) + roi [�t�'(t)]2 y(t) = 
- [�t�'(t)]2 [2Cg rog [�1�'(t)]-1 x(t) + wg x(t)] (3.10) 
acp(t) = - I(t) ( [2�f rof [Vit)]'1 y(0 + roi y(t)] 
+ [2�g rog [�1�'(t)]-1 x(t) + ro� x(t)]} } (3.11) 
où I(t) est une fonction déterministe de modulation d'amplitude. La DSP 
instantanée du terme entre accolades de (3.11) est donnée par 
S(t,m) = W(t)]-1 SCp( ^ '(t)]-1^). (3.12) 
La DSP du bruit e(�t�(0) s'écrit 
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S(t,ro) = [�1�'(t)]-1 SO 
par suite on posera 
e(�1�(t» = [�1�'(t)]-l/2 (So) 1/2 ê(t) (3.13) 
où ê(t) est un bruit blanc gaussien standard, stationnaire d'intensité 1.
Les fonctions de modulation sont prises sous la forme 
12(t) = A tB [D + tF]-l exp(- Ct ) et �(t) = at + bt2 + ct3 (3.14) 
Le choix de ces expressions et la détermination de leurs paramètres pour des 
accélérogrammes correspondants à différents éismes sont discutés dans [4]. 
3.3 Modèle différentiel déduit de la méthode multiharmonique. 
Le système (3.9) (3.10) (avec (3.13)) est de la forme (2.1) avec X 
vecteur de composantes x et y . La matrice M est la matrice unité, les 
matrices C, K et B sont données par 
2Çgrog�1�'( 't) -�1�"( 't)[ �1�'( 't) ]-1 + 2ÇfWr�I�'( 't) J 
[ro2[�1�'('t)]2 0 
, 
(3.15) 
. B(T)=f-�'���o)�1 
Le vecteur inconnu de (2.6) s'écrit, 
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[�Yk � Yk] 
Les matrices qui caractérisent le système différentiel (2.6) se déduisent de 
(2.7) en faisant M la matrice unité soit 
C L 
Lo 2MkJ o 
2ffik 
(3.16) 
wk 0 
2 
] 
+K(t) rokC(t) 
Remarque: La représentation intégrale (3.7)' d'un processus à spectre 
évolutif,[7], peut s'approcher par une série de Fourier obtenue par 
discrétisation de l'intégrale au pas L1ro. Les coefficients de Fourier (aléatoires) 
sont fonctions du temps. Ceci justifie notre approche de la DSP aux 
fréquences discrètes par l'expression donnée à la fin de la page 15. 
. 
' 
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4. MISE EN 8UVRE DE LA METHODE POUR LE MODELE 
D'EXCITATION SISMIQUE. 
4.1 Détermination du spectre évolutif. 
L'excitation ê(t) est un bruit blanc standard d'intensité unité, les 
coefficients de (2.2) sont obtenus par tirage aléatoire gaussien pour chaque 
valeur de k. 
Les coefficients de Fourier du second membre étant calculés les 
systèmes différentiels (2.5) et (2.6) sont résolus par un schéma de Newmark. 
Xi+t = -Xi+ 2 Xi+1 - Xi - hXi) 
Xi+l = -Xi+ b(Xi+1 - Xi) 
Xi+i = A-1[X|' + h Xi+ 
_2 
Xi + C i+1(x!+ jbti ) + B i+l] 
avec 
A = h2 + Il C i+l + K i+l 
et X. 1 = B i - Ki Xi - C i X. 1 
h = At est le pas en temps. 
Pour initialiser le processus il faut se donner Xi et Xi pour le temps 
initial. La relation (3.12) permet de calculer la variance à l'instant initial 
. 
O2Uk 
= 2Af[�)�'(0)]-1 S( [�t�'(0)]-lcok) = 2 E( uf (0) + uk (0)) (4.1) 
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où u est une composante de X et S un des spectres définis en (3.3) ou (3.6). 
Les coefficients initiaux 
uc(0) et uk(0) sont alors considérés comme des 
variables aléatoires gaussiennes indépendantes de même variance 6�k, et 
déterminés par tirage aléatoire. 
Une approximation de la Densité Spectrale de Puissance évolutive 
(3.12), pour une valeur de t = T donnée, est déterminée en faisant une 
moyenne sur N tirages aléatoires de l'excitation ê(t) et N calculs (2.6). 
4.2 Résultats numériques. Illustration. 
L'accélérogramme du séisme de Ventura (voir fig. 6), analysé dans 
[4], montre des changements significatifs à la fois dans les fréquences 
dominantes et la forme des spectres de puissance, c'est pourquoi il est utilisé 
pour tester le procédé de calcul des coefficients de Fouriers évolutifs. Le 
modèle utilise la DSP de Clough et Penzien (3.6) avec So = 1, les autres 
paramètres, déterminés dans [4], sont 
cog = 15.46 rd/s wf = 1.636 rd/s 
�g=0.623 �f=0.619 
Les paramètres de la fonction de modulation en fréquence 0(t) définie en 
(3.14) sont 
a = 1.35955 b = - 0.039398 c = 0.4588 10-3 
De même la fonction de modulation en amplitude est déterminée par 
A = 3.6862 105 B = 5.8425 C = - 4.8880 10-2 
D = 1.5929 107 E = 8.8911 
La durée du séisme T est de l'ordre de 30 secondes. Les spectres sont 
visualisés pour les valeurs de t = 0, 10, 20 et 30 secondes. 
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La figure 1 représente le spectre évolutif de Yeh et Wen[4] calculé à 
partir de (3.12) avec (3.6) et So = lm2/s3. 
Les figures 2 et 3 donnent la même DSP calculée à partir des 
coefficients de Fourier évolutifs en faisant la moyenne sur 500 tirages pour la 
figure 2 et 1000 pour la figure 3. Dans les deux cas le nombre de coefficients 
était égal à M = 64 et le pas d'intégration était égal à At = 0.05 s. Pour 
montrer l'influence du nombre d'harmoniques la figure 4 représente la DSP 
calculée par moyenne sur 500 tirages, At = 0.05 s et M = 128. D'autres 
essais ont été réalisés avec M = 32 et M = 256. A partir de M = 64 le nombre 
d'harmoniques n'affecte pas de façon appréciable la forme de la DSP. Le 
nombre de tirages pour obtenir une bonne approximation par moyenne est de 
l'ordre de 500. 
Le schéma de Newmark utilisé pour l'intégration numérique de (2.6) 
était à pas fixe. Par suite le pas en temps At dépend de la valeur maximum 
fmax de la fréquence apparaissant dans la DSP, ce qui grève le temps de calcul 
si fmax est grand. On peut envisager une méthode d'intégration à pas variable 
pour pallier à cette situation. 
La comparaison des DSP instantanées montre un très bon accord avec 
les résultats obtenus à partir de l'approximation de Yeh et Wen. 
La figure 5 représente la trajectoire t mporelle construite à l'aide des 
coefficients de Fourier calculés avec 128 harmoniques et un pas At = 0.025. 
Elle fait apparaître une zone à fréquence élevée et une zone à basse fréquence. 
Ce résultat est cohérent avec l'accélérogramme du séisme donné dans [4]. 
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CONCLUSION. PERSPECTIVES. 
La méthode multiharmonique à coefficients de Fourier "lentement" 
variables permet d'approcher de façon satisfaisante l s caractéristiques 
spectrales et les trajectoires temporelles d'une excitation paramétrique 
associée à un modèle d'excitation sismique par exemple. L'aspect linéaire du 
problème simplifie le calcul dans la mesure où toutes les fréquences sont 
découplées (cf. (2.6)). 
La méthode proposée est susceptible d'être appliquée à des modèles 
non linéaires sous excitation paramétrique dont un exemple type est 
l'oscillateur à hystérésis à 1 DDL sous sollicitation sismique uni- 
directionnelle [6], [4]. Si l'excitation sismique est modélisée par l'accélération 
modulée en amplitude et en fréquence (3.11) le problème de vibrations est 
posé complètement en terme d'équations différentielles de forme générale 
MX(t) + C(t)X(t) + K(t)X(t) + g(X(t).X(t)) = B(t)ê(t) 
Les matrices M, C(t), K(t), B(t) ne sont pas nécessairement carrées et 
symétriques et C(t), K(t), B(t) dépendent du temps par l'intermédiaire de la 
fonction de modulation 0(t). g(X(t),X(t)) est un vecteur non linéaire. 
X(t) peut encore être cherché sous la forme du développement à 
coefficients lentement variables (2.3) mais dans ce cas les équations 
différentielles qui déterminent les coefficients ne sont plus linéaires ce qui 
introduit un couplage entre les composantes fréquentielles. 
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fig. 1. 
fig. 2. 
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fig. 3. 
fig. 4. 
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fig. 5. 
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