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Kapitel 1
Einleitung
Mehrphasige Str

omungen nden sich in weiten Teilen der Energie{ und Verfahrens-
technik, der Umwelttechnik sowie der Lebensmittel{ und auch der pharmazeutischen
Industrie. Je nach Aggregatzustand und Volumenanteil der beteiligten Phasen kann
der Charakter dieser Str

omungen sehr unterschiedlich sein. Beispiele f

ur zweiphasige
Gas{Fl

ussigkeits{Str

omungen sind blasenhaltige Fl

ussigkeiten, wie sie oft in Reak-
toren in der Verfahrens{ bzw. Bioverfahrenstechnik vorkommen, oder auch tropfen-
haltige Gasstr

omungen, wie sie z.B. bei der Verbrennung 

ussiger Brennstoe oder
bei sonstigen Spr

uhvorg

angen auftreten. Ein Beispiel f

ur Gas{Feststo{Str

omungen
ist der weithin gebr

auchliche Transport granularen Materials durch Rohrleitungen
mit Hilfe eines Tr

agergases (pneumatischer Transport). Im Bereich der

olf

ordernden
bzw. {verarbeitenden Industrie nden sich z.B. auch dreiphasige Str

omungen mit
Anteilen von Gas, Wasser und

Ol.
Betrachtet man Gemische, in denen eine Phase ein Gas oder eine Fl

ussigkeit ist und
somit in kontinuierlicher Form vorliegt, und die

ubrigen Anteile in Form diskreter
Teilchen vorliegen, so bezeichnet man diese Gemische als dispers. In dieser Arbeit
sollen ausschlielich Gas{Feststo{Str

omungen behandelt werden, bei denen also
die kontinuierliche Phase ein Gas ist und die disperse Phase aus festen Partikeln
besteht.
Anlagen bzw. Apparate, in denen Gas{Partikel{Str

omungen zu nden sind, k

onnen
sehr unterschiedliche Aufgaben erf

ullen. Betrachtet man z.B. Kraftwerke, die mit
Kohlestaub befeuert werden, so wird dort die Kohle nach ihrer Zerkleinerung in
M

uhlen mit Hilfe des pneumatischen Transportes durch ein Rohrleitungssystem zum
Brennraum transportiert. Hierbei ist es wichtig, da trotz der in den Rohrleitungen
vorhandenen Kr

ummern und Verzweigungen s

amtliche Zuleitungen zum Brennraum
denselben Brennstomassenstrom liefern. Die Injektion des Luft/Kohle{Gemisches
in den Brennraum erfolgt mit Hilfe von D

usen, die eine m

oglichst gute Durchmi-
1
schung der beiden Phasen gew

ahrleisten m

ussen. Das Abgas des Verbrennungsvor-
gangs enth

alt Aschepartikel, die vor dem Entweichen des Abgases in die Umgebung
durch einen Separationsproze, z.B. innerhalb eines Zyklons, aus dem Gas entfernt
werden m

ussen.
Die Voraussetzung f

ur die optimale Auslegung solcher Mischungs{, Separations{ und
Transportprozesse ist eine genaue Kenntnis der physikalischen Eigenschaften der ent-
sprechenden Gas{Feststo{Str

omung. Bei der Untersuchung dieser grundlegenden
Eigenschaften sind in den letzten Jahren sowohl auf dem Gebiet der Metechnik als
auch auf dem Gebiet der Modellierung und der numerischen Simulation groe Fort-
schritte erzielt worden. Betrachtet man den Bereich der numerischen Simulation,
so hat sich das Lagrange{Verahren f

ur die Berechnung der Bewegung der dispersen
Phase als besonders geeignet erwiesen.
Viele Untersuchungen der vergangenen Jahre haben gezeigt, da die Partikel{Par-
tikel{Kollisionen in Gas{Feststo{Str

omungen bereits bei moderaten Partikelbela-
dungen einen groen Einu auf das Str

omungsverhalten haben. Darauf aufbauend
wurden verschiedene Ans

atze entwickelt, um diese Kollisionen innerhalb des La-
grangeschen Berechnungsverfahrens zu ber

ucksichtigen. Dadurch wurde eine exak-
tere Modellierung der physikalischen Str

omungseigenschaften erreicht. Andererseits
jedoch erh

oht sich durch die Einbeziehung der Kollisionen der Rechenaufwand f

ur
eine Simulation deutlich. Die numerischeBerechnung disperser Mehrphasenstr

omun-
gen mit Hilfe des Lagrange{Verfahrens ist heutzutage mit zu den Anwendungen im
Bereich der Str

omungssimulation zu z

ahlen, die die h

ochsten Anforderungen an die
Rechnerressourcen stellen.
Wenn man andererseits die Entwicklung der Rechentechnik in den vergangenen Jah-
ren betrachtet, so ist auch hier ein st

andiger Fortschritt zu verzeichnen. Die derzeit
leistungsf

ahigsten Rechner sind ohne Ausnahmemassiv parallele Systeme, die aus bis
zu mehreren tausend Prozessoren aufgebaut sind. Um das groe Leistungspotential
dieser Computer ezient nutzen zu k

onnen, m

ussen die verwendeten Berechnungs-
algorithmen an die besondere Architektur der Parallelrechner angepat werden. F

ur
den Fall der parallelen Simulation einphasiger Str

omungen existiert eine Vielzahl von
Forschungsarbeiten, die sich mit unterschiedlichen Aspekten der Parallelisierung be-
fassen. Auf dem Gebiet der parallelen Berechnung disperser Mehrphasenstr

omungen
sind jedoch erst sehr wenige Arbeiten bekannt.
Es ist deshalb das Ziel der vorliegenden Arbeit, Algorithmen zu entwickeln, die
die numerische Simulation kollisionsbehafteter Gas{Partikel{Str

omungen auf mas-
siv parallelen Rechnern erm

oglichen. Dadurch kann die Rechenzeit, die f

ur solche
Simulationen ben

otigt wird, signikant verk

urzt werden. Die Ezienz der paral-
lelen Algorithmen soll anhand verschiedener Testf

alle untersucht werden. Auf der
Grundlage dieser Ergebnisse k

onnen Ans

atze f

ur eine weitere Verbesserung der Al-
2
gorithmen sowie f

ur alternative Parallelisierungsverfahren entwickelt werden.
Betrachtet man allgemein die Aufgabe \Entwicklung eines Algorithmus\, so sind zur
L

osung dieser Aufgabe drei wesentliche Arbeitsschritte erforderlich: 1) Das Finden
eines Algorithmus, der potentiell die gew

unschten Anforderungen erf

ullt, auf theo-
retischem Wege, 2) die Umsetzung dieses Algorithmus in einen Programmcode mit
Hilfe einer h

oheren Programmiersprache und 3) das Testen des in einem Programm
implementierten Algorithmus anhand geeigneter Testf

alle. Als vierter Schritt kommt
gegebenenfalls noch die Optimierung des Algorithmus auf der Grundlage der Test-
ergebnisse hinzu. Der weitaus zeitaufwendigste Teil der Entwicklungsarbeit ist der
zweite Schritt, d.h. die programmtechnische Realisierung des theoretisch gefunde-
nen Algorithmus. Dieser Arbeitsschritt bildet einen Anteil von ca. 70{80% am Ge-
samtzeitaufwand f

ur die Algorithmenentwicklung. Die dabei auftretenden Probleme
sind jedoch meist relativ spezieller Natur, z.B. in Abh

angigkeit von der verwendeten
Programmiersprache oder des eingesetzten Rechners. In der vorliegenden Arbeit soll
deshalb die Beschreibung der

ubergeordneten Algorithmen im Vordergrund stehen,
deren Anwendbarkeit und Leistungsmerkmale von diesen Faktoren unabh

angig sind.
Es sei jedoch an dieser Stelle angemerkt, da die Implementierung eines parallelen
Programmes eine deutlich komplexere Aufgabe darstellt als die Implementierung
eines Programmes auf einem seriellen Rechner, da im parallelen Fall dasselbe Pro-
gramm gleichzeitig auf einer groen Anzahl separater Prozessoren ausgef

uhrt wird.
Im Kapitel 2 wird zun

achst kurz das numerische Verfahren beschrieben, das hier zur
Simulation der Gasstr

omung verwendet wird. Anschlieend wird im Kapitel 3 die
Modellierung und Berechnung der Partikelbewegung dargestellt. Die verschiedenen
Modelle, die zur Ber

ucksichtigung von Partikel{Partikel{Kollisionen innerhalb des
Lagrange{Verfahrens existieren, werden imKapitel 4 vorgestellt. ImKapitel 5 erfolgt
dann die Beschreibung der parallelen Berechnungsverfahren. Dabei wird zun

achst
die parallele Berechnung der Gasstr

omung beschrieben. Insbesondere aber werden
in diesem Kapitel die neuen parallelen Algorithmen f

ur die Berechnung der Partikel-
bewegung vorgestellt, die im Rahmen dieser Arbeit entwickelt wurden. Zur Unter-
suchung der Algorithmen wurden diese auf die Berechnung zweier Teststr

omungen
angewendet, einer vertikalen und einer horizontalen Kanalstr

omung. Die Ergebnisse
dieser Untersuchungen sind im Kapitel 6 dargestellt. Die sich aus diesen Ergeb-
nissen ergebenden Schlufolgerungen und weiteren Entwicklungsm

oglichkeiten sind
schlielich im Kapitel 7 beschrieben.
3
Kapitel 2
Berechnung der Gasstr

omung
Bei den in dieser Arbeit betrachteten dispersen Mehrphasenstr

omungen ist die ui-
de Phase ein Gas, und die disperse Phase besteht aus festen Partikeln. In diesem
Kapitel soll das Verfahren dargestellt werden, mit dem die Bewegung der Gasphase
berechnet wird. Dazu werden zun

achst im Abschnitt 2.1 die Eigenschaften der hier
betrachteten Gasstr

omungen beschrieben und die Grundgleichungen angegeben, die
die Bewegung des Gases beschreiben. In dem folgenden Abschnitt 2.2 wird das Ver-
fahren zur numerischen L

osung dieser Gleichungen angegeben, wobei auf die Art der
Diskretisierung, die Wahl des numerischen Gitters sowie das L

osungsverfahren f

ur
die diskretisierten Gleichungen eingegangen wird.
2.1 Mathematisches Modell f

ur die Gasstr

omung
2.1.1 Grundgleichungen
Es werden in dieser Arbeit ausschlielich inkompressible, turbulente und statistisch
station

are Gasstr

omungen betrachtet. Der aktuelleWert 
akt
einer allgemeinen Str

o-
mungsgr

oe  in einer turbulenten Str

omung l

at sich durch die Summe aus einem
zeitlichen Mittelwert und einer stochastischen Schwankungsgr

oe darstellen:

akt
(~r; t) = (~r) + 
0
(~r; t) : (2.1)
Hierbei bezeichnet ~r den Ort, an dem die Gr

oe betrachtet wird, t ist die Zeit,
(~r) ist der zeitlich gemittelte Wert, und 
0
(~r; t) ist der Schwankungswert. Alle im
folgenden angegebenen Variablen f

ur die Str

omungsgr

oen bezeichnen, sofern sie
nicht besonders gekennzeichnet sind, immer die zeitlich gemittelten Werte dieser
Gr

oen.
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Abbildung 2.1: Allgemeines durchstr

omtes Kontrollvolumen
Die Bewegung des Fluides wird durch die Bilanzgleichungen f

ur Masse und Impuls
beschrieben. Auerdem sind gegebenenfalls weitere Gleichungen f

ur verschiedene
skalare Gr

oen erforderlich. Die Bilanzgleichungen k

onnen auf viele unterschiedli-
che Arten formuliert werden. Nachfolgend wird die Integralform gew

ahlt, da diese
der Ausgangspunkt f

ur das hier verwendete numerische L

osungsverfahren ist. Man
erh

alt die Integralform, wenn man die Bilanzgleichungen f

ur ein beliebig geform-
tes, nicht bewegtes Kontrollvolumen 
 mit der Ober

ache S formuliert, wie es in
Abbildung 2.1 dargestellt ist.
Unter den oben genannten Voraussetzungen ergibt sich die Kontinuit

atsgleichung,
d.h. die Massenerhaltungsgleichung, zu:
Z
S

F
~v
F
 ~n dS = 0 ; (2.2)
wobei 
F
die Dichte des Fluides, ~v
F
die Fluidgeschwindigkeit, dS ein innitesimal
kleines Element der Ober

ache S des Kontrollvolumens und ~n der zu dS geh

orende,
nach auen gerichtete Normalenvektor ist. Bei den in dieser Arbeit betrachteten
Mehrphasenstr

omungen nden keine Phasen

uberg

ange statt, weshalb die Konti-
nuit

atsgleichung keine Quellterme enth

alt. Betrachtete man dagegen Str

omungen
mit verbrennenden, verdampfenden oder kondensierenden Partikeln, so m

ute der
damit verbundene Masseneintrag in die Fluidphase bzw. der Massenaustrag aus der
Fluidphase in Form von Quelltermen ber

ucksichtigt werden.
Formuliert man f

ur das Kontrollvolumen 
 die Impulsbilanz, so erh

alt man:
Z
S

F
~v
F
~v
F
 ~n dS =
Z
S
T  ~n dS +
Z



F
~g d
 +
Z


~
Q
P~v
d
 : (2.3)
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Die linke Seite dieser Gleichung stellt den Impulsu durch die Ober

ache von 

dar. Die ersten beiden Terme auf der rechten Seite repr

asentieren die

aueren Kr

afte,
die auf das in 
 enthaltene Fluid einwirken. Hierin ist T der Spannungstensor, der
sich f

ur inkompressible Newtonsche Fluide in folgender Weise darstellen l

at:
T =  p I + 2
F
D ; (2.4)
wobei p der Druck, 
F
die dynamische Viskosit

at des Gases, I der Einheitstensor
und D der Deformationstensor ist:
D =
1
2
h
grad ~v
F
+ (grad ~v
F
)
T
i
: (2.5)
Die Gr

oe ~g in der Gleichung (2.3) ist die Gravitationsbeschleunigung. Andere

aue-
re Kr

afte, wie z.B. die an freien Ober

achen auftretende Ober

achenspannung oder
elektromagnetische Kr

afte, sollen hier nicht ber

ucksichtigt werden. Der dritte Term
auf der rechten Seite der Gleichung (2.3) repr

asentiert Quellen bzw. Senken f

ur den
Impuls. Durch diesen Term wird der Einu der dispersen Phase auf die Bewe-
gung der Fluidphase beschrieben, der durch unterschiedliche Geschwindigkeiten der
beiden Phasen zustande kommt. Die Berechnung dieses Impulsquellterms wird in
Kapitel 3.3.1 beschrieben.
Wie bereits oben erw

ahnt, sollen hier ausschlielich statistisch station

are turbulente
Str

omungen betrachtet werden. F

ur die mathematischeBeschreibung der Str

omungs-
turbulenz existieren verschiedene M

oglichkeiten. F

ur ingenieurtechnische Zwecke ist
es in der Regel nicht notwendig, Details der turbulenten Schwankungsbewegungen in
der Str

omung zu kennen. Zur Auslegung eines Bauteils oder eines Apparates gen

ugt
es, integrale Gr

oen wie den Druckverlust, die Kraft auf eine Fl

ache usw. zu berech-
nen. Diese Anforderungen werden f

ur die meisten technisch relevanten Str

omungen
erf

ullt, wenn man die Turbulenz mit Hilfe eines Turbulenzmodells beschreibt. In
dieser Arbeit wurde ein k{"{Modell verwendet, wobei k die turbulente kinetische
Energie, d.h. die kinetische Energie der turbulenten Schwankungsbewegungen, und
" die Dissipationsrate der Turbulenzenergie ist. F

ur jede der beiden Gr

oen wird ei-
ne Bilanzgleichung formuliert. Analog zu Kontinuit

ats- und Impulsgleichung sollen
diese Gleichungen hier in ihrer Integralform angegeben werden. Die Bilanzgleichung
f

ur die Turbulenzenergie lautet:
Z
S

F
k ~v
F
 ~n dS =
Z


DF
k
d
 +
Z


P
k
d
  
Z


DS
k
d
 : (2.6)
Hierin beschreibt der Ausdruck auf der linken Seite den konvektiven Transport von
k, DF
k
den diusiven Transport, P
k
die Produktion von Turbulenzenergie und DS
k
die Vernichtung von Turbulenzenergie durch Dissipation. Die Bilanzgleichung f

ur "
lautet:
Z
S

F
" ~v
F
 ~n dS =
Z


DF
"
d
 +
Z


P
"
d
  
Z


DS
"
d
 ; (2.7)
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wobei die linke Seite der Gleichung den konvektiven Transport von " darstellt, DF
"
der diusive Transport ist, P
"
die Produktion von " und DS
"
die Dissipation von "
beschreibt. Die ausf

uhrlichen Berechnugsvorschriften f

ur alle Terme der Gleichun-
gen (2.6) und (2.7) werden im Abschnitt 2.1.2 angegeben.
2.1.2 Koordinatensystem
Die Gleichungen (2.2), (2.3), (2.6) und (2.7) bilden ein Gleichungssystem, das die
Bewegung der uiden Phase auf allgemeine Weise beschreibt. Zur Berechnung eines
konkreten Str

omungsproblems mu ein Koordinatensystem gew

ahlt werden, auf des-
sen Basis die Komponenten der vektoriellen Gr

oen der Bilanzgleichungen deniert
werden. Hier werden die kartesischen Koordinaten (x; y) verwendet. Formuliert man
f

ur dieses Koordinatensystem die Kontinuit

atsgleichung, so ergibt sich:
Z
S

F
(u
F
n
x
+ v
F
n
y
) dS = 0 ; (2.8)
worin u
F
und v
F
die kartesischen Komponenten des Geschwindigkeitsvektors und n
x
und n
y
die kartesischen Komponenten des Normalenvektors ~n sind. Die Impulsbi-
lanzgleichungen f

ur die beiden Koordinatenrichtungen x und y ergeben sich aus der
Gleichung (2.3) zu:
x{Impulsgleichung:
Z
S

F
u
F
~v
F
 ~n dS =
Z
S

F
"
2
@u
F
@x
n
x
+
 
@u
F
@y
+
@v
F
@x
!
n
y
#
dS
 
Z


@p
@x
d
 +
Z



F
g
x
d
 +
Z


Q
Pu
d
 ; (2.9)
y{Impulsgleichung:
Z
S

F
v
F
~v
F
 ~n dS =
Z
S

F
" 
@u
F
@y
+
@v
F
@x
!
n
x
+ 2
@v
F
@y
n
y
#
dS
 
Z


@p
@y
d
 +
Z



F
g
y
d
 +
Z


Q
Pv
d
 ; (2.10)
mit
~v
F
 ~n = u
F
n
x
+ v
F
n
y
: (2.11)
Die Indizes x und y kennzeichnen jeweils die entsprechende kartesische Komponente
der indizierten vektoriellen Gr

oe. Die turbulente kinetische Energie ergibt sich aus
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der Summe der zeitlich gemittelten Quadrate der Schwankungsanteile der Geschwin-
digkeitskomponenten:
k =
1
2

u
0
F
2
+ v
0
F
2
+ w
0
F
2

: (2.12)
F

ur die einzelnen Terme der Bilanzgleichungen f

ur die Turbulenzenergie und die
Dissipationsrate ergibt sich in einem kartesischen Koordinatensystem folgende Dar-
stellung:
DF
k
=
@
@x
 
 
k
@k
@x
!
+
@
@y
 
 
k
@k
@y
!
; (2.13)
P
k
= 
t
2
4
2
2
4
 
@u
F
@x
!
2
+
 
@v
F
@y
!
2
3
5
+
 
@u
F
@y
+
@v
F
@x
!
2
3
5
; (2.14)
DS
k
= 
F
" ; (2.15)
DF
"
=
@
@x
 
 
"
@"
@x
!
+
@
@y
 
 
"
@"
@y
!
; (2.16)
P
"
= C
"1
P
k
"
k
; (2.17)
DS
"
= 
F
C
"2
"
2
k
: (2.18)
In diesen Gleichungen ist 
t
die scheinbare Viskosit

at (eddy viscosity):

t
= 
F
C

k
2
"
; (2.19)
die zusammen mit der molekularen Viskosit

at  die Gesamtviskosit

at 
F
des turbu-
lent str

omenden Fluides ergibt:

F
=  + 
t
: (2.20)
Die turbulente Viskosit

at ist in der Regel sehr viel gr

oer als die laminare Viskosit

at.
Die Gr

oen  
k
und  
"
sind Diusionskoezienten, die sich wie folgt darstellen lassen:
 
k
=  +

t

k
;  
"
=

t

"
: (2.21)
In den oben angegebenen Gleichungen f

ur das k{"{Modell treten f

unf Konstanten
auf. Dabei handelt es sich um empirisch ermittelte Gr

oen, f

ur die hier die folgenden
Standardwerte verwendet werden (siehe z.B. [36]):
C

= 0:09 ; C
"1
= 1:44 ; C
"2
= 1:92 ; 
k
= 1:0 ; 
"
= 1:3 : (2.22)
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Die Volumenintegrale

uber die Diusionsterme DF
k
und DF
"
lassen sich mit Hilfe
des Gauschen Integralsatzes in Ober

achenintegrale umwandeln:
Z


DF
k
d
 =
Z
S
 
k
 
@k
@x
n
x
+
@k
@y
n
y
!
dS ; (2.23)
Z


DF
"
d
 =
Z
S
 
"
 
@"
@x
n
x
+
@"
@y
n
y
!
dS : (2.24)
Damit sind alle Gleichungen, die die Bewegung des Gases beschreiben, vollst

andig in
kartesischen Koordinaten angegeben. Diese Gleichungen bilden die Grundlage f

ur die
numerische Berechnung der Gasstr

omung und sind der unmittelbare Ausgangspunkt
f

ur das im Abschnitt 2.2.2 beschriebene Diskretisierungsverfahren.
2.1.3 Randbedingungen
Im vorangehenden Abschnitt 2.1.2 wurde das Gleichungssystem angegeben, das
das Verhalten der Str

omung im Inneren eines Str

omungsgebietes beschreibt. Zur
vollst

andigen mathematischen Beschreibung und zur Berechung eines konkreten
Str

omungsproblems ist es zus

atzlich notwendig, die Werte Str

omungsgr

oen an den
R

andern des Str

omungsgebietes fest vorzugeben bzw. anzugeben, wie diese Werte
aus anderen Gr

oen berechnet werden k

onnen.
An Einstr

omr

andern werden in dieser Arbeit Dirichletsche Randbedingungen ver-
wendet, d.h. die Werte aller Str

omungsgr

oen werden fest vorgegeben. An Aus-
str

omr

andern wird f

ur alle Variablen die von Neumannsche Randbedingung ver-
wendet, d.h. der Gradient der Variablen normal zum Rand ist gleich Null.
F

ur Symmetrier

ander gilt:
v
Fn
= 0 ;
 
@
@n
!
sym
= 0 ;  = v
Ft
; p; k; " ; (2.25)
wobei v
Fn
und v
Ft
die Komponenten des Geschwindigkeitsvektors normal bzw. tan-
gential zum Symmetrierand sind und n die Koordinatenrichtung normal zum Rand
bezeichnet. Der Normalgradient von v
Fn
ist nicht zwingend gleich Null, was aus der
Kontinuit

atsgleichung folgt.
An festen, undurchl

assigen W

anden gilt die Haftbedingung, d.h. die Geschwindig-
keit des Fluides an der Wand ist gleich der Wandgeschwindigkeit, welche bei nicht
bewegten W

anden gleich Null ist:
u
Fw
= v
Fw
= 0 : (2.26)
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Die Turbulenzgr

oen an einer Wand ergeben sich zu:
k
w
= 0 ;
 
@"
@n
!
w
= 0 : (2.27)
Zur Berechnung von " in Wandn

ahe wird hier jedoch der folgende Ausdruck ver-
wendet:
"(h) =
C
3=4

[k(h)]
3=2
h
: (2.28)
Hierin ist  die von Karmansche Konstante mit  = 0:4 und h der Abstand zur
Wand. Mit Hilfe dieser Beziehung wird die Dissipationsrate f

ur den wandn

achsten
Punkt des numerischen Gitters berechnet. Die Voraussetzung f

ur die Anwendbarkeit
dieser Beziehung ist, da dieser Punkt in der logarithmischenRegion der turbulenten
Grenzschicht liegt. Eine ausf

uhrliche Herleitung der Beziehung (2.28) ist z.B. in [36]
zu nden.
2.2 Numerische L

osung der Bilanzgleichungen
Nachdem in den vorherigen Abschnitten das mathematische Modell angegeben wur-
de, das die Bewegung der uiden Phase beschreibt, soll nun das in dieser Arbeit
verwendete numerische Verfahren vorgestellt werden, mit dessen Hilfe ein konkretes
Str

omungsproblem gel

ost wird.
In einem numerischen Verfahren werden die Str

omungsgr

oen stets an diskreten
Punkten im Str

omungsgebiet berechnet. Zu diesem Zweck mu das Str

omungsge-
biet in geeigneter Weise durch ein Netz diskreter Punkte beschrieben werden. Der
Typ der hier verwendeten Gitternetze wird im Abschnitt 2.2.1 dargestellt. Bei der
Diskretisierung des Str

omungsgebietes durch ein Gitternetz entstehen Gitterzellen,
die als Bilanzvolumen f

ur die Volumen- und Ober

achenintegrale der Bilanzglei-
chungen dienen. Auf dieser Grundlage werden die Bilanzgleichungen diskretisiert,
was im Abschnitt 2.2.2 beschrieben wird. Die diskretisierten Gleichungen werden
linearisiert, und das daraus resultierende lineare Gleichungssystem wird mit einem
iterativen Algorithmus gel

ost, der im Abschnitt 2.2.3 erl

autert wird. Zum Abschlu
wird noch das Verfahren zur Berechnung des Drucks angegeben, der gesondert be-
handelt werden mu, da f

ur ihn keine eigene Bilanzgleichung existiert.
2.2.1 Gitter f

ur die numerische Simulation
In dieser Arbeit werden randangepate, nichtorthogonale, blockstrukturierte nume-
rische Gitternetze verwendet. Diese Gitter bieten die M

oglichkeit, auch komplexe
10
Str

omungsgeometrien mit gekr

ummten Berandungen, wie sie in der Verfahrenstech-
nik h

aug vorhanden sind (z.B. Rohrleitungssysteme, D

usen, usw.), zu vernetzen.
Die Gitterlinien folgen der Berandung des Str

omungsgebietes, was die Implementie-
rung von Randbedingungen vereinfacht. Des weiteren existiert die M

oglichkeit, in
Gebieten, in denen sich die Str

omungsgr

oen stark

andern, ein feineres Gitter zu
verwenden und so die Genauigkeit der numerisch berechneten L

osung zu erh

ohen.
Ein Nachteil nichtorthogonaler Gitter gegen

uber orthogonalen Gittern besteht da-
rin, da die diskretisierten Bilanzgleichungen zus

atzliche Terme enthalten und sich
dadurch der Rechenaufwand erh

oht. Dieser Nachteil wird aber hier in Kauf ge-
nommen, weil er durch den Vorteil der geometrischen Flexibilit

at aufgewogen wird.
Die Anordnung der Str

omungsvariablen im Gitternetz ist nicht{versetzt (\colocated
grid\), d.h. alle Variablen werden f

ur den Mittelpunkt der Gitterzelle gespeichert.
2.2.2 Diskretisierung der Bilanzgleichungen nach der Fini-
te{Volumen{Methode
Unter Ber

ucksichtigung der imAbschnitt 2.2.1 beschriebenen Geometrie des numeri-
schen Gitters soll im folgenden die Diskretisierung der Bilanzgleichungen beschrieben
werden. Hierzu wird die Finite{Volumen{Methode verwendet. Die in den Bilanz-
gleichungen auftretenden Ober

achen- und Volumenintegrale m

ussen durch Berech-
nungsvorschriften approximiert werden, in denen allein die Werte der Str

omungsva-
riablen in den Zellenmittelpunkten verwendet werden. In der Abbildung 2.2 werden
die Bezeichnungen erl

autert, die in diesem Abschnitt verwendet werden.
Berechnung der Volumenintegrale
Das Volumenintegral einer Gr

oe q wird aus dem Produkt des Mittelwerts q dieser
Gr

oe bezogen auf die Gitterzelle und demVolumen der Gitterzelle berechnet. Dabei
wird q durch den Wert von q im Zellenmittelpunkt approximiert:
Z


q d
 = q
  q
P

 : (2.29)
Falls q eine zusammengesetzte Gr

oe ist, kann der Wert von q
P
auf einfache Weise
berechnet werden, da die Werte aller Variablen im Zellenmittelpunkt bekannt sind.
Berechnung der Ober

achenintegrale
Das Integral einer Gr

oe f

uber die Ober

ache einer Gitterzelle wird aus der Summe
der Integrale

uber die einzelnen Seiten

achen gebildet:
F
e
=
Z
S
f dS =
4
X
k=1
Z
S
k
f dS : (2.30)
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Abbildung 2.2: Bezeichnungen f

ur eine Gitterzelle
Da alle Seiten

achen analog behandelt werden, seien die folgenden Ausf

uhrungen
auf die mit e (= east) bezeichnete \

ostliche\ Seiten

ache beschr

ankt. Das Integral
von f

uber eine Seiten

ache ergibt sich aus dem Produkt des Mittelwertes von f
bezogen auf diese Fl

ache und dem Fl

acheninhalt:
Z
S
e
f dS = (f)
e
S
e
 f
e
S
e
; (2.31)
wobei S
e
der Fl

acheninhalt und f
e
der Wert von f im Mittelpunkt der Fl

ache ist.
Berechnung der konvektiven Fl

usse
Auf der linken Seite der im Abschnitt 2.1.2 angegebenen Bilanzgleichungen steht
jeweils ein Ausdruck, der einen konvektiven Flu repr

asentiert. Er hat die allgemeine
Form:
F
c
=
Z
S

F
 ~v
F
 ~n dS ; (2.32)
wobei  die Variable ist, deren Bilanz von der jeweiligen Gleichung beschrieben wird.
F

ur die Kontinuit

atsgleichung ist  = 1.
Der Massenstrom durch die Seiten

ache e einer Gitterzelle l

at sich n

aherungsweise
berechnen aus:
_m
e
=
Z
S
e

F
~v
F
 ~n dS  (
F
~v
F
 ~n)
e
S
e
= 
F
(u
F
S
x
+ v
F
S
y
)
e
; (2.33)
12
wobei
~
S
e
= ~n
e
S
e
der Fl

achenvektor der Seiten

ache ist. Nach Einsetzen in die
Gleichung (2.32) ergibt sich die Approximation des konvektiven Flusses durch die
Seiten

ache zu:
F
c
e
 _m
e

e
: (2.34)
Die Berechnung dieses Ausdrucks wird mit Hilfe der Deferred{Correction Methode
nach Khosla und Rubin [23] durchgef

uhrt:
F
c
e
 (F
cL
e
)
neu
+  (F
cH
e
  F
cL
e
)
alt
: (2.35)
Hierin kennzeichnet das Superskript
neu
einen implizit formulierten Ausdruck, der
die noch unbekannten Variablenwerte der n

achsten Nachbarpunkte f

ur den aktuellen
Iterationsschritt enth

alt, und die mit dem Superskript
alt
gekennzeichneten Terme
werden explizit mit bereits bekannten Variablenwerten aus der vorhergehenden Ite-
ration berechnet. Das Superskript
L
(= Lower order) bezeichnet Terme, deren Gr

oe
im Mittelpunkt der Seiten

ache mit Hilfe der Upwind{Interpolation:

e
=
8
<
:

P
falls ( ~v
F
 ~n)
e
> 0

E
falls ( ~v
F
 ~n)
e
< 0
(2.36)
berechnet werden, wobei 
P
und 
E
die Werte der Gr

oe  in den Punkten P bzw. E
sind (siehe Abbildung 2.2). Der mit dem Superskript
H
(= Higher order) bezeichnete
Term wird mit Hilfe einer linearen Interpolation berechnet:

e
= 
E

e
+ 
P
(1  
e
) ; mit 
e
=
j~r
e
  ~r
P
j
j~r
E
  ~r
P
j
: (2.37)
Der Wichtungsfaktor  in der Gleichung 2.35 wurde hier mit  = 0:1 gew

ahlt.
Berechnung der diusiven Fl

usse
Der erste Term auf der rechten Seite der Impulsbilanzgleichungen bzw. der Bilanz-
gleichungen f

ur k und " hat die allgemeine Form:
Z
S
  grad   ~n dS
| {z }
F
d
+ A ; (2.38)
mit
 = u
F
; v
F
; k; " ; und A  0 f

ur  = k; " : (2.39)
Hierin repr

asentiert F
d
einen diusiven Flu, wobei   der zugeh

orige Diusionsko-
ezient ist. Der diusive Flu durch die Seiten

ache e wird nach Peric [36] appro-
ximiert durch:
F
d
e
  
e
S
e
L
P;E
(
E
  
P
)
neu
+  
e
S
e
(grad )
alt
e
 (~n  
~
i

) : (2.40)
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Hierbei ist L
P;E
der Abstand der Punkte P und E, und die Superskripte
neu
bzw.
alt
bezeichnen wiederum implizit bzw. explizit berechnete Terme. Eine kurze Herleitung
dieser Approximation ist im Anhang A.1 angegeben. Eine ausf

uhrliche Herleitung
ndet sich z.B. in [36].
Der in den Impulsgleichungen vorkommende Term A mit:
A
x
i
=
Z
S
 
 
@u
F
@x
i
;
@v
F
@x
i
!
T
 ~n dS ; x
i
= x; y (2.41)
wird auf einfache Weise explizit berechnet. Zum Beispiel wird f

ur die x{Impulsglei-
chung die folgende Approximation verwendet:
A
x e
  
e
S
e
2
4
 
@u
F
@x
!
alt
e
+
 
@v
F
@x
!
alt
e
3
5
; (2.42)
Die in den Gleichungen (2.40) und (2.42) ben

otigten Ableitungen der Geschwin-
digkeitskomponenten im Mittelpunkt der Seiten

ache werden durch lineare Inter-
polation der Ableitungen in den benachbarten Zellenmittelpunkten bestimmt. Die
Ableitung im Zellenmittelpunkt wird mit Hilfe der Beziehung:
 
@
@x
!
P

P
c

c
S
cx


; c = e; n;w; s (2.43)
berechnet [36], f

ur die im Anhang A.2 eine kurze Herleitung angegeben ist.
2.2.3 L

osungsmethode
Nach der Durchf

uhrung der im Abschnitt 2.2.2 beschriebenen Diskretisierung liegt
f

ur jede der unbekannten Variablen u
F
, v
F
, k und " ein Gleichungssystem vor, in
dem die Anzahl der Gleichungen der Anzahl der Gitterzellen des numerischen Git-
ters entspricht. Diese Gleichungssysteme sind miteinander gekoppelt. Die L

osung
der einzelnen Gleichungssysteme sowie des gekoppelten Gesamtsystems erfolgt auf
iterativemWege. Dabei wird zun

achst f

ur jede Variable das zugeh

orige Gleichungs-
system unabh

angig von den

ubrigen Variablen iterativ gel

ost (innere Iteration). Dies
geschieht mit Hilfe der SIP{Methode nach Stone [44], die im Anhang A.3 zusammen-
gefat dargestellt ist. Die Werte der anderen Variablen, die in diesem Gleichungssy-
stem vorkommen, werden als bekannt angenommen. Mit den neu berechneten Varia-
blenwerten werden die Koezientenmatrizen und Quelltermvektoren der einzelnen
Gleichungssysteme neu bestimmt und der gesamte Vorgang wiederholt (

auere Ite-
ration).
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Bei der Neuberechnung des Geschwindigkeitfeldes f

ur einen

aueren Iterationsschritt
wird ein Druckfeld verwendet, das aus dem vorherigen Iterationsschritt stammt. Da
der Druck und die Geschwindigkeit

uber die Impulsgleichungen stark gekoppelt sind,
hat dies zur Folge, da das neue Geschwindigkeitsfeld nicht die Kontinuit

atsglei-
chung erf

ullt. Zur Bestimmung des korrekten Geschwindigkeitsfeldes mu zun

achst
der Druck neu berechnet werden. Mit Hilfe des neuen Druckfeldes k

onnen dann die
Geschwindigkeitskomponenten korrigiert werden, so da die Kontinuit

atsgleichung
erf

ullt wird.
Zur Berechnung des Drucks und der Korrektur der Geschwindigkeitswerte wird hier
das SIMPLE{Verfahren nach Caretto [5] bzw. Patankar [35] verwendet, das von
Peric [36] f

ur eine nicht{versetzte Anordnung der Variablen im numerischen Gitter
angepat wurde.
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Kapitel 3
Berechnung der Bewegung der
Partikelphase
In diesem Kapitel sollen die Komponenten des mathematischen Modells beschrie-
ben werden, mit dessen Hilfe die Bewegung der dispersen Phase berechnet wird.
Die Partikel werden dabei als fest und kugelf

ormig angenommen, und die zu einem
bestimmten Zeitpunkt in einer Str

omung vorhandenen Partikel k

onnen unterschied-
liche Durchmesser haben.
Im Abschnitt 3.1 werden zun

achst einige wichtige Parameter und Begrie de-
niert, die der Klassizierung von Gas{Partikel{Str

omungen dienen und im folgen-
den h

aug verwendet werden. Eine M

oglichkeit zur Berechnung von Gas{Partikel{
Str

omungen bietet das Zwei{Fluid{Modell, in dem die beiden Phasen als sich ge-
genseitig durchdringende Fluide angesehen werden. Eine kurze Beschreibung dieses
Modells erfolgt im Abschnitt 3.2. In dieser Arbeit wird zur Beschreibung der Bewe-
gung der Partikelphase jedoch das Lagrange{Modell verwendet, das die Bewegung
diskreter Partikel in dem umgebenden Fluid modelliert. Im Abschnitt 3.3 wird die-
ses Modell ausf

uhrlich erl

autert. Die Modelle f

ur die Partikel{Partikel{Kollisionen
werden in diesem Kapitel nicht behandelt. Sie werden separat im Kapitel 4 beschrie-
ben.
3.1 Parameter zur Klassizierung von Gas{Par-
tikel{Str

omungen
Gas{Partikel{Str

omungen besitzen eine Reihe charakteristischer Merkmale, anhand
derer eine Klassizierung m

oglich ist. Ein wichtiger Parameter ist die Massenbela-
dung , die als das Verh

altnis der Massenstr

ome von disperser und uider Phase
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deniert ist:
 =
_m
P
_m
F
: (3.1)
Ein weiterer wichtiger Parameter ist der relative Volumenanteil , der die Gr

oe
des Volumens angibt, das eine Phase pro Einheitsvolumen des Gemisches einnimmt.
Hierbei ist 
P
der Volumenanteil der Partikel und 
F
= 1   
P
der Volumenanteil
des Fluides. Die Gemischdichte  einer Phase ist die Masse dieser Phase pro Volu-
meneinheit des Phasengemisches. Die Gemischdichte f

ur die Partikelphase l

at sich
aus dem Volumenanteil und der Materialdichte der Partikel bestimmen zu:

P
= 
P

P
: (3.2)
Analog dazu ergibt sich die Gemischdichte des Fluides zu:

F
= (1   
P
) 
F
; (3.3)
wobei 
F
die Fluiddichte ist. Zur Gemischdichte seien im folgenden noch einige An-
merkungen gemacht. In einemKontinuum ist die Dichte als das Verh

altnis von Masse
zu einem Einheitsvolumen deniert. Dieses Einheitsvolumen ist innitesimal klein,
d.h. die Dichte ist f

ur einen Punkt deniert. Zur Ermittlung der Dichte in einem rea-
len Gas mu ein Volumen endlicher Gr

oe betrachtet werden, das so gro sein mu,
da es eine ausreichende Anzahl von Molek

ulen f

ur eine statistisch genaue Mittel-
wertbildung enth

alt. Um die Mittelwertbildungmit einem Fehler von weniger als 1%
durchf

uhren zu k

onnen, mu das Kontrollvolumen etwa 10
4
Molek

ule enthalten [37].
Bei einem Gas unter Normalbedingungen ist hierzu z.B. ein w

urfelf

ormiges Volumen
mit einer Kantenl

ange von ca. 0:1m erforderlich [9]. In fast allen str

omungsmecha-
nischen Anwendungen ist dieses Volumen um mehrere Gr

oenordnungen kleiner als
die charakteristische Abmessung des Str

omungsgebietes. Es kann deshalb in diesen
F

allen als punktf

ormig angesehen werden.
Um f

ur die disperse Phase eine Gemischdichte mit hinreichender Genauigkeit be-
stimmen zu k

onnen, mu ebenfalls ein Kontrollvolumen betrachtet werden, das aus-
reichend viele Partikel enth

alt. Betrachtet man z.B. ein Gemisch von Kohlepartikeln
mit einem Durchmesser von 100 m und Luft bei einer Massenbeladung von  = 1,
so m

ute ein w

urfelf

ormiges Kontrollvolumen, das wiederum ca. 10
4
Kohleparti-
kel enth

alt, eine Kantenl

ange von ca. 1 cm haben! Bei vielen Str

omungen in der
Verfahrens{ bzw. Energietechnik liegen die charakteristischen Str

omungsdimensio-
nen in einer

ahnlichen Gr

oenordnung. In diesen F

allen kann eine Gemischdichte f

ur
die disperse Phase also nicht sinnvoll bestimmt werden, und die Partikelstr

omung
kann deshalb nicht als Kontinuumsstr

omung angesehen werden. Die Anwendung von
Erhaltungsgleichungen f

ur integrale Gr

oen zur Beschreibung der Partikelbewegung,
wie sie z.B. in dem im Abschnitt 3.2 beschriebenen Zwei{Fluid{Modell erfolgt, ist
in solchen F

allen nicht m

oglich.
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Ein weiteres wichtiges Merkmal zur Charakterisierung einer Gas{Partikel{Str

omung
ist die Angabe, ob es sich um eine sogenannte dichte oder eine verd

unnte Str

omung
handelt. Eine Gas{Partikel{Str

omung wird als verd

unnt bezeichnet, wenn die Bewe-
gung eines Partikels, abgesehen von K

orperkr

aften wie z.B. der Gravitationskraft, im
wesentlichen durch die aerodynamischen Kr

afte bestimmt wird, die vom Gas auf das
Partikel ausge

ubt werden. Im Gegensatz dazu wird eine Str

omung, in der die Par-
tikelbewegung

uberwiegend durch die Kollisionen zwischen den Partikeln beeinut
wird, als dicht bezeichnet. Ein Parameter zur Unterscheidung zwischen verd

unnten
und dichten Str

omungen ist das Verh

altnis der aerodynamischen Relaxationszeit 
A
zur mittleren Zeit zwischen zwei Kollisionen 
C
. Die aerodynamische Relaxations-
zeit ist ein Zeitma, das angibt, wie schnell sich die Geschwindigkeit eines Partikels

andert, wenn sich die Geschwindigkeit des umgebenden Fluides

andert. Diese Zeit
l

at sich n

aherungsweise bestimmen durch [8]:

A
=

P
d
2
P
18 
; (3.4)
wobei d
P
der Partikeldurchmesser und  die molekulare Viskosit

at des Gases ist. Im
Fall einer verd

unnten Str

omung hat das Partikel zwischen zwei Kollisionen relativ
viel Zeit, um auf die aerodynamischen Kr

afte des Fluides zu reagieren. Deshalb
wird in diesem Fall die Partikelbewegung

uberwiegend durch die Wechselwirkung
mit dem Fluid bestimmt. F

ur den anderen Grenzfall, d.h. einer dichten Str

omung,
ist die Ansprechzeit des Partikels auf die Fluidkr

afte wesentlich gr

oer als die Zeit
bis zur n

achsten Kollision. Die Partikelbewegung wird dann durch die Partikel{
Partikel{Kollisionen dominiert.
Ein weiterer wichtiger Klassizierungsparameter ist die Stokes{Zahl. Sie ist deniert
als das Verh

altnis der aerodynamischen Relaxationszeit des Partikels und einer cha-
rakteristischen Zeit 
S
des Str

omungssystems:
St =

A

S
: (3.5)
Ist die Stokes{Zahl sehr klein, so hat das Partikel ausreichend Zeit, um auf Ge-
schwindigkeits

anderungen des umgebenden Gases zu reagieren. Ein solches Partikel
folgt der Fluidstr

omung nahezu ideal, d.h. in einer station

aren Str

omung sind die
Bahnlinien solcher Partikel nahezu identisch mit den Stromlinien des Fluides. Ist
dagegen die Stokes{Zahl sehr gro, so reagiert das Partikel nur sehr langsam auf

Anderungen der Fluidstr

omung. Die Bewegung eines solchen Partikels wird stark
durch dessen Massentr

agheit bestimmt, was in der Regel h

auge Kollisionen des
Partikels mit der Str

omungsberandung zur Folge hat.
Als letzter Aspekt zur Charakterisierung von Gas{Partikel{Str

omungen sei hier die
Kopplung zwischen der dispersen und der uiden Phase betrachtet. Bei geringen Be-
ladungen hat das Vorhandensein der Partikel keine signikanten Auswirkungen auf
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das Geschwindigkeitsfeld des Gases. In diesem Fall spricht man von einer Ein{Weg{
Kopplung. Liegt eine mittlere bis hohe Beladung vor, so hat die Partikelbewegung
eine merkliche R

uckwirkung auf die Fluidbewegung. Im Falle einer solchen Zwei{
Wege{Kopplung ndet eine Wechselwirkung zwischen den Phasen statt, die auf einer
gegenseitigen Impuls

ubertragung beruht. Weitere Arten der Phasenwechselwirkung
sind z.B. Massen- oder W

arme

ubertragung, die bei verbrennenden, verdampfenden
oder kondensierenden Partikeln eine wichtige Rolle spielen. Bei den in dieser Arbeit
betrachteten Gasstr

omungen mit dispergierten festen Partikeln ist jedoch nur die
Wechselwirkung durch Impuls

ubertragung vorhanden.
3.2 Das Euler/Euler{ oder Zwei{Fluid{Modell
Eine M

oglichkeit zur mathematischen Beschreibung einer dispersen Zweiphasen-
str

omung ist das Zwei{Fluid{Modell. In diesem Modell wird angenommen, da die
beiden Phasen zwei kontinuierliche Fluide sind, die sich gegenseitig durchdringen
und miteinander in Wechselwirkung stehen. Die Gleichungen zur Beschreibung die-
ser Str

omung erh

alt man, indem die Massen- und Impulserhaltungsgleichungen f

ur
beide Fluide

uber ein Kontrollvolumen gemittelt werden. F

ur eine zweidimensio-
nale station

are Str

omung und ohne die Ber

ucksichtigung einer Massen

ubertragung
zwischen den Phasen lautet die Kontinuit

atsgleichung f

ur die disperse Phase:
@(
P
u
P
)
@x
+
@(
P
v
P
)
@y
= 0 ; (3.6)
wobei u
P
und v
P
die kartesischen Geschwindigkeitskomponenten der dispersen Phase
sind. Analog dazu lautet die Kontinuit

atsgleichung f

ur das Fluid:
@(
F
u
F
)
@x
+
@(
F
v
F
)
@y
= 0 : (3.7)
Die Impulsgleichungen f

ur die beiden Phasen ergeben sich im Zwei{Fluid{Modell
zu:

P
u
P
@u
P
@x
+ 
P
v
P
@u
P
@y
= f
PFx
;

P
u
P
@v
P
@x
+ 
P
v
P
@v
P
@y
= f
PFy
; (3.8)
f

ur die Partikelphase sowie

F
u
F
@u
F
@x
+ 
F
v
F
@u
F
@y
=  
@p
@x
+
@
xx
@x
+
@
xy
@y
  f
PFx
;

F
u
F
@v
F
@x
+ 
F
v
F
@v
F
@y
=  
@p
@y
+
@
xy
@x
+
@
yy
@y
  f
PFy
(3.9)
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f
ur die Fluidphase. Hierin sind die 
ij
die Komponenten des Spannungstensors, und
~
f
PF
ist die von den Partikeln pro Volumeneinheit auf das Fluid ausge

ubte Kraft.
Der Vorteil des Zwei{Fluid{Modells besteht darin, da die Gleichungen, die die
Bewegung der dispersen Phase beschreiben, dieselbe Form haben wie die Gleichun-
gen f

ur die Fluidbewegung. Zur L

osung dieser Gleichungen k

onnen daher nahezu
dieselben Algorithmen verwendet werden, wie sie auch bei der Simulation der Fluid-
str

omung zum Einsatz kommen. Diesem Vorteil stehen eine Reihe von Nachteilen
gegen

uber. Neben den grunds

atzlichen Problemen (siehe Abschnitt 3.1) ist es in
der Regel schwierig, allgemeing

ultige Ans

atze f

ur die Formulierung der Schubspan-
nung der dispersen Phase, f

ur die Partikeldispersion oder auch f

ur die Diusion
kinetischer Energie zu nden [10]. Hierzu werden meistens Gradienten{Diusions{
Ans

atze verwendet. Diese beinhalten eine Reihe empirischer Konstanten, deren op-
timale Werte aus dem Vergleich von Simulationen und Experimenten ermittelt wer-
den m

ussen [14]. Eine weitere Schwierigkeit besteht in der Formulierung geeigneter
Randbedingungen, so z.B. f

ur die Wechselwirkung der dispersen Phase mit festen
W

anden. Des weiteren steigt der Rechenzeit- und Speicheraufwand einer Simulation,
wenn die disperse Phase polydispers ist, d.h. aus Partikeln unterschiedlichen Durch-
messers besteht. In diesem Fall werden alle Partikel eines bestimmten Durchmessers
als separate Phase betrachtet.
Die Anwendung des Zwei{Fluid{Modells ist nur dann m

oglich, wenn in der unter-
suchten Str

omung die Anzahldichte der Partikel n
P
so gro ist, da die Berechnung
mittlerer lokaler Gr

oen f

ur die disperse Phase sinnvoll durchgef

uhrt werden kann.
Die Bedingungen, unter denen dies m

oglich ist, wurden bereits im Abschnitt 3.1
erl

autert.
3.3 Das Euler/Lagrange{Verfahren
In dieser Arbeit wird zur Berechnung der Bewegung der dispersen Phase das La-
grange{Modell verwendet. Die disperse Phase wird dabei als eine Menge diskre-
ter Einzelpartikel angesehen, deren Lagrangesche Bewegungsgleichungen numerisch
gel

ost werden. Um den Rechenaufwand zu begrenzen, werden in der Simulation im
allgemeinen weniger Partikel betrachtet, als in der realen Str

omung vorhanden sind.
Jedes simulierte Partikel repr

asentiert daher eine bestimmte Anzahl physikalischer
Partikel mit denselben physikalischen Eigenschaften. Die Bewegung eines einzelnen
Partikels resultiert aus den an diesem Partikel angreifenden Kr

aften und Momenten.
Die Berechnung der Bewegung eines Einzelpartikels nach dem Lagrange{Verfahren
wird im Abschnitt 3.3.1 beschrieben. Aus der Summe der einzelnen Partikelbewe-
gungen ergeben sich die makroskopischen Str

omungsgr

oen der dispersen Phase,
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wie z.B. die lokale Partikelkonzentration oder die mittlere Partikelgeschwindigkeit.
Zur Bestimmung dieser Gr

oen existieren zwei prinzipiell verschiedene Verfahren,
n

amlich zum einen die sukzessive Berechnung einer groen Anzahl von Trajekto-
rien, und zum anderen die simultane Berechnung der Bewegung aller simulierten
Partikel. Diese beiden Verfahren werden im Abschnitt 3.3.2 erl

autert.
3.3.1 Berechnung der Bewegung eines Einzelpartikels
Gleichungen f

ur die translatorische Partikelbewegung
Ein Partikel, das sich in einem Str

omungsgebiet bewegt,

andert seinen momentanen
Bewegungszustand, wenn

auere Kr

afte auf es einwirken. Diese Kr

afte k

onnen z.B.
aerodynamische Kr

afte sein, die das Fluid auf das Partikel aus

ubt. Des weiteren
treten K

orperkr

afte wie die Gravitationskraft oder gegebenenfalls elektrische bzw.
magnetische Kr

afte auf. Auch Stokr

afte, die bei der Kollision des Partikels mit einer
Wand oder mit einem anderen Partikel auftreten, haben eine

Anderung des Bewe-
gungszustands des Partikels zur Folge. In diesem Abschnitt soll zun

achst nur der
Einu der aerodynamischen Kr

afte und der K

orperkr

afte auf die Partikelbewegung
betrachtet werden.
Die translatorische Bewegung des Partikels wird durch die Impulsgleichung beschrie-
ben, wonach die

Anderung des Partikelimpulses gleich der Summe der auf das Par-
tikel einwirkenden

aueren Kr

afte ist. F

ur ein Partikel mit der Masse m
P
lautet die
Impulsgleichung:
m
P
d~v
P
dt
=
~
F
W
+
~
F
M
+
~
F
S
+
~
F
G
: (3.10)
Hierbei ist
~
F
W
die Widerstandskraft,
~
F
M
die Querkraft aufgrund der Partikelrota-
tion (Magnus{Kraft),
~
F
S
die Querkraft durch eine Scheranstr

omung des Partikels
(Saman{Kraft) und
~
F
G
die Gravitationskraft.
Die aerodynamische Widerstandskraft
~
F
W
auf ein Partikel in einer parallelen Fluid-
str

omung resultiert aus einemReibungs- und einemDruckwiderstand. Der Reibungs-
widerstand wird durch die Haftbedingung an der Partikelober

ache verursacht. Der
Druckwiderstand resultiert aus einer ungleichm

aigen Druckverteilung an der Parti-
kelober

ache. Dabei ist der Druck, der auf die stromab gelegene Seite des Partikels
wirkt, kleiner als der auf die stromauf gelegene Seite wirkende Druck. Die resultie-
rende Druckkraft ist der Partikelbewegung entgegengerichtet.
Die Gleichung zur Bestimmung der Widerstandskraft lautet:
~
F
W
=

8

F
d
2
P
c
W
v
rel
~v
rel
; (3.11)
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wobei ~v
rel
die Relativgeschwindigkeit zwischen Fluid und Partikel ist:
~v
rel
= ~v
F
  ~v
P
; (3.12)
und
v
rel
= j~v
rel
j =
q
(u
F
  u
P
)
2
+ (v
F
  v
P
)
2
: (3.13)
Der zur Bestimmung von
~
F
W
ben

otigte Widerstandsbeiwert c
W
ist eine meistens
empirische bestimmte Gr

oe, die von der Partikel{Reynoldszahl abh

angig ist:
Re
P
=
d
P
v
rel

F
: (3.14)
Hierin ist 
F
die kinematische Viskosit

at des Fluides. Zur Bestimmung des Wider-
standsbeiwertes wurden in der Vergangenheit umfangreiche Untersuchungen durch-
gef

uhrt (siehe z.B. [6, 33]). In dieser Arbeit wurde die folgende von Morsi und
Alexander [33] angegebene Formel zur Berechnung von c
W
in Abh

angigkeit von Re
P
verwendet:
c
W
= a Re
 2
P
+ b Re
 1
P
+ c : (3.15)
Die Werte der Parameter a, b und c sind wiederum von der Gr

oe der Partikel{
Reynoldszahl abh

angig, wie in der Tabelle 3.1 angegeben. In der Abbildung 3.1
ist die Abh

angigkeit des Widerstandsbeiwertes von der Partikel{Reynoldszahl gra-
phisch dargestellt. Werte von Re
P
, die gr

oer als die in der Tabelle 3.1 bzw. der
Abbildung 3.1 angegebenen sind, haben f

ur die hier betrachteten Gas{Partikel{
Str

omungen keine praktische Relevanz.
Die Magnus{Kraft
~
F
M
ist eine Querkraft, die auf ein rotierendes Partikel in einer
parallelen Fluidstr

omung wirkt. Aufgrund der an der Partikelober

ache geltenden
Haftbedingung ver

andert sich das Fluidgeschwindigkeitsfeld in der N

ahe des rotie-
renden Partikels. Auf der Seite des Partikels, die sich in Richtung der Fluidstr

omung
bewegt, wird das Fluid beschleunigt, und auf der gegen

uberliegenden Seite wird es
verz

ogert (siehe Abbildung 3.2). Dadurch sinkt auf der beschleunigten Seite der
Druck, wogegen er auf der verz

ogerten Seite ansteigt. Aus dieser Druckdierenz
resultiert eine Querkraft auf das Partikel, die senkrecht zur Richtung der Fluid-
str

omung gerichtet ist.
Die Gleichung zur Bestimmung der Magnus{Kraft lautet:
~
F
M
=

8

F
d
2
P
c
M
v
rel
!
rel
(~!
rel
 ~v
rel
) : (3.16)
Hierbei ist ~!
rel
die Rotation des Partikels relativ zum Fluid:
~!
rel
= ~!
F
  ~!
P
; (3.17)
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Re
P
a b c
0 < Re
P
< 0.1 0 24 0
0.1  Re
P
< 1 0.0903 22.73 3.69
1  Re
P
< 10 -3.8889 29.1667 1.222
10  Re
P
< 100 -116.67 46.5 0.6167
100  Re
P
< 1000 -2778.0 98.33 0.3644
1000  Re
P
< 5000 -47500 148.62 0.357
5000  Re
P
< 10000 578700 -490.546 0.46
10000  Re
P
< 50000 5416700 -166.25 0.5191
50000  Re
P
0 0 0.49
Tabelle 3.1: Werte f

ur die Parameter a, b und c zur Berechnung des Widerstands-
beiwertes c
W
1e-01
1e+00
1e+01
1e+02
1e+03
1e+04
1e-02 1e-01 1e+00 1e+01 1e+02 1e+03 1e+04 1e+05
W
id
er
sta
nd
sb
ei
w
er
t
Partikel-Reynolszahl
Abbildung 3.1: Gr

oe des Widerstandsbeiwertes c
W
in Abh

angigkeit von der
Partikel{Reynoldszahl Re
P
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Pv
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ω
Abbildung 3.2: Querkraft auf ein rotierendes Partikel in einer Parallelstr

omung
mit
!
rel
= j~!
rel
j =
q
(!
Fx
  !
Px
)
2
+ (!
Fy
  !
Py
)
2
: (3.18)
Die Rotation des Fluides am Partikelort ergibt sich aus:
~!
F
= r ~v
F
=
@v
F
@x
 
@u
F
@y
: (3.19)
Zur Bestimmung des Beiwertes der Magnus{Kraft c
M
wurden u.a. von Tsuji et
al. [49] Untersuchungen durchgef

uhrt. Daraus wurden die folgenden Beziehungen
abgeleitet, die auch in dieser Arbeit verwendet wurden:
c
M
=
8
>
<
>
:
(0:4  0:1) 
M
f

ur 
M
< 1 ;
(0:4  0:1) f

ur 
M
 1 ;
(3.20)
mit

M
=
1
2
d
P
!
rel
v
rel
: (3.21)
Wenn die Rotationsgeschwindigkeit hinreichend gro ist, kann die Magnus{Kraft die
Bewegung eines Partikels signikant beeinussen. Solche hohen Rotationsgeschwin-
digkeiten sind vor allem f

ur Gas{Partikel{Str

omungen in Kan

alen und Rohren zu
beobachten. Hierbei kommt es zu h

augen Partikel{Wand{Kollisionen, bei denen
durch die Reibung zwischen der Partikelober

ache und der Wand relativ groe Tan-
gentialkr

afte auf die Partikelober

ache wirken. Beim pneumatischen Transport von
Partikeln mit einem Durchmesser von 0.5{1 mm in einem rechteckigen Kanal wur-
den z.B. von Matsumoto und Saito [27] Rotationsgeschwindigkeiten von 300{2000
rad/s gemessen.
Die Saman{Kraft
~
F
S
ist eine Querkraft, die entsteht, wenn sich ein Partikel in einer
Scherstr

omung bewegt. Betrachtet man ein ruhendes Partikel, so bedeutet dies, da
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vrel
Abbildung 3.3: Querkraft auf ein Partikel in einer Scherstr

omung
das Geschwindigkeitsfeld des Fluides am Partikelort einen Gradienten senkrecht
zur Richtung der mittleren Anstr

omgeschwindigkeit aufweist (siehe Abbildung 3.3).
Dadurch wird eine Seite des Partikels mit einer h

oheren Geschwindigkeit angestr

omt
als die gegen

uberliegende Seite. Die Folge ist eine ungleichf

ormige Verteilung des
Drucks an der Partikelober

ache, woraus eine Querkraft resultiert. Diese Querkraft
ist nach Saman benannt, der eine analytische Beziehung f

ur diese Kraft hergeleitet
hat [38]:
F
S
= 1:615 
F
p

F
d
2
P
v
rel
v
u
u
t





@u
F
@y





; (3.22)
wobei j@u
F
=@yj der Betrag des Gradienten der Fluidstr

omung senkrecht zur mittle-
ren Anstr

omgeschwindigkeit ist. Die G

ultigkeit dieser Beziehung ist auf den Spezi-
alfall einer unbegrenzten linearen Scherstr

omung beschr

ankt. Auerdem ist sie nur
f

ur einen kleinen Wertebereich der Partikel{Reynoldszahlen g

ultig, n

amlich f

ur:
Re
!
 1 und Re
P

q
Re
S
; (3.23)
wobei Re
!
die Reynoldszahl der Rotation:
Re
!
=
1
4
d
2
P
!
rel

F
(3.24)
und Re
S
die Reynoldszahl der Scherstr

omung ist:
Re
S
=
d
2
P





@u
F
@y






F
: (3.25)
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F
ur gr

oere Partikel{Reynoldszahlen wurden Korrekturen der Saman{Beziehung
vorgeschlagen [30, 11]. Zur Bestimmung der Saman{Kraft in komplexen dreidimen-
sionalen Str

omungen wird in dieser Arbeit die folgende allgemeinere Bestimmungs-
gleichung verwendet:
~
F
S
=
1
4

F
d
2
P
p

F
1
p
!
F
c
S
(~v
rel
 ~!
F
) ; c
S
= 6:46 : (3.26)
Die auf ein Partikel der Masse m
P
wirkende Gravitationskraft
~
F
G
wird berechnet
aus:
~
F
G
= m
P
~g =

6

P
d
3
P
~g ; (3.27)
wobei ~g die Gravitationsbeschleunigung ist. Die Gravitationskraft hat insbesondere
auf die Bewegung relativ groer Partikel einen signikanten Einu, w

ahrend bei
relativ kleinen Partikeln der Einu der aerodynamischen Kr

afte

uberwiegt.
Andere Kr

afte, wie z.B. die aus einer instation

aren relativen Beschleunigung des
Partikels zum Fluid herr

uhrende sogenannte Basset{Kraft, oder auch die Added{
Mass{Kraft, die daraus resultiert, da das Partikel bei seiner Bewegung Fluidmasse
verdr

angen und beschleunigen mu, werden hier nicht ber

ucksichtigt. Sie k

onnen,
wie auch der hydrostatische Auftrieb, vernachl

assigt werden. Die Gr

oe dieser Kr

afte
ist f

ur die hier betrachteten Materialdichten von Partikeln und Gas mit 
P
=
F
 1
vernachl

assigbar klein gegen

uber den oben beschriebenen Kr

aften.
Damit sind alle relevanten Kr

afte beschrieben, die die translatorische Bewegung
eines Partikels bestimmen. Setzt man die oben angegebenen Ausdr

ucke f

ur die ver-
schiedenen Kr

afte in die Gleichung (3.10) ein und dividiert die Gleichung durch die
Partikelmasse m
P
, so erh

alt man die folgende Dierentialgleichung f

ur die Partikel-
geschwindigkeit:
d
dt
~v
P
=
3
4

F

P
1
d
P

"
c
W
v
rel
~v
rel
+ c
M
v
rel
!
rel
(~!
rel
 ~v
rel
) + c
S
2
p

F

p
!
F
(~v
rel
 ~!
F
)
#
+ ~g : (3.28)
Sind die Koordinaten ~r
P 0
und die Geschwindigkeit ~v
P 0
des Partikels zu einem Zeit-
punkt t
0
bekannt, so ergibt sich die Partikelgeschwindigkeit ~v
P 1
zum Zeitpunkt
t
1
= t
0
+ t durch die numerische L

osung der Gleichung (3.28). Dazu wird hier
ein Runge{Kutta{Verfahren verwendet.
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Nach Berechnung der neuen Partikelgeschwindigkeit ~v
P 1
kann die Strecke bestimmt
werden, die das Partikel w

ahrend des Zeitschritts t zur

uckgelegt hat. Dazu mu
die folgende Dierentialgleichung gel

ost werden:
d~r
P
dt
= ~v
P
: (3.29)
Hierzu wird angenommen, da das Partikel in dem Zeitintervall t gleichm

aig
beschleunigt wird. In diesem Fall ergibt sich der neue Partikelort auf einfache Weise
zu:
~r
P 1
= ~r
P 0
+
1
2
(~v
P 0
+ ~v
P 1
) t : (3.30)
Damit ist die Berechnung der translatorischen Partikelbewegung vollst

andig be-
schrieben, soweit sie durch aerodynamische Kr

afte bzw. K

orperkr

afte hervorgeru-
fen wird. Der Einu von Partikel{Wand{ und Partikel{Partikel{Kollisionen auf die
Partikelbewegung wird weiter unten in separaten Abschnitten behandelt.
Gleichungen f

ur die Partikelrotation
Wie bereits oben dargestellt wurde, kann die Rotation eines Partikels einen groen
Einu auf die Bewegung des Partikels in einem Fluid haben. So ist z.B. die Gr

oe
der Magnus{Kraft und der Saman{Kraft u.a. abh

angig von der Rotationsgeschwin-
digkeit des Partikels. Der Drehimpuls eines rotierenden Partikels

andert sich, wenn
an dem Partikel Momente angreifen. Dieser Zusammenhang wird durch die Drehim-
pulsgleichung ausgedr

uckt:
I
P
d~!
P
dt
=
X
i
~
T
i
: (3.31)
Hierbei ist I
P
das Tr

agheitsmoment des Partikels:
I
P
=
1
10
m
P
d
2
P
=

60

P
d
5
P
; (3.32)
und
P
i
~
T
i
ist die Summe der an dem Partikel angreifenden Momente. Diese Momente
k

onnen z.B aerodynamischer Natur sein, d.h. durch die Reibung zwischen der Par-
tikelober

ache und dem umgebenden Fluid entstehen. Nach Untersuchungen von
Dennis [12] kann das vom Fluid auf das Partikel ausge

ubte Moment in folgender
Weise bestimmt werden:
~
T =

F
2
 
d
P
2
!
5
c
!
!
rel
~!
rel
: (3.33)
Die Gr

oe des in dieser Gleichung verwendeten Rotationsbeiwertes c
!
ist abh

angig
von der Reynoldszahl der Rotation Re
!
. Diese Abh

angigkeit ist in der Tabelle 3.2
27
angegeben sowie in der Abbildung 3.4 graphisch dargestellt. Neben den aerodyna-
mischen Kr

aften treten bei Kollisionen mit W

anden oder anderen Partikeln tangen-
tiale Kr

afte auf, die ein Moment bez

uglich des Partikelmittelpunktes hervorrufen.
Die Wirkung dieser Kr

afte wird am Ende dieses Abschnitts bzw. im Kapitel 4 be-
schrieben.
Nach Einsetzen der Gleichungen (3.32) und (3.33) in die Gleichung (3.31) und Divi-
sion durch I
P
ergibt sich die Dierentialgleichung f

ur die Rotationsgeschwindigkeit
des Partikels zu:
d
dt
~!
P
=
15
16 

F

P
c
!
!
rel
~!
rel
: (3.34)
Diese Gleichung wird mit Hilfe eines Runge{Kutta{Algorithmus numerisch gel

ost.
Im Unterschied zur Berechnung der translatorischen Bewegung erfolgt hier keine
weitere Integration zur Bestimmung des Winkels, um den sich das Partikel w

ahrend
des Zeitschritts t gedreht hat. Dieser ist hier nicht von Interesse, da die Partikel
als kugelf

ormig angenommen werden.
Einu der Fluidturbulenz auf die Partikelbewegung
In den Gleichungen, die in den vorhergehenden Unterabschnitten f

ur die Berech-
nung der Partikelbewegung angegeben wurden, wurde f

ur die Fluidgeschwindigkeit
jeweils die zeitlich gemittelte Geschwindigkeit verwendet. Diese ergibt sich aus der
Berechnung der turbulenten Fluidstr

omung unter Verwendung des k{"{Modells zur
Modellierung der Turbulenz. Die turbulenten Schwankungsbewegungen in der Fluid-
str

omung k

onnen jedoch die Partikelbewegung signikant beeinussen. Insbesondere
verst

arken sie die Dispersion relativ kleiner Partikel.
Um diesen Eekt zu ber

ucksichtigen, wird hier das Lagrangesche Stochastisch{
Deterministische (LSD) Modell nach Milojevic [31] verwendet. Hierbei wird in den
Bewegungsgleichungen f

ur das Partikel die mittlere Fluidgeschwindigkeit u
F
durch
die momentane Geschwindigkeit u
F;akt
ersetzt:
u
F;akt
= u
F
+ u
0
F
: (3.35)
Die Schwankungsgeschwindigkeit u
0
F
wird dabei mit Hilfe eines stochastischen Ver-
fahrens bestimmt. Dazu wird angenommen, da u
0
F
eine Zufallsgr

oe ist, die einer
Gauverteilung mit dem Mittelwert 0 m/s und der Standardabweichung
q
2
3
k unter-
liegt, wobei k die Turbulenzenergie des Fluides ist. Nach Bestimmmung der Schwan-
kungsgeschwindigkeit wird in den Bewegungsgleichungen f

ur das Partikel die mitt-
lere Fluidgeschwindigkeit durch die momentane Geschwindigkeit ersetzt und so die
Partikelbewegung unter dem Einu der Turbulenz berechnet.
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!
c
!
0 < Re
!
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16
Re
!
10 < Re
!
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6:45
p
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!
+
32:1
Re
!
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!
 40000
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p
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!
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 400000
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7
0:397
5
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!
Tabelle 3.2: Abh

angigkeit des Rotationsbeiwertes von der Reynoldszahl der Rotation
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Abbildung 3.4: Verlauf des Rotationsbeiwertes c
!
in Abh

angigkeit von der Reynolds-
zahl der Rotation Re
!
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Das Erzeugen einer zuf

alligen Schwankungsgeschwindigkeit ist gleichbedeutend mit
dem Generieren eines Turbulenzwirbels, den das Partikel auf seiner Bahn durch-
quert. Die L

ange des Zeitintervalls t
W
, in dem das Partikel mit dem Wirbel in
Wechselwirkung steht, ist dabei durch zwei Faktoren begrenzt. Diese sind zum einen
die Wirbellebensdauer T
E
und zum anderen die Durchgangszeit T
D
, d.h. die Zeit,
die das Partikel ben

otigt, um den Wirbel zu durchqueren. Zur Bestimmung der
Wirbellebensdauer wird folgende Beziehung verwendet:
T
E
= c
T
k
"
; mit c
T
= 0:3 : (3.36)
Die Durchgangszeit T
D
h

angt ab von der Gr

oe des Wirbels L
E
und der Relativge-
schwindigkeit zwischen Wirbel und Partikel. Die Gr

oe des Wirbels wird bestimmt
aus:
L
E
= T
E
s
2
3
k ; (3.37)
und somit ergibt sich die Durchgangszeit zu:
T
D
=
L
E
v
rel
: (3.38)
Ist ein turbulenter Wirbel generiert worden, so betr

agt die Wechselwirkungszeit des
Partikels mit diesem Wirbel:
t
W
= min (T
E
; T
D
) : (3.39)
Nach Ablauf dieser Zeit wird ein neuer Wirbel generiert, mit dem das Partikel in
Wechselwirkung tritt.
Einu der Partikel auf die Fluidbewegung
In den vorangegangenen Unterabschnitten wurde beschrieben, wie die Partikelbe-
wegung durch die aerodynamischen Kr

afte des Fluides bestimmt wird. Wenn sich
durch die Krafteinwirkung der Fluidstr

omung der Impuls eines Partikels um ~p
P

andert, so mu sich aus Gr

unden der Impulserhaltung der Impuls des Fluides in der
Umgebung des Partikels ebenfalls

andern, und zwar in folgender Weise:
~p
F
=  ~p
P
: (3.40)
Dies hat zur Folge, da die Fluidstr

omung durch die Bewegung der Partikel beein-
ut wird. Es ndet eine Wechselwirkung zwischen der dispersen und der uiden
Phase statt, die auf einer gegenseitigen Impuls

ubertragung zwischen den Phasen
beruht.
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Abbildung 3.5: Schema eines Partikelschrittes in einem Kontrollvolumen
Zur Ber

ucksichtigung dieser Phasenkopplung in der numerischen Berechnung der
Gas{Partikel{Str

omung wurde von Crowe [7] die PSI{Cell (Particle{Source{In{Cell)
Methode entwickelt. Hierbei wird der Einu der Partikel auf die Fluidstr

omung
durch Quelltermemodelliert, die in die Impuls{ sowie die k{ und "{Gleichungen des
Fluides eingef

uhrt werden (Gleichungen (2.3), (2.6) und (2.7)).
In der Abbildung 3.5 ist schematisch die Bewegung eines Partikels von einem Punkt
\0\ zu einem Punkt \1\ innerhalb eines Kontrollvolumens dargestellt. Unter der
Annahme, da die

Anderung der Partikelgeschwindigkeit zwischen diesen Punkten
linear verl

auft, ergeben sich die Impulsquellterme, die aus diesem Partikelschritt
resultieren, f

ur das betrachtete Kontrollvolumen zu:
Q
Pu i;j
=  
1
V
i;j
m
P
 
u
1
P
  u
0
P
t
1
  g
x
!
; (3.41)
Q
Pv i;j
=  
1
V
i;j
m
P
 
v
1
P
  v
0
P
t
1
  g
y
!
: (3.42)
Hierbei ist V
i;j
die Gr

oe des Kontrollvolumens und t
1
die f

ur die Bewegung von \0\
nach \1\ ben

otigte Zeit. Zur Bestimmung von Quelltermen f

ur die k{"{Gleichungen,
d.h. zur Ber

ucksichtigung des Einusses der dispersen Phase auf die Fluidturbulenz,
sind bisher keine allgemeing

ultigen Berechnungsvorschriften bekannt. Das Vorhan-
densein von Partikeln kann in Abh

angigkeit von der Massenbeladung und dem Par-
tikeldurchmesser die Turbulenz sowohl anregen als auch d

ampfen. Untersuchungen
hierzu wurden z.B. von Shuen et al. [40] und Squires und Eaton [43] durchgef

uhrt.
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Abbildung 3.6: Sto des Partikels mit einer virtuellen Wand
Partikel{Wand{Kollisionen
Die meisten Str

omungen in der Energie{ und Verfahrenstechnik sind Str

omungen in-
nerhalb von Anlagen oder Apparaten. Diese Str

omungen werden in der Regel von fe-
sten W

anden begrenzt. Betrachtet man Gas{Partikel{Str

omungen, so hat die Wech-
selwirkung der Partikel mit den W

anden einen groen Einu auf das Str

omungs-
verhalten. Dies gilt insbesondere f

ur relativ groe Partikel, die aufgrund ihrer Mas-
sentr

agheit verh

altnism

aig langsam auf

Anderungen im Geschwindigkeitsfeld des
Gases reagieren und daher oft mit den W

anden kollidieren. Ein besonders wichtiger
Parameter bei den Partikel{Wand{Kollisionen ist die Wandrauhigkeit, die aus dem
Herstellungsproze des Wandbauteils herr

uhrt. Die Abmessungen der Unebenhei-
ten der Wand liegen oft in derselben Gr

oenordnung wie der Partikeldurchmesser.
Dies hat zur Folge, da ein Partikel, das mit der Wand kollidiert, lokal eine andere
Wandneigung antrit, als es bei einer ideal glatten Wand der Fall w

are. Dadurch
wird eine st

arkere Dispersion der Partikelphase verursacht.
Zur Modellierung der Wandrauhigkeit wurden eine Reihe verschiedener Ans

atze ent-
wickelt, so z.B. von Matsumoto und Saito [27, 28, 29], Tsuji et al. [50] und Frank [15].
Das in dieser Arbeit verwendete Wandrauhigkeitsmodell basiert auf einem Modell
von Sommerfeld [41]. Hierbei st

ot das Partikel mit einer virtuellen Wand, die ge-
gen

uber der mittleren Wandebene um einen Winkel  angestellt ist (siehe Abbil-
dung 3.6). Der Inklinationswinkel  ist eine Zufallsgr

oe, die aus einer Gauvertei-
lung mit demMittelwert  = 0 und der Standardabweichung  bestimmt wird. Die
Gr

oe der Standardabweichung ist von den Rauhigkeitsparametern der Wand und
dem Durchmesser des auftreenden Partikels abh

angig. Wie man anhand der Abbil-
dungen 3.7 und 3.8 sieht, ist der Stowinkel f

ur kleine Partikel in der Regel gr

oer
als f

ur groe Partikel. Partikel, deren Durchmesser deutlich kleiner als der Abstand
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Abbildung 3.7: Rauhigkeitswinkel  f

ur kleine Partikel
P
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Abbildung 3.8: Rauhigkeitswinkel  f

ur groe Partikel
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Lr
zwischen zwei Rauhigkeitsspitzen ist, stoen

uberwiegend mit den Flanken der
Rauhigkeitserhebungen. Dagegen stoen wesentlich gr

oere Partikel haupts

achlich
mit den Spitzen der Rauhigkeitserhebungen. Aus geometrischen Betrachtungen l

at
sich die Standardabweichung des Inklinationswinkels in folgender Weise absch

atzen:
 =
8
>
>
>
>
>
<
>
>
>
>
>
:
arctan
2H
r
L
r
f

ur d
P
<
L
r
sin

arctan
2H
r
L
r

arctan
2H
r
L
r
f

ur d
P

L
r
sin

arctan
2H
r
L
r

(3.43)
Hierin ist L
r
die mittlere Rauhigkeitsl

ange, d.h. der mittlere Abstand zwischen zwei
Rauhigkeitsspitzen, H
r
die mittlere Rauhigkeitstiefe und H
r
die Standardabwei-
chung von H
r
. Diese Parameter m

ussen experimentell ermittelt werden.
Nachdem der Inklinationswinkel und damit die Lage der virtuellen Wand bestimmt
worden ist, wird

uberpr

uft, ob sich das Partikel tats

achlich auf physikalisch sinnvolle
Weise an die zuf

allig erzeugte Wand ann

ahert. Dazu betrachtet man den Geschwin-
digkeitsvektor des Partikels ~v
P
und den ins Innere des Str

omungsgebietes gerichteten
Normalenvektor der virtuellen Wand ~n
v
. Ein physikalisch sinnvoller Sto ndet nur
dann statt, wenn:
~v
P
 ~n
v
 0 : (3.44)
Im anderen Fall wird die aktuelle Wand verworfen und eine neue virtuelle Wand
generiert.
Die Translations- und Rotationsgeschwindigkeit des Partikels nach dem Wandsto
ergeben sich aus den Impuls- bzw. Drehimpulsgleichungen. Die Berechnung des Sto-
vorgangs erfolgt in einem wandorientierten Koordinatensystem. Die y{Achse des
Koordinatensystems ist hierbei identisch mit dem nach innen gerichteten Normalen-
vektor der virtuellen Wand. In der Abbildung 3.9 ist eine solche Stokonguration
mit den im folgenden verwendeten Bezeichnungen dargestellt. Nach Tsuji [50] kann
man zwei verschiedene Arten von Wandst

oen unterscheiden, den Gleitsto und den
Haftsto. Im ersten Fall gleitet das Partikel w

ahrend des gesamten Stovorgangs an
der Wand entlang. Im zweiten Fall kommt das Gleiten vor dem Ende des Stovor-
gangs zum Erliegen. Die Beziehungen zwischen den Gr

oen vor und nach dem Sto
lauten f

ur diese beiden F

alle:
1. Gleitsto f

ur  
2
7 f
w
(e
w
+ 1)

v
(1)
p
jv
r
j
 0 :
u
(2)
p
= u
(1)
p
+ f
w
(e
w
+ 1) v
(1)
p
;
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Abbildung 3.9: Bezeichnungen zur Berechnung des Partikel{Wand{Stoes
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2. Haftsto f

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p
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<  
2
7 f
w
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w
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mit
v
r
= u
(1)
p
+
d
p
2
!
(1)
: (3.47)
Das Superskript
(1)
bezeichnet hierbei jeweils Gr

oen vor dem Sto und das Su-
perskript
(2)
bezeichnet Gr

oen nach dem Sto. Der Parameter f
w
ist der Gleitrei-
bungsbeiwert und e
w
die Stozahl f

ur die aktuelle Materialpaarung von Partikel und
Wand, und die Gr

oe v
r
ist die Relativgeschwindigkeit zwischen der Partikelober-


ache und der Wand am Punkt des Wandkontaktes.
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Abbildung 3.10: Sukzessive Trajektorienberechnung am Beispiel eines vertikalen Ka-
nals
3.3.2 Berechnung der Str

omung der dispersen Phase
Im vorangegangenen Abschnitt 3.3.1 wurde beschrieben, wie die Bewegung eines ein-
zelnen Partikels in einer Gas{Partikel{Str

omung berechnet wird. Aus der Summe der
einzelnen Partikelbewegungen in einer solchen Str

omung resultieren die makroskopi-
schen Str

omungsgr

oen der Partikelphase, wie z.B. die lokale Partikelkonzentration
oder die mittlere lokale Partikelgeschwindigkeit. Zur Bestimmung dieser Gr

oen exi-
stieren im wesentlichen zwei verschiedene Verfahren, die im folgenden beschrieben
werden.
Trajektorienberechnung
Dieses Verfahren beruht auf der aufeinanderfolgenden Berechnung einer groen An-
zahl von Partikeltrajektorien (siehe Abbildung 3.10). Eine Trajektorie ist hierbei die
Bahn eines Partikels von einem Startpunkt, der in der Regel an einer Eintritts

o-
nung liegt, bis zum Erreichen eines Abbruchkriteriums, das z.B. das Erreichen einer
Austritts

onung sein kann. Es wird angenommen, da jedes Partikel, das am selben
Startpunkt und mit denselben Anfangsbedingungen (Geschwindigkeit, Rotationsge-
schwindigkeit, Durchmesser, usw.) in das Str

omungsgebiet eintritt, dieselbe Bahn
durchl

auft. Die Voraussetzung f

ur die Anwendung dieses Verfahrens ist, da das
komplette Gasgeschwindigkeitsfeld vor Beginn der Partikelberechnung bekannt ist
und da die gesamte Str

omung station

ar ist. Eine Trajektorie repr

asentiert somit
einen Strom von Partikeln, die alle dieselben physikalischen Eigenschaften besit-
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t∆ k
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Abbildung 3.11: Simultane Partikelverfolgung am Beispiel eines vertikalen Kanals
zen. Dieser Strom ist ein Teil des Partikelmassenstroms in einer station

aren Gas{
Partikel{Str

omung. Die Anzahl von Partikeln pro Zeiteinheit
_
N
P
, die sich entlang
einer Trajektorie bewegen, ergibt sich aus dem Gesamtpartikelmassenstrom _m
P
und
der Anzahl der Trajektorien N
T
zu:
_
N
P
=
_m
P

P
N
T
X
k=1

6
d
3
P
k
: (3.48)
Die makroskopischen Str

omungsgr

oen der Partikelphase ergeben sich f

ur jedes Kon-
trollvolumen aus der Summe der dieses Kontrollvolumen durchquerenden Trajekto-
rien. Um f

ur diese Gr

oen statistisch gesicherte Werte zu erhalten, mu die Anzahl
der berechneten Trajektorien ausreichend gro sein.
Simultane Partikelverfolgung
In diesem Verfahren wird die Bewegung aller simulierten Partikel, die sich zu ei-
nem bestimmten Zeitpunkt innerhalb eines Str

omungsgebietes aufhalten, simultan
berechnet (siehe Abbildung 3.11). Um den Rechen{ und Speicheraufwand zu be-
grenzen, ist dabei die Anzahl der simulierten Partikel im allgemeinen kleiner als die
Anzahl der Partikel in der realen Str

omung. In diesem Fall repr

asentiert ein simu-
liertes Partikel eine bestimmte Anzahl realer Partikel mit denselben physikalischen
Eigenschaften.
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Wie in der Abbildung 3.11 schematisch dargestellt ist, wird innerhalb eines Zeit-
schrittes t jeweils die Bewegung aller simulierten Partikel berechnet. Kollidiert ein
Partikel w

ahrend dieses Zeitschritts mit der Str

omungsberandung, so erfolgt die Be-
rechnung des Schrittes in zwei Teilschritten. Zun

achst wird die Partikelbewegung bis
zum Erreichen der Wand berechnet. Mit Hilfe des im Abschnitt 3.3.1 beschriebenen
Kollisionsmodells werden die Partikelgeschwindigkeit und {rotationsgeschwindigkeit
nach dem Sto bestimmt, und unter Verwendung dieser Gr

oen wird der Zeitschritt
zu Ende gef

uhrt. Nach demAbschlu der Berechnung aller einzelnen Partikelschritte
des aktuellen Zeitschrittes wird der n

achste Zeitschritt in gleicher Weise ausgef

uhrt.
Das Verfahren der simultanen Partikelverfolgung ist ein inh

arent instation

ares Be-
rechnungsverfahren. Die makroskopischen Str

omungsgr

oen der Partikelphase erge-
ben sich f

ur ein Kontrollvolumen zu jedem Zeitpunkt aus der Mittelwertbildung

uber alle Partikel, die sich zu diesem Zeitpunkt in dem betreenden Kontrollvo-
lumen benden. Das Verfahren eignet sich sowohl f

ur die Simulation instation

arer
als auch makroskopisch station

arer Gas{Partikel{Str

omungen. Insbesondere ist es
auch f

ur die Simulation kollisionsbehafteter Str

omungen geeignet, was im Kapitel 4
ausf

uhrlich erl

autert wird.
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Kapitel 4
Simulation von
Partikel{Partikel{Kollisionen
In diesem Kapitel soll die Behandlung der Partikel{Partikel{Kollisionen im Rah-
men der Lagrangeschen Berechnung der Partikelbewegung vorgestellt werden. Im
Abschnitt 4.1 wird zun

achst anhand einiger Beispiele erl

autert, welchen Einu die
Kollisionen auf das Verhalten von Gas{Feststo{Str

omungen haben. Anschlieend
sollen im Abschnitt 4.2 einige Begrie erkl

art und Denitionen angegeben werden,
die in diesem Zusammenhang wichtig sind und im weiteren Verlauf des Kapitels
h

aug verwendet werden. Die Berechnung der translatorischen und rotatorischen
Geschwindigkeit zweier Partikel nach einer Kollision wird im Abschnitt 4.3 beschrie-
ben. Diese Berechnungsvorschriften werden in allen Kollisionsmodellen gleicherma-
en verwendet. Im Abschnitt 4.4 erfolgt schlielich die Beschreibung der verschie-
denen Modelle, die in den vergangenen Jahren zur Simulation der Inter{Partikel{
Kollisionen entwickelt wurden.
4.1 Bedeutung der Partikel{Partikel{Kollisionen
Der Einu, den die Partikel{Partikel{Kollisionen auf das Verhalten einer mehr-
phasigen Str

omung haben, wurde in der Vergangenheit von verschiedenen Autoren
untersucht. So f

uhrte z.B. Tanaka [45] Messungen an einer Str

omung von Polyste-
renpartikeln und Luft in einem vertikalen Rohr durch. Hierbei zeigte sich, da bei
sehr geringen Beladungen die Partikelkonzentration nahe der Rohrachse am gr

oten
ist und nach auen hin stark abnimmt. Bereits bei einer moderaten volumetrischen
Beladung von 
P
= 4  10
 4
, die einer Massenbeladung von   0:35 entspricht, ver-
ursachen die Inter{Partikel{Kollisionen eine verst

arkte Dispersion der Partikel, was
39
zu einer gleichm

aigeren Konzentrationsverteilung im Rohrquerschnitt f

uhrt. Diese
Messungen wurden durch entsprechende Simulationen von Tanaka und Tsuji [46]
best

atigt.
Tashiro et al. [48] untersuchten ebenfalls numerisch eine vertikale Rohrstr

omung.
Hierbei wurden Partikel mit einem Durchmesser von d
P
= 2   4 mm und einer
Dichte von 
P
= 1000kg=m
3
betrachtet, die in einem Luftstrom transportiert wur-
den. Dabei zeigte sich, da sich bei einer Massenbeladung von  = 0:642 durch den
Einu der Kollisionen eine nahezu konstante Konzentrationsverteilung

uber den
Rohrquerschnitt einstellt. Im Gegensatz dazu ergab sich { analog zu den Ergebnis-
sen Tanakas [45, 46] { ohne Ber

ucksichtigung der Kollisionen eine sehr hohe Parti-
kelkonzentration in der N

ahe der Rohrachse, die nach auen hin stark abnimmt. Des
weiteren zeigte sich, da die axiale Partikelgeschwindigkeit im kollisionsbehafteten
Fall ebenfalls sehr gleichm

aig

uber den Rohrquerschnitt verteilt ist. Dies ist eine
Folge des durch die Kollisionen induzierten Impulsaustausches zwischen den Parti-
keln. Im kollisionsfreien Fall bewegen sich Partikel, die sich in der Mitte des Rohres
aufhalten, aufgrund der h

oheren lokalen Gasgeschwindigkeit wesentlich schneller in
axialer Richtung als Partikel, die einen gr

oeren Abstand zur Rohrachse haben.
Oesterle und Petitjean [34] f

uhrten numerische Simulationen einer horizontalen Rohr-
str

omung durch. Hierbei wurde der pneumatische Transport von Glaspartikeln mit
einem mittleren Durchmesser von d
P
= 100 m in einem Rohr mit einem Durch-
messer von 30 mm untersucht. Bei einer geringen Massenbeladung ist dabei die
vertikale Konzentrationsverteilung der Partikel relativ gleichm

aig. Dies ist auf den
im Abschnitt 3.3.1 beschriebenen Einu der Wandrauhigkeit zur

uckzuf

uhren. Mit
zunehmender Massenbeladung nimmt jedoch die Partikelkonzentration im unteren
Teil des Rohrquerschnittes zu. Dies ist damit zu erkl

aren, da die von der rauhen
Wand zur

uckprallenden Partikel nicht mehr so weit in das Str

omungsgebiet eindrin-
gen k

onnen, da sie auf ihrem Weg mit anderen Partikeln kollidieren. Bis zu einer
Massenbeladung von  = 10 ist zu beobachten, da die maximale Konzentration
nicht unmittelbar an der Wand vorliegt, sondern ca. 4.5 mm von der Wand entfernt.
Dies wird von Oesterle und Petitjean damit erkl

art, da in unmittelbarer Wandn

ahe
sehr groe Unterschiede in den Geschwindigkeiten der auftreenden und r

uckprallen-
den Partikeln existieren, was eine groe Anzahl von Inter{Partikel{Kollisionen zur
Folge hat. Dadurch entsteht ein abschirmender Eekt, durch den die Partikelkon-
zentration in unmittelbarer Wandn

ahe sinkt. Bei einer Massenbeladung von  = 20
ist dieser Eekt allerdings nicht mehr zu beobachten. In diesem Fall nimmt die Kon-
zentration nach unten hin stark zu und hat ihr Maximum direkt an der Rohrwand.
Eine Erkl

arung f

ur das Entfallen dieses Eekts bei sehr hohen Beladungen wird
in [34] nicht angegeben.
Der Einu der Partikel{Partikel{Kollisionen auf die Erosion der Str

omungsberan-
dung wurde z.B. in Experimenten von Uumois und Kleis [53] sowie in entspre-
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chenden Simulationen von Kitron et al. [24] untersucht. Hierbei wurde gezeigt, da
die Kollisionen die Erosion sowohl verst

arken als auch abschw

achen k

onnen. Der
verst

arkende Charakter wird dadurch erkl

art, da die Partikel in einer kollisionsbe-
hafteten Str

omung unter anderen Winkeln und mit anderen Geschwindigkeiten auf
die Wandober

ache auftreen als in einer kollisionsfreien Str

omung. Dagegen k

onnen
bei hohen Beladungen die zur

uckprallenden Partikel die Wand vor den auftreenden
Partikeln abschirmen. Dadurch verringert sich die Anzahl und die Geschwindigkeit
der eintreenden Partikel, was wiederum den Materialabtrag von der Wand verrin-
gert.
Anhand dieser Beispiele sieht man, da die Inter{Partikel{Kollisionen schon bei
moderaten Beladungen den Charakter einer Gas{Feststo{Str

omung entscheidend
pr

agen k

onnen. Es ist daher wichtig, diese Kollisionen bei der numerischen Simula-
tion solcher Str

omungen zu ber

ucksichtigen.
4.2 Allgemeine Denitionen und Begrie
Eine wichtige Gr

oe im Zusammenhang mit Partikel{Partikel{Kollisionen und de-
ren Modellierung ist die Anzahldichte der Partikel n
P
, d.h. die Anzahl der Parti-
kel, die sich in einem Einheitsvolumen des Gas{Feststo{Gemisches aufhalten. Wie
bereits im Abschnitt 3.1 erl

autert wurde, ist die Angabe einer solchen Gr

oe nur
dann sinnvoll, wenn sich in einem Kontrollvolumen, das wesentlich kleiner als die
charakteristische Abmessung des Str

omungsgebietes ist, hinreichend viele Partikel
aufhalten. Ist diese Voraussetzung erf

ullt, so betr

agt das mittlere Volumen 

P
, das
jedem Partikel zur Verf

ugung steht:


P
=
1
n
P
; (4.1)
und der mittlere Abstand zwischen den Partikeln 
P
l

at sich absch

atzen mit:

P
= n
 
1
3
P
: (4.2)
In dieser Arbeit sollen Str

omungen betrachtet werden, die eine mittlere bis hohe
Massenbeladung aufweisen, deren volumetrische Beladung aber dennoch klein ist.
Da diese Annahme plausibel ist, sieht man z.B. daran, da in einem Gemisch von
Kohlepartikeln und Luft mit einer relativ hohen Massenbeladung von  = 10 die
Volumenbeladung des Gemisches 
P
 5  10
 3
betr

agt. In solchen Str

omungen ist
der mittlere Abstand zwischen den Partikeln sehr viel gr

oer als der Partikeldurch-
messer:

P
 d
P
: (4.3)
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Dies hat zur Folge, da ein Partikel sich die meiste Zeit auerhalb des Einusses
anderer Partikel bewegt, d.h. da ein Sto mit einem anderen Partikel ein relativ
seltenes Ereignis ist. Des weiteren kann man davon ausgehen, da an der

uberwiegen-
den Mehrzahl der St

oe nur jeweils zwei Partikel beteiligt sind. Aus diesem Grund
sollen hier ausschlielich bin

are St

oe betrachtet werden.
Die mittlere Strecke, die ein Partikel zwischen zwei aufeinanderfolgenden Kollisio-
nen zur

ucklegt, wird als mittlere freie Wegl

ange 
P
bezeichnet. Die Zeit, die das
Partikel dazu ben

otigt, ist die mittlere Kollisionszeit 
C
. Diese Gr

oe wurde bereits
im Abschnitt 3.1 vorgestellt. Durch den Vergleich von 
C
mit der aerodynamischen
Relaxationszeit 
A
l

at sich entscheiden, ob die Partikelbewegung

uberwiegend von
den aerodynamischen Kr

aften des Fluides oder von den Inter{Partikel{Kollisionen
dominiert wird. Der Kehrwert der Kollisionszeit ist die mittlere Kollisionsrate oder
Kollisionsfrequenz 
C
, d.h. die mittlere Anzahl von Kollisionen, die ein Partikel pro
Zeiteinheit ausf

uhrt:

C
=
1

C
: (4.4)
Damit sind die wichtigsten Gr

oen deniert, die zur Beschreibung, Modellierung
und Berechnung von Partikel{Partikel{Kollisionen ben

otigt werden.
4.3 Berechnung der Kollision zweier Partikel
Die verschiedenen Modelle zur Simulation von Partikel{Partikel{Kollisionen unter-
scheiden sich in den Verfahren zur Detektion einer Kollision sowie zur Bestimmung
der daran beteiligten Kollisionspartner. Allen Modellen ist jedoch gemeinsam, da
die Geschwindigkeiten und Rotationsgeschwindigkeiten der beteiligten Partikel nach
dem Sto mit Hilfe der Impuls{ bzw. Drehimpulsgleichungen aus den entsprechen-
den Gr

oen vor dem Sto ermittelt werden. Bevor die Beschreibung der verschie-
denen Kollisionsmodelle erfolgt, soll daher im folgenden die Berechnung der trans-
latorischen und rotatorischen Geschwindigkeiten zweier Partikel nach einem Sto
beschrieben werden. Die dabei angegebenen Gleichungen sind aus [46] entnommen,
jedoch werden sie in allen Kollisionsmodellen gleichermaen verwendet.
Die Anwendung der Impuls{ und Drehimpulsgleichungen auf den Sto zwischen den
Partikeln i und j ergibt f

ur die Gr

oen nach dem Sto:
~v
(2)
Pi
= ~v
(1)
Pi
+
~
J
m
Pi
; (4.5)
~v
(2)
Pj
= ~v
(1)
Pj
 
~
J
m
Pj
; (4.6)
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Abbildung 4.1: R

aumliche Darstellung der Kollision zweier Partikel
~!
(2)
Pi
= ~!
(1)
Pi
+
1
I
Pi
d
Pi
2
(~n 
~
J) ; (4.7)
~!
(2)
Pj
= ~!
(1)
Pj
+
1
I
Pj
d
Pj
2
(~n 
~
J) : (4.8)
Hierin bezeichnen die Superskripte
(1)
und
(2)
die Gr

oen vor bzw. nach dem Sto,
I
P
ist das Tr

agheitsmoment des Partikels, und ~n ist der vom Partikel i zum Partikel
j gerichtete Normalenvektor, wie in der Abbildung 4.1 gezeigt. Der Vektor ~n steht
senkrecht auf der Ober

ache beider Partikel in deren Ber

uhrungspunkt und l

at sich
bestimmen aus:
~n =
~r
c
d
Pi
2
+
d
Pj
2
; (4.9)
wobei ~r
c
der Vektor vom Mittelpunkt des Partikels i zum Mittelpunkt des Par-
tikels j ist. Die Gr

oe
~
J ist der w

ahrend der Kollision auf das Partikel i aus-
ge

ubte \Kraftimpuls\. Da der Kollisionsvorgang eine endliche Zeitdauer hat, ist der
Kraftimpuls identisch mit dem Zeitintegral der Kraft
~
F
C
, die w

ahrend der Kollision
auf das Partikel i wirkt:
~
J 
t
(2)
Z
t
(1)
~
F
C
dt : (4.10)
Der Kraftimpuls l

at sich in Komponenten normal bzw. tangential zur Partikel-
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ober

ache zerlegen:
~
J = J
n
~n + J
t
~
t : (4.11)
Mit Hilfe der Relativgeschwindigkeit zwischen den Partikelmittelpunkten:
~v
rel;c
= ~v
(1)
Pj
  ~v
(1)
Pi
; (4.12)
und der relativen Gleitgeschwindigkeit im Ber

uhrungspunkt zwischen den Partikel-
ober

achen :
~v
fc
= ~v
rel;c
  (~v
rel;c
 ~n) ~n  
d
Pi
2
(~!
Pi
 ~n)  
d
Pj
2
(~!
Pj
 ~n) ; (4.13)
ergibt sich der tangential zur Partikelober

ache gerichtete Einheitsvektor
~
t zu:
~
t =
~v
fc
j~v
fc
j
: (4.14)
Damit sind alle Gr

oen deniert, die zur Berechnung der Komponenten des Kraftim-
pulses ben

otigt werden. Die Normalkomponente des Kraftimpulses ergibt sich aus:
J
n
=
(1 + e
p
) (~n  ~v
rel;c
)
1
m
Pi
+
1
m
Pj
; (4.15)
wobei e
p
die Stozahl f

ur den Partikel{Partikel{Sto ist. Wie beim Partikel{Wand{
Sto unterscheidet man auch hier zwischen Gleit{ und Haftsto. Die Gr

oe der
tangentialen Komponente des Kraftimpulses J
t
ist abh

angig von der Stoart:
1. Gleitsto f

ur
 2 j~v
rel;c
j
7 f
p

1
m
Pi
+
1
m
Pj

 J
n
< 0 :
J
t
=  f
p
J
n
; (4.16)
2. Haftsto f

ur J
n
<
 2 j~v
rel;c
j
7 f
p

1
m
Pi
+
1
m
Pj

:
J
t
=
2 j~v
rel;c
j
7
 
1
m
Pi
+
1
m
Pj
!
: (4.17)
Hierin ist f
p
der Gleitreibungsbeiwert f

ur den Partikel{Partikel{Sto.
Nachdem der Kraftimpuls
~
J auf diese Weise bestimmt worden ist, k

onnen mit Hilfe
der Gleichungen (4.5){(4.8) die Geschwindigkeiten und Rotationsgeschwindigkeiten
der beiden Partikel nach dem Sto berechnet werden.
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4.4 Modelle f

ur die Simulation der Kollisionen
In diesem Abschnitt sollen die unterschiedlichen Modelle zur Simulation von Parti-
kel{Partikel{Kollisionen vorgestellt werden, die in den vergangenen Jahren von ver-
schiedenen Autoren entwickelt wurden. Man kann dabei grunds

atzlich zwei Arten
von Modellen unterscheiden. Zum einen existieren Modelle, die auf der sukzessiven
Berechnung von Trajektorien beruhen. Diese Art der Modellierung wird im Ab-
schnitt 4.4.1 beschrieben. Die zweite M

oglichkeit der Modellierung von Kollisionen
basiert auf dem Verfahren der simultanen Partikelverfolgung. Diese Modelle werden
im Abschnitt 4.4.2 dargestellt.
4.4.1 Trajektorienbasierte Kollisionsmodelle
Wie im Abschnitt 3.3.2 dargestellt wurde, wird im Verfahren der sukzessiven Tra-
jektorienberechnung eine groe Anzahl von Partikeltrajektorien nacheinander be-
rechnet. Nach der Berechnung aller Trajektorien ergeben sich die Feldgr

oen der
dispersen Phase f

ur ein Kontrollvolumen aus der Mittelwertbildung

uber alle Tra-
jektorienabschnitte, die in diesem Kontrollvolumen enthalten sind. Dies bedeutet,
da zum Zeitpunkt der Berechnung einer einzelnen Trajektorie diese lokalen Feld-
gr

oen nicht bekannt sind. Andererseits ist leicht einzusehen, da zur Berechnung
von Kollisionen Informationen

uber die Umgebung des gerade betrachteten Partikels
vorliegen m

ussen. Auf dieser Grundlage wurde von Oesterle und Petitjean [34] ein
iteratives Verfahren entwickelt, das im folgenden Iterierte Trajektorienberechnung
(ITB) genannt werden soll.
Das ITB{Verfahren beruht auf einem iterativen Algorithmus, der in der Abbil-
dung 4.2 schematisch dargestellt ist. In einem ersten Iterationsschritt werden die
Trajektorien einer repr

asentativen Anzahl von Partikeln ohne Ber

ucksichtigung von
Inter{Partikel{Kollisionen berechnet. Aus der Berechnung aller Trajektorien ergibt
sich die Verteilung des Partikelmassenstroms innerhalb der Str

omungsgeometrie f

ur
eine station

are kollisionsfreie Gas{Partikel{Str

omung. Des weiteren ergeben sich f

ur
jede Gitterzelle des numerischen Gitters mittlere lokale Werte f

ur die Partikelge-
schwindigkeit ~v
P0
, die Rotationsgeschwindigkeit ~!
P0
, den Partikeldurchmesser d
P0
sowie die Anzahldichte n
P
der Partikel.
Dieser erste Iterationsschritt des ITB{Algorithmus ist identisch mit dem weitver-
breiteten Verfahren zur Lagrangeschen Simulation von station

aren, verd

unnten dis-
persen Mehrphasenstr

omungen, bei dem weder Partikel{Partikel{Kollisionen noch
die R

uckwirkung der Partikelbewegung auf die uide Phase ber

ucksichtigt werden.
Im n

achsten Iterationsschritt wird die Trajektorienberechnungmit Ber

ucksichtigung
der Kollisionen wiederholt. Dabei wird nach jedem Partikelschritt auf der Grundlage
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Berechnung der mittleren
lokalen Feldgrößen
Trajektorienberechnung
ohne Kollisionen
Berechnung der mittleren
lokalen Feldgrößen
Ende der Iterierten
Trajektorienberechnung
mit Kollisionen
nein
ja
Konvergenz ?
Trajektorienberechnung
Abbildung 4.2: Algorithmus der Iterierten Trajektorienberechnung (ITB)
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der in der vorherigen Iteration berechneten lokalen Feldgr

oen mit Hilfe eines sto-
chastischen Verfahrens ermittelt, ob eine Kollision stattndet. Sind auf diese Weise
alle Trajektorien neu berechnet worden, ergibt sich eine neue Verteilung der Partikel-
konzentration und der

ubrigen Feldgr

oen. Dieser Vorgang wird solange wiederholt,
bis ein konvergenter Zustand eintritt.
Wie bereits oben erw

ahnt, wird zur Detektion der Kollisionen ein stochastisches
Verfahren verwendet. Die Grundlage hierf

ur bildet die Analogie zwischen einer Gas{
Partikel{Str

omung und der Str

omung eines verd

unnten Gases. Die Frequenz der
Kollisionen, die ein Partikel mit dem Durchmesser d
P
und der Geschwindigkeit ~v
P
erf

ahrt, ergibt sich aus der kinetischen Gastheorie [34, 3] zu:

C
=

4
(d
P
+ d
P0
)
2
j~v
P
  ~v
P0
j n
P
; (4.18)
wobei d
P0
und ~v
P0
der mittlere Durchmesser bzw. die mittlere Geschwindigkeit der
umgebenden Partikel sind. Davon ausgehend wird von Oesterle und Petitjean [34]
die Wahrscheinlichkeit P
C
f

ur das Stattnden einer Kollision in einem Zeitintervall
t hergeleitet:
P
C
(t) = 1   e
 
C
t
: (4.19)
Die Gr

oe der Kollisionswahrscheinlichkeit in Abh

angigkeit vom Produkt 
C
t ist in
der Abbildung 4.3 graphisch dargestellt. Nach jedem Schritt eines Partikels entlang
seiner Trajektorie wird auf diese Weise die Wahrscheinlichkeit daf

ur berechnet, da
w

ahrend dieses Zeitschrittes eine Kollision stattgefunden hat. Um innerhalb des Si-
mulationsalgorithmus zu entscheiden, ob tats

achlich eine Kollision ausgef

uhrt wird,
wird eine gleichverteilte Zufallszahl  aus dem Intervall [0,1] generiert. Diese wird
mit der aktuellen Kollisionswahrscheinlichkeit verglichen. Falls P
C
  ist, ndet
eine Kollision statt, und falls P
C
<  ist, ndet keine Kollision statt.
Wird das Stattnden einer Kollision detektiert, so erfolgt diese zwischen dem ak-
tuell betrachteten Partikel und einem ktiven Kollisionspartner. Die physikalischen
Eigenschaften des ktiven Partikels, d.h. sein Durchmesser, seine Geschwindigkeit
und Rotationsgeschwindigkeit, sind identisch mit den in der vorherigen Iteration
bestimmten mittleren lokalen Gr

oen d
P0
, ~v
P0
und ~!
P0
. Zur Berechnung des Sto-
vorgangs wird die Bewegung des aktuellen Partikels relativ zum ktiven Partner
betrachtet. Die Konguration der beiden Partikel zum Stozeitpunkt, die in der
Abbildung 4.4 dargestellt ist, ergibt sich ebenfalls auf stochastische Weise. Dabei
wird der Abstand x
PC
des aktuellen Partikels von der y{Achse als gleichverteilte
Zufallsgr

oe aus dem Intervall [ 
1
2
(d
P
+ d
P0
) ;
1
2
(d
P
+ d
P0
)] bestimmt. Die Par-
tikelgeschwindigkeit und {rotationsgeschwindigkeit kann nun mit Hilfe der Impuls{
bzw. Drehimpulsgleichungen wie im Abschnitt 4.3 angegeben berechnet werden. Im
Verfahren der Iterierten Trajektorienberechnung werden die Gr

oen nach dem Sto
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Abbildung 4.3: Abh

angigkeit der Kollisionswahrscheinlichkeit von x = 
C
t
p
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y
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P
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x
Abbildung 4.4: Konguration beim Partikel{Partikel{Sto
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jedoch nur f

ur das aktuell betrachtete Partikel berechnet, w

ahrend die entsprechen-
den Gr

oen des ktiven Kollisionspartners unver

andert bleiben.
Ein

ahnliches iteratives Verfahren wurde von Sommerfeld [42] vorgeschlagen. Im Un-
terschied zum oben beschriebenen Verfahren von Oesterle und Petitjean [34] wer-
den hier die Eigenschaften des ktiven Partikels nicht aus den mittleren lokalen
Feldgr

oen bestimmt. Der Partikeldurchmesser und die Geschwindigkeit werden als
Zufallswerte aus der lokalen Verteilungsfunktion dieser G

oen bestimmt. Diese Ver-
teilungsfunktionen m

ussen in jeder Iteration f

ur alle Kontrollvolumen berechnet und
gespeichert werden, was eine Erh

ohung des Rechen- bzw. Speicheraufwandes der Si-
mulation zur Folge hat.
Des weiteren wird in [42] bei der Generierung der Geschwindigkeit des ktiven Par-
tikels ber

ucksichtigt, da die Geschwindigkeiten zweier kollidierender Partikel in
einem gewissen Mae korreliert sind. Die Ursache f

ur diese Korrelation ist, da die
Partikel sich zum Zeitpunkt der Kollision in demselben turbulenten Fluidwirbel
aufhalten. Die Gr

oe der Korrelation ist u.a. abh

angig von der aerodynamischen
Relaxationszeit 
A
.
Bisher sind erst wenige Anwendungen des ITB{Verfahrens bekannt. Oesterle und Pe-
titjean [34] verwendeten das Verfahren, um die Str

omung von Glaspartikeln und Luft
in einem horizontalen Rohr zu berechnen. Ihre Ergebnisse werden qualitativ durch
Messungen von Morikawa et al. [32] best

atigt. Ein quantitativer Vergleich mit diesen
Experimenten ist nicht m

oglich, da dort ein gr

oerer Partikel{ und Rohrdurchmesser
sowie eine niedrigere Gasgeschwindigkeit verwendet wurde. Huber [21] f

uhrte ver-
gleichende Simulationen und Experimente zu einer Gas{Partikel{Str

omung in einem
vertikalen Rohr hinter einem Kr

ummer durch. Dabei zeigten sich Unterschiede zwi-
schen der Simulation und den experimentellen Ergebnissen, die auf das Ausbilden
einer instation

aren Str

ane zur

uckgef

uhrt wurden, die in einer trajektorienbasierten
Berechnung nicht erfat werden kann.
Insgesamt l

at sich feststellen, da bisher keine systematischen Vergleiche dieses Be-
rechnungsverfahrens mit Experimenten bekannt sind. Des weiteren existieren bisher
keine Untersuchungen des Verfahrens hinsichtlich seines Konvergenzverhaltens oder
der zu verwendenden Konvergenzkriterien. F

ur solche Untersuchungen w

aren eine
Vielzahl von Simulationen notwendig und sie w

aren wegen der damit verbundenen
langen Rechenzeiten

auerst aufwendig.
Aus diesem Grund ist es ein Ziel dieser Arbeit, durch die Entwicklung paralleler
Algorithmen f

ur das ITB{Verfahren die Rechenzeiten signikant zu verk

urzen. Da-
durch soll die Voraussetzung daf

ur geschaen werden, das Verfahren ezient zu
untersuchen und weiterzuentwickeln.
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4.4.2 Kollisionsmodelle auf der Basis der simultanen Parti-
kelverfolgung
Deterministische Simulation (DS)
Das im folgenden beschriebene Rechenverfahren, das hier Deterministische Simu-
lation (DS) genannt werden soll, wurde von Tanaka und Tsuji [46] vorgeschlagen.
Es basiert auf der Methode der simultanen Partikelverfolgung. Im DS{Verfahren
repr

asentiert jedes simulierte Partikel genau ein physikalisches Partikel. Die Anzahl
der simulierten Partikel ist daher identisch mit der Anzahl der Partikel in der realen
Str

omung, d.h. N
sim
= N
real
. Die Bewegung aller Partikel, die sich zu einem be-
stimmten Zeitpunkt innerhalb der Str

omungsgeometrie aufhalten, wird gleichzeitig
berechnet. Die Berechnung der Partikelbewegung und die Berechnung der Kollisio-
nen erfolgt entkoppelt voneinander in zwei separaten Schritten. Das Prinzip des
Simulationsalgorithmus kann wie folgt zusammengefat werden:
1. Zun

achst wird die kollisionsfreie Bewegung aller Partikel in einem Zeitintervall
t berechnet, wie sie sich aufgrund der Bewegungsgleichungen (siehe Glei-
chungen (3.28) und (3.34)) ergibt. Die Gr

oe des Zeitschrittes t wird dabei
so gew

ahlt, da dieser klein gegen

uber der mittleren Kollisionszeit 
C
ist.
2. Anschlieendwird

uberpr

uft, ob w

ahrend dieses Zeitschrittes Kollisionen statt-
gefunden haben. Falls eine Kollision zwischen zwei Partikeln detektiert wird,
werden mit Hilfe der Impuls{ bzw. Drehimpulsgleichungen die Geschwindig-
keiten bzw. Rotationsgeschwindigkeiten der beiden Partikel nach dem Sto
berechnet (siehe Gleichungen (4.5){(4.8)).
Zur Detektion der Kollisionen, die w

ahrend des Zeitschrittes t stattgefunden ha-
ben, wird die relative Bewegung jeweils zweier Partikel in t betrachtet. Wie in der
Abbildung 4.5 dargestellt ist, seien die Partikel mit i und j bezeichnet, und es werde
die Bewegung des Partikels j relativ zum Partikel i betrachtet. Bezeichnet man des
weiteren den Abstandsvektor zwischen den Partikelmittelpunkten mit ~r, so betr

agt
der Abstand r
ij
zwischen den Partikelmittelpunkten zu einem beliebigen Zeitpunkt
w

ahrend des Schrittes t:
r
ij
= j~r
0
+ k (~r
t
  ~r
0
)j ; (4.20)
wobei k ein dimensionsloser Parameter mit 0  k  1 ist. Eine Kollision zwischen
den Partikeln ndet genau dann statt, wenn ihr Abstand gleich der Summe ihrer
Radien ist. Unter Ber

ucksichtigung der Gleichung (4.20) bedeutet dies, da die Glei-
chung:
j~r
0
+ k (~r
t
  ~r
0
)j =
d
Pi
2
+
d
Pj
2
; (4.21)
50
rr
r
t 0
j rel,c
v
0
c
∆ t
+t 0 t∆
i
Abbildung 4.5: Detektion einer Kollision zwischen zwei Partikeln
zwei reelle L

osungen k
1
und k
2
mit k
1
< k
2
und 0  k
1
< 1 besitzt. Ist diese
Bedingung erf

ullt, so ergibt sich der Abstandsvektor ~r
c
zum Zeitpunkt der Kollision
zu:
~r
c
= ~r
0
+ k
1
(~r
t
  ~r
0
) : (4.22)
Damit ist die relative Lage der beiden Partikel zueinander bestimmt. Des weiteren
wird angenommen, da die Translations- und Rotationsgeschwindigkeiten der Par-
tikel vor dem Sto identisch mit den entsprechenden Gr

oen zum Zeitpunkt t
0
+t,
d.h. nach Vollendung des kollisionsfreien Schrittes, sind.
Das Verfahren der Deterministischen Simulation hat den Vorteil, da die physika-
lischen Verh

altnisse in der realen Gas{Partikel{Str

omung sehr gut wiedergegeben
werden. Dies liegt zum einen daran, da die Anzahl der simulierten Partikel iden-
tisch mit der Anzahl der realen Partikel in dem betrachteten Str

omungsgebiet ist.
Zum anderen nden St

oe nur zwischen Partikeln statt, die sich bei ihrer Bewe-
gung tats

achlich ber

uhren, wobei die Konstellation zum Stozeitpunkt, d.h. der
Ber

uhrungspunkt, die Geschwindigkeiten und Rotationsgeschwindigkeiten beim Zu-
sammenprall exakt deterministisch bestimmt werden k

onnen.
Der Nachteil dieses Verfahrens besteht darin, da es aufgrund seiner

auerst hohen
Anforderungen an die Computerressourcen nur sehr beschr

ankt anwendbar ist. Be-
trachtet man z.B. ein einfaches Rohrleitungssegment mit einem Durchmesser von
D = 250 mm und einer L

ange von L = 1m, in dem sich ein Gemisch von Kohlepar-
tikeln mit einem Durchmesser von d
P
= 50 m und Luft bei einer Massenbeladung
von  = 1 aufh

alt, so benden sich in diesemGebiet ca. 3:610
8
Partikel. Nimmtman
an, da zum Speichern der wichtigsten Partikelgr

oen wie Koordinaten, Geschwin-
digkeiten, Rotationsgeschwindigkeiten, usw. ein Speicherplatzbedarf von etwa 100
Byte pro Partikel erforderlich ist, so h

atte eine Deterministische Simulation dieses
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Rohrsegmentes einen Gesamtspeicherbedarf von ca. 36 000 MB! Zus

atzlich dazu ist
die Speicherung der Daten f

ur die Fluidstr

omung erforderlich. Hieran sieht man,
da schon die Simulation einer Str

omung mit einer moderaten Massenbeladung in
einem relativ kleinen Str

omungsgebiet die Speicherkapazit

at der heute verf

ugbaren
Rechner

uberschreitet.

Ahnliches gilt f

ur den Rechenaufwand, der zur Detektion der Kollisionen erforder-
lich ist. Wie oben beschrieben, wird nach jedem Schritt, den die Partikel ausgef

uhrt
haben,

uberpr

uft, ob w

ahrend dieses Schrittes eine Ber

uhrung zwischen je zwei Par-
tikeln stattgefunden hat. Die Gesamtzahl N
Paar
der Partikelpaarungen, f

ur die nach
jedem Zeitschritt das Stattnden einer Kollision

uberpr

uft werden mu, kann durch
die folgende endliche arithmetische Reihe abgesch

atzt werden:
N
Paar
 (N
sim
  1) + (N
sim
  2) +    + 1 =
1
2
N
sim
(N
sim
  1) ; (4.23)
wobei N
sim
die Anzahl der simulierten Partikel ist. In der Praxis ist N
Paar
etwas
kleiner, da der Detektionsalgorithmus f

ur zwei Partikel beendet wird, wenn eine
Ber

uhrung festgestellt wird. Wie jedoch im Abschnitt 4.2 erl

autert wurde, kann an-
genommen werden, da w

ahrend eines Zeitschrittes nur relativ wenige St

oe statt-
nden, so da die Beziehung (4.23) einen guten Sch

atzwert darstellt. Dies bedeutet,
da nach jedem Zeitschritt die Gleichung (4.21) ca. N
Paar
{mal gel

ost werden mu,
wobei N
Paar
proportional zu N
2
sim
ist. Zur L

osung der Gleichung (4.21) m

ussen pro
Partikelpaar mindestens ca. 20 Gleitpunktoperationen ausgef

uhrt werden. Daraus
folgt f

ur das oben angegebene Beispiel, da nach jedem Zeitschritt zur Detektion
der Kollisionen ca. 2:6  10
18
Gleitpunktoperationen ausgef

uhrt werden m

uten. Der
schnellste heute verf

ugbare Rechner bietet eine Rechenleistung von ca. 1:3  10
12
Gleitpunktoperationen pro Sekunde [13]. Ein solcher Rechner ben

otigte daher al-
lein zur Detektion der innerhalb eines Zeitschrittes stattndenden Kollisionen eine
Rechenzeit von ca. 23 Tagen!
Es ist nur eine Arbeit bekannt, in der die Deterministische Simulation angewendet
wurde (Tanaka und Tsuji [46]). Hierin wurde die Str

omung in einem vertikalen
Rohr mit einem Durchmesser von 40 mm berechnet. Der Durchmesser der Partikel
betrug 406 m bzw. 1500 m. Wegen des geringen Rohrdurchmessers, des relativ
groen Partikeldurchmessers sowie der M

oglichkeit, am Ein{ und Ausstr

omrand des
Str

omungsgebietes periodische Randbedingungen zu verwenden, konnte die f

ur die
Simulation erforderliche Partikelanzahl auf N
sim
= 800 (f

ur d
P
= 406 m) bzw.
N
sim
= 200 (f

ur d
P
= 1500m) beschr

ankt werden. Die Ergebnisse der numerischen
Simulation zeigten eine gute

Ubereinstimmung mit entsprechenden experimentellen
Ergebnissen von Tanaka [45].
Aufgrund des

uberm

aig groen Rechen{ und Speicheraufwands ist das Verfahren
der Deterministischen Simulation f

ur die Berechnung praxisrelevanter Gas{Partikel{
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Abbildung 4.6: Kollision von zwei kugelf

ormigen Molek

ulen
Str

omungen nicht anwendbar. Es ist daher zur Zeit ausschlielich von theoretischem
Interesse.
Monte{Carlo{Simulation (MCS)
Um die Nachteile der Deterministischen Simulation zu vermeiden, aber dennoch die
Vorteile der simultanen Partikelverfolgung nutzen zu k

onnen, wurde von verschiede-
nen Autoren (z.B. Yonemura et al. [56], Tanaka et al. [47], Kitron et al. [24, 25]) ein
Verfahren angewandt, das im folgenden Monte{Carlo{Simulation (MCS) genannt
werden soll. Im Unterschied zur DS ist in diesem Verfahren die Anzahl der simulier-
ten Partikel nicht identisch mit der Anzahl der physikalischen Partikel, sondern es
wird lediglich eine repr

asentative Anzahl von Partikeln simuliert, d.h. N
sim
< N
real
.
Des weiteren erfolgt die Berechnung der Partikel{Partikel{Kollisionen nicht deter-
ministisch, sondern es wird ein stochastischer Algorithmus verwendet. Das Verfah-
ren der Monte{Carlo{Simulation beruht auf der Analogie zwischen der Partikel-
bewegung in einer Gas{Partikel{Str

omung und der Bewegung der Molek

ule in der
Str

omung eines verd

unnten Gases. F

ur die numerische Simulation einer verd

unnten
Gasstr

omung wurde von Bird [2, 3] die Direct{Simulation{Monte{Carlo{ (DSMC)
Methode entwickelt. Diese wurde von den verschiedenen Autoren auf die Simula-
tion kollisionsbehafteter Gas{Partikel{Str

omungen

ubertragen. Aus diesem Grund
soll zun

achst ein

Uberblick

uber die Grundprinzipien der DSMC Methode gegeben
werden.
53
cσΤ
t∆r
Abbildung 4.7: Eektives Volumen, das relativ zur umgebenden Molek

ulwolke
durchquert wird
Ein verd

unntes Gas ist dadurch charakterisiert, da der mittlere Abstand zwischen
den Gasmolek

ulen 
M
sehr viel gr

oer als deren mittlerer Durchmesser d
M
ist:

M
 d
M
: (4.24)
Die Molek

ule werden hierbei als kugelf

ormig angesehen. Zwar sind in einemmehrato-
migen Gas die intermolekularen Kr

afte von der Orientierung der Molek

ule abh

angig,
nimmt man jedoch an, da diese Orientierung zuf

allig ist und da die Anzahl der
Kollisionen sehr gro ist, so k

onnen die molekularen Kraftfelder und damit die Mo-
lek

ule selbst als kugelf

ormig betrachtet werden [3]. F

ur diesen Fall ergibt sich der in
der Abbildung 4.6 dargestellte Kollisionsquerschnitt zu:

T
=  d
2
M
: (4.25)
Betrachtet man die Bewegung eines einzelnen Molek

uls relativ zu der umgebenden
Molek

ulwolke in einem Zeitintervall t, das sehr viel kleiner als die mittlere Kolli-
sionszeit 
C
ist, so betr

agt das von diesem Molek

ul durchquerte eektive Volumen
(siehe Abbildung 4.7):


eff
= 
T
c
r
t : (4.26)
Hierbei ist c
r
die Relativgeschwindigkeit zwischen dem aktuellen und einem be-
nachbarten Molek

ul, und der

Uberstrich kennzeichnet eine

uber alle umgebenden
Molek

ule gemittelte Gr

oe. Die Anzahl der Molek

ule, die sich im Volumen 

eff
aufhalten, ergibt sich mit Hilfe der lokalen Anzahldichte n
M
zu:
N


= n
M

T
c
r
t ; (4.27)
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woraus f

ur die Anzahl der Kollisionen pro Zeit{ und Volumeneinheit, d.h. die Kol-
lisionsfrequenz, folgt:

C
= n
M

T
c
r
: (4.28)
Die Simulation einer verd

unnten Gasstr

omung mit der DSMC{Methode beruht nun
auf den folgenden Grundprinzipien:
 Simulation einer reduzierten Anzahl von Molek

ulen, wobei jedes simulierte
Molek

ul eine groe Anzahl F
N
von realen Molek

ulen repr

asentiert:
F
N
=
N
real
N
sim
: (4.29)
Die physikalischen und chemischen Eigenschaften der simulierten Molek

ule
sind dabei identisch mit denen der realen Molek

ule.
 Entkopplung der Molek

ulbewegung und der intermolekularen Kollisionen. Al-
le Molek

ule werden innerhalb eines Zeitschrittes t kollisionsfrei bewegt, wo-
bei t  
C
ist. Falls w

ahrend dieses Schrittes Wechselwirkungen mit den
Str

omungsberandungen auftreten, z.B. ein Sto gegen eine Wand, so werden
diese Wechselwirkungen berechnet.
 Ausf

uhrung einer repr

asentativen Anzahl von Kollisionen nach dem Zeitschritt
t. Diese Anzahl ist im wesentlichen abh

angig von der Kollisionsfrequenz und
der Gr

oe von t.
 Einteilung des Str

omungsgebietes in Zellen. Die Gr

oe dieser Zellen mu so
gew

ahlt werden, da die

Anderung der makroskopischen Str

omungsgr

oen in
einer Zelle sehr klein ist. Kollisionen nden nur zwischen Molek

ulen statt, die
sich in derselben Zelle benden, wobei jedoch der Aufenthaltsort der einzelnen
Molek

ule innerhalb der Zelle dabei nicht ber

ucksichtigt wird.
Die Ausf

uhrung der Kollisionen erfolgt mit Hilfe eines stochastischen Verfahrens.
Betrachtet man zwei simulierteMolek

ule, die sich in einer Zelle benden und sich mit
der Relativgeschwindigkeit c
r
zueinander bewegen, so betr

agt die Wahrscheinlichkeit
f

ur das Stattnden einer Kollision zwischen den beiden Molek

ulen w

ahrend des
Zeitintervalls t:
P
C
=
F
N

T
c
r
t


Z
; (4.30)
wobei 

Z
das Volumen der aktuellen Zelle ist. Eine M

oglichkeit zur Berechnung
der Kollisionen besteht nun darin, f

ur alle Partikelpaarungen innerhalb einer Zelle
die Kollisionswahrscheinlichkeit nach Gleichung (4.30) zu bestimmen und auf die-
ser Grundlage zu entscheiden, ob zwischen den beiden Partikeln tats

achlich eine
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Kollision stattndet. Der Rechenaufwand, den diese Vorgehensweise erfordert, ist
jedoch proportional zum Quadrat der Anzahl der Partikel N
Z
in der Zelle. Um die-
sen Rechenaufwand zu verkleinern, wurden verschiedene Verfahren entwickelt, deren
Rechenzeitbedarf direkt proportional zu N
Z
ist.
In der von Bird [2] entwickelten Time{Counter (TC) Methode wird zun

achst zuf

allig
ein Molek

ulpaar ausgew

ahlt. Die Kollisionswahrscheinlichkeit P
C
f

ur dieses Mo-
lek

ulpaar wird nach Gleichung (4.30) berechnet. Danach wird eine gleichverteilte
Zufallszahl  aus dem Intervall [0,1] generiert. Falls P
C
  ist, ndet eine Kollisi-
on zwischen diesen beiden Molek

ulen statt. In diesem Fall wird ein Zeitparameter
T
C
um einen bestimmten Betrag t
C
inkrementiert. Dieser Vorgang wird solange
wiederholt, bis T
C
 t ist.
Die Gr

oe des Zeitinkrements t
C
kann z.B. mit Hilfe der Kollisionfrequenz be-
stimmt werden [26]. Unter der Annahme, da das Zeitintervall zwischen zwei auf-
einanderfolgenden Kollisionen t
C
einer Wahrscheinlichkeitsverteilung unterliegt:
P (t
C
) = 
C
e
 
C
t
C
; (4.31)
kann dieses Zeitintervall als stochatische Gr

oe bestimmt werden aus:
t
C
=  
ln ( )

C
; (4.32)
wobei  wiederum eine gleichverteilte Zufallszahl mit  2 [0; 1] ist. Neben der Tat-
sache, da der Rechenaufwand direkt proportional zu N
Z
ist, besteht ein weiterer
Vorteil der TC{Methode darin, da automatisch die korrekte Kollisionsfrequenz er-
zielt wird [3].
Ein weiteres Verfahren zur Detektion von Kollisionen besteht in der modizierten
Nanbu{Methode [22]. Hierbei werden die einzelnen simulierten Molek

ule in einer
Zelle mit einer fortlaufenden Nummer k = 1; :::; N
Z
gekennzeichnet. F

ur jedes Mo-
lek

ul wird nun mit Hilfe einer gleichverteilten Zufallszahl  2 [0; 1] ein potentieller
Kollisionspartner k in folgender Weise ausgew

ahlt:
k = [[ N
Z
]] + 1 ; (4.33)
wobei [[ N
Z
]] der ganzzahlige Anteil des Produkts  N
Z
ist. F

ur die so ausgew

ahlte
Molek

ulpaarung wird mit Hilfe der Gleichung (4.30) die Kollisionswahrscheinlichkeit
P
C
berechnet. Um zu entscheiden, ob tats

achlich eine Kollision stattndet, wird die
folgende Bedingung ausgewertet:
P
C
 
k
N
Z
>  : (4.34)
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Falls diese Bedingung erf

ullt ist, ndet eine Kollision zwischen dem aktuell betrach-
teten Molek

ul und dem ausgew

ahlten Kollisionspartner statt. Eine Vorraussetzung
f

ur die Anwendbarkeit dieses Verfahrens besteht darin, da f

ur alle m

oglichen Par-
tikelpaarungen innerhalb einer Zelle gelten mu:
P
C
<
1
N
Z
: (4.35)
Diese Voraussetzung kann durch die Wahl eines ausreichend kleinen Zeitschrittes t
erf

ullt werden. Der Rechenzeitbedarf des modizierten Nanbu{Verfahrens ist eben-
falls direkt proportional zu N
Z
. Gegen

uber der TC{Methode hat dieses Verfahren
den Vorteil, da zur Detektion eines Stoes nur eine Zufallszahl generiert werden
mu.
Wie bereits zu Beginn dieses Unterabschnittes erw

ahnt, wurde die Monte{Carlo{
Simulation von verschiedenen Autoren f

ur die Berechnung kollisionsbehafteter Gas{
Partikel{Str

omungen verwendet. Yonemura et al. [56] untersuchten numerisch eine
vertikale Kanalstr

omung f

ur Massenbeladungen von  = 2  4. In diesen Simulatio-
nen entwickelte sich durch die wechselseitige Beeinussung der beiden Phasen und
die Bildung von Partikel{Clustern ein instation

arer und instabiler Str

omungszu-
stand. Die dabei entstehenden Str

omungsstrukturen haben ein

ahnliches Aussehen
wie experimentell beobachtete Strukturen. Ein quantitativer Vergleich der Rechnun-
gen mit experimentellen Daten wurde jedoch in [56] nicht durchgef

uhrt.
Kitron et al. [24] untersuchten mit Hilfe der DSMC{Methode die Wanderosion und
die W

arme

ubertragung zwischen Partikeln und einer Wand f

ur eine kollsionsbehaf-
tete Gas{Partikel{Str

omung. Die numerischen Ergebnisse wurden mit experimentel-
len Ergebnissen verglichen, wobei sich jedoch nur eine qualitative

Ubereinstimmung
ergab.

Ahnlich wie beim ITB{Verfahren sind auch f

ur das MCS{Verfahren bisher keine Ar-
beiten bekannt, in denen die Ergebnisse der numerischen Simulation systematisch
mit experimentell ermittelten Daten verglichen wurden. Bisher konnte lediglich ge-
zeigt werden, da das Verfahren in der Lage ist, die relevanten physikalischen Eekte
qualitativ zu reproduzieren. Es konnten jedoch noch keine quantitativen Aussagen

uber die Leistungsf

ahigkeit dieser Simulationsmethode gemacht werden. Insbeson-
dere sind die m

oglichen Anwendungsbereiche des Verfahrens, z.B. hinsichtlich der
Partikelbeladung und {anzahldichte, zur Zeit nicht klar. Es ist ebenfalls nicht be-
kannt, ob f

ur das MCS{Verfahren

ahnliche Einschr

ankungen existieren wie f

ur die
DSMC{Methode, die nur auf verd

unnte Gase und bei Vorliegen eines molekularen
Chaos anwendbar ist [3].
Ein wesentlicher Grund f

ur das Fehlen solcher systematischen Untersuchungen ist
wiederum der groe Rechenaufwand, der mit solchen Untersuchungen verbunden
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ist. In den bisher bekannten Arbeiten wurden nur relativ kleine Partikelzahlen bzw.
relativ kleine und einfache Str

omungsgeometrien verwendet, um den Rechenaufwand
zu begrenzen.
Mit Hilfe der im Rahmen dieser Arbeit entwickelten parallelen Algorithmen f

ur die
Monte{Carlo{Simulation soll die Voraussetzung daf

ur geschaen werden, das MCS{
Verfahren ezient zu untersuchen und weiterzuentwickeln. Durch die Verk

urzung
der Rechenzeiten, die durch den Einsatz massiv paralleler Rechner erreicht werden
kann, wird auerdem die Simulation gr

oerer Partikelzahlen und die Untersuchung
von Str

omungen in komplexeren Geometrien erm

oglicht.
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Kapitel 5
Algorithmen f

ur die parallele
Simulation
In diesem Kapitel sollen die Algorithmen erl

autert werden, die die Simulation dis-
perser Mehrphasenstr

omungen auf massiv parallelen Rechensystemen erm

oglichen.
Dazu wird zun

achst im Abschnitt 5.1 ein kurzer

Uberblick

uber die Eigenschaf-
ten und das Leistungsverm

ogen von Parallelrechnern gegeben, und es werden einige
wichtige Begrie erkl

art. Zwei wichtige Gr

oen zur Beurteilung der Leistungsf

ahig-
keit eines parallelen Algorithmus, die Ezienz und der Speedup, werden im Ab-
schnitt 5.2 vorgestellt. Anschlieend wird im Abschnitt 5.3 das hier verwendete Ver-
fahren zur parallelen Berechnung der Fluidstr

omung beschrieben. Im Abschnitt 5.4
werden schlielich die Methoden f

ur die parallele Simulation der kollisionsbehafteten
Partikelbewegung vorgestellt, die im Rahmen dieser Arbeit neu entwickelt wurden.
5.1 Motivation und Allgemeines
Betrachtet man die Entwicklung der Rechentechnik in den vergangenen Jahrzehn-
ten, so wurden bis etwa zur Mitte der siebziger Jahre Steigerungen der Rechenlei-
stung vor allem durch die Verkleinerung von Schalt{ und Taktzeiten der Computer
erzielt (siehe Abbildung 5.1) [20]. Nach diesem Zeitpunkt ist jedoch eine deutli-
che Verlangsamung bzw. eine Stagnation dieser Entwicklung zu erkennen. Dies ist
dadurch begr

undet, da man zunehmend an physikalische Grenzen stie, die z.B.
durch die Lichtgeschwindigkeit oder die Gr

oe von Molek

ulen gegeben sind. Be-
trachtet man im Vergleich dazu die in der Abbildung 5.2 dargestellte Entwicklung
der Rechengeschwindigkeit [20], so l

at diese keine derartige Stagnation erkennen.
Die nach Mitte der siebziger Jahre erzielten Steigerungen der Rechenleistung sind
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Abbildung 5.1: Entwicklung der Taktzeiten
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Abbildung 5.2: Entwicklung der Rechengeschwindigkeit (Zeit f

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Abbildung 5.3: Arbeitsweise eines skalaren Rechners
fast ausschlielich auf die Einf

uhrung verschiedener Arten paralleler Datenverarbei-
tung zur

uckzuf

uhren. So k

onnen z.B. unterschiedliche Funktionen eines Rechners
durch separate Einheiten gleichzeitig wahrgenommen werden. In fast allen Rech-
nern existieren gesonderte Eingabe{/Ausgabe{ (E/A) Einheiten, die simultan zur
eigentlichen Datenverarbeitung in der zentralen Recheneinheit (Central Processing
Unit { CPU) arbeiten und die E/A{Aufgaben ausf

uhren. Ein Beispiel f

ur Paralle-
lit

at auf der Ebene der Bitverarbeitung sind parallel arbeitende Schaltelemente, die
bei arithmetischen Operationen die gleichzeitige Verkn

upfung ganzer Bitreihen der
Operanden erm

oglichen.
Die wichtigsten Arten der Parallelverarbeitung sind jedoch die in Vektorrechnern
realisierte Flieband{ oder auch Pipeline{Verarbeitung sowie die Vervielfachung der
CPUs, die in Multiprozessorsystemen angewendet wird. In herk

ommlichen skalaren
Rechnern werden die zu verarbeitenden Daten vom Speicher zur CPU transportiert,
wo sie eine bestimmte Anzahl von Verarbeitungsschritten durchlaufen, bis letztlich
ein Ergebnis vorliegt. Dieses Arbeitsprinzip ist schematisch in der Abbildung 5.3
dargestellt. In diesemBeispiel wird ein Datenpaar (X;Y ) mit drei Operationen in der
CPU verarbeitet und das Ergebnis Z erzeugt. Jede Operation ndet w

ahrend eines
Taktzyklus statt, so da nach jeweils drei Taktzyklen ein neues Ergebnis vorliegt.
Das Prinzip der Pipeline{Verarbeitung beruht darauf, da f

ur Daten, die eine gleich-
artige Verarbeitung durchlaufen, unterschiedliche Operationen gleichzeitig ausge-
f

uhrt werden. In dem in Abbildung 5.4 gezeigten Beispiel wird, nachdem die Pipeline
gef

ullt ist, auf diese Weise in jedem Taktzyklus ein Ergebnis berechnet. Vektorrech-
ner sind vor allem f

ur solche Rechenaufgaben besonders gut geeignet, bei denen
eine groe Anzahl von Daten gleichartig verarbeitet wird. Dies gilt z.B. f

ur die Mul-
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Abbildung 5.4: Arbeitsweise eines Vektorrechners
tiplikation groer Matrizen, die in vielen natur{ und ingenieurwissenschaftlichen
Anwendungen eine wichtige Rolle spielt.
Multiprozessor{Rechner bestehen aus einer Anzahl von CPUs, die gleichzeitig und
voneinander unabh

angig die Datenverarbeitung ausf

uhren. Dabei kann die Verarbei-
tung der Daten in den einzelnen Prozessoren sowohl gleich{ als auch verschiedenartig
erfolgen. Die Arbeitsweise eines Multiprozessorsystems ist in der Abbildung 5.5 sche-
matisch dargestellt. Hierin werden wiederum zur Berechnung eines Ergebnisses Z
drei mathematische Operationen ausgef

uhrt. Diese Berechnung wird in den n Pro-
zessoren des Rechners gleichzeitig mit verschiedenen Eingabedaten durchgef

uhrt, so
da nach jeweils drei Taktzyklen n Ergebnisse produziert werden.
Obwohl, wie oben dargestellt, auf dem Gebiet der Rechentechnik verschiedene Ar-
ten der Parallelit

at realisiert wurden, hat sich die Bezeichnung \Parallelrechner\ als
Oberbegri f

ur die Klasse der Multiprozessorsysteme durchgesetzt. Parallelrechner
lassen sich hinsichtlich ihrer Architektur unterscheiden in Systememit gemeinsamem
Speicher (Shared{Memory) sowie Systeme mit verteiltem Speicher (Distributed{
Memory). In einem Shared{Memory{Rechner besitzen die Prozessoren einen ge-
meinsamen Hauptspeicher (siehe Abbildung 5.6). Alle Prozessoren k

onnen Daten in
diesen Speicher schreiben bzw. aus dem Speicher lesen. Dadurch ist ein Austausch
von Informationen zwischen den Prozessoren auf relativ einfache Weise m

oglich.
In einem Distributed{Memory{Rechner hingegen besitzt jeder Prozessor einen ei-
genen Speicher, auf den die

ubrigen Prozessoren nicht zugreifen k

onnen (siehe Ab-
bildung 5.7). Die einzelnen CPU/Speicher{Einheiten sind untereinander durch ein
Netzwerk verbunden. Der Austausch von Informationen zwischen diesen Einheiten
erfolgt durch das sogenannte Message{Passing, d.h. das explizite Versenden bzw.
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Empfangen von Datenpaketen

uber das Netzwerk.
Unter den 500 leistungsf

ahigsten Rechnern, die zur Zeit weltweit installiert sind,
benden sich ausschlielich Multiprozessor{Rechner [13]. Aus technischen Gr

unden
ist die Anzahl von Prozessoren in einem Shared{Memory{Rechner begrenzt. Die
derzeit leistungsf

ahigsten Computer sind daher massiv parallele Systeme mit ver-
teiltem Speicher. Die Anzahl der Prozessoren pro Rechner betr

agt dabei bis zu
einigen tausend, und die maximale Rechenleistung liegt in der Gr

oenordnung von
10
12
Gleitpunktoperationen pro Sekunde [13].
Betrachtet man das Gebiet der numerischen Str

omungssimulation, so z

ahlt die La-
grangesche Simulation kollisionsbehafteter Gas{Partikel{Str

omungen zu den An-
wendungen, die die h

ochsten Anforderungen an die Computerressourcen stellen. Es
ist das Ziel dieser Arbeit, das groe Leistungspotential der massiv parallelen Rech-
ner f

ur die numerische Berechnung solcher Str

omungen zu nutzen. Zu diesem Zweck
m

ussen die verwendeten Simulationsalgorithmen die besondere Architektur der Pa-
rallelrechner ber

ucksichtigen. Die in den folgenden Kapiteln vorgestellten Algorith-
men verwenden f

ur den Informationsaustausch zwischen den Prozessoren ein expli-
zites Message{Passing, da dies f

ur massiv parallele Rechner mit verteiltem Speicher
die einzig m

ogliche Kommunikationsart ist. Es sei jedoch darauf hingewiesen, da
die Anwendung dieser Algorithmen nicht an eine spezielle Rechnerarchitektur ge-
bunden ist. F

ur die Implementierung der parallelen Algorithmen wurden standardi-
sierte Message{Passing{Bibliotheken (MPI, PVM) verwendet, so da sie unabh

angig
vom speziellen Aufbau der einzelnen Rechner (z.B. hinsichtlich Speicherorganisati-
on, Kommunikationsnetzwerk usw.) allgemein eingesetzt werden k

onnen, also auch
auf Shared{Memory{Systemen.
5.2 Parameter zur Bewertung paralleler Algorith-
men
Es existieren zwei wichtige Parameter, mit deren Hilfe sich die Leistungsf

ahigkeit
eines parallelen Algorithmus beschreiben l

at. Der Speedup Sp ist das Verh

altnis
der Zeit T
1
, die zur seriellen Berechnung eines Problems ben

otigt wird, zur Zeit T
N
,
die N Prozessoren zur L

osung dieses Problems ben

otigen:
Sp (N) =
T
1
T
N
: (5.1)
Falls sich das zu berechnende Problem ideal skalieren l

at und der parallele Algo-
rithmus ideal arbeitet, ist die Gr

oe des Speedups gleich der Anzahl der Prozessoren.
Dieser Fall ist im linken Teil der Abbildung 5.8 graphisch dargestellt.
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Die EzienzE einer parallelen Berechnung ist deniert als das Verh

altnis des Speed-
ups zur Anzahl der f

ur die Berechnung eingesetzten Prozessoren:
E(N) =
Sp(N)
N
=
T
1
N  T
N
: (5.2)
Im Idealfall ist also die Ezienz gleich 1, wie im rechten Teil der Abbildung 5.8
gezeigt.
5.3 Parallele Berechnung der Gasstr

omung
Die Parallelisierung der Berechnung der Fluidstr

omung basiert auf der Methode
der Gebietszerlegung (Domain Decomposition). Hierbei wird das Str

omungsgebiet
in kleinere Teilgebiete (Partitionen) aufgeteilt. Die Fluidstr

omung in den einzelnen
Teilgebieten wird von separaten Prozessoren des Parallelrechners gleichzeitig be-
rechnet. Die Partitionierung des numerischen Gitternetzes ist in der Abbildung 5.9
dargestellt. F

ur die Berechnung der Str

omungsgr

oen in den Gitterzellen, die un-
mittelbar an der Grenze zwischen den neu entstandenen Partitionen liegen, ist es
erforderlich, da die Partitionen sich

uberlappen. Die Str

omungsgr

oen f

ur ein belie-
biges Kontrollvolumen ergeben sich, wie im Kapitel 2 dargestellt, aus den Kr

aften,
die auf dieses Volumen einwirken und den Fl

ussen durch die Ober

ache des Vo-
lumens. Betrachtet man eine Gitterzelle im Inneren eines numerischen Gitters, so
ergeben sich diese Kr

afte und Fl

usse aus den Str

omungsgr

oen in den umliegenden
Gitterzellen (siehe Abbildung 5.10, links). Falls eine Seiten

ache der Zelle zu einem
physikalischen Rand (Ein{/Ausstr

omrand, feste Wand, ...) des Str

omungsgebietes
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physikalischer Rand
Ausgangsgitter partitioniertes Gitter
Partitionsrand
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Abbildung 5.9: Prinzip der Gitterpartitionierung
geh

ort, so werden die Kr

afte auf bzw. die Fl

usse durch diese Fl

ache durch die ent-
sprechende physikalische Randbedingung bestimmt (siehe Abbildung 5.10, rechts).
F

ur die Gitterzellen an den Partitionsr

andern existiert jedoch keine explizite Rand-
bedingung, da sich diese Zellen im Inneren des Str

omungsgebietes benden. Deshalb
wird die Gitteraufteilung so durchgef

uhrt, da sich die entstehenden Teilgitter in der
in den Abbildungen 5.9 bzw. 5.11 gezeigten Weise

uberlappen. Unter der Annahme,
da die Str

omungsgr

oen in der randn

achsten Gitterzelle bekannt sind, k

onnen die
Fluidvariablen f

ur die n

achste, weiter innen gelegene Zelle auf die oben beschriebene
Weise berechnet werden. Nachdem die Fluidgr

oen f

ur alle Zellen im Inneren und an
den physikalischen R

andern bestimmt worden sind, wird an den Partitionsgrenzen
ein Datenaustausch durchgef

uhrt. Aufgrund der

Uberlappung entspricht jeweils die
{ von auen gesehen { zweite Gitterzelle einer Partition der ersten Gitterzelle der
Nachbarpartition (siehe Abbildung 5.11). Die unbekannten Werte f

ur die Str

omungs-
gr

oen der Randzelle k

onnen daher von der Nachbarpartition

ubertragen werden,
wo sie zuvor explizit berechnet wurden.
F

ur den Austausch der Randdaten zwischen den Prozessoren, die die verschiedenen
Teilgebiete bearbeiten, wird eine gewisse Zeit ben

otigt, w

ahrend der die Prozessoren
die Str

omungsberechnung unterbrechen m

ussen. Dies bedeutet einen zus

atzlichen
Zeitaufwand, der zu der eigentlichen Rechenzeit, d.h. der Zeit f

ur die Ausf

uhrung
mathematischer Operationen, hinzukommt. Um diesen Zusatzaufwand zu minimie-
67
Abbildung 5.10: Gitterzellen im Inneren einer Partition (links) und an physikalischen
R

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Abbildung 5.11: Gitterzellen an Partitionsr

andern
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ren, mu die Menge der zwischen den Partitionen auszutauschenden Daten m

oglichst
klein sein. Die Gitteraufteilung sollte daher so durchgef

uhrt werden, da die Anzahl
der Gitterzellen an den Partitionsr

andern m

oglichst klein ist.
Bei dem hier verwendeten Rechenverfahren f

ur die uide Phase wird zur Berechnung
der Str

omungsgr

oen f

ur jede Zelle des numerischenGitters derselbe Rechenaufwand
ben

otigt. Aus diesem Grund ist der Rechenaufwand, der in einer Gitterpartition
anf

allt, proportional zur Anzahl der Gitterzellen in dieser Partition. Hieraus ergibt
sich eine weitere Bedingung f

ur eine optimale Gitterpartitionierung: Die resultieren-
den Teilgitter sollten m

oglichst gleich gro sein, d.h. die gleiche Anzahl Gitterzellen
besitzen. Andernfalls kommt es zu einer ungleichm

aigen Verteilung der Rechenlast
unter den Prozessoren des Parallelrechners. Dies f

uhrt dazu, da f

ur Prozessoren mit
geringerer Rechenlast Leerlaufzeiten entstehen, w

ahrend sie auf den Datenaustausch
mit Prozessoren mit h

oherer Rechenlast warten.
5.4 Parallele Berechnung der kollisionsbehafteten
Partikelbewegung
In diesem Abschnitt sollen die im Rahmen dieser Arbeit neu entwickelten parallelen
Algorithmen f

ur die Simulation der kollisionsbehafteten Partikelbewegung vorge-
stellt werden. Zun

achst wird im Unterabschnitt 5.4.1 eine kurze Zusammenfassung
der bisherigen Arbeiten auf diesem Gebiet gegeben. In den Unterabschnitten 5.4.2
und 5.4.3 erfolgt die eigentliche Beschreibung der neuen Algorithmen. Dabei han-
delt es sich zum einen um Algorithmen f

ur trajektorienbasierte Rechenverfahren
und zum anderen um Algorithmen f

ur die Berechnung mit Hilfe der simultanen
Partikelverfolgung.
Es sei an dieser Stelle bereits darauf hingewiesen, da bei der Beschreibung der Al-
gorithmen zwischen den Begrien \Prozessor\ und \Proze\ unterschieden wird. Bei
einem \Prozessor\ handelt es sich um eine CPU, d.h. eine Hardware{Komponente
eines Rechners. Dagegen ist ein \Proze\ eine Software{Komponente, die auf ei-
nem Prozessor ausgef

uhrt wird. Viele Rechner bieten die M

oglichkeit, gleichzeitig
mehrere Prozesse auf einem Prozessor auszuf

uhren.
5.4.1 Stand der Forschung
Auf dem Gebiet der parallelen Berechnung disperser Mehrphasenstr

omungen mit
Hilfe des Lagrange{Verfahrens sind bislang erst wenige Arbeiten bekannt. Tysinger
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und Missaghi [52] verwendeten ein paralleles Verfahren zur Simulation einer Gas{
Tropfen{Str

omung im Brennraum von Verbrennungskraftmaschinen. Zur Berech-
nung der Gasstr

omung wurde dabei ein Gebietszerlegungsverfahren verwendet. Die
Berechnung der Tropfenbewegung erfolgte mit Hilfe der Trajektorienmethode und
unter Anwendung eines Shared{Memory{Ansatzes. Dazu wurde zun

achst das Gas-
geschwindigkeitsfeld berechnet und dieses in dem gemeinsamen Speicher abgelegt.
Anschlieend berechnete jeder Prozessor einen bestimmten Anteil der Trajektorien
jeweils von ihrem Start{ bis zu ihrem Endpunkt im Str

omungsgebiet. Ein Vorteil
dieses Verfahrens ist, da durch eine gleichm

aige Aufteilung der Anzahl der zu
berechnenden Trajektorien unter den Prozessoren relativ einfach eine gleichm

aige
Verteilung der Rechenlast erzielt werden kann. Von Nachteil ist jedoch, da das Ver-
fahren nur auf Computern mit einer Shared{Memory{Architektur eingesetzt werden
kann.
Tsuji [51] berechnete mit Hilfe der simultanen Partikelverfolgung den Einu von
Partikel{Partikel{Kollisionen in einer zwei{dimensionalen Kanalstr

omung. Aus per-
s

onlichen Mitteilungen von Tsuji ist bekannt, da f

ur diese Simulationen ein Work-
station{Cluster mit einer geringen Anzahl von Workstations verwendet wurde.

Uber
Details des dabei eingesetzten parallelen Verfahrens liegen keine n

aheren Informa-
tionen vor.
In den vergangenen Jahren wurden von Frank [16] bzw. Frank und Wassen [17, 18]
parallele Algorithmen f

ur die trajektorienbasierte Simulation entwickelt, die f

ur den
Einsatz auf massiv parallelen Rechnern geeignet sind. Diese Verfahren waren jedoch
bisher auf die Simulation verd

unnter, d.h. kollisionsfreier Gas{Partikel{Str

omungen
beschr

ankt..
Insgesamt l

at sich sagen, da bisher keine Arbeiten bekannt sind, in denen die nu-
merische Simulation kollisionsbehafteter disperser Mehrphasenstr

omungen auf mas-
siv parallelen Hochleistungsrechnern durchgef

uhrt wurde.
5.4.2 Neue parallele Algorithmen f

ur die trajektorienbasier-
te Simulation
Zur parallelen Berechnung von Partikeltrajektorien in verd

unnten Gas{Feststo{
Str

omungen wurden, wie schon oben erw

ahnt, in den letzten Jahren von Frank [16]
bzw. Frank undWassen [17, 18] zwei verschiedeneVerfahren entwickelt, das Domain{
Decomposition{Verfahren und das Distributed{Shared{Memory{Verfahren. ImRah-
men dieser Arbeit wurden diese beiden Verfahren im Hinblick auf die Einbeziehung
der Partikel{Partikel{Kollisionen weiterentwickelt.
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Abbildung 5.12: Prinzip des Domain{Decomposition{Verfahrens
Das Domain{Decomposition{ (DD) Verfahren
Das Prinzip des Domain{Decomposition{Verfahrens beruht auf dem gleichnami-
gen Verfahren, das im Abschnitt 5.3 zur parallelen Berechnung der Fluidstr

omung
beschrieben wurde. Das Str

omungsgebiet wird in Teilgebiete aufgeteilt, wobei die-
selbe Partitionierung verwendet wird, die zuvor auch f

ur die Str

omungsberechnung
verwendet wurde. Jedes Teilgebiet wird einem separaten Proze zugeordnet. Dieser
Proze speichert lokal und statisch, d.h. w

ahrend der gesamten Rechnung, s

amtliche
zu diesem Teilgebiet geh

orenden Daten der Gittergeometrie und der Str

omungsva-
riablen. Wie in der Abbildung 5.12 dargestellt ist, existieren im DD{Verfahren zwei
Arten von Prozessen: Ein Host{Proze und N Node{Prozesse. Die Anzahl N der
Node{Prozesse ist dabei gleich der Anzahl der Gitterpartitionen. Die Node{Prozesse

ubernehmen die Speicherung der Gitter{ und Fluiddaten. Des weiteren f

uhren die
Node{Prozesse die Berechnung der Partikeltrajektorien durch. Alle Trajektorienseg-
mente, die einen bestimmten Gitterblock durchqueren, werden von dem Proze be-
rechnet, dem dieser Block zugeordnet ist. Der Host{Proze f

uhrt alle E/A{Vorg

ange
durch und koordiniert die Trajektorienberechnung der Node{Prozesse.
Die Aufgaben der verschiedenen Prozesse seien im folgenden anhand des in der
Abbildung 5.13 dargestellten Beispiels erl

autert. Hierbei handelt es sich um eine
Str

omung entlang einer r

uckw

arts springenden Stufe, f

ur die beispielhaft der Ver-
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Abbildung 5.13: Beispiel f

ur die Trajektorienberechnung im Domain{Decompo-
sition{Verfahren
lauf von zwei Partikeltrajektorien dargestellt ist. Das Str

omungsgebiet wird in drei
gleich groe Partitionen aufgeteilt, von denen jede einem Node{Proze zugeordnet
wird. Zu Beginn der Rechnung sind alle Trajektorien{Startbedingungen im Host{
Proze gespeichert. Eine Startbedingung ist dabei eine Menge von Daten (Koor-
dinaten, Geschwindigkeit, Rotationsgeschwindigkeit, Partikeldurchmesser, ...), die
den Startzustand einer Trajektorie bestimmen. In dem in der Abbildung 5.13 ge-
zeigten Beispiel sind zu Beginn der Rechnung alle Startbedingungen am linken Rand
der linken Partition lokalisiert. Der Host{Proze sendet nun unter Ber

ucksichtigung
der Startkoordinaten die Startbedingungen an die Node{Prozesse. Dabei wird ei-
ne Startbedingung nur an einen solchen Node{Proze gesendet, in dessen Teilge-
biet die entsprechende Startbedingung lokalisiert ist. Der Node{Proze empf

angt
die Startbedingung und berechnet das zugeh

orige Trajektoriensegment in dem ihm
zugeordneten Teilgebiet. Wenn eine Abbruchbedingung (z.B. Ausstr

omrand, Parti-
tionsrand, ...) erreicht wird, wird der Endzustand des Trajektoriensegmentes an den
Host zur

uckgesendet. Falls die Trajektorie einen Partitionsrand erreicht hat, wird
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der Endzustand als neue Startbedingung behandelt, die vom Host an denjenigen
Node gesendet wird, dem die entsprechende Nachbarpartition zugeordnet ist. Der
Austausch von Daten ndet in diesem Verfahren ausschlielich zwischen Host und
Nodes statt. Die Node{Prozesse tauschen untereinander keine Daten aus.
Durch die Einbeziehung von Partikel{Partikel{Kollisionen

andert sich das Prinzip
dieses Algorithmus nicht. Allerdings erh

oht sich der Rechenaufwand pro Partikel-
schritt, da jeweils das Stattnden einer Kollision

uberpr

uft und gegebenenfalls die
Kollision ausgef

uhrt werden mu. In Gebieten, in denen sehr viele Kollisionen statt-
nden, erh

oht sich der Rechenaufwand st

arker als in Gebieten mit wenigen Kollisio-
nen. Des weiteren unterscheidet sich im allgemeinen die Verteilung der Trajektorien
im Str

omungsgebiet im kollisionsbehafteten Fall von der Verteilung im kollisions-
freien Fall. Dies hat zur Folge, da sich die Verteilung des Rechenaufwandes unter
den Gitterpartitionen und damit der Rechenlast unter den Prozessoren unterschei-
den kann. Die Auswirkungen, die diese Eekte auf die Leistungsf

ahigkeit des DD{
Verfahrens haben, werden im Kapitel 6 genauer untersucht.
Neben der Erh

ohung des Rechenaufwandes hat die Ber

ucksichtigung der Kollisionen
auerdem eine Erh

ohung des Speicheraufwandes zur Folge. Betrachtet man zun

achst
die Berechnung der Gasstr

omung, so m

ussen im zweidimensionalen Fall f

ur jede Git-
terzelle mindestens sieben Variablen gespeichert werden (x; y; u
F
; v
F
; p; k; "). Bei der
Simulation einer kollisionsfreien Gas{Partikel{Str

omung h

angt die Anzahl der zu
speichernden Partikelvariablen davon ab, welches Ziel die Simulation hat. Um all-
gemeine Informationen

uber die Partikelphase zu erhalten, sei die Speicherung der
sechs Variablen u
P0
; v
P0
; !
Px0
; !
Py0
; d
P0
und n
P
erforderlich. In diesem Fall w

are zur
Simulation einer kollisionsfreien Str

omung die Speicherung von insgesamt 13 Varia-
blen pro Gitterzelle erforderlich. Betrachtet man nun die Berechnung einer kollisi-
onsbehafteten Str

omung mit Hilfe des ITB{Verfahrens, so ist es notwendig, die oben
angegebenen Partikelvariablen nicht nur f

ur die aktuelle Iteration zu speichern, son-
dern ebenfalls die entsprechenden Gr

oen aus der vorhergehenden Iteration. Durch
diese sechs zus

atzlich zu speichernden Variablen erh

oht sich der Gesamtspeicherauf-
wand f

ur einen Node{Proze im Vergleich zur kollisionsfreien Berechnung um ca.
50%. Dies kann von Nachteil sein, da die Prozessoren vieler massiv paralleler Rech-
ner einen relativ kleinen Hauptspeicher besitzen. Dadurch kann es erforderlich sein,
das numerische Gitter in mehr und damit kleinere Partitionen aufzuteilen. Durch
die gr

oere Anzahl von Partitionen w

urden f

ur eine kollisionsbehaftete Berechnung
mehr Prozessoren ben

otigt als f

ur eine kollisionsfreie.
Ein Vorteil des DD{Verfahren ist seine relativ einfache Implementierung, da es die-
selbe Verteilung von Gitter{ und Fluiddaten unter den Prozessen verwendet wie der
parallele Algorithmus zur Berechnung der Fluidstr

omung. Ein weiterer Vorteil ist,
da durch die Verwendung des Host{Prozesses als Koordinator die Trajektorienbe-
rechnung der Nodes asynchron durchgef

uhrt werden kann. Wenn die Berechnung
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eines Trajektoriensegmentes beendet ist, so wird der Endzustand an den Host ge-
sendet, und es kann sofort mit der Berechnung des n

achsten Segmentes begonnen
werden. Im Falle einer direkten Node{Node{Kommunikation tr

aten h

aug Warte-
zust

ande auf, da die Zeit, die f

ur die Berechnung eines Segmentes ben

otig wird, stark
variieren kann.
Ein Nachteil dieses Verfahrens ist, da die Verteilung der Rechenlast unter den Pro-
zessoren des Parallelrechners sehr ung

unstig sein kann [16, 18, 55]. Dies kann ver-
schiedene Ursachen haben. Betrachtet man das Beispiel der r

uckw

arts springenden
Stufe in der Abbildung 5.13, so entsteht hinter der Stufe ein Rezirkulationsgebiet, in
dem die Partikel l

angere Zeit verweilen k

onnen, falls sie in dieses Gebiet eintreten.
Dies hat zur Folge, da der Rechenaufwand, der in diesem Bereich des Str

omungs-
gebietes anf

allt, wesentlich gr

oer ist als in Gebieten, die von den Partikeln schnell
durchquert werden. Weitere m

ogliche Ursachen f

ur eine inhomogene Verteilung des
Rechenaufwandes im Str

omungsgebiet sind:
 Inhomogene Partikelverteilung im Str

omungsgebiet, z.B. in stark separierten
Str

omungen oder in Freistrahlstr

omungen hinter D

usen.
 Partikel{Wand{Kollisionen, aufgrund der zus

atzlich erforderlichenRechenope-
rationen zur Detektierung und Berechnung eines Wandstoes.
 Str

omungsgebiete mit groen Gradienten in der Fluidstr

omung und kleinen
turbulenten Zeitmaen, da in diesen Gebieten aus Gr

unden der Rechengenau-
igkeit der Integrationszeitschritt stark verkleinert wird.
 Partikel{Partikel{Kollisionen, da z.B. in Gebieten mit hoher Partikelkonzen-
tration mehr Kollisionen stattnden als in anderen Gebieten.
Da im DD{Verfahren die Zuordnung der Gitterpartitionen zu den Prozessen statisch
ist, hat eine inhomogene Verteilung des Berechnungsaufwandes stets eine inhomo-
gene Verteilung der Rechenlast unter den Node{Prozessen zur Folge. Die Gesamt-
rechenzeit f

ur eine parallele Simulation ist immer identisch mit der Rechenzeit, die
der Node{Proze mit der gr

oten Rechenlast ben

otigt. Zum Erzielen einer optima-
len, d.h. m

oglichst kurzen, Rechenzeit ist daher eine m

oglichst gleichm

aige Auftei-
lung der Rechenlast auf die Node{Prozesse erforderlich. Aus den oben angegebenen
Gr

unden ist bei Anwendung des DD{Verfahrens eine solche optimale Rechenlast-
verteilung im allgemeinen nicht m

oglich.
Das Distributed{Shared{Memory{ (DSM) Verfahren
Die Nachteile des Domain{Decomposition{Verfahrens k

onnen vermieden werden,
wenn die Zuordnung von Gitterpartitionen zu Node{Prozessen nicht statisch, son-
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Abbildung 5.14: Prinzip des Distributed{Shared{Memory{Verfahrens
dern dynamisch w

ahrend der Laufzeit der Rechnung erfolgt. Dies geschieht im
Distributed{Shared{Memory{Verfahren. Im Vergleich zum DD{Verfahren wird hier
eine zus

atzliche Klasse von Prozessen eingef

uhrt, die Memory{Manager{Prozesse
(siehe Abbildung 5.14). Jeder Memory{Manager speichert w

ahrend der gesamten
Rechnung statisch die Gittergeometrie{ und Fluiddaten einer bestimmten Partition.
Der Memory{Manager f

uhrt jedoch selber keine Trajektorienberechnungen durch.
Die eigentliche Berechnung wird wie im DD{Verfahren von den Node{Prozessen
ausgef

uhrt. Im Unterschied zum DD{Verfahren kann ein Node{Proze Partikeltra-
jektorien prinzipiell in jeder beliebigen Partition berechnen. Die dazu jeweils aktuell
ben

otigten Gitter{ und Fluiddaten werden von dem Memory{Manager bereitge-
stellt, der diese Daten gespeichert hat. Wie im DD{Verfahren hat der Host{Proze
auch hier die Aufgabe, die Partikelstartbedingungen zu verwalten und an die Nodes
zu verteilen.
Im folgenden seien die Arbeitsweise und das Zusammenwirken der einzelnen Prozes-
se n

aher beschrieben:
Host:
Der Host verwaltet und verteilt die Partikelstartbedingungen. Dabei ist ei-
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ne Startbedingung, wie schon oben erl

autert, eine Menge von Daten, die den
Partikelzustand beim Eintritt in das Str

omungsgebiet bzw. beim Eintritt in ei-
ne neue Partition beschreiben. Der Host sendet eine Startbedingung an einen
Node, und nach der Berechnung des entsprechenden Trajektoriensegmentes
empf

angt er von diesem Node den Endzustand der Trajektorie. Falls die Tra-
jektorie eine Partitionsgrenze erreicht hat, wird der Endzustand als neue Start-
bedingung behandelt und erneut an einen Node zur weiteren Berechnung ge-
sendet. Dieser Vorgang wird vomHost solange wiederholt, bis alle Trajektorien
endg

ultige Abbruchbedingungen erf

ullt haben. Die Zuteilung von Startbedin-
gungen an die Node{Prozesse unterliegt einem Optimierungsverfahren. Wie
oben bereits erw

ahnt, kann ein Node prinzipiell in jeder Partition Trajektorien
berechnen, indem er die entsprechenden Gitter{ und Fluiddaten dieser Parti-
tion vom zugeh

origen Memory{Manager empf

angt. Um jedoch die Menge der
zwischen den Prozessen auszutauschenden Daten und damit die Kommunika-
tionszeit zu minimieren, sendet der Host eine Startbedingung bevorzugt an
einen Node, in dessen Speicher bereits die Daten f

ur die Partition vorliegen,
in der diese Startbedingung lokalisiert ist.
Im Fall einer kollisionsbehafteten Simulation unter Verwendung des ITB{
Verfahrens fallen diese Aufgaben innerhalb jeder Iteration an. Hierbei ist zu
beachten, da zu Beginn jeder neuen Iteration wiederum die urspr

unglichen
Startbedingungen, d.h. die Partikelzust

ande beim Eintritt in das Str

omungs-
gebiet, ben

otigt werden. Diese mu der Host also permanent speichern. Im
kollisionsfreien Fall wird dagegen jede initiale Startbedingung nur einmal am
Anfang der Berechnung ben

otigt, d.h. sie kann aus dem Speicher des Hosts
gel

oscht werden, nachdem sie an einen Node{Proze zur Berechnung des zu-
geh

origen Trajektoriensegmentes gesendet worden ist. Dies bedeutet, da bei
der Berechnung einer kollisionsbehafteten Str

omung f

ur den Host{Proze ein
gr

oerer Speicheraufwand anf

allt. Dieser ist jedoch im allgemeinen nicht kri-
tisch, weil der Speicherplatzbedarf f

ur einige zehntaused Startbedingungen nur
wenige MegaByte betr

agt, und der Host neben den Startbedingungen keine
gr

oeren Datenmengen speichern mu.
Eine zus

atzliche Aufgabe, die der Host in einer kollisionsbehafteten Simulation
ausf

uhren mu, ist die

Uberpr

ufung der Konvergenz des iterativen Algorith-
mus. Dazu m

ussen zun

achst die Memory{Manager die Konvergenz lokal in den
ihnen zugeordneten Partitionen

uberpr

ufen und diese Information an den Host
senden. Der Host empf

angt diese Informationen und entscheidet, ob global ein
konvergenter Str

omungszustand vorliegt.
Node:
Der Node empf

angt jeweils eine Partikelstartbedingung vom Host, berechnet
das zugeh

orige Trajektoriensegment und sendet den Endzustand des Segmen-
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tes zur

uck an den Host. Nach dem Empfang der Startbedingung wird ge-
pr

uft, ob die zugeh

origen Startkoordinaten in der Gitterpartition liegen, deren
Gitter{ und Fluiddaten aktuell im lokalen Speicher vorhanden sind. Ist dies
der Fall, wird sofort mit der Trajektorienberechnung begonnen. Im anderen
Fall m

ussen diese Daten vom entsprechenden Memory{Manager zum Node

ubertragen werden. Zur Verfolgung eines Partikels im Str

omungsgebiet und
zur Detektierung der Ann

aherung an Partitionsgrenzen m

ussen dem Node die
kompletten Gittergeometriedaten der aktuellen Partition zur Verf

ugung ste-
hen. Dies gilt jedoch nicht f

ur die Fluiddaten. Es werden immer nur jeweils
die Str

omungsgr

oen f

ur die Gitterzelle ben

otigt, in der sich das Partikel gera-
de aufh

alt. Bez

uglich der

Ubertragung der Fluiddaten vom Memory{Manager
zum Node ergeben sich daraus zwei m

ogliche Strategien:
1.

Ubertragung der Daten f

ur eine einzelne Gitterzelle, wenn das Partikel
in diese Zelle eintritt. Sobald das Partikel in eine andere Zelle eintritt,
werden die Str

omungsgr

oen f

ur die n

achste Zelle beimMemory{Manager
angefordert. Bei Anwendung dieser Verfahrensweise ist die Menge der
vom Memory{Manager an den Node zu

ubertragenden Daten minimal,
jedoch ist die Anzahl der Kommunikationsvorg

ange sehr gro.
2.

Ubertragung der Fluiddaten f

ur die komplette Partition zu Beginn der
Berechnung des Trajektoriensegmentes.Hierbei ist die Menge der zu

uber-
tragenden Daten maximal, jedoch ist nur ein einmaliger Kommunikati-
onsvorgang notwendig.
Zwischen diesen beiden Strategien sind Abstufungen m

oglich, wie z.B. die

Ubertragung der Fluiddaten nicht f

ur eine einzelne Gitterzelle, sondern f

ur
eine bestimmte Umgebung dieser Zelle. Eine allgemeing

ultige Beurteilung der
Eignung dieser verschiedenen Strategien ist nicht m

oglich. Diese ist in ho-
hemMae von der Kommunikationsgeschwindigkeit und der Gr

oe des lokalen
Hauptspeichers der jeweils eingesetzten Rechner{Hardware abh

angig [18].
Zur Berechnung von Partikel{Partikel{Kollisionen m

ussen die Partikelvaria-
blen u
P0
; v
P0
; !
Px0
; !
Py0
; d
P0
und n
P
aus der vorhergehenden Iteration des ITB{
Algorithmus vorliegen. Wie auch die Fluidgr

oen werden diese Partikelgr

oen
jeweils f

ur die Gitterzelle ben

otigt, in der sich das Partikel aktuell aufh

alt.
Die Partikeldaten der vorhergehenden Iteration werden von den Memory{
Manager{Prozessen f

ur die ihnen zugeordnete Partition gespeichert. F

ur die

Ubertragung der Partikeldaten von den Memory{Manager{Prozessen zu den
Nodes gelten dieselben Anmerkungen, die oben f

ur die

Ubertragung der Fluid-
daten gemacht wurden.
W

ahrend der Berechnung eines Trajektoriensegmentes berechnet der Node f

ur
alle Gitterzellen, die durchquert werden, den Beitrag dieses Segmentes zu den
77
lokalen Feldgr

oen der Partikelphase f

ur die aktuelle Iteration. Anschlieend
werden diese neu ermittelten Partikeldaten an den zugeh

orgigen Memory{
Manager gesendet.
Memory{Manager:
Ein Memory{Manager speichert die Gittergeometrie{ und Fluiddaten einer
bestimmten Partition permanent w

ahrend der gesamten Rechnung. Wenn ein
Node die Gitter{ bzw. Fluiddaten f

ur diese Partition anfordert, werden sie an
den entsprechenden Node gesendet. Der Memory{Manager f

uhrt selber keine
Berechnungen aus. Seine Hauptaufgabe ist das Versenden von angeforderten
Daten.
In einer kollisionsbehafteten Simulation entsteht f

ur den Memory{Manager ein
zus

atzlicher Speicher{ sowie Rechenaufwand. F

ur die ihm zugeordnete Partiti-
on m

ussen f

ur jede Gitterzelle die Partikelvariablen u
P0
; v
P0
; !
Px0
; !
Py0
; d
P0
und
n
P
gespeichert werden, und zwar sowohl die der vorhergehenden als auch der
aktuellen Iteration. Im Falle einer Datenanforderung durch einen Node versen-
det der Memory{Manager zus

atzlich zu den Gitter{ und Fluiddaten die ent-
sprechenden Partikelgr

oen der vorhergehenden Iteration. Nach Beendigung
der Trajektorienberechnung durch den Node empf

angt der Memory{Manager
von diesem die neu berechneten Partikeldaten und addiert diese Anteile zu
den Gesamtpartikeldaten der aktuellen Iteration.
Durch die dynamische Zuordnung von Partitionen zu Node{Prozessen wird mit dem
DSM{Verfahren eine sehr gute Verteilung der Rechenlast unter den Node{Prozessen
erreicht [18, 55]. Ist der Rechenaufwand in einer Partition sehr gro, so bietet das
DSM{Verfahren die M

oglichkeit, da mehrere Node{Prozesse gleichzeitig Trajektori-
ensegmente in dieser Partition berechnen. F

ur das in der Abbildung 5.15 dargestellte
Beispiel der Str

omung entlang einer r

uckw

arts springenden Stufe bedeutet dies, da
der groe Rechenaufwand, der in der mittleren Partition aufgrund des Rezirkulati-
onsgebietes anf

allt, auf die Nodes 2 und 3 verteilt wird. Hierzu mu der Node 3 die
Gitter{, Fluid{ sowie gegebenenfalls die Partikeldaten der mittleren Partition vom
zugeh

origen Memory{Manager 2 anfordern.
Im Vergleich zum DD{Verfahren ist der Kommunikationsaufwand des DSM{Verfah-
rens wesentlich gr

oer, da hier nicht nur Partikelstartbedingungen, sondern auer-
dem auch Gittergeometrie{ und Fluiddaten ausgetauscht werden m

ussen. F

ur kol-
lisionsbehaftete Simulationen erh

oht sich der Kommunikationsaufwand zus

atzlich
durch den notwendigen Austausch der Feldgr

oen der Partikelphase.
Ein Nachteil des DSM{Verfahrens besteht darin, da es nur auf solchen Rechnern
ezient eingesetzt werden kann, die die gleichzeitige Aktivit

at mehrerer Prozesse
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Abbildung 5.15: Beispiel f

ur die Trajektorienberechnung im Distributed{Shared{
Memory{Verfahren
auf einem Prozessor des Rechners zulassen. Durch die zus

atzliche Verwendung der
Memory{Manager{Prozesse werden wesentlich mehr Prozesse ben

otigt als Gitter-
partitionen vorhanden sind. Im allgemeinen ist die Anzahl der ben

otigten Prozesse
gleich 2N+1, wobei N die Anzahl der Partitionen ist. Falls alle Prozesse auf separa-
ten Prozessoren laufen, m

ussen f

ur die Simulation der Gas{Partikel{Str

omung 2N+1
Prozessoren des Parallelrechners verwendet werden. Dies ist sehr ung

unstig, da die
eigentliche Haupaufgabe der Simulation, n

amlich die Berechnung der Partikeltrajek-
torien, nur von den N Node{Prozessen ausgef

uhrt wird. Die

ubrigen N+1 Prozesse,
Memory{Manager und Host, dienen lediglich zur optimalen Verteilung der Rechen-
last unter den Nodes. Ist es dagegen m

oglich, einen Prozessor des Parallelrechners
mit jeweils einem Node{ und einemMemory{Manager{ Proze zu belegen, reduziert
sich die Anzahl der ben

otigten Prozessoren um N . Die gegenseitige Beeinussung
der beiden Prozesse ist dabei gering, da sie einen komplement

aren Ressourcenbedarf
haben. Der Node{Proze ben

otigt relativ wenig Speicherplatz und viel Rechenlei-
stung, wogegen der Memory{Manager{Proze relativ viel Speicherplatz und nahezu
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keine Rechenleistung beansprucht.
5.4.3 Neuer paralleler Algorithmus f

ur die Simulation auf
der Basis der simultanen Partikelverfolgung
Das im Rahmen dieser Arbeit entwickelte Verfahren zur parallelen Berechnung der
simultanen Partikelbewegung basiert auf der Methode der Gebietszerlegung. Das
Str

omungsgebiet wird in Partitionen aufgeteilt, wobei dieselbe Aufteilung verwendet
wird, die zuvor zur Berechnung der Gasstr

omung verwendet wurde. Jede Partition
wird einem Prozessor des Parallelrechners zugeordnet. Diese Zuordnung ist statisch,
d.h. s

amtliche Gittergeometrie{ und Fluiddaten sind permanent w

ahrend der ge-
samten Simulation in diesem Prozessor gespeichert. Die Bewegung aller simulierten
Partikel, die sich zu einem bestimmten Zeitpunkt in einem Teilgebiet aufhalten,
wird von dem Prozessor berechnet, dem dieses Teilgebiet zugeordnet ist. Im Ge-
gensatz zu den parallelen Verfahren f

ur die trajektorienbasierte Simulation existiert
hier lediglich eine Sorte von Prozessen, n

amlich Node{Prozesse. Jeder Node{Proze
arbeitet auf einem separaten Prozessor. Die Anzahl der Prozesse bzw. Prozessoren
ist gleich der Anzahl der Gitterpartitionen. Jeder Node kann mit jedem anderen
Node Informationen austauschen, und alle Nodes f

uhren die gleichen Aufgaben aus.
Das Prinzip des parallelen Verfahrens f

ur die simultane Partikelverfolgung ist exem-
plarisch in der Abbildung 5.16 bzw. als Ablaufdiagramm in der Abbildung 5.17
dargestellt. Vor der Ausf

uhrung eines Zeitschrittes wird zun

achst

uberpr

uft, ob die
Simulation aufgrund der Erf

ullung eines Abbruchkriteriums beendet werden kann.
Ein m

ogliches Abbruchkriterium f

ur die Simulation einer instation

aren Str

omung ist
z.B. das Erreichen einer vorgegebenen physikalischen Zeitschranke. Bei der Simula-
tion einer station

aren Str

omung kann das Erreichen eines station

aren Str

omungszu-
stands als Abbruchbedingung dienen.
Falls kein Abbruchkriterium erf

ullt ist, erfolgt die Ausf

uhrung des n

achsten Zeit-
schrittes t. Dazu wird zun

achst die kollisionsfreie Bewegung aller Partikel w

ahrend
dieses Zeitschrittes berechnet. Dabei bestimmt jeder Node nur die Bewegung der
Partikel, die sich in der ihm zugeordneten Partition benden. Falls ein Partikel in-
nerhalb von t gegen eine Str

omungsberandung st

ot, wird der Partikel{Wand{Sto
nach dem im Abschnitt 3.3.1 beschriebenen Verfahren ausgef

uhrt, und die Berech-
nung der Partikelbewegung wird f

ur den verbleibenden Teil von t fortgesetzt.
Trit ein Partikel w

ahrend des Zeitschrittes auf eine Partitionsgrenze, so kann die
Berechnung f

ur dieses Partikel zun

achst nicht fortgesetzt werden. Hierzu sind In-
formationen

uber die Gittergeometrie und das Gasgeschwindigkeitsfeld jenseits der
Partitionsgrenze erforderlich, die f

ur den aktuellen Node jedoch nicht verf

ugbar sind.
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2. Übertragen der Partikel an den Blockrändern
Block 1 Block 2
t∆
3. Ausführen des verbleibenden Teilschrittes
Block 1 Block 2
1. Ausführen des Zeitschrittes
Block 1 Block 2
Abbildung 5.16: Schema der parallelen simultanen Partikelverfolgung f

ur einen Zeit-
schritt t
Die weitere Berechnung der Bewegung dieses Partikels mu also von dem Node
durchgef

uhrt werden, dem das benachbarte Teilgebiet zugeordnet ist. Zu diesem
Zweck m

ussen die Daten dieses Partikels an den betreenden Node

ubertragen wer-
den. Um die Gesamtzahl der Kommunikationsvorg

ange zu minimieren, werden die
Partikeldaten nicht sofort

ubertragen, sondern zun

achst in einem Buer zwischenge-
speichert. In diesem Buer werden die Daten aller Partikel gespeichert, die w

ahrend
des Zeitschrittes t dieselbe Partitionsgrenze erreichen. Erst nachdem f

ur alle Par-
tikel innerhalb des Teilgebietes der aktuelle Schritt ausgef

uhrt wurde, wird der kom-
plette Buer an den f

ur das Nachbarteilgebiet zust

andigen Node gesendet. Dieser
f

uhrt die Berechnung der Partikelbewegung f

ur den jeweils verbleibenden Teil des
Zeitschrittes zu Ende. Hierbei ist zu beachten, da das Partikel auch im Verlauf
dieses Restschrittes wiederum eine Partitionsgrenze erreichen kann. In diesem Fall
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Ende der Simulation
∆ t
Teilschrittes
Partitionsgrenzen
Haben Partikel
erreicht ?
nein
ja
Übertragen der Partikel an
den Partitionsgrenzen
nein
jaerfüllt ?
Abbruchkriterium
Ausführen des nächsten
Zeitschrittes
Ausführen des verbleibenden
Abbildung 5.17: Ablaufdiagramm f

ur einen Zeitschritt der parallelen simultanen
Partikelverfolgung
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ist eine weitere

Ubertragung der Partikeldaten notwendig.
Im Fall der Ber

ucksichtigung von Partikel{Partikel{Kollisionen werden diese Kolli-
sionen im Anschlu an die kollisionsfreie Partikelbewegung im Zeitschritt t berech-
net. Hierzu wird f

ur jedes Partikel mit Hilfe des im Abschnitt 4.4.2 beschriebenen
Monte{Carlo{Verfahrens

uberpr

uft, ob eine Kollision stattndet und diese gegebe-
nenfalls ausgef

uhrt. Des weiteren wird im kollisionsbehafteten Fall nach jedem Zeit-
schritt die maximale lokale Kollisionsfrequenz 
C;max
f

ur das gesamte Str

omungsge-
biet bestimmt. Der Kehrwert von 
C;max
ist die minimale Kollisionszeit 
C;min
. Diese
bestimmt die Gr

oe des nachfolgenden Zeitschrittes t, f

ur den t 
C;min
gelten
mu.
Ein Vorteil des hier verwendeten parallelen Verfahrens f

ur die simultane Partikel-
verfolgung besteht darin, da s

amtliche zu einer Gitterpartition geh

orenden Daten
permanent in einem Proze gespeichert sind. Dieser Proze berechnet zun

achst die
Gasstr

omung in dem ihm zugeordneten Teilgebeit. Anschlieend erfolgt in dem-
selben Teilgebiet die Berechnung der Partikelbewegung. Die dazu ben

otigten Git-
tergeometrie{ und Fluiddaten sind zu Beginn der Partikelberechnung also bereits
lokal vorhanden, so da kein Kommunikationsaufwand zur Beschaung dieser Daten
anf

allt. Der Datenaustausch zwischen den Prozessen ist beschr

ankt auf die

Ubertra-
gung der Daten der Partikel, die w

ahrend eines Zeitschrittes eine Partitionsgrenze

uberqueren. Die Gesamtmenge der auszutauschenden Daten ist daher in diesemVer-
fahren relativ klein.

Ahnlich wie das Domain{Decomposition{Verfahren f

ur die trajektorienbasierte Si-
mulation hat das in diesem Abschnitt beschriebene Verfahren den Nachteil, da die
Rechenlastverteilung unter den Prozessen sehr ung

unstig sein kann. Der Rechen-
aufwand, der in einem Teilgebiet zu einem bestimmten Zeitpunkt anf

allt, ist im
wesentlichen von der Anzahl der Partikel abh

angig, die sich zu diesem Zeitpunkt in
dem Teilgebiet aufhalten. Eine gleichm

aige Verteilung der Rechenlast ist also nur
dann zu erzielen, wenn sich in allen Partitionen ungef

ahr gleich viele Partikel aufhal-
ten. Dies ist jedoch im allgemeinen nicht der Fall. Des weiteren ist zu beachten, da
die Simulation mit Hilfe der simultanen Partikelverfolgung inh

arent instation

ar ist.
Dies bedeutet, da sich in der Regel die Partikelverteilung im Str

omungsgebiet im
Verlauf der Simulation ver

andert. Im Gegensatz dazu ist jedoch die Gitterpartitio-
nierung statisch, so da sich eine optimale Rechenlastverteilung zu jedem Zeitpunkt
nicht erreichen l

at. Eine dynamische, an die jeweilige Partikelverteilung angepate
Repartitionierung des Gitternetzes w

are f

ur die hier verwendeten blockstrukturier-
ten Gitter algorithmisch

auerst aufwendig und mit einem hohen Kommunikati-
onsaufwand verbunden. Eine m

ogliche Verbesserung dieses Verfahrens bietet die
Verwendung unstrukturierter Gitternetze, mit Hilfe derer eine Repartitionierung in
Abh

angigkeit von der Rechenlast wesentlich einfacher ist. Dies kann Gegenstand
zuk

unftiger Untersuchungen sein.
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Kapitel 6
Ergebnisse der Testrechnungen
Zur Untersuchung der im Kapitel 5 beschriebenen parallelen Simulationsalgorith-
men wurden Gas{Partikel{Str

omungen in zwei unterschiedlichen Testgeometrien
betrachtet, und zwar in einem vertikalen und in einem horizontalen Kanal. Die
Str

omungen wurden dabei als zweidimensional angesehen. Dies hat den Nachteil,
da die Simulationen die physikalische Realit

at nicht exakt wiedergeben k

onnen, da
insbesondere kollisionsbehaftete Str

omungen immer einen stark dreidimensionalen
Charakter haben. Diesem Nachteil steht jedoch eine Reihe von Vorteilen gegen

uber.
F

ur die Untersuchung der parallelen Algorithmen ist eine Vielzahl von Testrech-
nungen mit unterschiedlichen Parametern erforderlich. Durch die Beschr

ankung auf
zweidimensionale Geometrien kann der hierf

ur notwendige Rechenzeitaufwand er-
heblich verringert werden. Auerdem sind die Zusammenh

ange zwischen den physi-
kalischen Vorg

angen in einer Str

omung und der Leistungsf

ahigkeit der Simulations-
algorithmen f

ur eine zweidimensionale Str

omung wesentlich einfacher zu erfassen.
Des weiteren k

onnen auch mit Hilfe einer zweidimensionalen Simulation die wich-
tigsten physikalischen Eekte, die eine Str

omung dominieren, zumindest qualitativ
erfat werden. Aus diesen Gr

unden wurde f

ur den Zweck der grundlegenden Unter-
suchung der parallelen Algorithmen die Betrachtung zweidimensionaler Str

omungen
als ausreichend angesehen.
In den folgenden Abschnitten 6.1 und 6.2 werden die Ergebnisse der Testrechnungen
f

ur die beiden Geometrien vorgestellt. Dabei erfolgt zun

achst jeweils die Beschrei-
bung der physikalischen Ergebnisse der Str

omungsberechnungen. Diese werden ver-
glichen mit Ergebnissen, die der Literatur entnommen wurden. Im Anschlu daran
werden jeweils die Untersuchungen zur Leistungsf

ahigkeit der verschiedenen paral-
lelen Simulationsalgorithmen vorgestellt.
Die Rechnungen wurden auf dem Parallelrechner Cray T3D des Edinburgh Parallel
Computing Centre (EPCC) durchgef

uhrt. Dieser Rechner besteht aus 512 Prozes-
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Einströmrand
0.02 m
12.8 m
Ausströmrand
periodischer Rand
0.4 m
0.02 mperiodischer
Rand
Abbildung 6.1: Str

omungsgeometrie f

ur die Simulation der vertikalen Kanalstr

o-
mung f

ur die trajektorienbasierte Simulation (links) bzw. f

ur die simultane Partikel-
verfolgung (rechts)
soren, die

uber einen lokalen Speicher von jeweils 64 MB verf

ugen.
6.1 Berechnung der Str

omung in einem vertikalen
Kanal
6.1.1 Physikalische Eigenschaften der Str

omung
Als erstes Testbeispiel wurde eine aufw

arts gerichtete Gas{Partikel{Str

omung in ei-
nem vertikalen Kanal untersucht. Die Str

omung kann als symmetrisch bez

uglich der
Kanalachse angesehen werden. Aus diesem Grund wurde die Str

omungsberechnung
jeweils nur f

ur eine H

alfte des Kanals durchgef

uhrt und in der Mitte des Kanals
eine Symmetrierandbedingung verwendet. Die Abmae des Str

omungsgebietes sind
in der Abbildung 6.1 dargestellt. F

ur die trajektorienbasierte Simulation hat der
Kanal am unteren Ende einen Einstr

omrand, am oberen Ende einen Ausstr

omrand
und eine Gesamtl

ange von 12:8m. Mit Hilfe von vorab durchgef

uhrten Testrechnun-
gen wurde ermittelt, da diese Lau

ange erforderlich ist, damit am oberen Ende
des Kanals f

ur die Partikelphase ein ausgebildeter Str

omungszustand vorliegt. F

ur
die Simulation mit Hilfe der simultanen Partikelverfolgung wurde eine 0:4m lange
Kanalgeometrie mit periodischen Randbedingungen am oberen und unteren Rand
verwendet. Dies bedeutet, da jedes Partikel, das die Geometrie durch einen dieser
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R
ander verl

at, gleichzeitig am jeweils gegen

uberliegenden Rand wieder in die Geo-
metrie eintritt. F

ur beide Simulationsmethoden bestand die linke Begrenzung des
Str

omungsgebietes aus einer festen Wand und die rechte aus einem Symmetrierand,
der die Kanalachse repr

asentiert.
Von Tanaka und Tsuji [46] bzw. Tanaka et al. [45] wurden Simulationen bzw.
Messungen f

ur eine vertikale Rohrstr

omung zur Untersuchung des Einusses der
Partikel{Partikel{Kollisionen durchgef

uhrt. Obwohl es sich dabei um eine dreidi-
mensionale Str

omung handelt, sind die Ergebnisse dieser Untersuchungen dazu ge-
eignet, sie mit den im Rahmen der vorliegenden Arbeit erzielten Simulationser-
gebnissen f

ur die vertikale Kanalstr

omung zumindest qualitativ zu vergleichen. Die
in dieser Arbeit verwendeten physikalischen Parameter der Gas{Partikel{Str

omung
wurden deshalb weitgehend von Tanaka und Tsuji [46]

ubernommen. Als Gaspha-
se wurde Luft verwendet, in der Partikel aus Polystyren transportiert wurden. Die
Kanalwand bestand, analog zu den Experimenten von Tanaka et al. [45], aus Acryl.
Die hier verwendeten Werte der wichtigsten physikalischen Parameter sind in der
Tabelle 6.1 zusammengefat.
Die Berechnung der Gasstr

omung und die Berechnung der Partikelbewegung wur-
den getrennt voneinander durchgef

uhrt. Es wurde angenommen, da die Str

omungs-
gr

oen des Gases, d.h. die Geschwindigkeitskomponenten und die Turbulenzgr

oen,
f

ur beide Kanalgeometrien

uber die gesamte L

ange des Kanals konstant sind und
denen einer ausgebildeten Gasstr

omung entsprechen. Die R

uckwirkung der Parti-
kel auf die Gasstr

omung wurde hier nicht ber

ucksichtigt. Dazu ist anzumerken, da
gerade die in dieser Arbeit betrachteten Str

omungen mit mittlerer bis hoher Parti-
kelbeladung, in denen Inter{Partikel{Kollisionen eine wichtige Rolle spielen, in der
Praxis auch immer eine starke Phasenwechselwirkung aufweisen. Eine Vernachl

assi-
gung dieses Eektes bedeutet also ein Abweichen von der physikalischen Realit

at.
Andererseits ist, wie oben bereits erw

ahnt, das Hauptziel dieser Arbeit die Unter-
suchung paralleler Simulationsalgorithmen. Die Ber

ucksichtigung der R

uckwirkung
der Partikelbewegung auf das Gas br

achte in dieser Hinsicht keinen zus

atzlichen Er-
kenntnisgewinn, sondern erh

ohte lediglich den erforderlichen Rechenaufwand. Des
weiteren wurden die Simulationen von Tanaka und Tsuji [46] ebenfalls ohne die
Einbeziehung der Phasenwechselwirkung ausgef

uhrt, so da deren Vernachl

assigung
eine bessere Vergleichbarkeit der Ergebnisse gew

ahrleistet.
Es wurde jeweils eine Str

omung mit einer niedrigen Partikelbeladung (
P
= 10
 4
,
 = 0:086) und einer h

oheren Beladung (
P
= 5  10
 3
;  = 4:3) berechnet. Erste-
re kann als verd

unnte Str

omung angenommen werden, weshalb Partikel{Partikel{
Kollisionen in diesem Fall nicht ber

ucksichtigt wurden. Dagegen wurde die Berech-
nung der h

oher beladenen Str

omung unter Einbeziehung der Kollisionen durch-
gef

uhrt. Jeder dieser beiden Testf

alle wurde auf zwei verschiedene Arten berechnet,
n

amlich zum einen mit der Methode der Trajektorienberechnung und zum anderen
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Physikalische Gr

oe
Formel-
zeichen
Wert
Kanalbreite B 40 mm
Mittlere axiale Gasgeschwindigkeit v
F
16 m/s
Dichte des Gases 
F
1.21 kg/m
3
Dynamische Viskosit

at des Gases  1:79  10
 5
kg/(m s)
Mittlerer Partikeldurchmesser d
P
406 m
Materialdichte der Partikel 
P
1038 kg/m
3
Stozahl f

ur Part.{Wand{Sto e
w
0.94
Reibungsbeiwert f

ur Part.{Wand{Sto f
w
0.325
Stozahl f

ur Part.{Part.{Sto e
p
0.94
Reibungsbeiwert f

ur Part.{Part.{Sto f
p
0.325
Volumetrische Beladung 
P
ohne Koll.: 10
 4
mit Koll.: 5  10
 3
Massenbeladung 
ohne Koll.: 0.086
mit Koll.: 4.3
Tabelle 6.1: Physikalische Parameter f

ur die Simulation der vertikalen Kanalstr

o-
mung
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mit Hilfe der simultanen Partikelverfolgung. Die dabei verwendeten Simulationspa-
rameter sind im folgenden zusamengefat:
Trajektorienberechnung
1. Kollisionsfreie Str

omung: Es wurden 5 000 Trajektorien vom Einstr

omrand bis
zumAusstr

omrand berechnet. Des weiteren wurden Testrechnungenmit gr

oe-
ren Anzahlen von Trajektorien durchgef

uhrt, wobei sich jedoch keine Ver

ande-
rungen in den Ergebnissen zeigten. Aufgrund der relativ einfachen Str

omungs-
geometrie ist die Zahl von 5 000 Trajektorien ausreichend, um die gemittelten
Str

omungsgr

oen der Partikelphase auf statistisch gesicherte Weise zu bestim-
men.
2. Kollisionsbehaftete Str

omung: Wie im kollisionsfreien Fall wurden auch hier
zun

achst 5 000 Trajektorien verwendet. Zur Ber

ucksichtigung der Kollsionen
mit Hilfe der Iterierten Trajektorienberechnung wurden zehn aufeinanderfol-
gende Trajektorienberechnungen durchgef

uhrt. Wie bereits im Abschnitt 4.4.1
erw

ahnt, sind f

ur dieses Verfahren bisher keine allgemeing

ultigen Angaben

uber die Anzahl der notwendigen Iterationen sowie

uber Konvergenzkriterien
bekannt. Daher wurden zus

atzliche Testrechnungen mit der doppelten Anzahl
von Trajektorien sowie der doppelten Anzahl von Iterationen durchgef

uhrt.
Die dabei berechneten mittleren Str

omungsgr

oen f

ur die Partikelphase waren
identisch mit den zuvor berechneten. Die Kombination von 5 000 Trajektorien
und 10 Iterationen kann daher f

ur den vorliegenden Testfall als ausreichend
angesehen werden.
Simultane Partikelverfolgung
1. Kollisionsfreie Str

omung: Hierbei wurde die Bewegung von 10 000 Partikeln
berechnet. Die Verwendung eines relativ kurzen Kanalsegmentes mit periodi-
schen Randbedingungen am oberen und unteren Rand hat dabei den Vorteil,
da die Anzahl der simulierten Partikel w

ahrend der gesamten Rechnung kon-
stant bleibt. Dadurch l

at sich der Rechenzeitbedarf der Simulation leichter
im voraus absch

atzen. Es w

are auch denkbar, dieselbe Geometrie wie f

ur die
Trajektorienberechnung zu verwenden. In diesem Fall m

uten in bestimmten
Zeitabst

anden neue Partikel am Einstr

omrand eingesetzt werden, um einen
konstanten Partikelmassenstrom zu gew

ahrleisten. Dies bedeutete jedoch, da
sich die Gesamtzahl der Partikel im Str

omungsgebiet laufend ver

anderte, was
eine Rechenzeitabsch

atzung praktisch unm

oglich machte.
Aus der oben beschriebenen Trajektorienberechnung ergab sich, da die durch-
schnittliche Aufenthaltsdauer der Partikel imKanal 0:6 s betrug. Entsprechend
wurde diese Zeit als physikalische Laufzeit f

ur die simultane Partikelverfolgung
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verwendet. Die Gr

oe der dabei ausgef

uhrten Zeitschritte war in Abh

angigkeit
von den momentanen Genauigkeitsanforderungen ver

anderlich, jedoch wurde
der minimal zugelassene Zeitschritt auf t
min
= 10
 5
s begrenzt.
Die simultane Partikelverfolgung ist ein inh

arent instation

ares Verfahren, so
da am Ende einer solchen Simulation die Verteilung der Partikelgr

oen zu
genau diesem bestimmten Zeitpunkt vorliegt. Dagegen werden mit Hilfe der
Trajektorienberechnung zeitlich gemittelteWerte bestimmt. Um die Ergebnis-
se der beiden Simulationsverfahren miteinander vergleichen zu k

onnen, wurde
f

ur die simultane Partikelverfolgung ebenfalls eine Mittelung durchgef

uhrt.
Hierzu wurden die Str

omungsgr

oen der Partikelphase jeweils f

ur einen kon-
stanten Wandabstand

uber die gesamte L

ange des Kanalsegmentes gemittelt.
2. Kollisionsbehaftete Str

omung: Auch f

ur diese Simulation wurden 10 000 Parti-
kel verwendet. Die physikalische Dauer der Simulation betrug 0:56 s, was etwas
k

urzer als die Dauer der kollisionsfreien Berechnung ist. Der Grund hierf

ur
ist, da im kollisionsbehafteten Fall die mittlere axiale Partikelgeschwindig-
keit gr

oer und damit die durchschnittliche Aufenthaltsdauer der Partikel im
Kanal kleiner als im kollisionsfreien Fall ist. Die Partikel{Partikel{Kollisionen
wurden mit Hilfe der im Abschnitt 4.4.2 beschriebenen Monte{Carlo{Methode
berechnet. F

ur die Gr

oe der Zeitschritte und die Berechnung der gemittelten
Str

omungsgr

oen der Partikelphase gelten dieselben Angaben wie im kollisi-
onsfreien Fall.
Die physikalischen Ergebnisse f

ur die Simulation der vertikalen Kanalstr

omung sind
in den Abbildungen 6.2 bis 6.5 dargestellt. In diesen Diagrammen bezeichnet die
auf der horizontalen Achse aufgetragene Gr

oe x jeweils den Abstand von der Ka-
nalwand, d.h. der Wert x = 0m bezeichnet einen Ort an der Wand, und der Wert
x = 0:02m bezeichnet die Mitte des Kanals. In der Abbildung 6.2 ist f

ur den kol-
lisionsfreien Fall der Verlauf der relativen Anzahldichte der Partikel n
P
=n
P0

uber
den Kanalquerschnitt dargestellt. Die relative Anzahldichte ist dabei das Verh

altnis
der lokalen zu der

uber den Querschnitt gemittelten Anzahldichte. Die Abbildung
zeigt die Ergebnisse der im Rahmen der vorliegenden Arbeit durchgef

uhrten Be-
rechnungen sowie einer Simulation von Tanaka und Tsuji [46] f

ur eine vertikale
Rohrstr

omung. Man sieht, da die Partikelkonzentration in der Mitte des Kanals
relativ hoch ist und zur Wand hin rasch abnimmt. Dies ist auf die Wirkung der
Saman{Kraft zur

uckzuf

uhren. Da die Partikel aufgrund der nach unten wirkenden
Schwerkraft eine geringere axiale Geschwindigkeit als das umgebende Gas haben,
ist der Gradient der Relativgeschwindigkeit zwischen Partikel und Gas und damit
auch die Saman{Kraft zur Kanalmitte hin gerichtet. Lediglich in unmittelbarer
Wandn

ahe ist die Partikelgeschwindigkeit gr

oer als die Gasgeschwindigkeit. Dies ist
darauf zur

uckzuf

uhren, da ein Partikel, das sich aus dem Inneren des Str

omungsge-
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bietes der Wand ann

ahert, sich nur f

ur eine sehr kurze Zeit in der Wandgrenzschicht
aufh

alt. Diese Zeit ist in der Regel wesentlich k

urzer als die aerodynamische Relaxa-
tionszeit, so da sich die Geschwindigkeit des Partikels nicht

andert. In der N

ahe der
Wand ist also die Saman{Kraft zur Wand hin gerichtet. Aufgrund der hohen Ro-
tationsgeschwindigkeiten, die die Partikel nach einem Wandsto besitzen, spielt die
Magnus{Kraft in diesem wandnahen Gebiet ebenfalls eine wichtige Rolle. Wie die
Saman{Kraft ist auch die Magnus{Kraft zur Wand hin gerichtet. Daher ist in un-
mittelbarerWandn

ahe ein leichter Anstieg der Partikelkonzentration zu beobachten.
Wie in der Abbildung 6.2 zu sehen ist, ergab sich aus der Simulation von Tanaka und
Tsuji [46] in der Mitte des Str

omungsgebietes eine wesentlich h

ohere Partikelkon-
zentration als bei den Simulationen dieser Arbeit. Dies ist dadurch begr

undet, da
Tanaka und Tsuji [46] in ihren Rechnungen den Einu der Fluidturbulenz auf die
Partikelbewegung vernachl

assigten. Dieser Eekt wurde jedoch in der vorliegenden
Arbeit ber

ucksichtigt, was eine st

arkere Dispersion der Partikel zur Folge hat.
In der Abbildung 6.3 ist die Verteilung der relativen Anzahldichte f

ur den kollisions-
behafteten Fall dargestellt. Diese Verteilung ist insgesamt wesentlich gleichm

aiger
als im kollisionsfreien Fall. Die Partikel{Partikel{Kollisionen haben eine dispergie-
rende Wirkung. Die mittlere Zeit zwischen zwei Kollisionen 
C
ist kleiner als die
aerodynamische Relaxationszeit 
A
. Deshalb ist der Einu der Saman{Kraft auf
die Partikelbewegung geringer als in der kollisionsfreien Str

omung. Die Simulation
von Tanaka und Tsuji [46] und die Messung von Tanaka et al. [45] f

ur die Rohr-
str

omung zeigen einen nahezu konstanten Verlauf der Anzahldichte

uber den Rohr-
querschnitt. ImGegensatz dazu ergab sich aus den Simulationen dieser Arbeit f

ur die
Kanalstr

omung ein leichter Anstieg der Partikelkonzentration zur Kanalmitte hin.
Durch die hier vorgenommene Beschr

ankung auf eine zweidimensionale Str

omungs-
berechnung wird der dispergierende Charakter der Kollisionen abgeschw

acht. Der
grunds

atzliche Eekt der verst

arkten Dispersion der Partikel im Vergleich zum kol-
lisionsfreien Fall ist jedoch auch f

ur die zweidimensionaleBerechnung zu beobachten.
Die Abbildungen 6.4 und 6.5 zeigen den Verlauf der axialen Partikelgeschwindig-
keit f

ur die kollisionsfreie bzw. die kollisionsbehaftete Str

omung. Des weiteren ist
in den Diagrammen zum Vergleich jeweils das Geschwindigkeitsprol der Gasphase
dargestellt. F

ur den kollisionsfreien Fall ist die maximale Partikelgeschwindigkeit
in der Mitte des Kanals bzw. des Rohres zu beobachten, w

ahrend sie zur Wand
hin abnimmt. Dabei sinkt bei den im Rahmen dieser Arbeit durchgef

uhrten Bere-
chungen die Geschwindigkeit sehr viel st

arker ab als in der Simulation von Tanaka
und Tsuji [46]. Dies ist wiederum darauf zur

uckzuf

uhren, da letztere den Ein-
u der Fluidturbulenz auf die Partikelbewegung vernachl

assigten. Die turbulen-
ten Schwankungsbewegungen des Gases forcieren die horizontale Komponente der
Partikelbewegung. Dadurch kollidiert ein Partikel h

auger mit den W

anden, wobei
jedesmal die Partikelgeschwindigkeit reduziert wird. Nach einem solchen Wandsto
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bewegt sich das Partikel zur

uck in das Innere des Str

omungsgebietes, wo es durch
die Gasstr

omung wiederum beschleunigt wird. Die Ber

ucksichtigung des Einusses
der Fluidturbulenz hat also zur Folge, da vermehrt Wandst

oe stattnden und die
mittlere Partikelgeschwindigkeit zur Wand hin deutlich abnimmt.
Im kollisionsbehafteten Fall, der in der Abbildung 6.5 dargestellt ist, ist die mittlere
axiale Geschwindigkeit der Partikel nahezu konstant

uber den Querschnitt. Dies ist
durch den intensiven Impulsaustausch zwischen den Partikeln begr

undet, der durch
die Kollisionen verursacht wird. Im Gegensatz zum kollisionsfreien Fall zeigt sich
eine gute

Ubereinstimmung zwischen den im Rahmen dieser Arbeit berechneten Ge-
schwindigkeitsprolen und den Ergebnissen der Simulation Tanakas und Tsujis [46]
bzw. der Experimente Tanakas et al. [45]. Dies unterstreicht, da die aerodynami-
schen Eekte, wie z.B. der Einu der Fluidturbulenz, in der kollisionsbehafteten
Str

omung nur eine untergeordnete Rolle spielen und der Charakter der Str

omung
vor allem durch die Partikel{Partikel{Kollisionen gepr

agt wird.
6.1.2 Anwendung der parallelen Simulationsalgorithmen auf
die Berechnung der vertikalen Kanalstr

omung
Parallele Trajektorienberechnung
Zur Untersuchung der parallelen Verfahren f

ur die Trajektorienberechnung, d.h. der
DD{ und der DSM{Methode, wurde zun

achst ein serieller Testfall deniert. Die Er-
gebnisse der seriellen Berechnung dienen als Referenzgr

oen zur Bestimmung des
Speedups und der Ezienz f

ur die parallele Berechnung. Das Gitternetz f

ur die
Kanalgeometrie bestand im seriellen Fall aus 1024 Gitterzellen in Richtung der Ka-
nalachse und 16 Zellen in horizontaler Richtung. Es wurde jeweils eine kollisionsfreie
und eine kollisionsbehaftete Trajektorienberechnung durchgef

uhrt:
1. Kollisionsfreier Testfall: In diesem Fall wurden 650 Partikeltrajektorien be-
rechnet. Die daf

ur ben

otigte Rechenzeit ist die Vergleichsgr

oe f

ur die kollisi-
onsfreien parallelen Testrechnungen.
2. Kollisionsbehafteter Testfall: Hierbei wurden 400 Trajektorien verwendet. Zur
Ber

ucksichtigung der Kollisionen wurden zwei Iterationen des ITB{Algorith-
mus ausgef

uhrt. Die Rechenzeit f

ur die zweite, kollisionsbehaftete Iteration
bildete die Vergleichsgr

oe zur Beurteilung der parallelen Verfahren.
Diese beiden Testf

alle wurden sowohl seriell als auch parallel berechnet. F

ur die pa-
rallele Berechnung wurde das Gitternetz in verschiedene Anzahlen von Partitionen
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Abbildung 6.6: Aufteilung des Gitters f

ur den vertikalen Kanal in Partitionen f

ur
die parallele Trajektorienberechnung
aufgeteilt, n

amlich 2, 3, 7, 15, 31 sowie 63 Partitionen. Die Wahl dieser Partitions-
zahlen wurde zum einen bestimmt durch die Anforderungen der parallelen Verfahren
(DD,DSM), zum anderen durch Regelungen bei der Nutzung des verwendeten Paral-
lelrechners (Cray T3D am EPCC). Betrachtet man eine bestimmte Partitionsanzahl
N , so werden innerhalb des DD{Verfahrens N+1 und innerhalb des DSM{Verfahres
2N + 1 Prozesse f

ur die parallele Berechnung ben

otigt. Andererseits kann auf dem
hier eingesetzten Rechner die Anzahl von Prozessoren, die f

ur einen Programmlauf
verwendet wird, nicht beliebig gew

ahlt werden, sondern mu eine Potenz der Zahl
2 sein. Des weiteren kann auf jedem Prozessor jeweils nur ein Prozess aktiv sein.
Durch die Wahl der Partitionsanzahlen in der oben beschriebenen Weise wird daher
eine optimale Ausnutzung der Rechnerressourcen gew

ahrleistet.
Die Gitterpartitionierung wurde derart durchgef

uhrt, da die resultierenden Teil-
gebiete denselben Fl

acheninhalt sowie dieselbe Anzahl von Gitterzellen besaen.
Um auerdem die Anzahl der Gitterzellen an den Partitionsr

andern zu minimieren,
wurde die Kanalgeometrie ausschlielich in vertikal

ubereinander liegende Segmente
unterteilt, wie in der Abbildung 6.6 gezeigt.
In den Abbildungen 6.7 und 6.8 ist der Verlauf des Speedups bzw. der Ezienz
der parallelen Simulationsalgorithmen f

ur die Trajektorienberechnung dargestellt.
Bei der Bestimmung dieser Gr

oen wurden ausschlielich die Ausf

uhrungszeiten
der Node{Prozesse ber

ucksichtigt, da diese die eigentliche Trajektorienberechnung
durchf

uhren. Der Vergleich zwischen dem Domain{Decomposition{ und dem Distri-
buted{Shared{Memory{Verfahren zeigt, da sowohl im kollisionsfreien als auch im
kollisionsbehafteten Fall mit letzterem Verfahren deutlich h

ohere Speedups bzw. Ef-
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zienzen erzielt werden. Dies ist dadurch begr

undet, da der Rechenaufwand f

ur die
Trajektorienberechnung nicht gleichm

aig

uber die L

ange des Kanals verteilt ist.
Eine Folge davon ist beim DD{Verfahren eine ungleichm

aige Rechenlastverteilung
unter den Nodes. ImGegensatz dazu ist beim DSM{Verfahren durch die dynamische
Zuweisung von Partitionen zu Nodes die Rechenlast stets optimal verteilt. Dies sei
anhand der Abbildung 6.9 verdeutlicht.Hierin ist die Rechenzeit der einzelnenNodes
f

ur den Testfall der kollisionsfreien Str

omung in der 7{Block{Geometrie dargestellt.
Dabei handelt es sich ausschlielich um Zeit, die f

ur mathematische Operationen
aufgewendet wird, d.h. der Zeitaufwand f

ur den Datenaustausch ist darin nicht ent-
halten. F

ur das DD{Verfahren existiert eine feste Zuordnung von Gitterpartitionen
zu Node{Prozessen, wobei die am Einstr

omrand gelegene Partition dem Node 1 und
die am Ausstr

omrand gelegene dem Node 7 zugeordnet ist. In dem Diagramm f

ur
das DD{Verfahren ist zu sehen, da der Rechenaufwand im oberen Teil des Kanals
gr

oer ist als im unteren Teil. Dies ist darauf zur

uckzuf

uhren, da die Partikel beim
Eintritt in den Kanal zun

achst nur eine vertikale Geschwindigkeitskomponente be-
sitzen und daher die unteren Teilgebiete relativ schnell durchqueren. Auf ihrer Bahn
werden die Partikel durch die Fluidturbulenz und die Saman{Kraft in horizonta-
ler Richtung abgelenkt, was im oberen Teil des Kanals zu h

augen Wandst

oen
f

uhrt. Diese verursachen wiederum eine Verst

arkung der horizontalen Komponente
der Partikelbewegung, was zur Folge hat, da die Partikel sich in den oberen Teil-
gebieten l

anger aufhalten als in den unteren. Beim DSM{Verfahren wird dagegen
die Rechenlast dynamisch verteilt, wodurch die Rechenzeiten der einzelnen Nodes
nahezu identisch sind (siehe Abbildung 6.9, rechts).
Vergleicht man in den Abbildungen 6.7 und 6.8 die Ergebnisse f

ur die kollisionsfreie
und die kollisionsbehaftete Simulation, so sieht man, da sowohl f

ur das DD{ als
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
uber die Kanall

ange
auch f

ur das DSM{Verfahren fast durchweg bei der kollisionsbehafteten Simulation
h

ohere Speedups bzw. Ezienzen erzielt werden. Lediglich bei der Anwendung der
DD-Methode auf den 15{Block{Testfall schneidet die kollisionsfreie Berechnung bes-
ser ab. Die H

ohe des erzielbaren Speedups bzw. der erzielbaren Ezienz ist von zwei
wichtigen Faktoren abh

angig: Zum einen von der Skalierbarkeit des seriellen Aus-
gangsproblems und zum anderen vom Verh

altnis der Kommunikationszeit zur reinen
Rechenzeit. In der Abbildung 6.10 sind f

ur das DD{Verfahren und den 63{Block{
Fall die relativen Rechenzeiten der einzelnen Nodes dargestellt. Hierbei handelt es
sich wiederum nur um die Zeit, die f

ur mathematische Berechnungen aufgewendet
wurde, und die Kommunikationszeit ist darin nicht enthalten. Wie auch in der Ab-
bildung 6.9 ist dem Node 1 die Partition zugeordnet, die am Einstr

omrand liegt.
Der Node 63 bearbeitet das am Ausstr

omrand gelegene Teilgebiet. Anhand dieser
Darstellung ist zu erkennen, da sowohl im kollisionsfreien als auch im kollisions-
behafteten Fall der Rechenaufwand nicht gleichm

aig

uber die L

ange des Kanals
verteilt ist, sondern lokal variiert. Wenn nun der Kanal in Teilgebiete gleicher Gr

oe
aufgeteilt wird, hat dies zur Folge, da der auf die einzelnen Gebiete entfallende Re-
chenaufwand im allgemeinen unterschiedlich gro ist. Das serielle Ausgangsproblem
ist also durch diese Art der Partitionierung nicht optimal skalierbar.
Anhand der Tabelle 6.2 sei dieser Sachverhalt verdeutlicht. Hierin ist T
R;max
die
maximale Rechenzeit (ohne Kommunikationszeit), die ein Node im DD{Verfahren
zur Bearbeitung der ihm zugewiesenen Partition ben

otigte, T
1
ist die Rechenzeit
f

ur die serielle Berechnung der Kanalstr

omung und N die Anzahl der Partitionen
bzw. Nodes. Die Gr

oe T
R;max
hat einen groen Einu auf die Leistungsf

ahigkeit
eines parallelen Verfahrens, da der Node mit der gr

oten Rechenzeit in der Regel die
Gesamtzeit der parallelen Berechnung bestimmt. In der zweiten und dritten Spal-
te der Tabelle 6.2 ist das Verh

altnis von T
R;max
zum Quotienten T
1
=N dargestellt.
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N  T
R;max
=T
1
T
Komm
=T
R;max
N ohne Koll. mit Koll. ohne Koll. mit Koll.
1 1 1 0 0
2 1.19 1.05 0.09 0.08
3 1.00 0.95 0.13 0.12
7 1.50 1.27 0.18 0.19
15 1.06 1.41 0.49 0.27
31 1.50 1.61 0.82 0.52
63 1.26 1.73 2.14 0.60
Tabelle 6.2: Skalierung des seriellen Ausgangsproblems und Verh

altnis von Kommu-
nikations{ zu Rechenzeit
Dieses Verh

altnis ist ein Ma f

ur die Skalierung des Ausgangsproblems, die mit der
gew

ahlten Gitterpartitionierung erreicht wurde. Je kleiner dieser Wert ist, um so
besser ist die Skalierung und um so gr

oer ist der erreichbare Speedup bzw. die
Ezienz. Der Vergleich zwischen den Werten f

ur die kollisionsfreien und die kolli-
sionsbehafteten Rechnungen zeigt, da f

ur kleine Partitionszahlen bis einschlielich
sieben die kollisionsbehaftete Berechnung besser skaliert wird. F

ur die gr

oeren An-
zahlen von Partitionen wird im kollisionsfreien Fall eine bessere Skalierung erreicht.
Dennoch sind der Speedup und die Ezienz im 31{ und 63{Block{Fall f

ur die kol-
lisionsbehaftete Simulation h

oher als f

ur die kollisionsfreie (siehe Abbildungen 6.7
und 6.8). Dies ist auf den Einu der Kommunikationszeit zur

uckzuf

uhren. In der
vierten und f

unften Spalte der Tabelle ist jeweils das Verh

altnis der Kommuni-
kationszeit T
Komm
zu T
R;max
angegeben. Hierbei sieht man, da insbesondere bei
den kollisionsfreien Rechnungen und groen Partitionszahlen der Anteil der Kom-
munikationszeit sehr stark zunimmt. Im selben Mae steigt die Gesamtzeit f

ur die
parallele Berechnung an, was sich ung

unstig auf die Leistungsparameter des paralle-
len Verfahrens auswirkt. Im kollisionsbehafteten Fall nimmtdie Kommunikationszeit
ebenfalls zu, jedoch weniger stark. Dies liegt daran, da bei den gr

oeren Partitions{
bzw. Node{Anzahlen die Kommunikationszeit haupts

achlich aus Wartezeit besteht,
w

ahrend der die Nodes auf die Zuweisung einer Partikelstartbedingung durch den
Host warten. Diese Wartezeit ist im kollisionsbehafteten Fall k

urzer, weil die Par-
tikel aufgrund ihrer h

oheren mittleren Geschwindigkeit (siehe Abbildung 6.5) die
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Partitionen schneller durchqueren.
Zusammenfassend l

at sich also feststellen, da sowohl die Skalierbarkeit des seri-
ellen Ausgangsproblems als auch die Kommunikationszeit einen groen Einu auf
die Leistungsf

ahigkeit der parallelen Verfahren haben. Die oben f

ur das Beispiel des
DD{Verfahrens getroenen Feststellungen zur Skalierbarkeit gelten prinzipiell auch
f

ur das DSM{Verfahren. Zwar wird beim DSM{Verfahren der Rechenaufwand ins-
gesamt gleichm

aiger unter den Nodes aufgeteilt. Wenn jedoch die Teilprobleme, die
den Nodes zugewiesen werden m

ussen, eine unterschiedliche endliche Gr

oe besit-
zen, ist eine ideal gleichm

aige Rechenlastverteilung in der Regel nicht zu erreichen.
Dieser Sachverhalt ist in der Abbildung 6.11 vereinfacht dargestellt. In diesem Bei-
spiel wird eine Anzahl von Rechenaufgaben unterschiedlicher Gr

oe statisch bzw.
dynamisch auf drei Prozessoren verteilt. Man sieht, da bei der dynamischen Vertei-
lung die Rechenzeit insgesamt verk

urzt wird. Die Rechenzeitunterschiede zwischen
den Prozessoren werden zwar im dynamischen Fall verringert, sind jedoch weiterhin
vorhanden. Aus diesem Grund wirken sich die oben beschriebenen Probleme der
Skalierbarkeit auch auf die Leistungsf

ahigkeit des DSM{Verfahrens aus.
In den Abbildungen 6.7 bzw. 6.8 sind in zwei F

allen Speedups mit Sp (N) > N
bzw. Ezienzen zu beobachten, die gr

oer als 1 sind. Dieser Eekt ist weder auf die
Skalierung noch auf die Kommunikation zur

uckzuf

uhren, sondern auf die Speicher-
organisation der Prozessoren des Parallelrechners. Bei der parallelen Berechnung ist
die Gesamtmenge der zu speichernden Daten wesentlich kleiner als im seriellen Fall.
Dies hat zur Folge, da ein signikanter Anteil der Daten im Cache des Prozessors
gespeichert werden kann. Wenn diese Daten f

ur die Berechnung ben

otigt werden,
stehen sie schneller zur Verf

ugung, als wenn sie zuerst vom Hauptspeicher zur CPU
transportiert werden m

uten. Dadurch wird die Ausf

uhrungszeit f

ur die Rechnung
verk

urzt, was in einigen F

allen zum Erzielen eines superlinearen Speedups f

uhren
kann.
Parallele simultane Partikelverfolgung
Zur Untersuchung des parallelen Algorithmus f

ur die simultane Partikelverfolgung
wurden vier verschiedene Testf

alle betrachtet. Zum einen wurden parallele Simula-
tionen mit und ohne Ber

ucksichtigung der Kollisionen durchgef

uhrt, zum anderen
wurde der Einu der Partikelverteilung im Str

omungsgebiet auf die Leistungsf

ahig-
keit des parallelen Verfahrens untersucht. Da die simultane Partikelverfolgung ein
inh

arent instation

ares Verfahren ist,

andert sich diese Verteilung im allgemeinen im
Verlaufe einer Simulation. Bei der Berechnung der vertikalen Kanalstr

omung waren
die Partikel zu Beginn der Rechnung, d.h. zum Zeitpunkt t = 0 s gleichm

aig in der
Geometrie verteilt. Dieser Zustand wird im folgenden als \Startverteilung\ bezeich-
net. Die Partikelverteilung, die dem station

aren Str

omungszustand entspricht und
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die sich erst nach einer bestimmten Zeit einstellt (t = 0:6 s im kollisionsfreien bzw.
t = 0:56 s im kollisionsbehafteten Fall), soll als \Endverteilung\ bezeichnet werden.
Zur Untersuchung der Leistungsf

ahigkeit des parallelen Algorithmus wurden Test-
rechnungen sowohl f

ur die Start{ als auch f

ur die Endverteilung im kollisionsfreien
und kollisionsbehafteten Fall durchgef

uhrt. Die bei diesen Simulationen verwendeten
Parameter sind in der Tabelle 6.3 zusammengefat.
Das Gitternetz f

ur das Kanalsegment bestand im seriellen Fall aus 128  16 Git-
terzellen. F

ur die parallelen Testrechnungen wurde das Gitter in 2, 4, 8, 16, 32
und 64 Partitionen aufgeteilt. Die Aufteilung wurde in der Weise durchgef

uhrt, da
die einzelnen Partitionen jeweils dieselbe Anzahl von Gitterzellen enthielten und
gleichzeitig die Anzahl von Zellen an den Partitionsgrenzen minimal war. In der Ab-
bildung 6.12 ist f

ur drei der Testgitter jeweils ein Ausschnitt dargestellt. Der linke
Teil der Abbildung zeigt das Gitter f

ur den seriellen Fall. F

ur die Partitionsanzahlen
bis einschlielich 16 wurde die Geometrie nur in vertikal

ubereinander liegende Seg-
mente unterteilt, wie in der Mitte der Abbildung dargestellt. F

ur den 32{Block{Fall
erfolgte erstmals ein Schnitt in vertikaler Richtung, so da 16 Partitionen in Rich-
tung der Kanalachse und zwei Partitionen in Querrichtung entstanden. Dieser Fall
ist im rechten Teil der Abbildung 6.12 gezeigt. Zur nochmaligen Verdopplung der
Anzahl der Partitionen f

ur das 64{Block{Gitter wurde wiederum jedes Teilgebiet in
zwei vertikal

ubereinander liegende Teilgebiete aufgeteilt.
Der Verlauf des Speedups bzw. der Ezienz des parallelen Algorithmus f

ur die si-
multane Partikelverfolgung ist in den Abbildungen 6.13 bzw. 6.14 dargestellt. Hierin
ist zu sehen, da bis zu einer Prozessor{ bzw. Partitionsanzahl von 16 in allen F

allen
relativ gute Ergebnisse erzielt werden. Oberhalb dieser Anzahl sinkt jedoch die Lei-
stungsf

ahigkeit des parallelen Verfahrens sehr stark ab. Der Grund hierf

ur ist die
Art der Partitionierung der Gittergeometrie. F

ur die 2{ bis 16{Block{Geometrien
wird, wie oben beschrieben, das Kanalsegment in gleichgroe Teilgebiete entlang
der Kanalachse aufgeteilt (siehe Abbildung 6.12, mitte). Dabei ist der auf die ein-
zelnen Teilgebiete entfallende Rechenaufwand ungef

ahr gleich gro, da aufgrund der
Verwendung periodischer Randbedingungen an den Kanalenden der Gesamtrechen-
aufwand relativ gleichm

aig

uber die L

ange des Kanalsegmentes verteilt ist. Im 32{
und 64{Block{Fall wird jedoch zus

atzlich eine Teilung in vertikaler Richtung vorge-
nommen. Die dadurch entstehenden Teilgebiete enthalten zwar dieselbe Anzahl von
Gitterzellen, haben jedoch einen unterschiedlichen Fl

acheninhalt, da die Gitterzellen
zur Kanalwand hin kleiner werden (siehe Abbildung 6.12, rechts). Die gr

oeren, an
der Kanalachse gelegenen Partitionen enthalten mehr Partikel, so da der Rechen-
aufwand in diesen Gebieten gr

oer ist. Dadurch kommt es zu einer ungleichm

aigen
Verteilung der Rechenlast unter den Prozessoren, was den Speedup bzw. die Ezienz
des parallelen Algorithmus senkt.
Die Ezienzabnahme bei den 32{ bzw. 64{Block{Rechnungen

auert sich im Fall
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ohne Kollisionen mit Kollisionen
Startvert. Endvert. Startvert. Endvert.
Anzahl Partikel 4 000 10 000 4 000 10 000
Anzahl Zeitschritte 750 220 700 220
Gr

oe eines Zeitschritts t 10
 4
s 10
 5
s 10
 4
s 10
 5
s
Tabelle 6.3: Simulationsparameter f

ur die parallele Berechnung der vertikalen Ka-
nalstr

omung unter Verwendung der simultanen Partikelverfolgung
Abbildung 6.12: Prinzip der Gitterpartitionierung f

ur die parallele simultane Par-
tikelverfolgung: Gitter f

ur die serielle Berechnung (links), 16{Block{Gitter (mitte)
und 32{Block{Gitter (rechts)
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Abbildung 6.13: Speedup f

ur die parallele Simulation auf der Basis der simultanen
Partikelverfolgung
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Abbildung 6.14: Ezienz f

ur die parallelen Simulation auf der Basis der simultanen
Partikelverfolgung
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32-Block-Gitter
4.30
3.83
3.36
2.90
2.43
1.96
1.49
1.03
0.56
0.09
16-Block-Gitter
Relative
Anzahldichte
Abbildung 6.15: Verteilung der Partikel auf die Partitionen f

ur den station

aren Zu-
stand im kollisionsfreien Fall
der Endverteilung wesentlich st

arker als im Fall der Startverteilung. Dies ist dadurch
begr

undet, da bei der Endverteilung der Partikel, die dem station

aren Str

omungs-
zustand entspricht, die Partikelkonzentration in der N

ahe der Kanalachse wesentlich
gr

oer ist als in der N

ahe der Wand (siehe Abbildungen 6.2 und 6.3). Im Vergleich
zur Startverteilung ergibt sich daher ein wesentlich gr

oeres Ungleichgewicht im Re-
chenaufwand zwischen den an der Kanalachse und den an der Kanalwand gelegenen
Partitionen. In der Abbildung 6.15 ist f

ur die kollisionsfreie Str

omung die Verteilung
der Partikelanzahldichte jeweils f

ur einen Ausschnitt aus der 16{ und der 32{Block{
Geometrie dargestellt. Man kann erkennen, da durch die Verdopplung der Anzahl
der Partitionen der Rechenaufwand, der auf eine einzelne Partition entf

allt, prak-
tisch nicht verringert wird. Auch f

ur die 32{Block{Geometrie ist nahezu der gesamte
Rechenaufwand auf lediglich 16 Partitionen verteilt. Dies ist auch daran zu erken-
nen, da bei den parallelen Testrechnungen im Fall der Endverteilung der Speedup
f

ur 32 und 64 Prozessoren nahezu identisch ist. Die Verdopplung der Anzahl der
Prozessoren hat also in diesem Fall keine Verk

urzung der Rechenzeit zur Folge.
Vergleicht man die Ergebnisse der kollisionsfreien und der kollisionsbehafteten Test-
rechnungen miteinander, so sieht man, da im Fall der Endverteilung die kollisions-
behafteten Rechnungen niedrigere Ezienzen bzw. Speedups erzielen, obwohl in der
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0.03 m
Einströmrand Ausströmrand
6 m
Abbildung 6.16: Str

omungsgeometrie f

ur die Berechnung der horizontalen Kanal-
str

omung mit Hilfe der trajektorienbasierten Simulation
periodischer Rand
0.03 m
periodischer Rand
0.8 m
Abbildung 6.17: Str

omungsgeometrie f

ur die Berechnung der horizontalen Kanal-
str

omung mit Hilfe der simultanen Partikelverfolgung
kollisionsbehafteten Str

omung die Partikelverteilung gleichm

aiger ist. Dies ist auf
einen h

oheren Kommunikationsaufwand zur

uckzuf

uhren. In der kollisionsbehafteten
Str

omung ist die mittlere Partikelgeschwindigkeit gr

oer als in der kollisionsfreien.
Dies hat zur Folge, da die Anzahl der Partikeln, die pro Zeiteinheit eine Partiti-
onsgrenze

uberqueren, gr

oer ist als im kollisionsfreien Fall. Somit ist das Verh

altnis
der Kommunikations{ zur Rechenzeit im kollisionsbehafteten Fall ung

unstiger.
6.2 Berechnung der Str

omung in einem horizon-
talen Kanal
6.2.1 Physikalische Eigenschaften der Str

omung
Als zweites Testbeispiel wurde eine Gas{Partikel{Str

omung in einem horizontalen
Kanal untersucht. F

ur die trajektorienbasierte Simulation hatte das Str

omungsge-
biet eine L

ange von 6 m und eine H

ohe von 0.03 m. F

ur die Str

omungsberechnung
mit Hilfe der simultanen Partikelverfolgung wurde ein 0.8 m langes Kanalsegment
mit periodischen Randbedingungen an den Enden des Segmentes verwendet. In den
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Abbildung 6.16 und 6.17 sind die Abmessungen dieser beiden Geometrien schema-
tisch dargestellt.
Von Oesterle und Petitjean [34] wurden Simulationen f

ur horizontale Rohrstr

omun-
gen bei verschiedenen Partikelbeladungen durchgef

uhrt. Um zumindest einen qua-
litativen Vergleich der im Rahmen der vorliegenden Arbeit durchgef

uhrten Berech-
nungen mit den Simulationen von Oesterle und Petitjean [34] zu erm

oglichen, wur-
den die dort verwendeten physikalischen Str

omungsparameter hier weitgehend

uber-
nommen. Als Gasphase wurde Luft verwendet, bei der dispersen Phase handelte es
sich um Glaspartikel, und die Kanal{ bzw. Rohrwand bestand aus Kupfer. In der
Tabelle 6.4 sind die Werte der wichtigsten physikalischen Parameter zusammenge-
fat.
Wie bei der Berechnung der vertikalen Kanalstr

omung wurde auch hier angenom-
men, da die Str

omungsgr

oen der Gasphase

uber die L

ange des Kanals konstant
sind. Des weiteren wurde aus den gleichen Gr

unden, die bereits im Abschnitt 6.1.1
erl

autert wurden, der Einu der Partikel auf die Bewegung des Gases nicht ber

uck-
sichtigt.
Es wurde wiederum jeweils eine Str

omung mit einer niedrigen Beladung ( =
4:62  10
 6
;  = 0:01) und einer hohen Beladung ( = 4:62  10
 3
;  = 10) un-
tersucht. Die Berechnung der ersteren erfolgte unter Vernachl

assigung der Partikel{
Partikel{Kollisionen. Beide Str

omungen wurden sowohl mit Hilfe der Methode der
Trajektorienberechnung als auch mit der simultanen Partikelverfolgung berechnet.
Die hierbei verwendeten Simulationsparameter sind im folgenden zusammengefat:
Trajektorienberechnung
1. Kollisionsfreie Str

omung: Es wurden 5 000 Trajektorien vom Einstr

om{ bis
zum Ausstr

omrand berechnet. Wie auch im Fall der vertikalen Kanalstr

omung
ist diese Anzahl aufgrund der relativ einfachen Str

omungsgeometrie gro ge-
nug, um statistisch gesicherte Werte f

ur die gemittelten Str

omungsgr

oen der
Partikelphase zu erhalten.
2. Kollisionsbehaftete Str

omung: Auch hierbei wurden 5 000 Trajektorien berech-
net sowie zehn aufeinanderfolgende Trajektorienberechnungen zur Ber

ucksich-
tigung der Kollisionen ausgef

uhrt.

Ahnlich wie bei der Simulation der vertika-
len Kanalstr

omung zeigte sich bei einer Erh

ohung der Anzahl der Trajektorien
bzw. Iterationen keine Ver

anderung der Simulationsergebnisse.
Simultane Partikelverfolgung
1. Kollisionsfreie Str

omung: Hierbei wurde die Bewegung von 10 000 Partikeln
berechnet. Aufgrund der Verwendung von periodischen Randbedingungen an
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Physikalische Gr

oe
Formel-
zeichen
Wert
Kanalh

ohe H 30 mm
Mittlere axiale Gasgeschwindigkeit v
F
25.5 m/s
Dichte des Gases 
F
1.21 kg/m
3
Dynamische Viskosit

at des Gases  1:79  10
 5
kg/(m s)
Mittlerer Partikeldurchmesser d
P
100 m
Materialdichte der Partikel 
P
2620 kg/m
3
Stozahl f

ur Part.{Wand{Sto e
w
0.9
Reibungsbeiwert f

ur Part.{Wand{Sto f
w
0.53
Stozahl f

ur Part.{Part.{Sto e
p
0.95
Reibungsbeiwert f

ur Part.{Part.{Sto f
p
0.4
Volumetrische Beladung 
P
ohne Koll.: 4:62  10
 6
mit Koll.: 4:62  10
 3
Massenbeladung 
ohne Koll.: 0.01
mit Koll.: 10
Tabelle 6.4: Physikalische Parameter f

ur die Simulation der horizontalen Kanal-
str

omung
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den Enden des Kanalsegmentes war diese Anzahl w

ahrend der gesamten Simu-
lation konstant. Die physikalische Laufzeit der Simulation betrug 0:3 s, wobei
der minimal zugelassene Zeitschritt t
min
= 10
 5
s betrug.
2. Kollisionsbehaftete Str

omung: Auch hier wurden 10 000 Partikel, eine Laufzeit
von 0:3 s und ein minimaler Zeitschritt von t
min
= 10
 5
s verwendet. Die
Partikel{Partikel{Kollisionen wurden wiederum mit Hilfe der Monte{Carlo{
Methode berechnet.
In den Abbildungen 6.18 bis 6.21 sind die physikalischen Ergebnisse f

ur die Simula-
tion der horizontalen Kanalstr

omung dargestellt. In diesen Diagrammen bezeichnet
die auf der vertikalen Koordinatenachse aufgetragene Gr

oe y jeweils die H

ohe

uber
dem Kanalboden. Die Abbildung 6.18 zeigt die relative Anzahldichte der Partikel
f

ur die kollisionsfreie Str

omung in einer Entfernung von 6m vom Einstr

omrand. Die
Anzahldichte ist relativ gleichf

ormig

uber die Kanalh

ohe verteilt. Der Grund hierf

ur
ist, da die Partikel durch die Wirkung der Schwerkraft h

aug mit dem Boden
des Kanals kollidieren, von wo sie wegen der Rauhigkeit der Wand stark resuspen-
diert werden. In einer dreidimensionalen Rohrstr

omung ist dieser Resuspensionsef-
fekt schw

acher, da die Partikelbewegung eine zus

atzliche horizontale Komponente
besitzt. Bei den Simulationen von Oesterle und Petitjean [34] zeigt sich daher in der
unteren H

alfte des Str

omungsgebietes eine h

ohere Partikelkonzentration und der
oberen H

alfte eine niedrigere als bei den Rechnungen der vorliegenden Arbeit.
In der Abbildung 6.19 ist die relative Anzahldichte f

ur die kollisionsbehaftete Str

o-
mung gezeigt. Man sieht, da die Ergebnisse der verschiedenen Berechnungen sich
zwar quantitativ unterscheiden, jedoch zeigt sich in allen F

allen eine sehr ungleich-
f

ormige Partikelverteilung

uber der Kanalh

ohe. Die Konzentration in der oberen
H

alfte des Kanals ist deutlich niedriger als im kollisionsfreien Fall, wogegen die
Konzentration in der unteren H

alfte deutlich h

oher ist. Dies ist damit begr

undet,
da die Partikel{Partikel{Kollisionen die durch die Wandst

oe hervorgerufene Re-
suspension d

ampfen. Ein Partikel, das sich nach einem Sto mit dem Kanalboden in
das Innere des Str

omungsgebietes zur

uckbewegt, erreicht eine geringere H

ohe als in
einer verd

unnten Str

omung, da es auf seiner Bahn mit anderen Partikeln kollidiert.
Des weiteren ist anhand der Abbildung 6.19 zu erkennen, da die maximale Parti-
kelkonzentration nicht unmittelbar am Kanalboden auftritt, sondern in einem be-
stimmten Abstand von diesem. In diesem Bereich nden besonders viele Partikel{
Partikel{Kollisionen statt, da hier die von der Wand zur

uckprallenden und die sich
zur Wand hin bewegenden Partikel aufeinandertreen. Durch die Kollisionen wird
die vertikale Bewegung der zur

uckprallenden Partikel ged

ampft. Umgekehrt wird die
Bewegung der Partikel, die sich zur Wand hin bewegen, durch die zur

uckprallenden
Partikel behindert. Als Folge davon steigt die Konzentration in diesem Gebiet stark
an.
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Abbildung 6.18: Relative Partikelanzahldichte n
P
=n
P0
f

ur die kollisionsfreie Str

o-
mung (
P
= 4:62  10
 6
;  = 0:01), L = 6m stromab vom Kanal{ bzw. Rohreinlauf
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Abbildung 6.19: Relative Partikelanzahldichte n
P
=n
P0
f

ur die kollisionsbehaftete
Str

omung (
P
= 4:62  10
 3
;  = 10:0), L = 6m stromab vom Kanal{ bzw. Rohr-
einlauf
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Bei der Simulation von Oesterle und Petitjean [34] ist die maximale Anzahldichte
gr

oer als bei den Simulationen dieser Arbeit. Der Ort der maximalen Anzahldich-
te bendet sich auerdem in einem kleineren Abstand zum Kanalboden. Dies ist,

ahnlich wie im kollisionsfreien Fall, darauf zur

uckzuf

uhren, da von Oesterle und Pe-
titjean [34] eine Rohrstr

omung betrachtet wurde, in der die Partikel weniger stark
in vertikaler Richtung resuspendiert werden.
Der Vergleich der Ergebnisse der vorliegenden Arbeit f

ur die Trajektorienberechnung
und die simultane Partikelverfolgung im kollisionsbehafteten Fall zeigt, da die maxi-
male Anzahldichte, die mit Hilfe der simultanen Partikelverfolgung bestimmtwurde,
kleiner ist als die durch die Trajektorienberechnung bestimmte. Ein m

oglicher Grund
hierf

ur ist, da f

ur die Str

omungsberechnung mit Hilfe der simultanen Partikelverfol-
gung eine konstante Anzahl von Partikeln und periodische Randbedingungen an den
Kanalenden gew

ahlt wurden. Dadurch ist die mittlere Partikelanzahldichte in der
Str

omungsgeometrie w

ahrend der gesamten Rechnung konstant. Im Fall der Tra-
jektorienberechnung

andert sich jedoch die mittlere Anzahldichte

uber die L

ange
des Kanals, wenn sich die mittlere Partikelgeschwindigkeit

andert. Da die Kollisi-
onsfrequenz u.a. von der Anzahldichte abh

angig ist, kann bei unterschiedlichen An-
zahldichten der Einu der Kollisionen auf die makroskopischen Str

omungsgr

oen
unterschiedlich sein. Auf eine genauere Untersuchung der Ursachen f

ur die Die-
renzen zwischen den Ergebnissen der beiden Simulationsmethoden wurde hier ver-
zichtet. F

ur solche detaillierten Untersuchungen sind die theoretischen Grundlagen
der Kollisionsmodelle sowie die aus der Literatur bekannten praktischen Erfahrun-
gen mit diesen Modellen bisher zu gering. Da der Schwerpunkt dieser Arbeit auf
der Entwicklung und dem Test von parallelen Simulationsalgorithmen liegt, wird es
hier als ausreichend angesehen, da beide Berechnungsmethoden qualitativ

ahnliche
Ergebnisse liefern.
In den Abbildungen 6.20 und 6.21 ist der Verlauf der mittleren axialen Geschwindig-
keit der Partikel{ und Gasphase

uber die Kanalh

ohe dargestellt. F

ur die Partikel-
geschwindigkeit sind von Oesterle und Petitjean [34] keine Ergebnisse ver

oentlicht,
so da in diesen Diagrammen nur die Ergebnisse der Simulationen dieser Arbeit
enthalten sind. Im kollisionsfreien Fall, der in der Abbildung 6.20 gezeigt ist, ist
das Geschwindigkeitsprol der Partikelphase relativ gleichf

ormig. Die mittlere Par-
tikelgeschwindigkeit ist deutlich geringer als die mittlere Gasgeschwindigkeit. Die
Partikel stoen sehr h

aug gegen die Kanalw

ande, wobei ihre kinetische Energie
aufgrund der Wandreibung jedesmal verringert wird. Des weiteren ist die Zeit zwi-
schen zwei Wandst

oen relativ kurz, so da die Partikel in dieser Zeit durch die
aerodynamischen Kr

afte des Gases nicht signikant beschleunigt werden. Im Gegen-
satz dazu ist im kollisionsbehafteten Fall, der in der Abbildung 6.21 dargestellt ist,
die mittlere Partikelgeschwindigkeit deutlich h

oher. Dies liegt daran, da Partikel,
die von der Wand zur

uckprallen, die Wand gegen eintreende Partikel abschirmen.
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Abbildung 6.20: Mittlere axiale Geschwindigkeit f

ur die kollisionsfreie Str

omung
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Abbildung 6.21: Mittlere axiale Geschwindigkeit f

ur die kollisionsbehaftete Str

o-
mung (
P
= 4:62  10
 3
;  = 10:0), L = 6m stromab vom Kanaleinlauf
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Abbildung 6.22: Aufteilung des Gitters f

ur den horizontalen Kanal in Partitionen
f

ur die parallele Trajektorienberechnung
Als Folge davon stoen die Partikel insgesamt seltener gegen die Kanalw

ande. Sie
halten sich daher zwischen zwei Wandst

oen l

anger in der Gasstr

omung auf und
werden auf eine h

ohere Geschwindigkeit beschleunigt.
6.2.2 Anwendung der parallelen Simulationsalgorithmen auf
die Berechnung der horizontalen Kanalstr

omung
Parallele Trajektorienberechnung
Zur Untersuchung der parallelen Verfahren f

ur die Trajektorienberechnung wurde je-
weils ein kollisionsfreier und ein kollisionsbehafteter Testfall betrachtet. Dabei wur-
den die folgenden Simulationsparameter verwendet:
1. Kollisionsfreier Testfall: In diesem Fall wurden 500 Trajektorien vom Ein-
str

om{ bis zum Ausstr

omrand berechnet und die daf

ur ben

otigte Rechenzeit
bestimmt.
2. Kollisionsbehafteter Testfall: Hierbei wurden 200 Trajektorien berechnet. Wie
bei der vertikalen Kanalstr

omung wurden auch hier zwei Iterationen des ITB{
Algorithmus ausgef

uhrt. Die Rechenzeit, die f

ur die zweite, kollisionsbehaftete
Iteration ben

otigt wurde, bildet die Vergleichsgr

oe zur Beurteilung der paral-
lelen Verfahren.
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F
ur die seriellen Referenzrechnungen bestand das Gitternetz f

ur die in der Abbil-
dung 6.16 dargestellte Str

omungsgeometrie aus 102416 Gitterzellen. Dieses Gitter-
netz wurde f

ur die parallelen Testrechnungen in 2, 3, 7, 15, 31 bzw. 63 Partitionen
aufgeteilt. Die Gr

unde f

ur die Wahl dieser Partitionsanzahlen sind dieselben, die
bereits im Abschnitt 6.1.2 erl

autert wurden. Die Aufteilung des Gitternetzes wurde
wiederum in der Weise durchgef

uhrt, da die einzelnen Teilgitter dieselbe Anzahl
von Gitterzellen enthielten sowie die Anzahl von Zellen an den Partitionsr

andern
minimiert wurde. Die Anwendung dieser Strategie hatte zur Folge, da das Gitter
in allen F

allen in horizontal nebeneinander liegende Segmente unterteilt wurde, wie
in der Abbildung 6.22 schematisch gezeigt.
In den Abbildungen 6.23 und 6.24 sind der Speedup bzw. die Ezienz der paralle-
len Simulationsalgorithmen f

ur die Trajektorienberechnung dargestellt. Wie auch im
Fall der vertikalen Kanalstr

omung wurden bei der Bestimmung dieser Gr

oen aus-
schlielich die Rechenzeiten der Node{Prozesse verwendet, da diese die eigentliche
Berechnung der Trajektorien durchf

uhren. Vergleicht man die Ergebnisse des DD{
und des DSM{Verfahrens, so sieht man, da mit Hilfe des DSM{Verfahrens h

ohere
Speedups bzw. Ezienzen erzielt werden. Dies ist wiederum darauf zur

uckzuf

uhren,
da bei der Verwendung dieses Verfahrens die Rechenlast wesentlich gleichm

aiger
unter den Nodes verteilt ist als beim DD{Verfahren.
Der Vergleich zwischen Ergebnissen der kollisionsfreien und der kollisionsbehafte-
ten Testrechnungen zeigt, da f

ur die Partitions{ bzw. Node{Anzahlen 2 und 3 die
kollisionsbehafteten Rechnungen Speedups und Ezienzen erzielen, die leicht

uber
denen f

ur die kollisionsfreien Rechnungen liegen. Im 8{Node{Fall sind die Werte
nahezu gleich, und bei den gr

oeren Node{Anzahlen erreichen die kollisionsfreien
Testrechnungen bessere Ergebnisse. Die Erkl

arung dieses Verhaltens liefert wieder-
um die Betrachtung der Skalierbarkeit des seriellen Ausgangsproblems sowie des
Anteils der Kommunikationszeit an der Gesamtrechenzeit. In der Abbildung 6.25
sind f

ur den Fall des DD{Verfahrens und die 63{Block{Geometrie jeweils die re-
lativen Rechenzeiten der einzelnen Nodes dargestellt. Dem Node 1 ist hierbei das
unmittelbar am Einstr

omrand gelegene Teilgebiet zur Berechnung zugeordnet, und
der Node 63 bearbeitet die am Ausstr

omrand gelegene Partition. Die Darstellungen
in der Abbildung 6.25 geben daher einen Eindruck von der Verteilung des Rechen-
aufwandes

uber die L

ange des Kanals. Diese Verteilung ist sowohl im kollisionsfreien
als auch im kollisionsbehafteten Fall ungleichm

aig. Unmittelbar am Einstr

omrand
ist ein Maximum im Rechenaufwand zu beobachten. Dies liegt daran, da die Start-
geschwindigkeit der Partikel am Einstr

omrand v
P
= 0 m/s betrug. Die Partikel
werden erst allm

ahlich durch die Gasstr

omung beschleunigt und halten sich daher
relativ lange in der ersten Partition auf. Sie werden zun

achst horizontal beschleu-
nigt, ohne gegen die Kanalw

ande oder gegen andere Partikel zu stoen, weshalb der
Rechenaufwand stromab vom Einstr

omrand stark absinkt. Erst nach einer bestimm-
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Abbildung 6.24: Ezienz f

ur die parallele Trajektorienberechnung: Vergleich der
DD{ und DSM{Methode f

ur den kollisionsfreien und kollisionsbehafteten Fall
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Abbildung 6.25: Verteilung des Rechenaufwandes

uber die Kanall

ange
N  T
R;max
=T
1
T
Komm
=T
R;max
N ohne Koll. mit Koll. ohne Koll. mit Koll.
1 1 1 0 0
2 1.18 1.09 0.002 0.03
3 1.06 1.01 0.01 0.02
7 1.20 1.22 0.11 0.08
15 1.10 1.08 0.15 0.29
31 1.24 1.46 0.38 0.49
63 1.55 2.65 0.41 0.27
Tabelle 6.5: Skalierung des seriellen Ausgangsproblems und Verh

altnis von Kommu-
nikations{ zu Rechenzeit
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ten Lau

ange nimmt die Anzahl der Partikel{Wand{ und Partikel{Partikel{St

oe
zu, und der Rechenaufwand steigt wieder an.
Da der Rechenaufwand ungleichm

aig

uber die L

ange des Kanals verteilt ist, das
Str

omungsgebiet jedoch in Partitionen gleicher Gr

oe entlang der Kanalachse aufge-
teilt wird, ist die Rechenlast, die auf die einzelnen Partitionen entf

allt, im allgemei-
nen unterschiedlich gro. Je nach Anzahl der Teilgebiete k

onnen dabei die Rechen-
lastunterschiede zwischen den Teilgebieten mehr oder weniger gro sein, d.h. das
serielle Ausgangsproblem kann mehr oder weniger gut skaliert sein. Dies sei anhand
der Tabelle 6.5 verdeutlicht. Hierin ist wiederum T
R;max
die maximale Rechenzeit,
die ein Node bei der Anwendung des DD{Verfahrens zur Berechnung seines Teilpro-
blems ben

otigte. T
1
ist die Rechenzeit f

ur die serielle Rechnung, und das Verh

altnis
von T
R;max
zu T
1
=N ist ein Ma daf

ur, wie gut das serielle Problem bei der Auftei-
lung in N Partitionen skaliert wurde. Je kleiner dieses Verh

altnis ist, desto besser ist
die Skalierung. Die Gr

oe dieses Verh

altnisses ist jeweils in der zweiten und dritten
Spalte der Tabelle 6.5 angegeben. Auerdem enth

alt die vierte bzw. f

unfte Spalte
der Tabelle jeweils das Verh

altnis der Kommunikationszeit T
Komm
zu T
R;max
. F

ur
den 2{ und 3{Block{Fall ist der Anteil der Kommunikationszeit jeweils sehr klein,
und die Skalierung ist bei den kollisionsbehafteten Rechnungen g

unstiger, was eine
h

ohere Ezienz zur Folge hat. Im 7{Block{Fall ist f

ur die kollisionsfreie Rechnung
eine bessere Skalierung zu beobachten als f

ur die kollisionsbehaftete, jedoch ist der
Anteil der Kommunikationszeit gr

oer. Diese beiden Eekte heben sich gegenseitig
auf, so da die Ezienzen f

ur diese beiden Rechnungen nahezu gleich sind. Wie
oben bereits erw

ahnt, erzielen bei den gr

oeren Blockanzahlen die kollisionsfreien
Berechnungen jeweils die gr

oeren Ezienzen. Aus der Tabelle 6.5 ist zu entneh-
men, da die Ursachen hierf

ur unterschiedlich sind. Im 15{Block{Fall liegt es an
dem wesentlich kleineren Anteil der Kommunikationzeit, im 63{Block{Fall ist die
Skalierung wesentlich besser, und f

ur den 31{Block{Fall trit beides zu.
Die in der Tabelle 6.5 angegebenen Werte gelten f

ur das Beispiel des DD{Verfahrens.
Wie jedoch im Abschnitt 6.1.2 erl

autert wurde, wirken sich die Probleme der Ska-
lierbarkeit auch auf die Leistungsf

ahigkeit des DSM{Verfahrens aus.
Es ist festzustellen, da sowohl die Skalierung des Ausgangsproblems als auch der
Anteil der Kommunikationszeit an der Gesamtausf

uhrungszeit groe Auswirkungen
auf die Leistungsf

ahigkeit der hier verwendeten parallelen Verfahren zur Trajekto-
rienberechnung haben. Die oben dargestellten Beispiele zeigen, da die Gr

oe des
Einusses dieser beiden Faktoren von Fall zu Fall stark variieren kann.
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Parallele simultane Partikelverfolgung
Wie im Fall der vertikalen Kanalstr

omung wurden auch hier vier verschiedene Test-
f

alle betrachtet, um den parallelen Algorithmus f

ur die simultane Partikelverfolgung
zu untersuchen. Zum einen wurden Testrechnungen mit und ohne Ber

ucksichtigung
der Kollisionen durchgef

uhrt. Zum anderen wurde wiederum der instation

are Cha-
rakter dieses Berechnungsverfahrens ber

ucksichtigt. Dazu wurden Testrechnungen
sowohl f

ur den Zustand der Partikelphase zu Beginn einer Simulation, d.h. f

ur
die \Startverteilung\ der Partikel, als auch f

ur den station

aren Zustand, d.h. die
\Endverteilung\, durchgef

uhrt. Die in den einzelnen Testrechnungen verwendeten
Simulationsparameter sind in der Tabelle 6.6 angegeben.
F

ur die serielle Referenzrechnung wurde das Kanalsegment (siehe Abbildung 6.17)
mit 128  16 Gitterzellen vernetzt. Dieses Gitternetz wurde zur Untersuchung des
parallelen Algorithmus in 2, 4, 8, 16, 32, 64 und 128 Partitionen aufgeteilt. Im 2{ bis
16{Block{Fall wurde das Gitter ausschlielich in horizontal nebeneinander liegende
Segmente unterteilt. Die Art der Partitionierung f

ur die 32{ bis 128{Block{Gitter
ist in der Abbildung 6.26 dargestellt. Im Gegensatz zum Gitter f

ur den vertikalen
Kanal waren hier alle Gitterzellen gleich gro. Dies bedeutet, da alle Partitionen
eines jeweiligen Gitternetzes nicht nur dieselbe Anzahl von Gitterzellen enthielten,
sondern auch dieselbe physikalische Gr

oe besaen.
In den Abbildungen 6.27 und 6.28 ist der Speedup bzw. die Ezienz f

ur die parallele
Simulation auf der Basis der simultanen Partikelverfolgung dargestellt. F

ur die kol-
lisionsfreien Testrechnungen sowie f

ur die kollisionsbehafteten Rechnungen im Fall
der Startverteilung sind sowohl die Gr

oe als auch der Verlauf des Speedups und
der Ezienz nahezu gleich. In allen diesen Testf

allen ist die Verteilung der Parti-
kel im Str

omungsgebiet relativ gleichm

aig. Die Startverteilung entspricht jeweils
einer gleichm

aigen Zufallsverteilung der Partikel. Wie auerdem bereits anhand
der Abbildung 6.18 gezeigt wurde, ist im kollisionsfreien Fall auch die Konzentra-
tionsverteilung im station

aren Endzustand relativ gleichf

ormig. In diesen F

allen ist
also jeweils der Rechenaufwand, der auf die einzelnen Partitionen des Str

omungs-
gebietes entf

allt, ungef

ahr gleich gro. Die Abnahme der Ezienz mit wachsenden
Partitions{ bzw. Prozessor{Anzahlen ist im wesentlichen darauf zur

uckzuf

uhren, da
die Gr

oe der Partitionen abnimmt und daher die Anzahl der Partikel, die w

ahrend
eines Zeitschrittes eine Partitionsgrenze

uberqueren, zunimmt. Dies bedeutet, da
das Verh

altnis von Kommunikations{ zu Rechenzeit mit wachsenden Prozessorzah-
len ansteigt.
Der Speedup und die Ezienz f

ur die kollisionsbehafteten Rechnungen im Fall der
Endverteilung sind wesentlich niedriger als f

ur alle anderen Testf

alle. Dies ist da-
durch begr

undet, da in diesem Fall die Verteilung der Partikel im Str

omungsge-
biet sehr ungleichm

aig ist. Zum einen ist, wie bereits in der Abbildung 6.19 ge-
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ohne Kollisionen mit Kollisionen
Startvert. Endvert. Startvert. Endvert.
Anzahl Partikel 10 000 10 000 10 000 10 000
Anzahl Zeitschritte 250 220 230 230
Gr

oe eines Zeitschritts t 10
 4
s 10
 4
s 10
 4
s 10
 4
s
Tabelle 6.6: Simulationsparameter f

ur die parallele Berechnung der horizontalen Ka-
nalstr

omung unter Verwendung der simultanen Partikelverfolgung
32-Block
Gitter
128-Block
Gitter
64-Block
Gitter
16-Block
Gitter
Abbildung 6.26: Prinzip der Gitterpartitionierung f

ur die parallele simultane Parti-
kelverfolgung
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Abbildung 6.27: Speedup f

ur die parallele Simulation auf der Basis der simultanen
Partikelverfolgung
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Abbildung 6.28: Ezienz f

ur die parallelen Simulation auf der Basis der simultanen
Partikelverfolgung
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Abbildung 6.29: Endverteilung der Partikel im kollisionsfreien und kollisionsbehaf-
teten Fall
zeigt, die mittlere Partikelkonzentration in der unteren Kanalh

alfte gr

oer als in der
oberen. Dar

uber hinaus bewirken die Partikel{Partikel{Kollisionen die Bildung von
Partikel{Clustern, was in der Abbildung 6.29 gezeigt ist. In dieser Abbildung ist die
Verteilung der relativen Anzahldichte imKanalsegment f

ur die kollisionsfreie und die
kollisionsbehaftete Endverteilung dargestellt. Im kollisionsfreien Fall ist diese Ver-
teilung sehr gleichm

aig, wogegen im kollisionsbehafteten Fall die Konzentration
lokal stark variiert. Durch diese groen lokalen Unterschiede in der Partikelkonzen-
tration kommt es bei der parallelen Simulation bereits bei geringen Partitions{ bzw.
Prozessor{Anzahlen zu groen Rechenlastunterschieden und damit zu einem starken
Absinken der Ezienz.
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Kapitel 7
Schlufolgerungen zur
Anwendbarkeit der parallelen
Algorithmen
7.1 Allgemeines
Die Ergebnisse der im Kapitel 6 beschriebenen Untersuchungen zeigen, da die Lei-
stungsf

ahigkeit der verschiedenen parallelen Verfahren sehr unterschiedlich ist. Alle
hier untersuchten parallelen Verfahren sind in der Lage, die Zeit, die zur Berech-
nung einer Gas{Partikel{Str

omung ben

otigt wird, zu verringern. Die Ezienz, mit
der dies geschieht, d.h. das Verh

altnis von eingesetzten Computerressourcen zur
erzielten Rechenzeitverk

urzung, kann jedoch von Fall zu Fall stark variieren.
Die Leistungsf

ahigkeit der einzelnen parallelen Algorithmen ist abh

angig vom je-
weils zu berechnenden Problem. Einen groen Einu haben dabei die physikalischen
Eigenschaften der konkret betrachteten Str

omung, wie z.B. die Konzentrationsver-
teilung der Partikel. Diese physikalischen Eigenschaften sind der Hauptgegenstand
einer Simulation, d.h. sie sind im allgemeinen vor Beginn der Str

omungsberechnung
nicht bekannt. Aus diesem Grund ist es sehr schwierig, vor Beginn einer Simulation
vorherzusagen, welches parallele Verfahren und welche Anzahl von Prozesoren ein
optimales Ergebnis, d.h. eine m

oglichst kurze Rechenzeit, erzielen wird.
Des weiteren hat die Wahl des numerischen Gitternetzes bzw. die Art der Partitio-
nierung dieses Gitters groe Auswirkungen auf die Leistungsf

ahigkeit der paralle-
len Algorithmen. Die Art der Partitionierung, die f

ur die parallele Berechnung der
Gasphase optimale Ergebnisse liefert, ist in der Regel nicht gleichzeitig die optimale
Partitionierung f

ur die Berechnung der Partikelphase. Eine Aussage dar

uber, welche
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Partitionierungsstrategie optimal ist, kann nur getroen werden, wenn die Physik
der zu simulierenden Str

omung bekannt ist.
7.2 Parallele Trajektorienberechnung
Domain{Decomposition{Verfahren
Der Hauptvorteil des DD{Verfahrens besteht darin, da es algorithmisch relativ ein-
fach und daher der Implementierungsaufwand verh

altnism

aig gering ist. Des weite-
ren ist der Kommunikationsaufwand niedrig und die Organisation des Datenaustau-
sches relativ einfach, da ausschlielich eine Host{Node{Kommunikation stattndet.
In den im Kapitel 6 beschriebenen Untersuchungen zeigte sich, da ein wesentli-
cher Nachteil dieses Verfahrens die feste Zuordnung von Gitterpartitionen zu Node{
Prozessen ist. Die Partitionierung des Gitters wurde dabei stets so gew

ahlt, da sie
f

ur die parallele Berechnung der Gasstr

omung eine optimale Rechenlastverteilung er-
gab. Verwendet man dieselbe Partitionierung f

ur die Berechnung der Bewegung der
Partikelphase, so resultiert daraus im allgemeinen eine ungleichm

aige Verteilung
der Rechenlast unter den Nodes.
Trotz dieser Nachteile ist festzustellen, da die Anwendung dieses Verfahrens mei-
stens zu einer signikanten Verringerung der Rechenzeiten f

uhrt. F

ur viele indu-
strielle Anwendungen ist die Verk

urzung der Rechenzeit einer Simulation von z.B.
mehreren Tagen auf einige Stunden ein groer Gewinn, auch wenn das dabei ver-
wendete Verfahren nicht mit optimaler Ezienz arbeitet.
Ein potentielles Anwendungsgebiet f

ur das DD{Verfahren sind Parameterstudien zur
Optimierung eines Bauteils oder eines Apparates. Hierzu sind in der Regel eine Viel-
zahl von Simulationen notwendig, wobei sich die physikalischen Eigenschaften der
untersuchten Gas{Partikel{Str

omung nur wenig ver

andern. Betrachtet man z.B. die
Optimierung eines Zyklons, wie er zur Staubabscheidung aus Gasen verwendet wird,
so ist die Verteilung der Partikel innerhalb des Zykons relativ unabh

angig von der
Partikelbeladung oder der Einstr

omgeschwindigkeit des Gas{Partikel{Gemisches.
In solchen F

allen ist es denkbar, in einer ersten Simulation zun

achst die Partikel-
verteilung und damit die Verteilung des Rechenaufwandes im Str

omungsgebiet zu
untersuchen. Auf der Grundlage dieser Ergebnisse kann dann ein Gitternetz bzw.
eine Partitionierung konstruiert werden, die eine gleichm

aige Rechenlastverteilung
liefert. Mit diesem neu generierten Gitter k

onnen dann die Parameterstudien durch-
gef

uhrt werden.
Betrachtet man die Simulation kollisionsbehafteter Str

omungen mit Hilfe der Iterier-
ten Trajektorienberechnung, so ist es hierf

ur schwieriger, eine optimale Gitterparti-
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tionierung zu nden, selbst wenn die Eigenschaften der zu berechnenden Str

omung
bekannt sind. Im ITB{Verfahren wird zun

achst ein kollisionsfreier Iterationsschritt
ausgef

uhrt, und nach einer gewissen Anzahl von Iterationen wird ein Endzustand
erreicht, der dem station

aren Zustand der kollisionsbehafteten Str

omung entspricht.
Dies bedeutet, da sich die Verteilung der Partikel und damit die Verteilung des
Rechenaufwandes im Verlauf der Simulation ver

andert. Um auch in diesem Fall die
Gitterpartitionierung optimal an die Partikelverteilung anzupassen, m

ute man in
unterschiedlichen Phasen der Berechnung verschiedene Gitternetze verwenden. Ob
dieser zus

atzliche Aufwand im Vergleich zur erzielbaren Rechenzeitverk

urzung loh-
nenswert ist, l

at sich nur im Einzelfall entscheiden. Des weiteren ist es denkbar,
ein Gitternetz zu w

ahlen, das einen Kompromi darstellt zwischen den Gittern, die
jeweils zu Beginn bzw. zum Ende der Simulation optimale Ergebnisse liefern.
Distributed{Shared{Memory{Verfahren
Durch die dynamische Zuordnung von Gitterpartitionen zu Node{Prozessen inner-
halb des DSM{Verfahrens wird eine sehr gleichm

aige Verteilung der Rechenlast
erreicht. Die Leistungsf

ahigkeit dieses Verfahrens ist daher, abgesehen von den im
Kapitel 6 erw

ahnten geringen Einschr

ankungen, nahezu unabh

angig von den phy-
sikalischen Eigenschaften der betrachteten Str

omung oder der Art der Gitterparti-
tionierung. Auch die Ver

anderung der Str

omungsverh

altnisse im Verlauf einer Si-
mulation, wie sie bei der Berechnung kollisionsbehafteter Gas{Partikel{Str

omungen
mit Hilfe der ITB{Methode auftritt, beeintr

achtigt die Leistungsf

ahigkeit des DSM{
Verfahrens nicht.
Diesen Vorteilen steht zur Zeit der Nachteil gegen

uber, da das DSM{Verfahren zur
Berechnung der Str

omung in N Partitionen insgesamt 2N + 1 Prozesse ben

otigt,
von denen jedoch nur die N Node{Prozesse die eigentliche Trajektorienberechnung
ausf

uhren. Die

ubrigen N + 1 Prozesse dienen dazu, die Berechnung zu optimie-
ren. Viele der heutigen Parallelrechner bieten nicht die M

oglichkeit, mehr als einen
Proze auf einem physischen Prozessor des Rechners zu aktivieren. Dies hat zur
Folge, da zur Str

omungsberechnung wesentlich mehr Prozessoren ben

otigt werden
als Gitterpartitionen vorhanden sind, was die parallele Berechnung sehr inezient
macht. Es ist jedoch zu erwarten, da zuk

unftige Rechnergenerationen vermehrt die-
se M

oglichkeit bieten. Des weiteren wird z.B. die standardisierte Message{Passing{
Bibliothek MPI in n

achster Zukunft die Erzeugung eines Unterprozesses (Thread)
innerhalb eines Prozesses und damit die Ausf

uhrung unterschiedlicher Aufgaben auf
einemProzessor erm

oglichen. Somit k

onnten z.B. jeweils ein Node{ und einMemory{
Manager{Proze auf einem gemeinsamen Prozessor aktiv sein, was die Anzahl der
ben

otigten Prozessoren auf N + 1 reduzierte. Die gegenseitige Beeinussung der
Prozesse w

are dabei gering, da sie einen komplement

aren Ressourcenbedarf haben.
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W
ahrend ein Node relativ viel Rechenleistung beansprucht und wenig Speicherbe-
darf besitzt, ist es beim Memory{Manager gerade umgekehrt.
7.3 Parallele simultane Partikelverfolgung
Die Berechnungsmethode der simultanen Partikelverfolgung hat im Gegensatz zu
der trajektorienbasierten Berechnung den Vorteil, sowohl zur Simulation station

arer
als auch instation

arer Str

omungen geeignet zu sein. Der parallele Algorithmus, der
in dieser Arbeit f

ur die simultane Partikelverfolgung angewendet wurde, ist in der
Lage, die Rechenzeiten deutlich zu verk

urzen.

Ahnlich wie das DD{Verfahren hat
jedoch auch dieser Algorithmus den Nachteil, da seine Leistungsf

ahigkeit aufgrund
der statischen Zuordnung von Gitterpartitionen zu Prozessoren stark von der Ver-
teilung der Partikel auf die Partitionen abh

angig ist. Diese Partikelverteilung ist
einer der Hauptgegenst

ande der Berechnung und ist im allgemeinen im voraus nicht
bekannt. Auerdem kommt hinzu, da die simultane Partikelverfolgung ein inh

arent
instation

ares Verfahren ist. Die Partikelverteilung im Str

omungsgebiet ver

andert
sich daher st

andig im Verlauf der Berechnung. Wie im Abschnitt 6.2.2 gezeigt wur-
de, k

onnen selbst in einer Str

omung, die im zeitlichen Mittel station

ar ist, lokal
instation

are und inhomogene Gebiete vorhanden sein. Aus diesen Gr

unden k

onnen
mit dem hier verwendeten parallelen Algorithmus im allgemeinen keine optimalen
Ezienzen erreicht werden. Allerdings ist, wie bereits im Abschnitt 7.2 erw

ahnt,
in vielen praxisrelevanten F

allen eine deutliche Verringerung der Rechenzeit schon
ein groer Gewinn, auch wenn das dabei eingesetzte Verfahren nicht mit h

ochster
Ezienz arbeitet.
Betrachtet man die Simulation von kollisionsfreien Gas{Partikel{Str

omungen, so ist
eine dynamische Umverteilung der Rechenlast denkbar. Dies k

onnte in der Weise
geschehen, da die Gitter{ und Fluiddaten sowie ein Teil der Partikel von einem
Prozessor, der eine Partition mit einer hohen Partikelkonzentration bearbeitet, an
einen anderen Prozessor gesendet werden, der momentan eine geringere Auslastung
aufweist. Die Bewegung der Partikel in einer Partition w

urde somit von zwei Pro-
zessoren berechnet. Die Voraussetzung f

ur die Anwendung eines solchen Verfahrens
ist, da der Speicher der Prozessoren gro genug ist, um die Gittergeometrie{ und
Fluiddaten mehrerer Partitionen aufzunehmen.
F

ur eine kollisionsbehaftete Simulation ist eine solche dynamische Umverteilung un-
gleich schwieriger zu realisieren. In diesem Fall werden zur Berechnung der Partikel{
Partikel{Kollisionen die Informationen

uber s

amtliche in einer Partition vorhande-
nen Partikel lokal ben

otigt. Eine Auslagerung von Teilen der Partikelberechnung
auf einen anderen Prozessor w

are deshalb algorithmisch sehr aufwendig und mit
einem sehr groen Kommunikationsaufwand verbunden. Einen m

oglichen Ausweg,
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um auch f

ur kollisionsbehaftete Simulationen den Rechenaufwand dynamisch neu
verteilen zu k

onnen, bietet die Verwendung unstrukturierter Gitternetze. Bei Ver-
wendung solcher Gitter ist die Repartitionierung und der Austausch von Teilen des
Gitters mit allen zugeh

origen Informationen wesentlich einfacher als bei Verwendung
blockstrukturierter Netze, wie in dieser Arbeit geschehen.
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Kapitel 8
Zusammenfassung und Ausblick
Im Rahmen der vorliegenden Arbeit wurden Algorithmen zur Berechnung kollisi-
onsbehafteter Gas{Partikel{Str

omungen auf massiv parallelen Rechnern entwickelt.
Die Leistungsf

ahigkeit dieser Algorithmen im Hinblick auf die damit zu erzielende
Verk

urzung der Rechenzeit wurde untersucht. Auf dieser Grundlage wurden Vor-
schl

age f

ur m

ogliche weitere Verbesserungen der Verfahren bzw. f

ur alternative Pa-
rallelisierungsverfahren gemacht.
Die numerische Berechnung der Gasstr

omung erfolgte auf der Grundlage einer Dis-
kretisierung der Erhaltungsgleichungen nach der Finite{Volumen{Methode f

ur rand-
angepate, nichtorthogonale, blockstrukturierte numerische Gitternetze. Zur L

osung
der resultierenden linearen Gleichungssysteme f

ur die einzelnen Variablen wurde die
SIP{Methode verwendet, und die L

osung des Gesamtsystems unter Ber

ucksichtigung
der Druck{Geschwindigkeits{Kopplung erfolgte mit Hilfe eines SIMPLE{Verfahrens.
Zur Berechnung der Partikelbewegung wurde in dieser Arbeit das Lagrange{Verfah-
ren verwendet. Bei den hier betrachteten Gas{Feststo{Str

omungen waren die wich-
tigsten auf ein Einzelpartikel einwirkenden Kr

afte die aerodynamische Widerstands-
kraft, die Magnus{Kraft, die Saman{Kraft und die Gravitationskraft. Die makros-
kopischen Str

omungsgr

oen der Partikelphase wurden auf zwei verschiedene Arten
bestimmt,mit der Methode der Trajektorienberechnung sowie mit Hilfe der simulta-
nen Partikelverfolgung. Zur Ber

ucksichtigung der Partikel{Partikel{Kollisionen in-
nerhalb der trajektorienbasierten Simulation wurde ein iteratives Verfahren nach
Oesterle und Petitjean[34] verwendet. Im Rahmen der simultanen Partikelverfolgung
wurden die Kollisionen unter Verwendung einer Monte{Carlo{Methode berechnet,
wie sie auch bei der Simulation verd

unnter Gasstr

omungen angewendet wird.
Die parallele Berechnung der Gasstr

omung erfolgte auf der Basis eines Gebietszerle-
gungsverfahrens. Dabei wurde das numerische Gitternetz in eine bestimmte Anzahl
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gleichgroer Partitionen aufgeteilt. Die Str

omung in jedem dieser Teilgebiete wurde
von einem separaten Prozessor des Parallelrechners berechnet.
F

ur die parallele Simulation der kollisionsbehafteten Partikelbewegung auf der Ba-
sis der Trajektorienberechnung wurden zwei bereits existierende Algorithmen unter
Einbeziehung der Kollisionen weiterentwickelt. Das Domain{Decomposition{ (DD)
Verfahren beruht auf einer statischen Zuordnung von Gitterpartitionen zu Prozes-
sen. Alle Trajektoriensegmente, die eine bestimmte Partition durchqueren, werden
dabei von dem Proze berechnet, dem diese Partition zugeordnet ist. Im Gegen-
satz dazu erfolgt beim Distributed{Shared{Memory{ (DSM) Verfahren die Zuord-
nung von Gitterpartitionen zu Prozessen auf dynamische Weise. Dadurch k

onnen
die ein bestimmtes Teilgebiet durchquerenden Trajektorienabschnitte von verschie-
denen Prozessen berechnet werden. F

ur die dynamische Neuverteilung der Partitio-
nen werden zus

atzliche Prozesse ben

otigt, so da die Gesamtzahl der Prozesse im
DSM{Verfahren wesentlich gr

oer als im DD{Verfahren ist.
Zur Parallelisierung der simultanen Partikelverfolgung wurde ein neuer Algorithmus
entwickelt, bei dem,

ahnlich wie beim DD{Verfahren, einem Prozessor des Parallel-
rechners jeweils ein Teilgebiet der Str

omungsgeometrie statisch zugewiesen wird. Die
Bewegung aller Partikel die sich momentan in diesem Teilgebiet benden, wird von
diesem Prozessor berechnet. Erreicht ein Partikel eine Partitionsgrenze, so werden
die zugeh

origen Partikeldaten an den Prozessor

ubertragen, dem die entsprechende
Nachbarpartition zugeordnet ist.
Zur Untersuchung der Leistungsf

ahigkeit der parallelen Algorithmen wurden Gas{
Partikel{Str

omungen in zwei verschiedenen zweidimensionalen Testgeometrien be-
trachtet, einem vertikalen und einem horizontalen Kanal. Dazu wurden zun

achst die
physikalischen Str

omungseigenschaften untersucht, wobei jeweils eine niedrig belade-
ne, kollisionsfreie Str

omung und eine h

oher beladene, kollisionsbehaftete Str

omung
berechnet wurde. Die Ergebnisse dieser Simulationen zeigten eine relativ gute qua-
litative

Ubereintimmung mit Ergebnissen aus der Literatur f

ur dreidimensionale
Rohrstr

omungen. Insbesondere zeigte sich, da der Einu der Partikel{Partikel{
Kollisionen bei den h

oher beladenen Str

omungen eine deuliche Ver

anderung des
Konzentrations{ und Geschwindigkeitsprols der Partikelphase im Vergleich zur je-
weiligen kollisionsfreien Str

omung zur Folge hat.
Bei der Untersuchung der parallelen Algorithmen zeigte sich, da in allen F

allen
die physikalischen Str

omungsverh

altnisse sowie die Art der Gitterpartitionierung
die Ezienz der Verfahren stark beeinussen. Beim DD{Verfahren zur parallelen
Trajektorienberechnung ist dieser Einu wesentlich st

arker zu beobachten als beim
DSM{Verfahren. Da beim DD{Verfahren die Zuordnung von Partitionen zu Pro-
zessen statisch ist, h

angt die Leistungsf

ahigkeit dieses Verfahrens wesentlich davon
ab, wie gut der Gesamtrechenaufwand durch die gew

ahlte Art der Partitionierung
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skaliert werden konnte. Eine solche Abh

angikeit ist zwar auch beim DSM{Verfahren
zu beobachten, allerdings ist hier durch die M

oglichkeit der dynamischen Zuwei-
sung von Partitionen der Rechenaufwand insgesamt wesentlich gleichm

aiger unter
den Prozessen verteilt. Mit dem DSM{Verfahren wurden deshalb h

ohere Ezienzen
erzielt als mit dem DD{Verfahren.
Eine M

oglichkeit, das DD{Verfahren ezient anzuwenden, bietet sich bei Parame-
terstudien zur Optimierung von Bauteilen oder Apparaten. Hierbei ist in der Regel
das Str

omungsverhalten bekannt, das sich durch die Ver

anderung einzelner Parame-
ter nicht wesentlich ver

andert. Mit dieser Kenntnis kann vor Beginn einer Serie von
Simulationen ein Gitternetz bzw. eine Partitionierung konstruiert werden, mit der
eine gleichm

aige Verteilung des Rechenaufwandes erreicht wird.
Das DSM{Verfahren erzielt unabh

angig vom konkreten Anwendungsfall stets eine
sehr gleichm

aige Rechenlastverteilung. Der derzeitige Nachteil dieses Verfahrens
besteht in der groen Anzahl von Prozessen, die dazu ben

otigt werden. Dieses Ver-
fahren kann nur dann ezient eingesetzt werden, wenn der verwendete Parallel-
rechner bzw. die verwendete Message{Passing{Bibliothek die Aktivierung mehrerer
Prozesse auf einem Prozessor des Rechners zulassen. Aufgrund der derzeitigen Ent-
wicklungen im Bereich der Betriebssysteme und der Message{Passing{Bibliotheken
ist abzusehen, da diese M

oglichkeit in n

achster Zukunft vermehrt gegeben sein
wird.
Bei der parallelen simultanen Partikelverfolgung ist,

ahnlich wie beim DD{Verfah-
ren, ebenfalls eine starke Abh

angigkeit der Ezienz von der Verteilung des Re-
chenaufwandes auf die Gitterpartitionen zu beobachten. Dabei h

angt die Gr

oe des
Rechenaufwandes, der in einer Partition anf

allt, haupts

achlich von der Anzahl der
Partikel ab, die sich in dieser Partition benden. Da die simultane Partikelverfolgung
ein instation

ares Berechnungsverfahren ist, ver

andert sich diese Anzahl permanent
im Verlauf der Simulation. Infolgedessen ver

andert sich auch die Ezienz des paral-
lelen Algorithmus w

ahrend der Berechnung, falls die Partitionierung und die Zuord-
nung von Partitionen zu den Prozessoren des Parallelrechners statisch durchgef

uhrt
wird.
Eine Steigerung der Ezienz der parallelen simultanen Partikelverfolgung scheint
aus heutiger Sicht nur durch eine dynamische Umverteilung der Rechenlast w

ahrend
der Simulation m

oglich. Die Verwendung unstrukturierter Gitternetze w

are hierbei
von Vorteil, da in diesem Fall die Repartitionierung des Gitters einfacher und der
notwendige Kommunikationsaufwand geringer w

are als bei den in dieser Arbeit ver-
wendeten blockstrukturierten Gitternetzen.
Zusammenfassend kann gesagt werden, da alle hier vorgestellten parallelen Verfah-
ren prinzipiell f

ur den Einsatz auf massiv parallelen Rechnern geeignet sind. Durch
die Verwendung dieser Verfahren k

onnen die Rechenzeiten f

ur Simulationen von
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Gas{Partikel{Str

omungen deutlich verringert werden. Insbesondere sind dadurch
die Voraussetzungen gegeben, kollisionsbehaftete Str

omungen in komplexen dreidi-
mensionalen Str

omungsgebieten in einer angemessenen Zeit zu berechnen. Jedoch
sind die verschiedenen Verfahren nicht universell und mit gleicher Ezienz f

ur alle
Anwendungsf

alle einsetzbar, und teilweise ist eine Weiterentwicklung zur Steigerung
der Ezienz erforderlich.
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Anhang A
Erl

auterungen zur Diskretisierung
und L

osung der
Erhaltungsgleichungen f

ur die
Gasstr

omung
In diesem Anhang sind einige Herleitungen und Verfahren zusammengefat, die f

ur
die im Kapitel 2 beschriebene Diskretisierung und numerische L

osung der Bilanz-
gleichungen ben

otigt werden. Die Darstellungen der folgenden Abschnitte sind eine
Kurzfassung der ausf

uhrlichen Darstellungen in [36].
A.1 Approximation der diusiven Fl

usse
Der in den Bilanzgleichungen auftretende Diusionsterm F
d
hat die allgemeine
Form:
F
d
=
Z
S
 grad   ~n dS : (A.1)
Der diusive Flu durch die Seiten

ache e wird approximiert durch:
F
d
e
=
Z
S
e
 grad   ~n dS  (  grad   ~n)
e
S
e
: (A.2)
Der Gradient von  im Mittelpunkt der Fl

ache kann sowohl in globalen kartesi-
schen Koordinaten (x; y) als auch durch die lokalen orthogonalen Koordinaten (n; t)
ausgedr

uckt werden:
grad  =
 
@
@x
;
@
@y
!
T
=
@
@n
~n +
@
@t
~
t ; (A.3)
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wobei n die Koordinatenrichtung senkrecht zur Seiten

ache und t die tangentiale
Koordinatenrichtung ist (siehe Abbildung 2.2). Setzt man diese Formulierung f

ur
den Gradienten in die Gleichung (A.2) ein, so sieht man, da nur die Ableitung
senkrecht zur Seiten

ache einen Beitrag zum diusiven Flu liefert, d.h.:
F
d
e
  
e
 
@
@n
!
e
S
e
(A.4)
F

ur orthogonale Gitternetze kann die Ableitung senkrecht zur Fl

ache auf einfache
Weise mit einer zentralen Dierenz berechnet werden:
 
@
@n
!
e


E
  
P
L
P;E
; (A.5)
wobei L
P;E
der Abstand der Punkte P und E ist. In nichtorthogonalen Gittern
ist die Verbindungslinie zwischen den benachbarten Gitterpunkten nicht senkrecht
zur dazwischenliegenden Seiten

ache. F

ur diesen Fall wird die folgende Deferred{
Correction Formulierung verwendet:
 
@
@n
!
e

 
@
@
!
neu
e
+
2
4
 
@
@n
!
alt
e
 
 
@
@
!
alt
e
3
5
: (A.6)
Hierbei ist  die Koordinatenrichtung entlang der Verbindungslinie der Punkte P
und E. Der mit dem Superskript
neu
gekennzeichnete erste Term auf der rechten
Seite wird durch einen impliziten Ausdruck berechnet:
 
@
@
!
neu
e
=
(
E
  
P
)
neu
L
P;E
; (A.7)
und die mit dem Superskript
alt
gekennzeichneten Terme werden auf explizite Weise
ermittelt:
 
@
@n
!
alt
e
= (grad )
alt
e
 ~n ;
 
@
@
!
alt
e
= (grad )
alt
e

~
i

; (A.8)
wobei
~
i

der Koordinatenvektor der {Richtung ist. Nach dem Einsetzen der Glei-
chungen (A.6){(A.8) in die Gleichung (A.4) ergibt sich als Approximation f

ur den
diusiven Flu durch die Seiten

ache e:
F
d
e
  
e
S
e
L
P;E
(
E
  
P
)
neu
+  
e
S
e
(grad )
alt
e
 (~n  
~
i

) : (A.9)
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A.2 Berechnung der Ableitung im Zellenmittel-
punkt
Die Berechnung der Ableitung einer Gr

oe  im Mittelpunkt einer Gitterzelle soll
im folgenden am Beispiel der Ableitung nach der Variablen x erl

autert werden.
Die Berechnung der Ableitung nach y erfolgt in analoger Weise. Zun

achst wird die
Ableitung im Mittelpunkt der Zelle durch den Mittelwert der Ableitung in der Zelle
approximiert:
 
@
@x
!
P
=
R


@
@x
d



: (A.10)
Die Ableitung @=@x kann als Divergenz des Vektors (; 0)
T
betrachtet werden. Da-
mit kann das Volumenintegral in Gleichung (A.10) unter Anwendung des Gauschen
Integralsatzes in ein Ober

achenintegral umgewandelt werden:
Z


@
@x
d
 =
Z
S
( ; 0)
T
 ~n dS 
X
c

c
S
cx
; c = e; n;w; s : (A.11)
Setzt man diese Beziehung in die Gleichung (A.10) ein, so erh

alt man als Approxi-
mation f

ur die Ableitung im Zellenmittelpunkt:
 
@
@x
!
P

P
c

c
S
cx


: (A.12)
A.3 L

osung des linearen Gleichungssystems f

ur
eine Str

omungsvariable mit der SIP{Metho-
de
Das linearisierte Gleichungssystem f

ur eine Str

omungsvariable  l

at sich in der
Matrixschreibweise darstellen als:
A
~
 =
~
Q : (A.13)
Hierbei enth

alt der Vektor
~
 die unbekannten Werte der Variablen  in allen Zellen-
mittelpunkten, die Matrix A enth

alt die Koezienten der Variablen und im Quell-
termvektor
~
Q sind alle bekannten Gr

oen der Gleichung zusammengefat. Betrachtet
man einen iterativen L

osungsproze, so erh

alt man nach n Iterationen eine appro-
ximierte L

osung
~

n
, die die Gleichung (A.13) nicht exakt erf

ullt:
A
~

n
=
~
Q   ~
n
; (A.14)
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Hierin ist ~
n
der Residuenvektor, der im Laufe des Iterationsprozesses zu Null wer-
den soll. Ein allgemeines iteratives L

osungsschema f

ur die Gleichung (A.13) ist z.B.
gegeben durch:
M
~

n+1
= N
~

n
+
~
B : (A.15)
Im Konvergenzfall ist
~

n+1
=
~

n
=
~
. Daraus folgt, da f

ur diesen Fall gelten mu:
A = M  N und
~
B =
~
Q : (A.16)
Subtrahiert man nun den Term M
~

n
von der Gleichung (A.15), so ergibt sich unter
Ber

ucksichtigung der Gleichung (A.14) die Beziehung:
M
~

n
= ~
n
; (A.17)
wobei
~

n
=
~

n+1
 
~

n
der Korrekturterm ist, der die

Anderung von
~
 von einer
inneren Iteration zur n

achsten beschreibt. Die L

osung dieser Gleichung erfolgt mit
Hilfe der SIP{Methode (Strongly Implicit Procedure) nach Stone [44]. Dabei wird die
MatrixM als Produkt aus einer unteren und einer oberen Dreiecksmatrix dargestellt:
M = L U : (A.18)
Die Koezienten von L und U ergeben sich aus der Koezientenmatrix A. Eine
ausf

uhrliche Beschreibung der Koezientenberechnung ist z.B. in [36] gegeben. Der
Zusammenhang zwischen dem Korrekturterm und dem Residuum stellt sich nun wie
folgt dar:
L U
~

n+1
= ~
n
: (A.19)
Nach der Berechnung von L und U l

at sich nun der Korrekturterm auf einfache
Weise in drei Schritten bestimmen:
~
n
=
~
Q A
~

n
; (A.20)
~
R
n
= L
 1
~
n
; (A.21)
~

n+1
= U
 1
~
R
n
: (A.22)
Der aktualisierte Wert f

ur die Variable  ergibt sich aus dem Wert der vorherigen
Iteration und dem Korrekturterm zu:
~

n+1
=
~

n
+ c
urf
~

n+1
; (A.23)
wobei c
urf
ein Unterrelaxationsfaktor mit 0 < c
urf
< 1 ist.
Es ist anzumerken, da die SIP{Methode kein allgemeines L

osungsschema f

ur belie-
bige Gleichungssysteme darstellt. Die Anwendung dieser Methode setzt voraus, da
die L

osung glatt ist. Dies kann im vorliegenden Fall angenommen werden, da die zu
l

osenden Gleichungen Approximationen von elliptischen partiellen Dierentialglei-
chungen sind, die eine station

are, inkompressible Str

omung beschreiben.
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