The paper presents a neural network architecture (MAXSON) based on second-order connections that can learn a multiple goal approach/avoid task using reinforcement from the environment. It also enables an agent to learn vicariously, from the successes and failures of other agents. The paper shows that MAXSON can learn certain spatial navigation tasks much faster than traditional Q-learning, as well as learn goal directed behavior, increasing the agent's chances of long-term survival. The paper shows that an extension of MAXSON (V-MAXSON) enables agents to learn vicariously, and this improves the overall survivability of the agent population.
INTRODUCTION
Agents that reside in complex environments need to be able to meet their survival goals, often when several of these goals have hig priority simultaneously. When the environment is dynamic, or when the agents cannot be pre-programmed to meet these goals, they must learn to meet them.
One of the most common methods of learning for animats is to use reinforcement from the environment in the form of Temporal Difference Learning or QLearning (Sutton and Barto, 1998 (Kaelbling et al., 1996; Dietterich, 1998; Ring, 1992) , which are often situated in a grid-based simulation environment (Thrun and Schwartz, 1995; Sutton, 1996) . Typically, these models take a large number of iterations before the agent behavior is suitable, and focus on a single goal at a time (Blumberg et al., 1996) . The number of iterations required can be on the order of tens of iterations for simple behaviors (Araujo and Grupen, 1996) to tens of thousands for more complicated ones (McCallum, 1996) . While maze learning and related tasks are important skills for animats, we are interested in investigating other skills that are also important for the survival of an autonomous animat. In particular we are interested in the task of learning about objects in the environment as they pertain to multiple internal goals, and learning how to move toward or away from these objects.
This skill is important to a completely uninitialized animat thrust into a novel environment and forced to adapt to its surroundings, which requires the learning to be extremely fast. Typically an agent would get only one interaction with an object before it is required to act appropriately. For example, if the agent survives an interaction with a potentially dangerous object, it should immediately learn that the object is dangerous, and also begin to learn to avoid objects of that type. The agent should then be able to simultaneously avoid that type of object while pursuing other goals. An Extended Braitenberg Architecture (Braitenberg, 1984; Pfeifer and Scheier, 1999) using higher-order connections (Giles and Maxwell, 1987 (Werner, 1994; Crabbe and Dyer, 1999b) (Crabbe and Dyer, 1999b) (Crabbe and Dyer, 1999b) .
In order to detect external objects, the agent has a primitive visual system for object detection (Giles and Maxwell, 1987; Werner, 1994 Figure 3 ) is multiplied by the weights V 91 on the links from Gg (dark lines in Figure 3 ) and propagated to the reinforcement nodes. Each external input sensor multiplies its input from the value network by the change in its activation over time «( -1:-1) to generate the local reinforcement value (RJ ..
Value Network Weight Adjustment
The value network uses Hebbian style learning (Hebb, 1949) The weights were adjusted using gradient descent (Sutton and Barto, 1998 
MASON RESULTS
The results of the first experiment (food and water only) are shown in Figure 8 (Figure 11 ). The pruning of excessive connections is common during neural development (Oppenheim, 1985; Edelman, 1987; Churchland and Sejnowski, 1992) and is theorized to improve the precision of of neural circuits (Landmesser, 1987 Periodically the learning was stopped and the agents were tested. Testing was done after 500, 1,000, 2,000, 3,000, 4,000, 5,000, 10,000, 15,000, 20,000, and 25,000 time steps.
When testing, each agent was placed in a smaller environment by itself with learning turned off. The testing environment had 10 food units,10 water units and 10 poison units. The agent was allowed to interact with the testing environment for 20,000 time steps, and then given a score (the number of food Figure 15 shows the results of the second experiment. In the third experiment, we tested the robustness of the vicarious agents by examining their ability to recover from the effects of confusions. We initialized the value networks of individual agents as if they had incorrectly associated the satisfaction of (or failure to satisfy) a goal with the wrong type of object. For example, the weights on the connections between the vicarious node and food were set to -1, causing the agent to build a policy to avoid food. We compared a regular V-MAXSON agent to two types of agents with built-in incorrect biases. One type of agent, described above, had weights of -1 on its value network links between the vicarious node and food; the other type of agent had the weights on the links of its value network between the vicarious node and poison set to 1, causing the agent to build a policy to approach poison. We ran the agents alone in their environment so as not to introduce any other vicarious experiences. There were 10 food, 10 water, and 10 poison units. The simulation was run for 25,000 time steps, and tested at 500, 1,000, 2,000, 3,000, 4,000, 5,000, 10,000, 15,000, 20,000, and 25,000 time steps. There were 5 runs for each type of agent and each test was repeated 5 times.
We hypothesized that the agents with the mis-initialized value networks would perform similarly, but not as well as the control agent. We expected that eventually the initialized agents would experience the objects for themselves, and the weaker input from the vicarious node would yield to the stronger input from the other goal nodes. Figure 16 shows Braitenberg (Braitenberg, 1984) first showed that an agent with direct connections from left and right sensors to left and right wheels could be made to approach and avoid objects in its environment.
Werner (Werner, 1994) (Sutton and Barto, 1998 Araujo and Grupen (1996) (Cecconi et al., 1995 Chao and Dyer (1999) or Lagoudakis (1999) . Adding such a map to a reactive system enables an agent to learn a maze within a single exploration, as opposed to multiple explorations seen in TD and Q-Iearning (Russell and Norvig, 1995) . This more closely matches the behavior of real animals in maze environments (Gallistel, 1990 (Cecconi and Parisi (1992) . 
