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The dynamics of complex systems are often driven by rare but important events.
Well-known examples include nucleation events during phase transitions, conforma-
tional changes in macromolecules, and chemical reactions. The long time scale asso-
ciated with these rare events is a consequence of the disparity between the e↵ective
thermal energy and typical energy barrier of the systems. The dynamics proceeds
by long waiting periods around metastable states followed by sudden jumps from
one state to another. These jumps happen on a time scale that is much larger than
the system’s intrinsic time scales, so they are called rare events.
The important object in the study of rare events is to understand the transition
mechanism, i.e. the transition pathways. In this thesis, we present two approaches
to compute transition pathways between two metastable states. The first is called
the string method [6]. The method evolves a curve in the path space by gradient
flow. The curve is parameterized by its intrinsic arc length. The string method
aims to compute the minimum energy path, which is the maximum likelihood path
in zero-temperature limit. The second one is importance sampling using the cross-
entropy method. The basic idea is to use an alternative sampling distribution to
ix
x Summary
increase numerical e ciency. We use it to create a higher probability for the suc-
cessive reactions. This method has the advantage of being able to sample transition
paths at finite temperatures. In the project we apply the cross-entropy method
iteratively, starting from larger noise, gradually decreasing to smaller one. The nu-
merical results from the numerical experiments show a considerable improvement of
the performance of the importance sampling scheme.
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The dynamics of many complex systems are often driven by rare but important
events. These rare events occur infrequently and are very di cult to observe. This
is due to the disparity of thermal noise, barriers and the existence of two disparate
time scales in the systems. However, the study of rare events is important because
they do happen in many application areas [1], for example, in chemical reactions,
conformational change of biomolecules and nucleation events. When they happen,
they often have important consequences. Such rare events have attracted a lot of
attention in recent years [6]. Many di↵erent methods have been developed to study
rare events.
Traditionally the method of choice for a quantitative understanding of the e↵ect
of noise has been the Monte Carlo method or direct simulation of the Langevin
equation [2]. In the small noise limit, the standard Monte Carlo method or direct
simulation of the Langevin equation becomes impractical due to the large separation
of time scales [3]. Indeed, a small step has to be used in these direct simulations to
resolve the small time scale.
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2 Chapter 1. Introduction
A number of more sophisticated techniques known as variance reduction tech-
niques have been developed and are used to alleviate this di culty. The string
method is such a method. The basic idea of the string method is to represent
the transition paths using curves with intrinsic arc-length parameterizations, then
evolve these curves by gradient flow. These curves are called strings. The strings are
evolved by the potential force in the normal directions, and converge to an invariant
manifold of the deterministic dynamics of the gradient system, which is known as
the minimum energy path (MEP) [4].
When applied to rare event simulation, importance sampling techniques make
the occurrence of interesting events more frequent by changing the density function
[5]. Although the optimal density that given zero variance is not known in advance,
importance sampling typically yields significant variance reduction.
In this project, I will develop an importance sampling method based on the
cross-entropy method for computing transition pathways in physical system at dif-
ferent temperatures. This method provides a higher chance to obtain a transition
trajectory. The basic idea is to estimate a tilting parameter from a pilot sampling
path. Then it can be used in subsequent simulations.
This thesis is organized as follows. The mathematical background for rare
events is described in Chapter 2, including the large derivation theory, Monte Carlo
method and importance sampling. After going through the theoretical background,
we present the string method and an importance sampling method based on the
cross-entropy method to compute transition events in Chapter 3. We compare the
numerical results on the number of paths obtained before and after using the basic
cross-entropy method in one-dimensional case. Then, we apply the string method
and importance sampling on the Mueller potential which is a two-dimensional prob-
lem. Numerical results show the e↵ectiveness of the importance sampling scheme.




In this chapter, we present the theoretical background for the study of transition
pathways in barrier-crossing events. These theoretical results provide a basis for the
numerical methods to be discussed later.
2.1 The large deviation theory
The dynamic of the system under the action of small noise can be viewed as
the process of navigation over the energy landscape. For most of time the system
will stay in its metastable state, where the energy is locally minimized. However,
in the presence of a small noise, it will hops out of the metastable region and make
a transition to another. In Ref. [2] and [6], the authors developed the minimum
action method and the string method based on the large deviation theory to find
out the minimum energy path between two metastable states.
Large deviation theory is a rigorous mathematical theory for characterizing rare
events in general Markov processes. It allows us to compute the probability that a
di↵usion process stays in a small neighborhood of any given path. In particular, this
allows to find the most probable transition path from one local minimum to another.
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The special case for random perturbations of dynamical systems was considered by
Wentzell and Freidlin. This theory is often referred to as the Wentzell-Freidlin the-
ory.
We consider a random process X✏(t) in Rn defined by the stochastic di↵erential
equation (SDE):
X˙✏ =  rV (X✏) +p✏ W˙ , X✏(0) = x0. (2.1)
Here V is the potential andW (t) is a Wiener process in Rn. As ✏! 0, the trajectory
X✏(t) converges in probability to the solution x(t) of the unperturbed equation
x˙ =  rV (x), x(0) = x0 (2.2)
on every finite time interval. In the path space, the probability distribution of X✏(t)
is concentrated in a neighborhood of x(t). Any other event that does not include
x(t) and its neighborhood has very small probability.
The Wentzell-Freidlin theory gives an estimate of the probability distribution of
the random process in the path space. We state the estimate by first introducing
an action functional in the path space. We denote by C [0,T ] the set of continuous
functions on the interval [0, T ] with values in Rn. In this space, we define the metric
⇢T (', ) = sup
0tT
|'(t)   (t)|.







if the integral is finite. Otherwise, we set ST ['] to be +1.
The Wentzell-Freidlin estimates are:
1. For any   > 0,   > 0,and K > 0 there exists an ✏0 > 0 such that
P{⇢T (X✏,') <  }   exp{ 1
✏
(ST ['] +  )} (2.4)
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for ✏ < ✏0, where T > 0 and ' 2 C [0,T ] are such that '(0) = x0 and T + ST [']  K.
2. For any   > 0,   > 0,and s0 > 0 there exists an ✏0 > 0 such that for 0 < ✏  ✏0
and s < s0 we have




 T (s) = {' 2 C [0,T ],'(0) = x0, ST [']  s} for s > 0
and
⇢T (X✏, T (s)) = sup
'2 T (s)
⇢T (X✏,').
Roughly speaking, the estimates (2.4) and (2.5) tell us that the probability that
X✏ stays in a  -neighborhood of a path ' is
P{⇢T (X✏,') <  } ⇡ exp{ 1
✏
ST [']}. (2.6)
The above estimates can be used to calculate the probability of various events
associated with (2.1) by constrained minimization of the action functional. For
instance, let a and b be two states of the system and fix a time T . Then the
probability PT that the system moves from a to a  -neighborhood of b within time
T can be estimated using the Wentzell-Freidlin theory:
lim
✏!0
✏ lnPT =  min
'
ST ['], (2.7)
where the minimization in (2.7) is constrained by
'(0) = a, '(T ) = b.
In this project we will focus on a gradient system with the underlying potential
energy V (x) and a and b are two local minima.
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The theory provides a least action principle for the most probable path for rare
events. For the study of transitions in gradient systems, we construct a special curve
between metastable states which defines the optimal switching path and converges
to the least action path in large deviation theory in the zero-temperature limit. The
optimal switching path is an invariant manifold of the associated deterministic dy-
namics.
In the following gradient system:
X˙✏ =  rV (X✏) +p✏W˙ (2.8)







We will show that with proper parameterization, an invariant manifold of the de-
terministic dynamics, which connects a and b and goes through the saddle point,
solves the minimization problem as T1 !  1 and T2 ! +1.
Let c be a saddle point of V between a and b, and  Vab = V (c)   V (a) be the
potential energy barrier from a to b. We first show that the action (2.9) is bounded
from below by  Vab. Let '(t), t 2 [T1, T2], be an arbitrary curve satisfying the
constraints '(T1) = a and '(T2) = b. Assume '(t) intersects with the separatrix of












|('˙ rV (')|2dt+ 2 R T ⇤T1 ('˙,rV (')dt+ 12 R T2T ⇤ |('˙+rV (')|2dt
  2 R T ⇤T1 ('˙,rV ('))dt = 2(V ('(T ⇤))  V (a))   2 Vab.
(2.10)
The last equality follows from the fact that c minimizes V (x) on the separatrix. On
the other hand, there exists a special curve ', known as the minimal energy path,
which satisfies
'(T1) = a,'(T
⇤) = c,'(T2) = b, (2.11)
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and
'˙(t) =
8><>:rV (') if T1 < t < T
⇤,
 rV (') if T ⇤ < t < T2.
for T1 !  1 and T2 ! +1. The lower bound in (2.10) will be achieved by this
special path. Therefore, the path '(t) is the MAP for the gradient system (2.8), and
correspondingly, the minimal action is determined by the potential energy barrier
from a to b. [12]
In short, we can obviously get that the solution of the above constrained mini-
mization problem is given by the minimum energy path for T =1. The minimum
energy path is the optimal switching path in the zero-temperature limit.
2.2 Monte Carlo method
Let us start with basic concepts of Monte Carlo method. Consider the problem
of estimating the expected value of a function of some random variable X:
µ = E[h(X)].
Assuming that X admits a density f(x), then µ =
R
R h(x)f(x)dx, where the inte-
grand is written as the product of two functions. In this form, h(x) is the function
whose expectation with respect to the probability distribution function f(x) is to
be evaluated.
The basic Monte Carlo simulation scheme can be roughly divided into two steps:
1. Generate n independent and identically distributed (iid) random numbersX1, X2,
. . . , Xn.
2. The estimate of the expected value µ is defined to be the sample average
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The number of samples n is called the sample size. From the scheme we can see
µˆ is a random variable whose value will vary depending on the samples generated.
According to the strong law of large numbers, as the sample size n!1 ,
µˆ = 1n [h(X1) + h(X2) + · · ·+ h(Xn)]! E[h(X)] = µ
with probability one. Therefore, the estimate µˆ is close to µ when n is large enough.
But how far is µˆ from µ? We denote the variance of X as  2. It follows from












   a}!  (a), as n!1,
where   is the cumulative probability function for the standard normal distribution.
In other words, the error µˆ   µ is approximately normally distributed with mean
0 and variance  
2
n . This also produces confidence intervals for the Monte Carlo
estimate µˆ. More precisely, it follows that the (1   ↵) confidence interval for µ is
approximately
µˆ± z↵/2  pn ,
where z↵/2 is defined by the equation  ( z↵/2) = ↵/2. In this case, confidence
intervals are also random intervals. A (1   ↵) confidence interval has probability
1   ↵ of covering the true value µ. The speed of convergence is measured by the
size of the confidence interval, that is,
2z↵/2 p
n . This decreases as the inverse square
root of the sample size. It is important to observe that the speed of convergence
is independent of the dimension of the problem. Therefore, it has advantages over
standard numerical techniques, especially for high-dimensional problems. In another
way, we know from above that
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var[µˆ] = 1nvar[h(x)].
Although the Monte Carlo method is usually used to simulate some real reac-
tions such as molecular dynamics, it is hindered by rare events. Assume that A is a
rare event and its probability is P(A). That is to say, P(A)⌧ 1. We use the relative
error to measure the accuracy of the simulation where the absolute error is given
by half the size of the confidence interval
2z↵/2 p
n . The relative error is defined by
RE = z↵/2 /(
p
nP(A)). This leads to the main problem that RE   1 [7]. This
means that if we need to achieve a desirable accuracy, we can only set the sample
size n to large enough. It is impossible in some complex systems and requires to
do something di↵erent. In addition, little can be done to accelerate the convergence
rate in the simulation. Hence, using the basic Monte Carlo method is very hard to
find an transition trajectory which is a rare event. We should make specific e↵orts
to deal with such problem.
2.3 Importance sampling
The basic Monte Carlo algorithm presented above can be improved to use impor-
tance sampling, which is a well-known variance reduction technique. This method
o↵ers a dramatic performance improvement over the basic Monte Carlo simulation.
The basic idea of importance sampling is to concentrate the random samples in
the areas of sample space that are most important for the quantity being estimated,
and then make the appropriate corrections to the statistics. To reduce the variance
of the estimator, we introduce an alternative density g(·). Then






g(x)g(x)dx = Eg[h(Y )
f(Y )
g(Y ) ],
where Y is a random variable with density g rather than f , Ef and Eg are the ex-
pectations with respect to the density f and g respectively. We can easily see that
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the di↵erence between the basic Monte Carlo simulation and important sampling is
the distributions used to generate samples.
Importance sampling requires us to generate N iid samples Yi from g and then






] as the estimator of µ. The term f(x)g(x) is called
the likelihood ratio. It can be viewed as a correction factor in order to preserve un-
biasedness, although g is a biasing distribution.
The choice of the alternative density is the key point in importance sampling
and it represents the main di culty. From the above equation, the only restriction
of g(x) is that g(x) > 0 for all samples x. The e ciency of the importance sampling
estimate depends on an appropriate choice of the new sampling distribution [8]. The
general guideline is to minimize the variance of the important sampling estimator.
The variance of the importance sampling estimator is given by





Obviously, the minimal variance occurs when
h(x)f(x)g(x)   µ = 0,
) g(x) = h(x)f(x)µ .
In this situation, the variance of the estimator is zero and requires only one sam-
ple. However, it cannot be impractical because it requires µ, the quantity we need
to estimate. Hence, the goal of importance sampling is to find g(·) such that the
estimator is as close as possible to the zero-variance estimator. The cross-entropy
method provides a method for the alternative density g.
Chapter3
Methods and Applications
In this chapter, we present details of the string method and the importance sam-
pling scheme as well as the applications and numerical results.
3.1 The string method
For systems with simple energy landscapes in which the metastable states are
separated by a few isolated barriers, the key object is the transition states, which
are saddle points on the potential energy landscape that separate the metastable
states. These saddle points act as bottlenecks in a particular transition. The rele-
vant notion for the transition pathways is that of minimum energy paths. They are
paths in the configuration space that connects the metastable states along which
the potential force is parallel to the tangent vector.
Consider the example of a system modeled by
 q˙ =  rV (q) + ⇠(t), (3.1)
where   is the friction coe cient and ⇠(t) is a white noise with < ⇠j(t)⇠k(0) >=
2 ✏ jk (t). The metastable states are localized around the minima of the potential
13
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V (q). Assuming V (q) has at least two minima A and B, we look for the minimal
energy paths connecting these states. By definition, a MEP is a smooth curve '⇤
connecting A and B which satisfies
(rV )?('⇤) = 0, (3.2)
where (rV )? is the component of rV normal to '⇤. The minimum energy paths
are the most probable transition pathways for (3.1), since with exponentially high
probability it is by these paths that the system switches back and forth between
states A and B under the action of a small thermal noise.
The string method is an e↵ective tool for computing MEPs. Starting with an
initial string, which is a curve in the configuration space connecting two metastable
states, the method finds the MEP by repeating a two-step procedure (steepest de-
scent and re-parametrization) until convergence. Let ' be a string but not neces-
sarily a MEP connecting A and B. A simple method to find the MEP is to evolve
according to
u? =  (rV )?('), (3.3)
where u? denotes the normal velocity of ', since stationary solutions of (3.3) satisfy
(3.2). For numerical purposes it is convenient to have a parametrized version of
(3.3), keeping in mind that the parametrization can be arbitrarily chosen since both
(3.2) and (3.3) are intrinsic. Denote by '(↵, t) the instantaneous position of the
string, where ↵ is some suitable parametrization. Then we can rewrite (3.3) as
't =  [rV (')]? + rtˆ, (3.4)
where for convenience we renormalized time t/  ! t, (rV )? = rV   (rV · tˆ)tˆ and
tˆ is the unit tangent vector along ', tˆ = '↵/|'↵|. The scalar field r ⌘ r(↵, t) is
a Lagrange multiplier uniquely determined by the choice of parametrization. The
simplest example is to parametrize by arc length normalized so that ↵ = 0 at A,
↵ = 1 at B. Then (3.4) must be supplemented by the constraint
(|'↵|)↵ = 0, (3.5)
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which determines r. Other parametrizations can be straightforwardly implemented
by modifying the constraint (3.5) [6]. In practice, the arc-length constraint is im-
posed using interpolation.
Algorithm (String method for computing the MEP):
Given discretized initial path {'0i , i = 0, 1, . . . , N} and the tolerance tol > 0; For
n = 1, 2, . . ., repeat the following steps:




|'i+1 'i| if V ('i+1) > V ('i) > V ('i 1),
'i 'i 1
|'i 'i 1| if V ('i+1) < V ('i) < V ('i 1).
2. Integrate '˙i =  rV ('i) using standard ODE solver, e.g. forward Euler or
Runge-Kuta method, to obtain the new path{'ni , i = 0, 1, . . . , N} at time t = tn;
3. Reparameterize {'ni , i = 0, 1, . . . , N} to impose the equal arc-length constraint
by polynomial interpolation;
4. If
  r?V ('n)   < tol, stop with the approximate MEP {'n}.
Below are some details of the algorithm:
Step 1: Evolution of the images
The string is discretized into a number of images {'i(t), i = 0, 1, . . . , N}. The points
are evolved over some time interval  t according to the full potential force,
'˙i =  rV ('i). (3.6)
(3.6) can be integrated in time by any suitable ODE solver. If we denote the positions
of the images after n iterations of the scheme by 'ni , i = 0, ..., N , the new set of
images after step 1 using the forward Euler method is given by
'⇤i = '
n
i   trV ('ni )
or (using the fourth order Runge-Kuta method),
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k(1)i =  trV ('ni ),
k(2)i =  trV ('ni + 12k(1)i ),
k(3)i =  trV ('ni + 12k(2)i ),
k(4)i =  trV ('ni + k(3)i ),
'⇤i = '
n
i   16k(1)i   13k(2)i   13k(3)i   16k(4)i .
Step 2: Reparametrization of the string
In the simplest case, when we choose to enforce the equal arc-length parametrization,
the problem is simply the following: Given the values {'⇤i } on a nonuniform mesh
{↵⇤i }, we would like to interpolate these values onto a uniform mesh with the same
number of points. This is done in the following two simple steps, with a cost of
O(N):
(1) We calculate the arc length corresponding to the current images,
s0 = 0, si = si 1 + |'⇤i   '⇤i 1|, i = 1, 2, . . . , N .
The mesh {↵⇤i } is then obtained by normalizing {si},
↵⇤i = si/sN .
(2) Next we use interpolation to obtain the new points 'n+1i at the uniform grid
points ↵i = i/N . This can be done, for example, by using cubic spline interpolation
for the data {(↵⇤i ,'⇤i ), i = 0, . . . , N}. Once the new points {'n+1i , i = 0, . . . , N} are
calculated, we go back to step 1 and iterate until convergence.
3.2 The cross-entropy method
The cross-entropy method is essentially a simulation-based technique for select-
ing alternative sampling distributions. It was motivated by an adaptive importance
sampling algorithm for rare events simulation and was proposed in which the change
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of measure is estimated by minimizing the sample variance of the importance sam-
pling estimator [22].
In order to illustrate the main idea, consider the generic problem of estimating
the expected value
µ = E[h(x)],
by importance sampling. To ease exposition, assume that X is a random variable
with density f(x) and h(X) is a nonnegative function. The alternative sampling dis-
tribution is usually restricted to a parameterized family of density functions f✓(x)
that contains the original density f . A particularly popular choice is the exponential
tilt family. For this reason, the reference parameter ✓ is often said to be the tilting
parameter as well.






has zero variance. Even though such a sampling distribution is impractical as it
requires the knowledge of µ, it leads to the heuristic principle that an alternative
sampling density close to g⇤(x) should be a good choice for importance sampling.












f✓(x) is used as the alternative sampling density for importance sampling.
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R is a convenient measure of how close g⇤(x) and f✓(x) are. Plugging in formula








⇤(x) log g⇤(x)dx  1µ
R
R h(x)f(x) log f✓(x)dx.
Since neither the first term nor µ depends on ✓, the minimization problem is equiv-





h(x)f(x) log f✓(x)dx. (3.9)
This maximization problem (3.9) does not admit explicit solutions in general. The
cross-entropy method produces a simple, simulation-based, iterative algorithm to
solve for the maximizing ✓. At each step of the iteration, the maximizing ✓ is ap-
proximated by an explicitly computable quantity from a relatively small number of
pilot samples. The extra computational cost incurred by these pilot samples and
iterations is often significantly outweighed by the resulting variance reduction.
Consider the maximization problem (3.9). Since X has density f , one can
rewrite R
R h(x)f(x) log f✓(x)dx = E[h(x) log f✓(x)].
Under mild conditions such as f✓(x) is di↵erentiable with respect to ✓ and so on,
the maximizer is the solution to the equation
@
@✓E[h(x) log f✓(x)] = E[h(x)
@
@✓ log f✓(x)] = 0.
This equation is not explicitly solvable in general. However, if one replaces the








log f✓(x) = 0, (3.10)
where Xk are iid copies of X, then it is often possible to obtain a solution. Note
that when ✓ is a vector, the partial derivative @@✓ denotes the gradient with respect
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to ✓.
The solution to (3.10) takes a particularly simple form in the context of normal
distributions. More precisely, we have the following lemma, whose proof is straight-
forward and thus omitted.
Lemma. Suppose that f(x) is the density of N(0, Im) and f✓(x) denotes the density






where X1, . . . , XN are iid samples from N(0, Im).
To summarize, the cross-entropy method generatesN iid pilot samplesX1, . . . , XN
from the original density f(x) and compute ✓ˆ. Once ✓ˆ is obtained, estimate µ =
E[h(x)] by importance sampling with the alternative sampling density f✓ˆ(x). The
pilot sample size N is usually chosen to be much smaller than the sample size for
the estimation of µ.
The Basic Cross-Entropy Algorithm:
1. Generate N iid pilot samples X1, . . . , XN from density f(x);
2. Compute the optimal tilting parameter ✓ˆ;
3. For i = 1, 2, . . . , n
generate Yi from the alternative sampling density f✓ˆ(x)
set Hi = h(Yi) · f(Yi)f✓ˆ(Yi) ;




The advantage of the cross-entropy method is that it provides a simple adaptive
procedure for estimating the optimal reference parameters.
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For sampling transitions, we discretize the stochastic equation (2.1):
Xn+1 = Xn  rV (Xn) t+
p
2✏ · tZn+1, X0 = a, (3.11)
where  t is the time step, and Zn+1 are iid samples from N(0, 1).
For any subset A, we define h(x) as an indicator function
h(x) =
8><>:1 if x 2 A,0 otherwise.
Then we can write P(X 2 A) = E[h(X)].
In my numerical experiments, the subset A is defined as an interval centered
around a minimum with a tolerance (tol) range of 0.5 for the one-dimensional case.
In the two-dimensional case, the subset A is defined as a disk with tolerance (tol)
0.1 centered around a minimum. In addition, we regard the path whose final point
falls into A as a successful path.
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3.3 Application of the cross-entropy method to
one-dimensional potential
We take V (x) to be a standard double-well potential:
V (x) = 14(x
2   1)2.
The potential has two minima x1 =  1 and x2 = 1 which are two metastable states.
V (x) also has a saddle point at x = 0. The graph of V is shown in Figure 3.1.
x












Figure 3.1: Double-well potential V (x) = 14(x
2   1)2.
Consider the dynamic in (2.1), when the noise is small, for most of the time the
system will stay around the minima and fluctuate. We can hardly observe transi-
tions between x1 and x2 using Monte Carlo simulation. To use the cross-entropy
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method, we start with an artificial large noise to make sure that the system can
easily move out of the basin of the initial minimum and makes a transition to the
basin around the other minimum. Then we gradually decrease ✏ to the desired value
and then compute transition pathways for smaller ✏.
Fix ✏ and  t in (3.11), we choose N = 100000 such that we can obtain several
successive transition paths in the experiment. The time history is shown in Figure
3.2. Then we calculate the expectation of numbers of steps for successful paths as
the estimated number of n for our simulation.
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Figure 3.2: The evolution of the system in 100000 steps with normal distribution
when ✏ = 0.05.
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Now we have all the parameters ✏,  t and n. A successful trajectory can be
achieved after many trials by generating n random numbers from the normal distri-
bution N(0, 1) and using the stochastic di↵erential equation to evolve a path. One
successful path is presented in Figure 3.3. The corresponding n random numbers
are the components of ✓ needed in the cross-entropy method.
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Figure 3.3: The potential energy following the evolution of the system.
We compute the optimal ✓ with the cross-entropy method for this ✏ as an initial
condition to calculate the optimal ✓ˆ for smaller ✏ˆ in next step. The optimal ✓ should
improve the number of successful paths with respect to the same ✏. Moreover, the
number of successful paths obtained from the same optimal ✓ should decrease as ✏
decreases gradually.
24 Chapter 3. Methods and Applications
Numerical results are summarized in the tables.
Some parameters are as follows: initial ✏ = 0.05;  t = 0.1; estimated total
time for the transition T = 13; estimated number of points n = 130 (T = n ⇤ t);
number of trials to generate a successful path num = 5000; number of samples in
cross-entropy method nsample = 10000; tol = 0.5. The probability P is computed
as P = num⇤num , where num
⇤ is defined as the number of successful paths in 5000 trials.
✏




Number of transition paths
using ✓ computed when
✏ = 0.05
P
0.05 65 0.013 3886 0.7772
0.04 14 0.0028 3310 0.6620
0.03 2 0.0004 2271 0.4542
0.02 0 0 707 0.1414
0.01 0 0 5 0.0010
✏
Number of transition paths
using ✓ computed when
✏ = 0.05
P
Number of transition paths
using ✓ computed when
✏ = 0.04
P
0.04 3310 0.6620 4078 0.8156
0.03 2271 0.4542 3054 0.8156
0.02 707 0.1414 1212 0.2424
0.01 5 0.0010 10 0.0002
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✏
Number of transition paths
using ✓ computed when
✏ = 0.04
P
Number of transition paths
using ✓ computed when
✏ = 0.03
P
0.03 3054 0.6108 4138 0.8276
0.02 1212 0.2424 2015 0.403
0.01 10 0.0002 24 0.0048
✏
Number of transition paths
using ✓ computed when
✏ = 0.03
P
Number of transition paths
using ✓ computed when
✏ = 0.02
P
0.02 2015 0.4030 4477 0.8954
0.01 24 0.0048 825 0.1650
✏
Number of transition paths
using ✓ computed when
✏ = 0.02
P
Number of transition paths
using ✓ computed when
✏ = 0.01
P
0.01 825 0.1650 4315 0.8630
The above numerical results show that the importance sampling scheme signif-
icantly improve the e ciency of the simulations, even for the situation when the
noise is very small.
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3.4 Application of the string method to the Mueller
potential
In this section, we apply the string method to a two-dimensional potential.
The Mueller potential, originally invented as a nontrivial test problem for reac-
tion path algorithms, is of the form:
V (x, y) =
4P
i=1
Aiexp(ai(x  xi)2 + bi(x  xi)(y   yi) + ci(y   yi)2)
where the parameters are
A = ( 200, 100, 170, 15), a = ( 1, 1, 6.5, 0.7),
b = (0, 0, 11, 0.6), c = ( 10, 10, 6.5, 0.7),
x = (1, 0, 0.5, 1), y = (0, 0.5, 1.5, 1).
The contour of the potential is shown in Figure 3.4. There are three minima
which are labeled by A, B and C and there are two saddle points labeled by D, E.
We seek the transition path from A to C.
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Figure 3.4: The contour of the Mueller potential with three minima at A, B and C
and two saddle points at D, E.
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Figure 3.5: The MEP obtained by the string method. The MEP is parametrized by
equal arc length.
In the string method, we compute the minimum energy path over the muller
potential. Shown in Figure 3.5 is the minimum energy path that connects two of
the local minima A and C. This minimum energy path passes through the third
local minimum at B.
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3.5 Application of the cross-entropy method to
the Mueller potential
In this section, we compute transition pathways using the cross-entropy method
over the Mueller potential. We fix a small time step  t = 0.0001 to ensure stability.
For a small ✏, for most of the time the system fluctuates around the initial start-
ing minimum. It is di cult to observe a successful path unless number of steps is
large. The fluctuation is shown in Figure 3.6. When we increase ✏ to 16, most points
also fluctuate around the initial starting minimum. However, at T ⇡ 3.3, we obtain
a transition trajectory which is very close to the MEP found in the string method.
The trajectory is shown in Figure 3.7.
Following the path, we compute ✓ using (3.11). ✓ contains two vectors of dimen-
sion equals to 33000. This parameter is then used in the cross-entropy method.
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Figure 3.6: Fluctuation of the system around the initial minimum when ✏ = 1.
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Figure 3.7: A trajectory obtained when ✏ = 16.
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Some parameters are as follows: ✏ = 16;  t = 0.0001; estimated number of
points n is about 33000; total time for the transition T = n ⇤  t = 3.3; number
of trials to generate successful paths num = 5000; number of samples in the cross-
entropy method nsample = 10000; tol = 0.1. The probability P is computed as
P=num⇤num , where num
⇤ is defined as the number of successful paths in 5000 trials.
✏




Number of transition paths
using ✓ computed when
✏ = 16
P
16 123 0.0246 735 0.147
8 1 0.0002 395 0.079
4 0 0 4 0.0008
✏
Number of transition paths
using ✓ computed when
✏ = 16
P
Number of transition paths
using ✓ computed when
✏ = 8
P
8 395 0.079 1842 0.3584
4 4 0.0008 1861 0.3722
3 0 0 625 0.125
2 0 0 8 0.0016
✏
Number of transition paths
using ✓ computed when
✏ = 8
P
Number of transition paths
using ✓ computed when
✏ = 4
P
4 1861 0.3722 2634 0.5268
3 625 0.125 1531 0.3062
2 8 0.0016 59 0.0118
1 0 0 0 0
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✏
Number of transition paths
using ✓ computed when
✏ = 4
P
Number of transition paths
using ✓ computed when
✏ = 3
P
3 1531 0.3062 2516 0.5032
2 59 0.0118 1101 0.2202
1 0 0 0 0
From the last two tables, we can see that when ✏ decreases to 1, the use of the
cross-entropy method does not improve the number of successful paths. So we re-
alize that the optimal theta, obtained when ✏ = 2, cannot be used to generate any
successful paths between the two minima when ✏ is less than 1. Hence, we cannot
reduce ✏ directly from 2 to 1.
In principle, the probability should decrease following the downward trend of ✏.
The table below shows the numerical results with using optimal theta when ✏ = 2.












One possible remedy for this problem is to reduce ✏ using smaller step sizes.
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small value of ✏. We believe that the problem can be better solved by a better
approximation of the optimal ✓. This is done by an iterative process to determine
the optimal ✓, by reducing ✏ using smaller step sizes. For example, we make ✏ to
reduce 0.1 in every step and add a loop to obtain adaptive theta from the former ✏
to verify our guess.
✏
Number of transition paths with adaptive ✓ from the former ✏


















The results are quite satisfactory when ✏ is greater than 0.4. Then we modify
the algorithm. We cannot reduce ✏ by a relatively large step size when ✏ is small




In this thesis, we used two methods to compute transition pathways. The first
one, the string method, based on the large deviation theory is applied to seek for
the MEP which is the maximum likelihood path over the Mueller potential in zero-
temperature limit. To compute transition pathways at finite temperatures, we use
the cross-entropy method. An optimal distribution is computed to improve the e -
ciency of sampling. Numerical experiments illustrate the e↵ectiveness of importance
sampling scheme.
In recent work, we only applied the method to two-dimension. While increasing
the dimension of the system, the complexity also increases. The performance of
this method in more complex systems still remains unknown. For example, for the
system in which a lot of metastable states exist, we cannot guarantee the system
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