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ABSTRACT 
In  this paper various properties of (0, 1) square matrices are investigated, and in 
particular, circulant matrices are considered. I f  r is a (0, 1) vector or code word of  
length n and contains exactly K one elements, then let A(r )  be the corresponding 
circulant matrix having r as its first row. In particular, if in r the K one elements are 
in the first K positions, then we say that A(r)  is a canonical matr ix with parameters 
(K, n). Two matrices A and A '  are said to be in the same equivalence class if there 
exist permutat ion matrices P and P '  such that A" ~ PAP' ,  and we write A ~ A'. We 
assume that no matrix A being considered is equivalent o a matr ix A '  of the form 
L0'A ] 
The  main results of this paper deal with obtaining necessary and sufficient condi- 
t ions on A in order to ensure the existence of P and P' so that A is equivalent to the 
canonical matrix with parameters (K, n), where A need not be circulant. These condi- 
t ions are very simple to check for. I f  A is equivalent o the canonical matrix with 
parameters (K, n), we say it has property (C, K,  n). One elementary but  important 
result is that there is only one equivalence class of (0, 1)n • n matrices A in which 
each row and column is un ique and has exactly two one elements. F rom the results 
we can construct all those r such that A(r)  has property (C, K ,  n), for any given K and 
n. I f  A(r)  has property (C, K,  n), then r cannot be a periodically repeating vector. 
We can therefore count the number  of distinct matrices having property (C, K,  n), 
and in some cases we can determine the number  of equivalent classes of circulant 
matrices for a given K and n. 
The  results obtained have applications to coding theory and in particular to cyclic 
codes and shift registers. The  particular matrices studied were chosen because they 
are encountered in many engineering problems, such as the Quine matrix found in 
the simplification of Boolean funct ions and in the general formulat ion of the covering 
problem as a linear program. 
* Th is  work was wholly supported by NSF  under  Grant  GK-1524 
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(0, l)  CIRCULANT MATRICES 
I. INTRODUCTION 
Matrices having only entries which are either 0 or I are encountered in many areas, 
such as in operations research, coding theory and computer design. The constraint 
matrix encountered in a covering problem is such a matrix. One special class of 
covering problem is encountered when minimizing Boolean switching expressions 
[1, 3]. Here the constraint matrix is sometimes referred to as the Quine matrix. 
A reduced Quine matrix or core matrix has the properties that each row and column 
has at least two 1 elements, that no row (column) dominates another, and that it 
consists of a single partition. It has been noted that these matrices are usually square 
or very nearly square, and that the number of 1 entries is near the minimal allowable 
value. We show that if the number of 1 entries equals the minimal allowable value, then 
the matrix must be square and in fact there is only one equivalence class for such 
matrices. 
By being able to identify equivalent matrices, we can form a new equivalence 
relation on Boolean switching expressions. That is, two switching expressions are said 
to be Q-equivalent if and only if their corresponding reduced Quine matrices are 
equivalent. Finally, by assuming a unit cost for each element in a covering problem, 
it follows that all equivalent matrices will lead to the same solution, and therefore we 
need solve only one representative problem from each equivalence class. Hence the 
problem reduces to that of identifying equivalent matrices. In this paper we solve this 
identification problem for the class of circulant (0, 1) matrices. 
I I .  BACKGROUND 
Tucker [5] has formulated the following concept of combinatorial equivalence of 
matrices. Given two m x n matrices A and B, form the following two systems of 
equations in m + n variables 
x + Ay  ----[I,A] [;] =0  and u + By = [I, B] [:] = 0, 
where x, u and y, v are column vectors with m and n components (variables) and 
/ is an identity matrix of order m. Then A and B are comln'natorially equivalent, denoted 
by A 9 : B, if there is a one-one mapping between the solution sets 
{x, y I x + Ay  = 0} and {u, v I u + By = 0} 
given by [~] =- P[~] where P is a permutation matrix of order m + n. 
THEOREM (Tucker). A : : B if  and only if  a matrix G can be formed from some 
m columns (in any order) of the m by m + n matrix [I, A] and a matrix H from the 
remaining n columns (in any order) such that GB ~ H. 
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Consider the following special case where G = P1 is a permutation matrix. I f  no 
column of .4 is identical to some column of 1, then G must be formed from the first 
m columns of [I, A], namely from I. Hence H must be formed from the columns of A, 
and we have H = AP~. Since GB = P1B = H = -4P2 we obtain A = PxBP2 r. In 
fact, even without the restriction that no column of A be identical to a column of I, 
we have the corollary that G ----P1 implies the existence of P1 and P2 where 
A = P1BP~ r. 
Let -4, B be two matrices and assume the element a~ of -4 is nonzero. Then a 
pivotal transformation of -4 of order one into the matrix B is obtained by selecting some 
a~ (sA0) and setting the entries of matrix B as follows: 
b~0q - - i  a~/ 
= a-la . ( j  ~ q) b ~ ~ ~ 
b,q = --a,ca~ (i ~= p) 
- -  a. a - la  . (i =/= p, j =/= q) 
THEOREM (Tucker). A : : B if  and only if  we can pass from -4 to B by a finite 
succession of elementary operations of the following three types: 
(i) interchange of any two rows 
(ii) interchange of any two columns 
(iii) a pivotal transformation of order one. 
From operations (i) and (ii) alone we see that A = PBP" implies -4 : : B. Hence, by 
restricting G to be a permutation matrix we can test for combinatorial equivalence by 
limiting ourselves to considering only row and column permutations. 
Hence we say that A is equivalent o B, denoted by -4 = B, if and only if there 
exists permutation matrices P and P '  such that A = PBP' .  We say that .4 and B are 
in the same equivalence class if A = PBP' .  Tucker was primarily interested in 
transforming A into a combinatorial equivalent form B. Given A and B, we will be 
primarily interested in identifying whether or not A ~ B. By investigating a special 
class of .4 matrices, namely (0, 1) square circulant matrices, we will derive a simple 
test for the existence of P and P' ,  and we will also be able to count the number of 
matrices in various equivalent classes. In fact, we will be able to generate the charac- 
teristic row of each of these matrices. 
I I I .  PRELIMINARY RESULTS AND DEFINITIONS 
Let .4 be a (0, 1) m • n matrix, where row i is denoted by ri = (aaai~ "'" a~.), 
for i = 1,2 ..... m, and column j is denoted by cj = (aua ~. "" a,.~) for j ~ 1, 2 . . .  n. 
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A line of a matrix is either a row or a column. I f  A is n • n and has exactly K l 's in 
every line, we say it has parameters (K, n). Note that an n • n permutation matrix' 
is a matrix with parameters (1, n). Normally we consider only the case 1 ~< K ~< (n -  1). 
Unless otherwise stated we will consider only those matrices A which are not 
equivalent to some matrix A' which can be partitioned as follows 
A1 0 ] 
A' :~ I . . . .  [ . . . . .  . 
o IA~ 
Such a matrix A is said to be of single partition. I f  A ------ A',  then A is of single partition 
if and only if A '  is. We will also assume that each line of A is unique. 
A right cyclic permutation on n objects is denoted by 
(1 .)  
1 2 . . .  n - -1  
and a left cyclic permutation is denoted by 
(1223 
34  
~176 n 
9 .. 1)" 
A circular permutation consists of a series of cyclic permutations. A right circulant 
matrix is a square matrix in which the ith row is equal to the right cyclic permutation 
of the (i - -  1)st row. Throughout his paper all arithmetic dealing with line indices is 
modulo n where line 0 will usually be denoted by line n. I f  A is a left circulant matrix, 
and if P~ is the reflection permutation matrix having all l 's  down its minor diagonal, 
then A' ~= APM is a right circulant matrix and A =-- A'. Pm corresponds to the 
permutation 3....) 
n -1  n - -2  . . .  1 " 
We will generally refer to a right circulant matrix as just a circulant matrix. 
A property p is permutation invariant if, whenever A has p, there exists for each 
possible column (row) permutation, a suitable row (column) permutation such that the 
resulting matrix also has property p. The circulant property of a matrix is not per- 
mutation invariant. 
Let the vector r be any sequence which consists of K l 's and (n -- K)  O's. Then 
A(r) is the circulant matrix having r as its first row. We say that r generates A(r), 
or that r completely characterizes A(r). A canonical circulant matrix having parameters 
(K, n) is a circulant matrix whose first row consists of K consecutive l 's followed by 
(n  - -  K) consecutive O's. I f  A is equivalent o a canonical matrix with parameters 
(K, n), then we say it has property (C, K, n). 
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In this paper we will be mainly interested in determining if a given matrix A has 
property (C, K,  n). I f  r contains K 1 's and n - -  K0 's ,  then .4(r) has exactly K l 's in 
every line. I f  A contains exactly K > l 's in each line, then A is square but not neces- 
sarily circulant. In Ryser's [4] notation, we will be considering a subclass of the set 
U(K, K) of (0, 1) matrices have constant row and column sums K. Note that for 
K /> 2, if A has property (C, K, n) then A contains a single partition. 
Finally note that there is only one equivalence class of matrices having parameters 
(1, n), and it contains I which is the canonical matrix having parameters (1, n). This 
result follows from the fact that if d has parameters (1, n), then it must be a permuta- 
tion matrix, and the product of two permutation matrices is again a permutation 
matrix, and ppr  :_ I. Of course these matrices are not of single partition. 
THEOREM I. There is only one equivalence class of matrices of single partition and 
having parameters (2, n). 
Proof. Let A be of single partition and have parameters (2, n). After a suitable 
interchange of columns we have rl = (1100 ... 0). Since column 2 contains two l's, 
we can permute rows to obtain r2 = (xlx ... x), where x stands for either a 0 or 1. 
Since A is of single partition, we have r2 ~: (1100 ... 0) hence after a suitable inter- 
change of columns we have that r2 : (01100---0). Since column 3 must contain 
two l's, we have, after a suitable interchange of rows, r 3 : (xxlxx ... x). Again, 
because A contains a single partition, r a = (O01xx ... x), and hence by a suitable 
column permutation we have that r3 = (001100... 0). Finally, we have r ,  = (100-'. 01 ) 
which produces the second 1 in column 1. Hence A has property (C, 2, n). 
IV. CENTRAL RESULTS 
In the following discussion, A is assumed to have parameters (K, n). The Hamming 
distance between r~ and r j ,  denoted by H(r~, ri), is defined by the equation 
H(r~, ri) = ~ ](ai~ --  a~)l. 
k=l 
Note that H is invariant under column permutation. Also, if the rows of a 
matrix are permuted such that row i becomes row i' and row j becomes rowj ' ,  then 
H( r i ,  r j )=  H( r r  rj,). Hence, H is said to be invariant under row permutation. 
Property 1. Let r~ and rj be two distinct (0, 1) vectors having exactly Kl's.  Then 
H(r~, rj) = 2 • h for some non-negative integer h, and there exists two sets of 
column indices S 1 and S 2 , each containing h unique elements, with S t c~ $2 = ~,  
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where aik =(1 - -aa~)  = 1 for all k~S x and a ik=(1- -a~k)  :0  for all kES  2. 
We will be mainly interested in the case where h = 1. 
A weak condition for equivalence which will be of use in future results is the 
following. 
Property 2. A necessary condition for A to have property (C, K, n) is that for every 
i = 1, 2 ..... n there exists an i 1 and iz, i a ~ i2, such that H( r i ,  rq) = H(r i ,  rq) = 2, 
and for 1 < K < n --  1, i x and i z are unique up to relabeling of rows. 
This result follows froms the fact that in the canonical matrix H( r i ,  ri+x) = 2, for 
all i, and that Hamming distance is invariant under permutations. For K = 1 or 
K = n - 1, H( r i ,  rj) = 2 for all i and j, i :/& j. 
Let there exist unique row indices i1 , ia ..... im such that 
H(r i t ,  ri=) ----- H(ri  h , r i k .  t) = d for k = 1, 2,..., m -- 1. 
Then we say that i 1 , i 2 ,..., i,~ is a Hamming row chain of length m and distance d. 
A column chain is defined analogously. 
Property 3. I f  A is a circulant matrix and there exists a Hamming row chain of 
length m and distance d, then there exists a Hamming column chain of length m and 
distance d, and vice versa. 
This result follows from the fact that in a circulant matrix, ez is identical to r~+l_ i 
which is r,+1-i written in reverse order. That is, for k ' -n -  i + 1, we have 
r'~ = (ak~ak(~_l~ "'" akl). 
We now have the following important result. 
THEOREM 2. A necessary and sufficient condition for A to have property (C, K, n) is 
that A contain a Hamming row and column chain of length n and distance 2. 
Proof. This condition is necessary because in the canonical matrix we have that 
H(r i ,  ri+t) = 2 for i = 1, 2,..., n. Since H is invariant under permutations, i fA  has 
property (C, K, n) then there must exist a permutation. 
(1 2 3 "" n) 
ia iz ia "'" in 
such that i 1 , i 2 .... , in form a Hamming row chain of length n and distance 2 for A. 
Similarly, we see that the existence of the column chain j l  ,j~ ..... jn is also necessary. 
We now prove that the existence of row and column Hamming chains of length n and 
distance 2 is a sufficient condition for A to have property (C, K, n). Interchange the 
rows of A according to the permutation 
14 ~art~R 
and the columns according to the permutation 
({, ;, ;:) 
. . .  9 
Hence H(r~, ri+x) = 2 for i = 1, 2 ..... n, and H(c i ,  ci+t) ~ 1, 2 ..... n. We call this 
new matrix A ' ,  and obviously A '  ~ A. Let A" be the result of circularly permuting 
the rows and columns of A'.  Let these circular permutations be P ,  and Pc 9 Then 
A"  ~ A '  ~ A .  
We first show that given any row r ,  of A' ,  all of the K 1 elements are in consecutive 
positions, where we assume row 1 follows row n. Note that if the K 1 elements are 
consecutive in all rows of A',  then they are consecutive in.,4" also, and vice versa. 
I f  K = 1 or 2, the proof is trivial. Hence we assume K > 2. If K = n - -  1, all 
K l 's  must be in consecutive positions. For  K ~ n - -  2, assume that no two O's are in 
consecutive positions in some row r~. Let r~ of A" have the form 
. . .   181x . . .  xiB  . . .  
where the x can be either 0 or 1 as long as no two O's are adjacent and there are only 
K l 's. Now H(r~,  ri+x) = 2, hence either a~+l. k ~ 1 or a~+l.,~ = 1. Assume without 
loss of generality, that a~+x.,,, = 1, hence ai+l.~ =: 0. From Property I, both ai+l.k-1 
and ai+l.~+x cannot be 0. Hence, either H(e~_I, ok) :~ 2 and/or H(ek,  c~+1):fi 2
which is impossible. Hence if K ~< n - -  2 in each row at least two O's must be in 
consecutive positions. 
Since this is the case, we can always find a P~ and Pc such that for some i, r~ of A ~ 
has the form 
. . .  . . .  . . .  ao  . . .  8 )  
where now an x can be either 0 or 1 with the only constraint that there are K l 's. For  
this row we have j ;> 1 and m < n, and that all the 1 elements are not consecutive. 
This is the general condition which we shall now consider. 
Case 1. (a~+x.~ = 0 and a~+l.~+ 1 = 1) implies (ai+l. m = 1 and at+l.,,+a = O) 
which implies H(e , , ,  c,,+1) :g= 2, hence this case cannot exist. 
Case Z (at+1.k = 1) and a~+l,~+ x = 0) implies H(c~, c~+x) =i= 2, hence this case 
cannot exist. 
Case 3. (ai+l.k = a;+x.~+l = 1) implies that there exists only one index ~ such 
that ai. , = 1 and a i+ l ,  ~ = O. 
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a) I f *  = j ,  then H(c,~, era+l) # 2, or 
b) I f  ~" = m, then H(c i - i ,  ei) :J= 2, or 
c) I f  r 5~ m and r 5& j then It(c=, Cm+x) x~ 2 and 
[[(cj_ t , Ci) =/& 2. 
Hence  this case cannot exist. 
Case 4. (ai+t.k = ai+l,lc+l = 0) implies that there exists only one index r such 
that at., : 0 and ai+l., : 1. 
a) I f  ~" = j - -  1, then H(c,~, Cm+X) :~ 2, or 
b) I f  ~" = m + 1, then H(c~._t, cj) =7~ 2, or 
c) I f  ~, =g= m + 1 and r =i= j - -  1 then H(c,~, c,~+x) =# 2 and 
tl(es_~, cj) =~ 2. 
Hence this case is impossible. 
Since these are the only four ways of  assigning values to a , l .~  and ai+l.~+t, no ri+ x 
can be fonnd. Hence  r~ must have the form 
1 i i+K--1 ~t 
r~=(0  " 0 I I  ... 110 "" 0)- 
Hence we have proven that all rows of A" hence of A '  have K l ' s  in consecutive 
positions. Since H( r i ,  ri+l) ---- 2, we have 
i+1 j+E 
Case a. ri+ 1 : (0 "" 011 -'" 110 9 "" O) 
or  
Case b. r~.t : (0 "'" O i l  "'" 110 9 .. 0). 
Assume Case a, then 
r,+2 : (0 
Note if 
J+tl J+K+I 
--" 011 ... 110 
J J+K--1 
r i+2=(00  -"  0111 "" I00 
9 " 0). 
9 -- 0), 
then r~+s = t'~ which is not possible. Hence  we see that there exists a Pr  and Pc such 
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that .4" has property (C, K, n), and therefore A has property (C, K, n). I f  ri+ 1 has the 
form as shown in Case b, then by the column permutation 
n - - l  n - -2  -.- l 
we obtain Case a. This completes the proof. 
COROLLARY 1. I f  A is circulant, then a necessary and sufficient condition for A to 
have property (C, K, n) is that there exist either a row or column Hamming chain of 
length n and distance 2. 
Proof. This result follows from Property 3 and Theorem 2. 
I f  a~j E {0, 1}, then the complement of a~,  denoted by 8~i, is d~j = I --  aii 9 The 
quantities f and A are defined analogously, e.g., ~i = [dis]. From the fact that 
Hamming distance is invariant under complementation, that is H(r~, r~) = H([~, ~), 
we obtain the following result. 
COROLLARY 2. .4 has property (C, K, n) if and only if ./I has property (C, n -- K, n). 
Property 4. In .4 is circulant we have that H( r i ,  ri+8) = H(r~., rj+~) for all i and j, 
where the addition (i + 3) and (j  + 3) is carried out modulo n, and where 8 is any 
integer. 
For a given matrix .4 let Y = {31 , 3 3 ,.:., 3r} be the set of all row indices with the 
property that H( r l ,  r l+n, )= 2 for i----1, 2,..., T. THen 8 '= min(8t, 3 2,..., 3r) 
is said to be row displacement of A. I f  there are no such 3 i , then we set 8' = 0. The 
column displacement 3" is defined analogously. From Property 2 we see that if -4 is 
in the same equivalence class as the canonical matrix, then T = 2 if 1 < K < n --  1. 
Assume .4 is circulant and in addition has property (C, K, n). One may wish to 
determine what column and row permutations will bring A into canonical form. 
Using the row permutation 
[1 1 + 3' 1 + 23' ... 1 + (n--1)3'~ 
n ! 2 3 ... 
and the column permutation 
[1 1+8"  1+23"  "'" 1 +(n- -1)8"~ 
2 3 "" n ! 
will transform .4 into an equivalent matrix .4', where .4' can be transformed into 
(0, 1) CIRCULANT MATRICES 17 
canonical form by at most a sequence of cyclic permutations and possibly the column 
reflection permutation 
(12  n t
n- -1  n - -2  "" 1 " 
The vector r is called a periodic vector if it is of the form r = (a~g)), q ~> 2, where a 
is any sequence of O's and l's, and a ~q) = aa "" a(q times) represents a concatenated 
with itself q times. Let the length of the sequence a be denoted by/g(a). 
Property 5. I f  rl  is a periodic vector of length n and has K l's, then A(rl) does not 
have property (C, K, n). This result follows from the fact that rl = ri§ and since 
q >/2,  /g(a) < n. Hence A(rl) consists of only/g(a) distinct rows. This result can 
t t also be proven as follows. Consider the vector r 1 = (a). I f  H ( r l ,  r~) =- d, then 
H( r l ,  r~) ---- q 9 d. But d can take on only the values 0, 2, 4, 6,..., hence q 9 d 5z~ 2, 
which implies T = 0 and 8' = 0. 
Golomb [2] has shown that a bound B(n) on the number of nonperiodic (0, 1) 
vectors is given by 
a(n) = (l/n) X 
aln 
where the sum is over all divisors d of n and k~(d) is the M6bius function: 
(--1) ~ 
if d= 1 
if d has a square factor 
if d is the product of r distinct prime numbers. 
This bound is attained for all odd values of n. 
For example, B(6) = 9, and these vectors are shown below. 
rl = 
r 2 = (110000) 
r s = (101000) 
r 4 ---- (111000) 
r s = (110100) 
r e = (001011) 
rT=( l l l100)  
rS=( l l l010)  
re=( l l l l l 0 ) .  
Note that codes r 5 and r s are a reflection of each other, hence A(r  5) ~- A(r6). One can 
easily verify the following results: A(r ')  has property (C, 1, 6); A(r  2) has property 
(C, 2, 6) while A(r  8) does not; A(r 4) has property (C, 3, 6) while A(r  s) and A(r s) 
do not, where A(r  s) ~ A(rS); A(r 7) has property (C, 4, 6) while A(r s) does not; 
57I/3/x-2 
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and finally A(r  ~) has property (C, 5, 6). Hence, for n = 6, there are two equivalence 
classes for K = 2, 3 and 4, and one equivalence class for K := 1 and 5. 
Finally, let S(n, K)(S'(n, K)) be the total number of (0, 1) vectors (nonperiodic 
vectors) of length n having exactly K elements. We have 
and 
S(n, K)  = (l/n) ~ ~o(d) • ( hid 
aiq t KId i 
S'(n, K) = (1/,,) Z x t ,,la i 
alq ~' Kid ! 
where q : :  g.c.d. (n, K), and ~(d) is the Euler 9 function whtch equals the total number 
of non-negative integers less than d which are relatively prime to d. We have that [6] 
,<,.> _- m 0 - - ( '  - - -  X . (o ) (m/o)  
aim 
where m = p~p~, "" p~ is the canonical prime decomposition of the integer m. 
I fp  is prime, then 9(P) = P --  1, and 9(p ~) ~ p~ _ p~-l, and if g.c.d. (m I , ms) -~ 1, 
then ~(ml, n~) = ~(ma) • ~(m~). Returning to our example, we have that S(6, 3) ~ 4 
and 8'(6, 3) = 3. These three nonperiodic vectors correspond to r 4, r s and r 6. Before 
we derive an expression for the total number of vectors r such that A(r) has property 
(C, K, n), we will first describe a procedure for constructing these vectors. 
Note that if r is a nonperiodic vector and K > 1, then A(r) is not necessarily of 
single partition. For example, r = (10101000) is nonperiodic and A(r) is not of 
single partition. A sufficient condition for A(r) to be of single partition, where 
r = (a t , a 2 .... , an), is that there exist an i such that a/ ~ ai+ x = I. 
LEMMA 1. I f  A is circulant and satisfies Property 2, then a necessary and sufficient 
condition for A to have property (C, K, n) is that 3" and n be relatively prime, i.e., the 
g.c.d. (8', n) = 1. 
Proof. Let the g.c.d. (8', n) ----- g > 1, hence 8' and n are not relatively prime. Let 
3 '=gS*andn =gn*wheren*  <n.  Nowl  +n*8 '  = 1 + n*gS* = 1 + nS* = 1 
(mod n). We therefore have a Hamming chain of length n* and distance 2, hence A does 
not have property (C, K, n). I f  g - 1, then n* -~ n and A has property (C, K, n). 
I f  8' = 1, then g.c.d. (8', n) ----- 1. Assume 8' > 1. Let g ---- 1, and assume there 
exists an m < n such that 1 + mS' = 1 (mod n), i.e., 1 + mS' ----- 1 + nq for some 
q >~ 1. Hence mS' = ru/. Since m < n and 8' < n, we require q < 8' and q < m. 
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Let 3', q and m have the prime decompositions 3' = 3x3 2 --. 3,,  q = qxq2 "'" qt3 and 
m = mxmz "'" my where 3i, qi and mi are primes, not necessarily unique. Then n has 
the prime decomposition given by m3' /q  = mqmq ... mq 8j13i, "" 3~. where u >~ 1 
and v>/  1 since q <3 '  and q <m.  "We have ik6{1,2 ..... 7} and jk ~ {l, 2,..., /3}. 
Since ~$Jt # [' n and 3' are not re[atively prime, hence g ~: 1 and therefore m does not 
exist. 
To describe the procedure for generating all r such that A(r) has property (C, K, n), 
it simplifies the analysis if we consider left circulant matrices. 
Let ,4 be a left circulant matrix, where rl : (axaa "'" a,) and therefore 
r~ = (aiai+a "'" anaxa2"'"  a i -x)  - (aiai+l "'" a~+~-l). 
I f  H ( r l ,  rl+o) = 2, then by a judicious choice of cyclic permutations we can trans- 
form A so that for the new matrix we have that 
and 
1 1+......~8 n 
r~ =( ix  .-- x0x  . . -  x )  
r l+~ = (0x  . . .  x ) .  
In general we have that 
(~ 1+0 
r I = la2  . . .  a l+  ~ 
n 
9 . .  a . )  
and 
l 1+0 n 
rx+n = (aa4~a~+~ ... ax+2a ... an) 
where aa = 1 and ax+ 8 = 0. Since H(r  I , rx+8) = 2, we have 
I(as - -  a~+o)[ = 2 
j= l  
o r  
] (a~-  ai+n)[ : 1 
or  
~] ' I(a, - -a j+o) ]  + a l+~ = 1. 
j=g 
j , t l+O 
(1 )  
There are two classes of matrices atisfying (t) which can be considered. 
20 BREUF~ 
Class 1. Assume al+2a = 1, hence 
a s = aj+a for j = 2, 3 ..... n, j :g: 1 -4- 8. 
Example 1. Letn=5 and3 =2.  Thena  1 = 1, a 3 =0,  a s= 1 anda~=at ,  
a4 = a l ,  and a 5 = a2 = 1. Hence a2 = a4 = 1 and r t = (11011). There is only one 
solution for this case. 
Example 2. Let n = 6 and 8 = 2. Then  a x = 1, a~ = 0, as = 1 and a 2 = a4, 
a 4 = a 6, a s = a l ,  and a 6 = a2 which implies that a z :-- a 4 = a 8. There are two 
solutions in this case, namely a2 = a4 = as = l ( r l  = (110111)) and a2 = a4 = a6 =- 0 
(rt  = (100010)). 
In  general, for Class 1 we have a 1=1,  a1+8= 0, a l+ ,~= 1 and a s=a~-+~ 
for j = 2, 3,..., n, j 3& 1 + 8. F rom this last equation we can form the chain 
a i = a~+, = aj+28 . . . . .  I f  g.c.d. (3, n) = 1, then there is only one solution since the 
scquencej ,   + 8 , j  + 28, etc., must  eventually come to one of the indices 1, 1 + 8, or 
1 + 28 for which the value of a is fixed. If  the sequence ncounters the index 1 then 
we have a solution with K = n - -  1. For j  = n - -  8 + 1, the sequence will include the 
equality a~ = aj+~ where j + 3 = 1 and ax = 1. This  will occur as long as neither of 
the following two cases occur. 
a) j = I which implies that n - -  8 + I = I or n ~ 8 which is not possible since 
1 ~<8~<n- -1 .  
b) j = 1 + 8 which implies that n - -  8 + 1 = 1 + 8 or 8 = n[2. But this cannot 
occur since we are assuming .c.d. (8, n) = 1. 
Hence, we have the result that for any ~ and n such that g.c.d. (8, n) = 1, there 
exists exactly one r of Class 1 such that A(r)  has property (C, K,  n), and this occurs 
o idy forK=n- -  1. 
I f  g.c.d. (8, n) :/~ I, then A(r)  does not have property (C, K,  n). For this case it 
can be shown that there are 2 ~ solutions to equation (1), where Q = g.c.d. (8, n) - -  1. 
Class 2. Assume al+2a ~ 0. Hence we require 
as = a~+~ (2) 
for 3" = 2, 3, . . ,  n, and f 75 /*  for some j*  :r 1 + 8, where for 3" = J* we have that 
a~* ~ ay*+~ .
Example. Letn= 10and8 =3.  Thena  1= 1, a4=0anda T =0.  F rom(2)  we 
have, neglecting the condi t ion j  75 j* ,  
O ~ a7 ~ alo ~ a3 L ae & ap & a~ & a b 4 a s ~ al ~ l 
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There are eight equal signs and hence eight solutions as shown in Figure 1 (a -- h). 
Fig. l(a) corresponds to setting a x 5z~ %,  i.e., j* ---- 8. The case for ax+2~ = a T = 1 
(Class 1) is shown in Fig. l(i). 
Class 2. 
Class 1. 
1 2 3 4 5 6 7 8 9 1 0  
rl-----(l 0 0 0 0 0 0 00  0) 
r4~(0  0 0 0 0 0 0 10  0) 
(a) 
r 1 =(10  0 0 0 0 0 10  0) 
r 4 =(0 0 0 0 1 0 0 1 0 O) 
(b) 
rl  =(1  0 0 0 1 0 0 1 0 O) 
r4 =(0 1 0 0 1 0 0 1 0 O) 
(c) 
r~- : ( t  1 0 0 10  010  0) 
r4=(01  0 0 1 0 0 1 1 0) 
(d) 
r x---(1 1 0 0 1 0 0 1 I 0) 
r4~(01  0 0 1 1 0 1 1 0) 
(e) 
rx~( l  1 0 0 1 1 01  1 0) 
r4=(0  1 1 0 1 1 0 1 1 0) 
(f) 
r~=( l  1 J 0 1 1 0 1 I o) 
r4=(01  1 0 1 101  1 1) 
(g) 
rx~( l  I 1 0 1 1 01  1 1) 
r~=(0  1 I 0 1 1 1 1 1 I) 
(h) 
r l=( l  1 1 0 1 11  11  1) 
r4=(0  1 1 1 1 1 1 1 1 1) 
(i) 
FIo. l :n  = I0,8 = 3. 
Note that the first solution (Figure l(a)) corresponds to K = 1, the second to K = 2, 
and in general the kth to K = k. The entries in rl  are as follows 
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Solution 
a 
b 
C 
d 
e 
f 
g 
h 
as a5 a2 a 9 a0 aa al0 
0 0 0 0 0 0 0  
1 0 0 0 0 0 0  
1 1 0 0 0 0 0  
1 1 1 0 0 0 0  
1 1 1 1 0 0 0  
1 1 1 1 1 0 0  
1 1 1 1 1 1 0  
1 1 1 1 1 1 1  
Assume there exists a 8 x such that H( r l ,  r1+8~) = 2. Now, from Property 4 we have 
that H( r t ,  rx+~l ) = H(rl+(~_~t), rl+~x+(,_80) = H(rt+(~_sx), ra) = 2. Letting 
62 = n --  81 we have that H(rx,  r1+82) = 2, hence if there exists a 6 x :)~ n/2, then 
there must exist a 6 z = n -- 61 , where 6~ 5~ 6 x . We say that 61 and 6 z are conjugate 
pairs. For T=2,  we have that 6 '=min(61 ,n - -61)  , and for T= 1 we have 
6 '=81 ==n/2. 
Now returning to the example we have that H(rx, r4) = 2, hence 6' = rain(7,3) = 3, 
and since the g.c.d. (3,10) = 1, we have that A(r0 has property (C, K, n) for all rx 
shown in Fig. 1. In fact these are the only r l ,  except for cyclic permutations, for which 
8' =3andn = 10. 
We now are able to count the number of different r such that A(r) has property 
(C, K, n), for any K and n. 
If X is a set, let ii X il be the number of elements in X. Let D, = {61 g.c.d. (8, n) = 1}, 
and order the elements of D. according to the relation "<" .  Note that 8 ~ Dn implies 
that (n -- 8) E D~, and if 8 = n/2, then 6 ~ D~. Hence Dn will have 2q elements for 
some integer q. Let D~ be the set containing the first q elements o f /9 , .  The elements of 
s r D r are labled 6'. Hence, if8 ~ D, ,  then 8' = min(6, n -- 8) ~ D , .  Now [l D(n)[I = ~(n), 
hence II D'(n)ll = ~(n)/2. 
The following table indicates a few values for II D'~ II. 
TABLE I 
JJ D,] II for n = 2, 3,..., 12. 
iI II Ds II 'i n 
1 i ! -S -  
1 8 
2 I! 10 
1 11 
12 
li D~ LI 
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From Lemma I and the previous construction procedure, we have 
TnrOm~M 3. For each 3' ~ D~ and K such that 2 ~ K ~ n -- 2, there exists a unique 
(up to a reflective or circular permutation) Class 2 circulant matrix which has property 
(c, K, n). 
For example, for n ----- 10 we have Dlo ~ {1, 3, 7, 9}, and D~0 --=- {1, 3). Let K = 4. 
Corresponding to 3 ----- 1 we have r 1 - -  (I1110000) and corresponding to 3 = 3 we 
have the result shown in Figure l(d). 
COROLLARY 3. The foal number of Class 2 matrices which have property (C, K, n) 
for some K is (n -- 3) • [[ D'nlr + I. 
Summarizing, the Class I construction generates the vector r for K = n --  1, 
where Y = {1, 2 ..... n - -  1.). The class 2 construction generates: 
a) r for K := l, where Y = {1, 2 , . ,  n - -  I}, 
b) one r for each 2 ~ K ~ n - -  2 and for each 3' ~D~,  where Y ~ {3', n - -  3'}. 
These vectors are unique up to reflective and/or circular permutations. 
Given a circulant matrix, it is equivalent to a canonical matrix if and only if g.c.d. 
(3', n) ----- 1. Finally, an arbitrary square (0, !) matrix is equivalent o a circulant 
matrix if and only if it contains both a Hamming column and row chain of length n 
and distance 2. 
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