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Abstract  
This dissertation was written as a part of the MSc in Data Science at the International 
Hellenic University.  
Nowadays, the necessity of collecting data from several sources has become a man-
datory field not only for the businesses growth but also for research and experimentation 
purposes.  Moreover, the 3D printing technology is a unique additive manufacturing pro-
cess that tends to change the market limits and thus, the supply chain and logistics of 
businesses.  
This dissertation is an intensive research on how the manipulation of multimedia data 
can affect one of the most common 3D printing technologies, the Fused Deposition Mod-
eling (FDM). With the use of state-of-the-art equipment of the International Hellenic Uni-
versity, such as FDM 3D printer, and various specialized software, different scenarios 
were studied in order to classify whether a 3D printing process is successful or not, re-
garding the different designing, and printing parameters, with the addition of some image 
related functions.  
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1 Introduction 
Over the last years, the world of data is getting bigger and bigger and the term “big 
data” became part of every industry, company or even academic facility. Data coming 
from various sources are being stored, in order to be analyzed for future predictions or 
live-stream applications. The available sources are everywhere around us, from the inter-
net we use in our everyday life (web searches, e-shops, social media etc.) up to multime-
dia sensors, such as surveillance cameras, microphones and mobile phones.  
The manipulation of these multimedia data has given the opportunity for a big expand 
of applications. The facial and voice recognition and the finger print used in every mobile 
phone are only the beginning of this data revolution. In automotive field the lane detection 
at vehicles, the auto-parking control and the traffic signs recognition are also examples 
of this expansion.  
Besides the data collection, another field that is highly correlated with the Industry 
4.0 revolution is the 3D Printing technology. Generally, the 3D printing technologies are 
also referred to, as Additive Manufacturing (AM) methods. There exist many different 
techniques of such technologies, depending on the material they use, the operation pro-
cess or even the dimensions of the produced prototype.  
Back in 2010 Gartner presented a graph for all the emerging technologies up to that 
year. As Figure 1 illustrates 3D printing and autonomous vehicles were about to be 
adapted by the mainstream market in 5 and 10 years respectively. Almost a decade later 
in 2019, both of these technologies have already reached the plateau of productivity. 
Moreover, 3D printing nowadays expanded in nanoscale dimensions, while the autono-
mous driving has already reached the Level 4 and Level 5.  
   The goal of this dissertation is to combine the two aforementioned entities of mul-
timedia data analysis and additive manufacturing methods in order to increase the quality 
of the 3D printing process using a machine learning approach. 
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Figure 1 - Gartner’s Hype Cycle for Emerging Technologies 2010 (Top) - 2019 (Bottom) [1, 2] 
The research focuses on the failure before the 3D printing process begins. By setting 
some thresholds the user can be informed whether or not the printing process will come 
to a successful end, with the selection of the proper parameters for the particular design 
that needs to be printed. 
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The structure of this study consists of several Chapters, both theoretical and experi-
mental ones. Chapter 1 is a small description of the main idea of the research, explaining 
the 3D printing area in detail. Chapter 2 is an extensive literature review of previous com-
parable researches, while Chapter 3 emphasizes the innovation output of this dissertation. 
Moreover, Chapter 4 explains all the experimental processes that implemented, describ-
ing all the steps one by one and analyzing all the problems that arise. Chapter 5 summa-
rizes all the conclusions of this research using different charts or plots for better visuali-
zation, and in Chapter 6, extra future work is proposed for further experimentation. Fi-
nally, there is an Appendix Chapter, which has all the information regarding some acro-
nyms that have been used, the technical drawings of the CAD design, and the program-
ming code as supplementary material.  
1.1 3D Printing Technologies 
The 3D printing process is a technology achievement that gained a lot of popularity 
over the last 20 years, as it is a totally different technique from the traditional methods 
we used to know (milling machines or injection molding). No matter the technology or 
the apparatus, all the 3D printing technologies build parts based on the same principle: a 
digital construction of the 3D model by adding material layer-by-layer. This is the reason 
why 3D printing is also referred to as Additive Manufacturing (AM) process [3].  Alt-
hough, the 3D printing gained more place in our everyday life, the first idea of this tech-
nology introduced in the ‘80s, with the implementation of the Stereolithography tech-
nique. Currently, the 3D printing techniques are involved in several scientific fields, from 
education [4] and engineering applications up to automotive, aerospace, or even pharma-
ceutics [5] and archeology [6].  
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Figure 2 - 3D Printing : Beyond The Hype [3] 
The most commonly used 3D printing techniques are the following: 
 Material Extrusion Technology:  
o Fused Deposition Modeling (FDM) or Fused Filament Fabrication 
(FFF) 
 Vat Polymerization Technologies:  
o Stereolithography (SLA)  
o Digital Light Processing (DLP) 
 Powder Bed Fusion Technologies:  
o Selective Laser Sintering (SLS) 
o Direct Metal Laser Sintering (DMLS)  
1.1.1 Fused Deposition Modeling (FDM)  
The most common and widely used method is the Fused Deposition Modeling (FDM). 
FDM has already entered many houses worldwide for personal usage, especially for hob-
byists, since it is a low cost technique for rapid prototyping. Additionally, it is really 
useful for researched based experiments, and academic purposes.  
Although FDM is a low cost technique, it is not considered as a reliable technique. 
The main reason behind that, is the low accuracy (in terms of micro-meters) and the high 
temperature of the melting plastic, throughout the printing process. There are specific 
parameters during a 3D printing process that can affect the result, and generate a faulty 
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print. The layer height, the printing speed, the calibration of the printing platform as well 
as the printer’s tolerance are very crucial factors for the final result.  
Figure 3 briefly explains how this technology works by melting thermoplastic mate-
rial. Number 1 is the thermoplastic spool, also known as filament, that is used for the 
production of the model. Most of the times, there are two different available filaments. 
The first one is used for the creation of the model (Number 2) and the other one for the 
support structure (Number 3). Both of them are driven to the extrusion head, also called 
nozzle (Number 4), and headed up to 180oC - 250oC depending on the thermoplastic ma-
terial. Then the nozzle head moves across X and Y axis and deposits the material to the 
heated platform (Number 7), which is also moves down after each layer. Finally, layer-
by-layer the printed part is constructed as illustrated by the blue color (Number 5) while 
the support structure is constructed as well as seen by the light blue color (Number 6).  
 
Figure 3 - The FDM process [3] 
1.1.2 Stereolithography (SLA) and Digital Light Processing (DLP) 
The first 3D printer released in 1987, was using the Stereolithography technique for 
rapid prototyping [3]. Both SLA and DLP processes use a UV laser source (Number 8) 
to solidify liquid resin (Number 4) through some lenses (Number 7). The difference is 
that the SLA technique uses the laser to solidify the resin in the areas where the model 
(Number 3) or the support structure (Number 2) are, whereas DLP directly projects the 
image of the whole layer. Once more, the platform moves on the Z axis, this time is mov-
ing upwards, and the product is produced upside down with a layer-by-layer procedure. 
The material this time is in liquid form, but it is also a plastic-based technique.  
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Figure 4 -  The SLA Process [3] 
1.1.3 Selective Laser Sintering (SLS) and Direct Metal Laser Sinter-
ing (DMLS)  
The SLS and DMLS techniques are used for massive production and specially for 
mechanical parts, as they are both using melting powder at high temperatures. The pro-
cess is really close to SLA technique, but instead of UV laser, there is a CO2 laser (Num-
ber 1) that sinters the particles of the melting powder (Number 5), and binding them so 
to create the final product (Number 4). The recoater (Number 3) is used for applying new 
powder in the build platform (Number 6) after the completion of each layer. There are 
also two available beds. The one is used for the creation of the product, while the other is 
used for feeding the first one, in every single layer, through the recoater. The big differ-
ence in those two techniques pertain to the material. SLS uses plastic powder for sintering 
and there is no need for support structure, however DMLS uses metal powder and the 
support structure is necessary.   
 
Figure 5 - The SLS and DMLS processes [3]
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2 Related Work 
In the literature, several researches were proposed either for the multimedia data anal-
ysis field or for the 3D technologies in general. Those two fields have a vast amount of 
interdisciplinary applications. Automotive industries use the multimedia data analysis, in 
order to create autonomous cars, while the sensors collecting those data are highly corre-
lated with the 3D era.  
2.1 Multimedia Data Analysis using Image Datasets. 
Although, the data from three-dimensional spaces can represent the real time scenar-
ios, the applications that firstly introduced for autonomous driving, were based on static 
2D images. The lane detection as well as the traffic sings or crosswalks recognition, re-
quired only a “yes or no” answer. Hence, many applications and different algorithms were 
tested in order to improve as much as possible the ability of the car to detect the desired 
information.  
It is really important to mention that the crosswalk detection problem, was one of the 
most significant applications as it applies to both the drivers and the pedestrians. Many 
people with visual impairments could not locate easily the crosswalks, and it is really 
dangerous for them to walk across a road. For this reason, Ivanchenko and Coughlan [7] 
proposed a sound-alarm system to help those people. The system was trained with a small 
amount of data, mainly pictures taken from sighted people as the application would be 
available on cell-phones for real time cases. The cell-phones’ memories could not handle 
big amount of data, therefore the application needed to be “light” and easy to use. The 
system uses the camera of the mobile phone, and detects a crosswalk towards the direction 
that is pointing to. A sound alarm informs the pedestrian if a crosswalk is identified. The 
main advantage of this application, is not only that can be used by any mobile phone, but 
also that it informs the pedestrian for the direction that a crosswalk might have. If for 
example the pedestrian stands in front of a crosswalk but points on the opposite direction, 
the system will not be activated.  
But what if the previous system does not work properly, or instantly malfunctioned? 
Christodoulou [8] recommended an application that detects a crosswalk from the drivers’ 
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side of view, in order to make the car reduce its speed or even stop while a pedestrian is 
crossing by. Once more the system was based on previous captured images from several 
roads with or without crosswalks. The algorithm was trained to detect a crosswalk, but 
this time the camera was located in front of the crosswalk (vehicles’ side of view). The 
Random Forest classifier produced an almost 85% of total accuracy, while the prediction 
of an existing crosswalk reached the 90%. This means that it was easier for the system to 
recognize a crosswalk if this exists. The accuracy of the model was really high since the 
application was destined for a vehicle’s CPU control, unlike the mobile app that men-
tioned previously from Ivanchenko. 
Following the crosswalk detection, another research, from Peng and Chen [9], focuses 
on the traffic signs. Tesla company emphasizes on the importance that the autonomous 
cars must be well trained for every circumstance that can happen in the real world [10]. 
Peng and Chen used an available database from the German Traffic Sign Recognition 
Benchmark (GTSRB) [11], so that the model consists of a very accurate ground-truth. 
The experimentation reached a 90% of accuracy when a traffic sign was present, yet there 
was also an 80% accuracy for detecting a non-existing sign. This miss-classification prob-
lem, originates from different factors. Sometimes the traffic lights categorized as signs, 
due to their red color and their circular shape. The blue background images, or the yellow 
background ones (in areas under construction), were another miss-classification of the 
final prediction.  
2.2 Multimedia Data Analysis using 3D Sensors 
Similar problems with those faced by Peng and Chen, drove the companies and the 
researchers to improve their initial image collection, before the machine learning ap-
proaches. First the idea of 360o cameras, and later on, the 3D scanners implementation 
offered an opportunity to collect data that are closer to what a human eye sees.  
The Nokia Research Center, and namely two employees Babahajiani and Fan [12], 
used a Terrestrial Laser Scanning method (TLS), explained by Slob and Hack back to 
2004 [13], in order to localize objects in an urban street scene. Instead of static 2D images, 
the Nokia Center used the TLS method to collect sparse points in the 3D world, the so 
called point-cloud format [14]. The way that the points are placed in a 3-dimension plot, 
can easily provide the user with useful information, regarding the shape and the volume 
of an object. Once more, the research was based on previously collected data, hence the 
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results are highly correlated with the quality of the already existing datasets. The machine 
learning approach was built upon two different datasets, from two Terrestrial Laser Scan-
ners, and the results exceeded the 95% if the objects were cars, buildings or grounds. For 
humans, trees or signs the accuracy stayed between 80% and 85%. The explanation given 
by the Nokia researchers for the lower accuracy in humans and trees, originates from the 
identical shapes and volumes these two entities might have. (e.g. a tree may be as sort as 
a human, or a human may be taller from some trees, specially bushes). 
 An alternative approach, for generally detecting objects, that can be applied either in 
autonomous cars or in robots within a warehouse, introduced by Allan Zelener from Uni-
versity of New York [15]. The aim of Zelener’s research was to examine different algo-
rithms for better classification in objects that can be found in a room, or in a street road. 
Data collected from LIDAR sensors [16] and validated through a convolutional neural 
network. With several clustering machine learning approaches Zelener concluded to a 
useful guide, for someone to follow, when an object segmentation problem is occurred.  
Zelener highlights the most important factors for every step in this kind of problem solv-
ing approaches.   
2.3 Multimedia Data Analysis using 3D Data 
A combination of multimedia data analysis, with the 3D technologies examined by 
Zhou and Jacobson, from New York and Columbia Universities. By using Thingiverse 
[17] library, one of the most popular websites with suitable objects for 3D printing, they 
created a database to apply a machine learning algorithm for a geometric analysis of each 
object. They downloaded 10.000 different objects from various users. These objects clas-
sified from Thingiverse experts, as the best options for 3D printing testing processes. The 
experimental part of the research focused on the 3D file format of those items, and how 
close to the real objects, those file types are. In other words, if a file for a 3D printing 
process, can be identified using a machine learning approach with an input of real life 
objects. The final results surpassed the 90% of accuracy, and therefore they suggest others 
to use their dataset, for other comparable experimentations.   
2.4 Multimedia Data Analysis and 3D Printing 
 As mentioned in the beginning, the FDM 3D printing technology, is a cheap and 
value for money technique, for rapid prototyping production. Though, numerous potential 
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failures may occur during the printing process. Baumann and Roller [18] categorized 
those failures in 5 different classes. They forced the FDM 3D printer to fail in 3 out of 5 
classes. Those three classes were based on the accuracy of this technology, whereas the 
other two classes were problems that can occur generally in every 3D printing method. 
The detachment of the object from the building platform, the missing material flow on 
the extruder and the deformed object compared to its CAD model were the three failures 
that can be observed during the 3D printing process, and can lead to an unsuccessful 
result. For this reason, those failures recorded in real-time by using a digital camera and 
whenever the object moved from the platform or the feeding system did not supply ma-
terial on the extruder the procedure considered defective. The third class, was heavily 
dependent on the support structure that the model may or may not have. Finally, the last 
two classes were the surface errors and the deviation from the CAD model. Those two 
classes were only available for testing, only after the 3D printing process was finished. 
Besides that, these features cannot be used as a general rule, since each FDM 3D printer 
has different tolerances. This is the main reason, why Baumann and Roller could manage 
to detect only the first three issues, and stop the process when a failure occurs.  
Another very interesting approach described in [19] emphasizes more on the final 
result of a 3D printing process compared to the initial CAD model. Straub placed several 
cameras around the 3D printer and captured the process in individual time steps. The 
combination of these photographs synthesized a 3D representation of the printed model, 
and compared how close it was from the designed one. The accuracy of the machine 
learning process, differentiates between each angle of the captured image. Even in the 
same stage (Z height) the standard deviation of the error was high, so the images could 
not be considered as a single 360 photograph. Hence, this research is a really useful in-
troduction between the 360 image recording of the 3D printing process, and the machine 
learning approach through the multimedia data analysis, but cannot be characterized as a 
foundation for further experimentation.  
Subsequent to the previous experiments a group of researchers in the Technical Uni-
versity of Denmark follow an alternative procedure, really close to what Baumann did, 
and influenced from Straub’s idea as well. The team combined the results of Bauman’s 
method with the initial idea of Straub for computer vision during the 3D printing process 
[20]. The three main problems of the FDM technology, the workpiece movement, the 
delamination of the build platform and the extrusion failure, were once more emphasized 
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in this research. This time the camera captured an image in different time steps (such as 
Straub in [19] did), and the result of the printing process up to that point, was compared 
to its corresponding mask of the CAD model. This way, the user was able to detect the 
accuracy of the printing process at any layer, or even at every layer. The final result 
showed a potential failure in specific layer height, which was further worsens after some 
layers. It is worth to mention that the experiment was also reliant on the designed model 
they produced and the absence of the support material as well. Only one design was tested, 
and the model may not generalize well, since the overfitting probability never tested.  
2.5 Multimedia Data Analysis, 3D Printing and Com-
puter Aided Design 
Prior to the 3D printing process, the design of the model constitutes the most im-
portant area for someone to examine and investigate. The complexity or the simplicity of 
a model is a key factor for the 3D printing result. The more complex a model is, the most 
likely is to fail during the layer-by-layer building procedure. Therefore, several research-
ers study the correlation between the complexity of the model, and the limitations that an 
FDM 3D printer might have. 
An understanding of this correlation, is described by Bochmann in [21], through dif-
ferent patterns and designs. The precision, the accuracy, the surface roughness and the 
staircase effect are the fundamental parameters for the selection of an FDM 3D printer, 
and thus Bochmann focused on how to calculate these parameters after the 3D printing 
process is over. The process did not include any cameras and image capturing, since all 
the measurements were made by a Coordinate Measuring Machine (CMM), which is the 
most accurate process for measuring small distances. The hole experimentation can also 
be described as an exploratory data analysis, since the final output is a representation of 
different thresholds, regarding the factors that the user needs to study. The most signifi-
cant stage was the use of two different FDM 3D printers. The difference between them is 
the support structure material. Although both of them used support structures for over-
hangs or bridges, in one of them the support material was soluble in water, whereas in the 
other machine the support needed to be removed by hand. This difference affected the 
surface roughness measurement. The staircase effect was mostly affected by the orienta-
tion that the models had in the building platforms, while the accuracy and the precision 
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of the printer were proved to be highly correlated with the dimensions and the complexity 
of the model.  
Bochmann was not the only one who involved with the connection between the CAD 
model and the 3D printed one. Couple of years before his research, an Engineering La-
boratory from Gaithersburg, proposed a standardized artifact for testing the accuracy of 
the additive manufacturing technology machines [22]. The research combined the failures 
in an AM method with the corresponding designed model. Instead of the FDM 3D print-
ing process, the experimentation was fully adapted for metal-based 3D printing processes, 
such as Direct Metal Laser Sintering (DMLS), Selective Laser Melting (SLM) and Elec-
tron-Beam Melting (EBM). Although the material and the tolerances in these technolo-
gies are very different and better than the FDM process, the workflow of the research can 
also be applied in the plastic-based 3D printing technologies. The designed blocks, as 
illustrated in Figure 6, consist of several patterns, such as holes, pins, sockets, staircases 
and ramps with different dimensions each one. Yet, only the DMLS technology was 
tested, since the scope of the research was to present a standardized block-piece that can 
be applied in every additive manufacturing process, in order to calculate the accuracy of 
the selected apparatus.  
 
Figure 6 – Standardized Artifact for 3D printing Accuracy [22] 
Finally, the orientation of the model in the building platform of the 3D printer is very 
crucial for engineering purposes. As a result, two researchers from Autodesk Company 
used the data from another methodology, called Finite Element Method (FEM), in order 
to emphasize on how the mechanical properties of an object can dramatically change, 
depending on the direction the model had, during the printing process [23]. Their inten-
tion was to generate an algorithm that can predict weak areas in a 3D model, and suggest 
the optimal orientation so to protect those areas from breaking during the printing proce-
dure. Since the FEM analysis needs a lot of computational time to analyse and predict 
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those areas, their aim was to minimize the time needed for a simple study. By splitting 
the model in different slices and with the use of advanced mathematical formulas, they 
manage to produce an algorithm that optimizes the best printing direction for each partic-
ular 3D model. This is another method that takes place before the actual 3D printing phase 
happens, and can prevent potential failures, as well as increase the mechanical strengths 
of the object. The methodology in Figure 7 demonstrates the main stages of this algo-
rithm. At the end, the data from the FEM analysis used for verification of their algorithm 
results.   
 
Figure 7 – Cross Sectional Analysis Workflow [23] 
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3 State of Research 
Having examined the most common 3D printing technologies it is easy to understand 
that the less advanced and easy to manipulate process is the FDM technique. Therefore, 
the research focuses on the problems that may occur during the FDM 3D printing, and 
the effect that the machine learning approach can have for enhancing this method.  
One of the biggest problems of the FDM technique, is the removal of any necessary 
support structure beneath the product. In order to avoid those type of structures it is man-
datory to create limitations regarding the volume or the shape that a product must have in 
order to be printable without any extra wasted material.  
As thoroughly studied in Chapter 2, different scenarios combining image processing 
and 3D printing were examined in the past years. Thought, many of them target on the 
real-time monitoring of the 3D printing process, or the extraction of some knowledge 
after the process is finished, regarding how accurate the printing object was. The state of 
this research is the creation of a database that combines the Computer Aided Design, the 
3D printing technology, and the Image Processing field. This database will provide all 
the useful information for a successful 3D print with respect to the design constraints. By 
selecting some criteria for both the design and the printing fields, the user will be in-
formed whether or not a 3D printing process will be precise.  
For this reason, different designs were created and along with several layer thick-
nesses and some extra printing parameters, a very accurate ground-truth database created 
for the detection of a potential 3D printing failure.
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4 Experimental Part 
4.1 Problem Description 
The experimental part of this research is divided into four main phases, each one con-
sists of different difficulties and characteristics. Figure 8 demonstrates the workflow of 
the whole experimental procedure starting from the designing of the initial model and 
concluding with the machine learning algorithms.  
 
Figure 8 - Experimental Workflow 
 All the phases were implemented using a state-of-the-art, software and hardware 
equipment. Additionally, the final dataset that is described in the following chapters, con-
tains data from all the aforementioned phases. For this reason, it was really important to 
evaluate all the difficulties and the steps that followed throughout the phases, as the final 
result is highly correlated with all these details.   
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4.1.1 Computer Aided Design 
The first phase was the designing of the initial models that would be the origin point, 
and the key factor, for the 3D printing process. Solidworks software was chosen, as the 
tool for the creation of the three dimensional models. Solidworks [24] is a solid modeling 
CAD software suitable for designers and engineers, since it utilizes parametric ap-
proaches, for the creation of the solid model, based on mathematical functions.  
 
Figure 9 – SolidWorks Software Interface 
As already mentioned before, the initial idea was to propose a model that will demand 
a support structure creation during the 3D printing process, without taking the risk of a 
total failure. One of the easiest, but also complicated to produce, designs is the arch shape, 
which is also a very common design for ancient structures such as the Triumphal Arches 
all over the world (Figure 10). 
 
Figure 10 – Arch of Galerius in Thessaloniki [25] 
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 The main characteristics of an arch, are the distance between the two columns, and 
the slope that the arc will have at the top of the structure. These two parameters were the 
first to examine in the designing process. The parametric approach of Solidworks pro-
vided the opportunity to create alternative designs using the same initial design. In Figure 
11 the initial design is illustrated. The A and B dimensions were variables, while the outer 
dimensions were fixed, in order to have the same block-piece in every 3D printing.  
 
Figure 11 - Initial Block-Piece    
Finally, by taking into consideration the 3D printing process, another variable added 
to the designing parameters. Figure 12 illustrates the importance of investigating the pres-
ence of any extra column-based foundation underneath the arc (Distance C).  
 
Figure 12 – Design with (right) and without foundation (left) 
The following table represents the three variables with the applied alternative dimen-
sions. Variable A (from now on “Distance”) correspond to the distance between the col-
umns of the arch in millimeters, variable B (from now on “Slope”) is the slope of the arc 
in percentage in order to be correlated with variable A, and variable C (from now on 
“Height”) is a binary value for whether or not the columns exist under the arc.  
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Table 1 – Designing Variables of the Final Model 
Variable Values 
A – Distance 5mm / 10mm / 15mm / 20mm 
B – Slope 0% / 12,5% / 25% / 50% 
C - Height Yes (4mm) / No (0mm) 
 
4.1.2 3D Printing Process 
The 3D printing phase comprises of two subsectors: 
 The Slicing of the CAD model and 
 The printing process 
The slicing is a mandatory step before any 3D printing process. It is a software-based 
approach, that generates a programming language known as “G-Code” that is compatible 
with every manufacturing method, either additive or subtractive. The slicing process takes 
as input the 3D CAD model from the previous phase and, as the name implies, slices it to 
different cross sections, with respect to some parameters given by the user. These param-
eters are also related with the 3D printers’ properties as well. Figure 13 below shows a 
slicing example of the arch design of this research. 
 
Figure 13 – CAD Model (left) and Sliced Model (right) 
 The software for this research was the Cura Software [26]. Cura is an open source 
slicing software, suitable for beginners due to its user friendly interface. Furthermore, 
Cura can be a very reliable tool for advanced users as well, since it has a great amount of 
parameters that can be modified. Nevertheless, the parameters of the slicing process can-
not be adjusted if the user does not know the properties of the 3D printer.  
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Figure 14 – Cura Software Interface 
The key parameters of the slicing process are the following: 
 Layer Thickness 
The layer thickness is the number one parameter for the entire additive manufacturing 
field. It is the distance between the slices. The smaller the distance is the better surface, 
and accuracy the produced model will have. On the other head, bigger layer thickness 
implies fewer slices, hence less time to complete the process.  
 
Figure 15 - Smaller and Higher Layer Thicknesses [26] 
 Support Structure 
Another important parameter is the existence of a support structure under some over-
hangs areas or bridges. This is the parameter that this research is trying to totally elimi-
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nate. The support structure is difficult to be removed after the process is done, and con-
sumes a lot of wasted material. The support structure can be as dense as the user needs, 
depending on the geometry of the model.  
 
Figure 16 - Support Structure (light blue color) under a model [26] 
 Infill Density and Infill Pattern 
While a prototype from an injection molding process is a totally solid model, in the 
3D printing process the user is able to decide if the model will be solid, hollow, or partial 
filled with plastic. The density, in percentage (%), describes the amount of plastic that 
can be used in the inner area of the model. The 100% indicates a solid infill, while 0% 
produces a hollow model. The smaller percentages decrease the printing time, while the 
higher ones generate a heavier model. 
 
Figure 17 – Infill Density of 20% and 75% [26] 
Besides the density of the infill, the user can decide the pattern that the infill will have. 
There is a variety of patterns, including triangles, grid, hexagons, crosses and zig-zags. 
Each pattern can slightly increase or decrease the printing time and change the mechanical 
properties of an object, depending of the application that is going to be used.  
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Figure 18 - Different Infill Patterns [26] 
 Speed Values 
The speed values correspond to how fast the printer head will move in every layer. 
The user can change the speed that the extruder will have during the outer walls, the infill, 
the support structure when needed, as well as the initial layer and the traveling process 
(when the head moves without extruding material).  
After the decision of the proper parameters the file is exported in the G-Code format 
and transferred to the 3D printer through different methods, like a Wi-Fi connection, a 
USB flash drive, an Ethernet cable or a SD card, depending on the compatibility of the 
FDM 3D printer.  
In the printing process, some extra parameters are added based on the specifications 
of the 3D printer. These specifications are given by the manufacturer of the printer; hence 
they have a specific range of values.  
 Nozzle Diameter 
The nozzle diameter is normally 0.4mm. This means that the material that extruded 
from the printer head has a thickness of 400 microns. Yet, there are available nozzles with 
diameters from 0.2mm up to 1mm. The smaller this diameter is, the best accuracy will be 
succeeded, though for bigger parts thicker nozzles are being selected in order to decrease 
the fabrication time.  
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Figure 19 - Nozzle Diameters from 0.2mm to 1mm [27] 
 Materials  
Although this technology uses only thermoplastic materials the range of the available 
materials has a big expand over the last years. Polylactic Acid (PLA) is the most easier 
to print, and it is also biocompatible. Thermoplastic Polyurethane (TPU) is used for more 
flexible applications, while Nylon has unique mechanical properties such as high fracture 
toughness. Acrylonitrile Butadiene Styrene (ABS) is the material used in LEGO pieces, 
since is stronger than PLA. The Polycarbonate (PC) is even more stronger and has the 
highest stress of all [28]. Finally, there are research reports that describe the creation of 
conductive filaments [29], and  the creation of filaments reinforced with nanosilica for 
enhancing the mechanical properties of the common materials [30].  
 Heated Bed 
Some of the above materials are being printed in higher than 200oC, therefore the 
FDM printer must have a heated bed, in order the material to adhere on the platform. The 
heated bed is also useful because it provides a very smooth first layer.  
 The DMMC laboratory [31] of the International Hellenic University is equipped with 
the BCN3D-Sigma FDM desktop 3D printer. Sigma Printer has an accuracy of 0.05mm, 
and works with a variety of thermoplastic materials, such as PLA, ABS and PVA, which 
are the most common ones for the FDM technology. It also has an independent dual ex-
trusion system for using two different materials during the process and is compatible with 
the Cura software as well. The nozzle diameter of the extruder head varies from 0.3mm 
up to 1.0mm. Finally, the printer has a glass heated bed for better printing surface [32].  
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Figure 20 - BCN3D Sigma FDM 3D Printer [33] 
Since there is a huge amount of parameters for the slicing and the printing process, it 
was decided that only the most important ones will be tested, and the rest will remain 
constant. In Table 2 all the parameters of the current research are presented. 
Table 2 - Slicing and Printing Parameters 
Parameter Values 
Variables 
Layer Thickness 0.1mm / 0.2mm / 0.3mm 
Constants 
Infill Grid – 100% (Solid) 
Nozzle Diameter 0.4mm 
Support Structure No 
Speed 40mm/sec 
Material Polylactic Acid (PLA) 
Heated Bed Yes 
4.1.3 Image Processing 
The last process before the machine learning approach, was the creation of a folder 
containing the images from the CAD, and the printing procedures. These images would 
be pre-processed in order to create a trustworthy ground-truth. 
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The amount of the images for the ground-truth must be as bigger as required, depend-
ing on the problem’s complexity. In this research the total amount of images was 128, 
separating in 2 different groups. Each group corresponds to the steps that analyzed previ-
ously.  Table 3 demonstrates these groups. 
Table 3 - Total Amount of Images 
Groups Number of Images 
Group 1 – CAD 32 Images 
Group 2 – 3D Printing 96 Images 
Total Amount 128 Images 
 
The first group corresponds to the 32 different designs from the CAD procedure. By 
applying the parameters from the slicing and printing software, each design has 3 different 
results that associated with the three Layer Thicknesses. Hence, 96 extra Images from the 
3D Printing Process occurred (Group 3). As illustrated in Figure 21 first all the images 
from CAD process were stored, in order to proceed with the slicing, just before the 3D 
print process began.  
 
Figure 21 – Images from (a) CAD and (b) 3D printing 
In addition, Figure 22 highlights the differences that are created due to the layer thick-
ness increase.  
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4.1.4 Machine Learning Approach 
The final step of the research was to create a classification problem, by combining all 
the useful information of the two previous phases. The goal was to evaluate how similar 
those photos are, in a binary format.  
The comparison implies the similarity between the CAD model and the 3D printed 
model. This means that the user will be informed whether or not the 3D printer is able to 
create a very precise object, with respect to the designed model. 
The final target is to estimate how “close” is the 3D model with the initial CAD de-
sign. Figure 23 demonstrates the scope of the machine learning approach.  
 
Figure 23 – Machine Learning Approach 
4.2 Data Collection 
4.2.1 Dataset 
The dataset of this topic consists of 128 images, from two different phases and with 
some extra image processing afterwards.  The images from the CAD model were captured 
with a simple screenshot and stored into a folder. For the images of the 3D printing pro-
cess, a desktop printer/scanner of Hewllet-Packard (HP) was used, in order to be able to 
capture the front phase of the produced models. A high accuracy of 1200dpi was used in 
order to have a very precise image, since the important part was to recognize the layers 
of the printing process.  
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Figure 24 – HP 3639 All-in-one-printer [34] 
The following figure demonstrates the 96 combinations developed by the CAD, the 
slicing and the printing parameters. These combinations along with the features that ex-
tracted from the image processing represent the input features of the machine learning 
methodology.  
 
Figure 25 – The 96 combinations of the experimental procedure 
4.2.2 Data collection Difficulties 
The collection of all these data, was not an easy process. As different fields are in-
volved in this research many problems occurred. Firstly, the decision of the final design, 
was a really difficult procedure. As the designing of the model is highly correlated with 
the 3D printing process, a thoroughly research was made, in order to be sure that the 
designed model will be easy to be printed, but at the same time will create a notable 
example for a printing failure.  
Another difficulty was the dimensions that the model will have. By testing bigger 
dimensions, the total printing time for all the patterns became very large. Hence, the outer 
dimensions were reduced to 30mmX15mm. Additionally, the dimensions of the arc, 
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namely the distance, the slope and the height of the columns, should be neither big nor 
small. A small dimension in the distance of the arc, produced a very small gap which 
could not be captured after the 3D printing process. On the other hand, a big percentage 
in the slope of the arc created almost a straight line, if the other dimensions were small. 
After several attempts, the final dimensions retained in the numbers that illustrated in 
Figure 25. 
For the slicing process the huge amount of settings within the Cura software created 
an extra step of experimentation. Having in mind, once more the required printing time, 
the only parameter that considered important and became a variable in the problem was 
the layer thickness. As mentioned in previous chapters, the smaller the layer thickness the 
best the accuracy of the model is. So the inspection of this parameter has a high demand. 
For the rest of the settings, the infill pattern set at 100%, while the number of walls was 
2. The speed of the whole process fixed at 40mm/sec and the PLA material was chosen 
due to the advantage of the easy printability it has.  
Finally, for the image capturing of the printing models different techniques examined. 
The first idea was to use an infrared camera to capture the image on the build platform, 
as the temperature was really high, and the image process would be easier. Hence, the 
details of the layer thicknesses were not detectable with this method. Then, a common 
digital camera was used, but again the details were not visible. Besides that, it was also 
difficult to capture the front phase of the model. In Figure 26 the difficulty of capturing 
the desired details with a digital camera is shown.  
 
Figure 26 – Difficulties with Digital Camera  
 In conclusion, all the parameters evaluated and the most proper ones selected for the 
final procedure, but the total printing time remained a significant issue. The total time 
that needed for all the models to be printed was 16 hours and 48 minutes, while the re-
quired material reached 231 grams in weight.  
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4.3 Data Preprocessing 
The next step after the collection of all the images, was the preprocessing phase. The 
images imported to Matlab Environment in order to be processed before the extraction of 
the useful features. Matlab is a numerical computer environment, based on a matrix-re-
lated language. It is used mostly from engineers and scientists, since it has many options 
for computational mathematics. Moreover, it is a very useful tool for image processing, 
and machine learning algorithms such as neural networks [35].  
 
Figure 27 – Matlab Environment Interface 
The pre-process stage consisted of three different steps that are described in the fol-
lowing sub-chapters.   
4.3.1 Grayscale 
The first step of the preprocess phase, was the conversion of the colorful images into 
a grayscale format. This conversion was done in all images, including the CAD, and the 
3D Printing ones (128 images in total). The grayscale images were used later on, for the 
extraction of important features. Figure 28 demonstrates the initial images of CAD (a1), 
and 3D Printing (b1), along with the grayscale ones a2 and b2 respectively. The grayscale 
transformation, converts the value of each pixel of the image, between 0 and 255, regard-
ing how gray the pixel is. With this process the three dimensional image of RGB, trans-
forms into a two dimensional matrix with values from 0 to 255.  
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Figure 28 - Initial Images of CAD  and 3D Print (a1 and b1) and the  Grayscale Images of them 
(a2,b2) 
4.3.2 Black and White 
The Black and White process, is a transformation of the grayscale image into a binary 
image with pixel values 0 or 1. By using a threshold in every image, the pixel values 
alternate from 0-255 to 0-1. If the pixel value is greater than the threshold, then it takes 
the value of 1. In any other case, it converts to 0. The black and white images (from now 
on called Binary ones) can be also considered as a normalization of the grayscale images.  
 
Figure 29 – The pixel values of a Grayscale (left) and a Binary (right) Image 
  The Binary transformation is a key factor in the 3D Printing images, since the con-
struction of the layers becomes visible and can be further analyzed for the extraction of 
very important features.  
 





Emmanouil Tzimtzimis  Multimedia Data Analysis in 3D Printing Technology 
  -34- 
4.3.3 Image Crop and Export 
The next mandatory step, was the elimination of all the useless information that the 
images had. Since they were captured either with a screenshot (CAD images) or with a 
scanning process (3D Print images), it was really important to eliminate all the noises 
around the block piece, and retain only the block piece itself.  
The cropping was made in the binary images, since Matlab includes a command called 
“regionprops”, that can find all the areas that have pixel values of 1 (white) even if it is 
only one pixel. Since, the important information of the images are the black pixels (0-
pixel value), it was essential to use another command, the “imfill”. The “imfill” command 
creates a solid image, that contains different block of pixels, either with value 0 or 1.  
 
Figure 31 – The Binary Image after the “imfill” command 
 After the “imfill” command, the block piece was converted to white instead of black, 
and the “regionprops” command, can now detect the area that really matters. The “re-
gionprops” provides two major parameters. The areas that the white pixels are present, 
and the coordinates of those areas. As the areas of the white pixels may be more than one, 
some experiments show that the desired area, is the one that have an amount of pixels 
greater than 10.000. Once finding this area, the “BoundingBox” property exports the co-
ordinators of the top left pixel of the area, along with the length and the height that the 
area has. Figure 32 illustrates the “Area” and the “BoundingBox” properties of the “re-
gionprops” command. 
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Figure 32 -  Area and BoundingBox Properties 
Each image cropped by using the coordinators of the “BoundingBox” property, with 
all the important information included on the last image. Finally, the images exported in 
a separate folder in order to be used for the extraction of the features.  
 
 
Figure 33 – (a) The Inverted Binary Image, (b) The Inverted Cropped Image, (c) The Final 
Cropped Image 
4.4 Feature Extraction 
The extraction of the features was the final step before the machine learning ap-
proaches for the training of the model. The total number of features was 24 from three 
different phases. 
4.4.1 CAD Features 
The CAD features comprised of the parameters that used in the designing process at 
the beginning of the research. Those are: 
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 The Distance that the arch will have, in millimeters 
 
Figure 34 – The Four Distances of the Arch (5,10,15,20 mm) 
 The Height of the foundation in binary format (where 0 means no foundation and 
1 means 4mm of foundation under the arch) 
 
Figure 35 -  The Height of the Foundation (0 or 4 mm)  
 The Slope of the arch, in % (so to have an equal ratio between the four different 
distances).  
 
Figure 36 – The Slope of the Arch (0%, 12.5%, 25%, 50%) 
4.4.2 Slicing and Printing Features 
The features that can be extracted from the slicing and printing process are plenty, 
including the Layer Thickness, the Nozzle Diameter, the Infill pattern and density, the 
wall thickness etc.  
Thought, only the Layer Thickness (in millimeters) was extracted as a feature, since 
all the other parameters were constant and will be considered insignificant in the machine 
learning of the model.  
 
Figure 37 – The Layer Thickness (0.1, 0.2, 0.3 mm) 
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4.4.3 Image-Based Features 
Last but not least, the image-based features were extracted from two different con-
versions of the initial images. As mentioned before, both the Grayscale format of the 
images and the Binary format of them were used to create some valuable features. The 
features that are described next, were calculated for both the CAD, and the 3D Printing 
Images.  
4.4.3.1 Grayscale Image Features 
For the features of the Grayscale image format, the Gray Level Co-Occurrence Matrix 
(GLCM) was computed. The GLCM is a matrix that represents the relation between the 
neighbor pixel values in the grayscale image. In other words, each element of this matrix 
corresponds to the probability that two elements with different values i and j are adjacent 
to each other [36]. The features extracted from this matrix were the following. 
 Contrast 
The contrast feature was the first that was extracted. It calculates the intensity con-
trast between a pixel and its neighbors. A high number of contrast correspond to images 
with sharp differences, whereas it is 0 when an image is constant. The formula given be-
low is used by Matlab to measure the contrast.  
𝐶𝐹 =  ∑ ∑ |𝑖 − 𝑗|
2 ∗ 𝑔𝑙𝑐𝑚(𝑖, 𝑗)     𝑤ℎ𝑒𝑟𝑒 𝐾 = 256 𝑙𝑒𝑣𝑒𝑙𝑠𝐾𝑗−1
𝐾
𝑖=1   (1) 
 Homogeneity 
The homogeneity measures how close the pixels are, through the entire image. It 
takes values from 0 to 1, where 0 means that the pixel values are really close, and 1 
in any other case. Moreover, if the GLCM is diagonal it also takes the value of 1. 






𝑖=1    𝑤ℎ𝑒𝑟𝑒 𝐾 = 256 𝑙𝑒𝑣𝑒𝑙𝑠  (2) 
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 Correlation 
The correlation feature, calculates the relation that the neighbor pixels have. It 
takes values from -1 to 1. Positive values mean that the pixels have a positive corre-
lation, whereas negative values correspond to pixels that are negatively correlated. If 
the image is constant, then the correlation feature cannot be calculated.   






𝑖=1   𝑤ℎ𝑒𝑟𝑒 𝐾 = 256 𝑙𝑒𝑣𝑒𝑙𝑠  (3) 
 Energy 
The energy feature, as the name implies, describes the energy that an image has by 
summarizing the squared values of the pixels in the GLCM matrix. It takes values from 
0 to 1. Once more, for a constant image the energy is 1.   




𝑖=1    𝑤ℎ𝑒𝑟𝑒 𝐾 = 256 𝑙𝑒𝑣𝑒𝑙𝑠  (4) 
 
 Besides the features that extracted from the GLCM matrix, there are some extra sta-
tistical features that were calculated using the grayscale image. 
 Entropy 
The first statistical measurement was the entropy, which measures the random-
ness of the pixel values across the image. It is a way to represent the texture of the 
image.  




𝑖=1  (5) 
 Mean and Standard Deviation 
The mean and the standard deviation was the last two features that extracted from 
each image. The mean feature calculates the mean value of the pixels from the grayscale 
format, and the standard deviation the distance that the pixels have from the mean value. 




∑ ∑ 𝑋(𝑖, 𝑗)𝑀𝑗=1
𝑁




∑ ∑ [𝑋(𝑖, 𝑗) − 𝑚𝑒𝑎𝑛]2𝑀𝑗=1
𝑁
𝑖=1  (7) 
4.4.3.2 Binary Image Features 
The features that are correlated with the binary images are also correlated with each 
other. The first feature is the ratio of the Black Pixels across the whole image. Since not 
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all the images have exactly the same dimensions, instead of calculating only the sum of 
the black pixels, it was considered more valuable to find the ratio of them. The ratio was 
calculated with the following equation: 
𝐵𝑙𝑎𝑐𝑘𝑃𝑖𝑥𝑒𝑙𝑠 =  
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑏𝑙𝑎𝑐𝑘 𝑝𝑖𝑥𝑒𝑙𝑠
𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑖𝑥𝑒𝑙𝑠
  (8) 
Supplementary to the ratio of the black pixels, the ratio of the white pixels was also 
calculated using the following formula.  
𝑊ℎ𝑖𝑡𝑒𝑃𝑖𝑥𝑒𝑙𝑠 = 1 − 𝐵𝑙𝑎𝑐𝑘𝑃𝑖𝑥𝑒𝑙𝑠  (9) 
The last feature was a difference between the black pixels of the CAD image with the 
respective black pixels of the 3D Print Images. Since each CAD image correspond to 
three different 3D Print images (regarding the different layer thicknesses), the first CAD 
image was compared with the first three of the 3D Print Images, the second CAD with 
the next three, and so on, until the 32nd CAD image with the 94th, 95th and 96th 3D Print 
images. The formula below was used for the comparison of the black pixels. 
𝐷𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒 𝑜𝑓 𝐵𝑙𝑎𝑐𝑘 𝑃𝑖𝑥𝑒𝑙𝑠 = 𝑅𝑎𝑡𝑖𝑜 𝐵𝑙𝑎𝑐𝑘 𝑃𝑖𝑥𝑒𝑙𝑠 (𝐶𝐴𝐷) − 𝑅𝑎𝑡𝑖𝑜 𝐵𝑙𝑎𝑐𝑘 𝑃𝑖𝑥𝑒𝑙𝑠 (3𝐷 𝑃𝑟𝑖𝑛𝑡) 
 (10) 
4.5 Target Class 
The target class of this research was the comparison between the 3D Printing object 
and the CAD model. This means that the machine learning process must classify how 
close or not, the real object with the designed model are. The class label in this research 
was in binary format. Therefore, the machine learning problem of this research can be 
classified as a binary classification problem. Table 4 describes the two different scenarios 
of the final output. 
Table 4 – Class Labels 
Class Annotation Scenarios 
 0 CAD ≠ 3D print Worst Case Scenario 
1 CAD = 3D Print Best Case Scenario 
 
The comparison between “CAD and 3D Print” was examined with the use of the black 
pixels’ ratio.   
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The ratio of the black pixels gave an anticipated bar chart in the two processes of 
CAD and 3D print. In the following figures the trend of the design and printing parameters 
is present. As the distance of the arch increases the ratio of the black pixels decreases, 
since the total area of the block is smaller. For the same reason the ratio decreases as the 
slope of the arch becomes smaller. Finally, as the foundation of the arch is present the 
ratio increases in all the different scenarios of distances and slopes.  
The 3D printing process, appeared to have the same trend with respect to the distance, 
the slope and the height parameters. Additionally, as the layer thickness became bigger 
the ratio of the black pixels reduced, which indicates that the shape of the 3D printed 
model is not equivalent with the shape of the CAD model.    
 
Figure 38 – Bar Chart of Black Pixels Ration in CAD images 
 
Figure 39 - Bar Chart of Black Pixels Ration in 3D Print images 
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4.5.1 CAD and 3D Printing Comparison 
The comparison between the ratios of the black pixels in CAD and 3D Print images 
resulted the following bar chart. The red line characterizes the threshold for whether the 
two images are considered as equal or not. The peaks above this line labeled as 0, while 
the rest labeled as 1.  
 
Figure 40 – Difference of Black Pixels between CAD and Slice 
The threshold of this comparison was calculated by the histogram of the previous 
chart. The histogram illustrates some outliers when the difference exceeds the 0.00951.  
 
Figure 41 – Histogram of Difference between CAD and Slice 
Threshold = 0.00951 
Threshold = 0.00951 
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4.6 Machine Learning Approaches 
The machine learning applications are divided in two categories. The supervised and 
the unsupervised learning methods, depending on the given dataset, and the knowledge 
that the user have about it.   
The supervised methods referred to applications where the final output is given in the 
dataset and the algorithms try to learn the model, based on that knowledge. Moreover, the 
supervised methods are also further divided into classification and regression problems. 
In classification problems the target value is in categorical format, such as 0/1 or “Small” 
/ “Medium” / “Large”. On the other hand, regression problems consist of a target value 
that is a continuous variable, such as the temperature range in a weather forecast.  
In unsupervised learning, the user does not know anything about the given dataset, 
and tries to extract some patterns, or outliers that may be contained into the dataset. Most 
of the cases, the final output consisted of different groups of the data, depending on what 
the user needs to examine.  
In this research, the problem is categorized as a classification problem, hence the ma-
chine learning algorithms will be based on supervised methods. 
For the Machine Learning Approaches, the Weka Software was utilized (Figures 42-
43). Weka is a machine learning environment produced by the University of Waikato in 
New Zealand. It has a collection of different machine learning algorithms for classifica-
tion, regression, clustering or even association rules applications [37]. Weka has also 
tools for feature analysis and evaluation, which are very useful for the visualization of the 
final results.  
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Figure 42 – Weka Preprocess Interface 
 
Figure 43 – Weka Classification Interface 
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The first step was to insert all the features, both the input and the output ones, into 
Weka and apply different machine learning algorithms in order to train the model. Next, 
the evaluation of the importance of each feature was implemented, and the final results 
and comparisons between the algorithms concluded the experimentation. 
4.6.1 Input Features 
Table 5 demonstrates all the features that inserted into the Machine Learning Algo-
rithms. 
Table 5 – The Input Features 
# Feature Description Value 
1 Distance The Distance of the Arch Numerical 
2 Height The Height of the Foundation Binary 
3 Slope The Slope of the Arch Numerical 
4 Layer_Thickness The Layer Thickness Numerical 
5 CAD_Contrast The Contrast of CAD Image Numerical 
6 CAD_Homogeneity The Homogeneity of CAD Image Numerical 
7 CAD_Correlation The Correlation of CAD Image Numerical 
8 CAD_Energy The Energy of CAD Image Numerical 
9 CAD_Entropy The Entropy of CAD Image Numerical 
10 CAD_Mean The Mean Value of CAD Image Numerical 
11 CAD_StDeviation The Standard Deviation of CAD Image Numerical 
12 CAD_Black The Black Pixels of CAD Image Numerical 
13 CAD_White The White Pixels of CAD Image Numerical 
14 Print_Contrast The Contrast of 3D Print Image Numerical 
15 Print _Homogeneity The Homogeneity of 3D Print Image Numerical 
16 Print _Correlation The Correlation of 3D Print Image Numerical 
17 Print _Energy The Energy of 3D Print Image Numerical 
18 Print _Entropy The Entropy of 3D Print Image Numerical 
19 Print _Mean The Mean Value of 3D Print Image Numerical 
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20 Print _StDeviation 
The Standard Deviation of 3D Print 
Image 
Numerical 
21 Print _Black The Black Pixels of 3D Print Image Numerical 
22 Print _White The White Pixels of 3D Print Image Numerical 
23 Diff_Black_Pixels 
The Difference between Black  Pixels 
in CAD and Slice Images 
Numerical 
 
4.6.2 Output Features 
Table 6 demonstrates the output feature for the Training of the model. 
Table 6 -  The Output Feature 
# Feature Description Value 
24 Class The classification of the Image Binary 
 
4.6.3 Algorithms 
 “Bayes” Algorithms 
   Weka software contains a variety of algorithms suitable for supervised learning ap-
plications. Some of those algorithms are based on the Bayes formula by using different 




  (11) 
  “Functions” Algorithms 
One other group of algorithms are based on mathematical functions, such as the Lin-
ear Regression. Linear regression is the simplest algorithm that uses a straight line to split 
the data into the two classes. Yet, it is not suitable for very complex datasets.   
𝑦 = 𝑎 ∗ 𝑥 + 𝑏  (12) 
 “Meta” Algorithms 
 Another group uses metadata to predict the target value. Most of these algorithms are 
based on ensemble methods. Those methods combine different algorithms and train the 
model by using the best algorithms, one at a time. This way, the committee of the selected 
algorithms increases, most of the times, the total accuracy of the model.  
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 “Trees” Algorithms 
The decision trees algorithms, implement a unique method, that is very similar to a 
real-life tree. They contain nodes and leaves, each one of those correspond to a different 
path. They split the dataset with different scenarios and try to create the fastest path from 
the first feature until the final prediction. Figure 44 is a simple example of a decision tree. 
The decision trees are most of the times the best algorithms for classification problems.  
 
Figure 44 -  A Decision Tree Example [38] 
 “Rules” Algorithms 
This set of algorithms is really close to the decision trees methods. They depend heav-
ily on the dataset but instead of creating a decision tree, they produce a table with different 
weights, by splitting the dataset to smaller subsets. They preferred from decision trees in 
regression learning problems.   
 “Lazy” Algorithms 
The last group is a set of algorithms that uses only the neighbors of each data, in order 
to classify it. Those methods are better for regression problems, though they can perform 
well in classification problems as well.  
4.6.4 Classifiers Results 
Before proceed with the experimental results of the machine learning algorithms, it is 
crucial to mention that the feature of the difference of the black pixels between the CAD 
and the 3D Print was excluded from the dataset. Since, the target value depends on a 
threshold based on that feature, it was considered more important to test the rest of the 
features. The following table describes the accuracy of the best classifiers of Weka, with-
out any further process or filtering method. 
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Table 7 – Classifiers Accuracy 
Group Classifier Accuracy 
Functions SimpleLogistic 88.5417% 
Trees LMT 88.5417% 
Lazy Kstar 88.5417% 
Functions SMO 88.5417% 
Function MultiLayerPerceptron 88.5417% 
Meta LogitBoost 87.5000% 
Meta AdaBoostM1 87.5000% 
Functions VotedPerceptron 83.3333% 
Rules DesicionTable 82.2917% 
Lazy LWL 82.2917% 
Bayes NaiveBayes 79.1667% 
Trees J48 79.1667% 
Bayes BayesNet 78.1250% 
Lazy IBk 78.1250% 
Rules Jrip 78.1250% 
Rules PART 77.0833% 
Meta Attribute Selected Classifier 77.0833% 
Meta Classification via Regression 72.9167% 
Trees HoefffdingTree 72.9167% 
Trees RandomForest 72.9167% 
Meta Bagging 72.9167% 
Meta RandomCommitee 72.9167% 
Trees REPTree 72.9167% 
Trees RandomTree 72.9167% 
Meta RandomSubSpace 72.9167% 
Meta Vote 72.9167% 
Rules ZeroR 72.9167% 
Trees DesicionStump 72.9167% 
Functions Logistic 71.8750% 
Meta MultiClass Classifier 71.8750% 
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4.6.5 Feature Evaluation and Filtering 
Most of the available algorithms exceeded the 70% of accuracy, but none of them 
could surpassed the 90%. The mean value of the accuracy of the above table was 78.61% 
with a standard deviation of 6.49. The best result has succeeded by the SimpleLogistic 
classifier and reached the 88.5%. In order to further improve this result, the evaluation of 
the features arise as an extra idea. Figure 45 illustrates the importance of every feature, 
based on Weka software. 
 
Figure 45 - Feature Evaluation 
Although, the most important part of this research was the four features of the CAD 
and 3D Printing process, it appears that the most valuable features were extracted from 
the image processing stage. For this reason, two alternative scenarios examined. In the 
first methodology, the four features of the CAD and 3D Printing process were excluded 
and the algorithms retrained by using the other 19 features. The second methodology, was 
opposite to the first. Only the four features of the designing and printing process were 
retained. The results are demonstrated on the following table.  
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Table 8 – Accuracies with respect to the Selected Features 
Classifier 
Accuracy 
All Features Image Features CAD/3D Features 
SimpleLogistic 88.5417% 86.4583% 91.6667% 
LMT 88.5417% 86.4583% 91.6667% 
Kstar 88.5417% 84.5683% 85.4167% 
SMO 88.5417% 86.4583% 90.6250% 
MultiLayerPerceptron 88.5417% 85.4167% 89.5833% 
LogitBoost 87.5000% 86.4583% 90.6250% 
AdaBoostM1 87.5000% 72.9167% 88.5417% 
VotedPerceptron 83.3333% 79.1667% 83.3333% 
DesicionTable 82.2917% 73.9583% 82.2917% 
LWL 82.2917% 86.4583% 76.0417% 
NaiveBayes 79.1667% 73.9583% 89.5833% 
J48 79.1667% 72.9167% 83.3333% 
BayesNet 78.1250% 78.1250% 88.5417% 
IBk 78.1250% 78.1250% 85.4167% 
Jrip 78.1250% 76.0417% 75.0000% 
PART 77.0833% 72.9167% 84.3750% 
Attribute Selected Classifier 77.0833% 72.9167% 83.3333% 
Classification via Regression 72.9167% 72.9167% 90.6250% 
HoefffdingTree 72.9167% 72.9167% 89.5833% 
RandomForest 72.9167% 72.9167% 82.2917% 
Bagging 72.9167% 72.9167% 80.2083% 
RandomCommitee 72.9167% 72.9167% 78.1250% 
REPTree 72.9167% 72.9167% 78.1250% 
RandomTree 72.9167% 72.9167% 73.9583% 
RandomSubSpace 72.9167% 72.9167% 72.9167% 
Vote 72.9167% 72.9167% 72.9167% 
ZeroR 72.9167% 72.9167% 72.9167% 
DesicionStump 72.9167% 72.9167% 72.9167% 
Logistic 71.8750% 85.4167% 88.5417% 
MultiClass Classifier 71.8750% 85.4167% 85.5417% 
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Until this point, some very useful results can be analyzed. Some of the algorithms 
behave better when all the features are available such as the Kstar or the JRip. One algo-
rithm (LWL) increased its accuracy when the CAD/3D Features excluded from the 
model, while some others remained the same in all scenarios. Finally, most of the algo-
rithms increased their performance when only the four features of CAD/3D remained on 
the model. The following table describes the mean values of the accuracy from all the 
classifiers in the three scenarios, and the standard deviation of them.  
Table 9 – Mean Values of Accuracies 
 All Features Image Features CAD/3D Features 
Average 78.61% 77.54% 83.26% 
Standard Deviation 6.30 5.82 6.49 
 
The above table can be further explained by the next figure. In general terms, the best 
accuracies achieved by the presence of the four features of the designing and printing 
phases. The SimpleRegression reached 91.67% and remained the best classifier, while 
the ClassificatioViaRegression algorithm increased more than 17% from its initial per-
formance.  
 
Figure 46 – Algorithms vs Feature Selection Comparison 
The green color of the bars represents the initial accuracy of each model, while the 
red and the blue correspond to the two scenarios of the feature filtering. It is visible that 
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many algorithms had a huge increase of their performance when only the CAD/3D fea-
tures were tested. Since the scope of the research, was to examine those features/param-
eters, the next experimentation emphases on the further optimization of the model, using 
only those parameters (Distance, Height, Slope, Layer Thickness).  
  The next filtering process, was to examine the effect of the K-Folds in the cross-
validation method. The cross-validation (CV) method splits the dataset in K-different 
groups, and use one different set at a time to train the model. This way the model can be 
tested for overfitting or underfitting, especially when the dataset is small. Moreover, the 
cross-validation demonstrates if the model can generalize well, if new data are introduced 
[39].  
The default number of cross-validation in Weka is 10. Hence, with 5-CV and 20-CV 
every classifier was trained once more. The results are demonstrated in Table 10 and 
Figure 47. 
Table 10 – CAD/3D Features with different CV 
Classifier 
CAD/3D Features Accuracy 
10-CV 5-CV 20-CV 
SimpleLogistic 91.6667% 90.6250% 93.7500% 
LMT 91.6667% 90.6250% 94.7917% 
SMO 90.6250% 89.5833% 89.5833% 
LogitBoost 90.6250% 90.6250% 89.5833% 
ClassificationViaRegression 90.6250% 87.5000% 90.6250% 
MultiLayerPerceptron 89.5833% 89.5833% 88.5417% 
NaiveBayes 89.5833% 89.5833% 90.6250% 
HoefffdingTree 89.5833% 89.5833% 90.6250% 
AdaBoostM1 88.5417% 85.4167% 89.5833% 
BayesNet 88.5417% 89.5833% 89.5833% 
Logistic 88.5417% 89.5833% 88.5417% 
MultiClass Classifier 85.5417% 89.5833% 88.5417% 
KStar 85.4167% 84.3750% 84.3750% 
IBk 85.4167% 84.3750% 85.4167% 
PART 84.3750% 81.2500% 81.2500% 
VotedPerceptron 83.3333% 82.2917% 87.5000% 
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J48 83.3333% 80.2083% 81.2500% 
Attribute Selected Classifier 83.3333% 80.2083% 81.2500% 
DesicionTable 82.2917% 78.1250% 79.1667% 
RandomForest 82.2917% 80.2083% 82.2917% 
Bagging 80.2083% 76.0417% 83.3333% 
RandomCom 78.1250% 80.2083% 75.0000% 
REPTree 78.1250% 76.0417% 78.1250% 
LWL 76.0417% 75.0000% 76.0417% 
JRip 75.0000% 71.8750% 79.1667% 
RandomTree 73.9583% 73.9583% 76.0417% 
RandomSubSpace 72.9167% 75.0000% 77.0833% 
Vote 72.9167% 72.9167% 72.9167% 
ZeroR 72.9167% 72.9167% 72.9167% 
DesicionStump 72.9167% 73.9583% 71.8750% 
 
 
Figure 47 – CAD/3D Features vs CV comparison 
It is obvious that the alterations of the K-folds in the CV testing does not affect that 
much the general performance of the algorithms. The mean of the accuracies and the 
standard deviations were equivalent.  
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Table 11 – Mean Values of different CVs 
 10-CV 5-CV 20-CV 
Average 83.26% 82.36% 83.64% 
Standard Deviation 6.49 6.61 6.68 
 
The best accuracy of 94.79% was achieved by LMT classifier of “Trees” group and 
the second best was Simple Logistic of “Functions” with 93.5%, both with 20 cross vali-
dations.  
4.6.6 Statistical Evaluation Metrics 
Before concluding with the results, it was noticed that although the performance of 
the algorithms was really high, the data that are labeled as “0” (hence failure in the print-
ing process), was difficult to be classified. This happens due to the fact that the dataset is 
unbalanced. This means that the data are not equally separated in the target class. The 70 
of the total 96 block-pieces were classified as “1” (success), while only 26 of them were 
classified as “0” (failure). For this reason, some extra statistical evaluation metrics was 
studied. All the followed metrics are based on the confusion matrix (Figure 48) of each 
classifier. 
 
Figure 48 – Confusion Matrix 
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 Precision 
The precision rate is the number of the correctly positive-labeled data over the 
total positive-labeled data whether they were actually positive or not. The following 
formula describes the precision ratio: 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑙𝑎𝑏𝑒𝑙𝑒𝑑 𝑎𝑠 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒




  (13) 
 Recall or Sensitivity 
The recall rate (or sensitivity) is the number of correctly positive-labeled data over 
the total amount of actual positive data. 
𝑅𝑒𝑐𝑎𝑙𝑙 =  





  (14) 
 Specificity 
Specificity is used when the data is unbalanced. It calculates the percentage of the 
correctly negative-labeled data, over the total amount of actual negative data. 
𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  





  (15) 
 F-Score 
Finally, the F-Score is a harmonic mean value of the precision and recall rates. F-
Score is mostly used when there is a balance between precision and recall. If one of 
them is 0 then F-Score becomes 0 as well. The formula given below is used for the F-
Score calculation. 
𝐹 − 𝑆𝑐𝑜𝑟𝑒 =  
2∗𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
  (16) 
All the above evaluation metrics were only calculated for the 7 best classifiers that 
exceeded the 90% of accuracy. Those are the following: 
1. LMT with 20-CV and Accuracy 94.7917% 
2. SimpleLogistic with 20-CV and Accuracy 93.750% 
3. SMO with 10-CV and Accuracy 90.625% 
4. LogitBoost with 10-CV and Accuracy 90.625% 
5. ClassifiacationViaRegression (with 10-CV and Accuracy 90.625% 
6. NaiveBayes with 20-CV and Accuracy 90.625% 
7. HoeffingTree with 20-CV and Accuracy 90.625% 
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The SMO, LogitBoost and ClassifiacationViaRegression classifiers extracted the 
same confusion matrix. Moreover, the NaiveBayes and HoeffingTree have an equivalent 
confusion matrix as well. The four final confusion matrices are presented in the following 
graph 
 
Figure 49 - The confusion matrices of the best algorithms 
  
Table 12 – Evaluation Metrics Results 
Classifiers Accuracy Precision Recall Specificity F-Score 
LMT 94.79% 94.52% 98.57% 84.61% 96.50% 
SimpleLogistic 93.75% 93.24% 98.57% 80.76% 95.83% 
SMO 90.62% 91.78% 95.71% 76.92% 93.70% 
LogitBoost 90.62% 91.78% 95.71% 76.92% 93.70% 
ClassificationViaRegression 90.62% 91.78% 95.71% 76.92% 93.70% 
NaiveBayes 90.62% 88.60% 100% 65.38% 93.95% 
HoeffingTree 90.62% 88.60% 100% 65.38% 93.95% 
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4.7 Machine Learning Results 
Some useful interpretations can be analyzed from the machine learning methods. 
Most of the classifiers scored an accuracy over 80% which is a very good result regarding 
the small amount data. Moreover, by applying some filters and by eliminating some fea-
tures the accuracy finally reached the 94.79%, in the best classifier.  
As the research targets on the 3D printing technology and its performance in designs 
with high complexity, the 94.79% of the LMT classifier verifies the importance of the 
designing and printing features in the final model. The rest of the features that are related 
with the image processing phase of Matlab can be categorized as supplementary computer 
based features, and added to the model for a better classification. Yet, the mean score of 
all the classifiers increased when those features removed from the model. Furthermore, 
the retained features of “Distance”, “Height”, “Slope” and “Layer” synthesize the key 
factors in the 3D Printing process, and it was really important to be examined separately. 
An additional comparison that confirms the big difference between the design-based fea-
tures and the image-based ones, is the fact that none of the classifiers could exceed the 
90% of accuracy when the model was trained without these four features. In contrast, the 
mean value of the seven best classifiers was above this threshold, when the printing-re-
lated features were present.  
Nevertheless, the classifiers could label a 3D print model as “correct”, easier than 
classify it as “faulty”. Some of the classifiers had a 100% accuracy of finding all the well-
printed models. As a final outcome, the LMT and SimpleLogistic can be identified as the 
best classifiers, since their accuracy and evaluation metric are all above 80%. Their dif-
ference was only in one element (LMT predicted 91 correct data, and SimpleLogistic 90), 
which can be further reduced if the dataset becomes bigger.  
In Figures 50-53 the blue color denotes the potential failures in the 3D printing pro-
cess, whereas the red denotes a successful printing process. It is obvious that as the dis-
tance of the arch becomes bigger, the failure percentage increases. The same happens 
when a foundation is added under the arch. On the other hand, as the slope of the arch 
becomes bigger, (actually the tangency becomes smaller), the potential error decreases. 
This happens because the arch becomes a bridge and it is easier to be printed after all. 
Finally, the layer thickness of the printing process increases the probability of a potential 
failure as the thickness increases.  
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Figure 50 – The Distance Impact in a Potential Failure  
 
 
Figure 51 – The Height Impact in a Potential Failure 
 
Figure 52 – The Slope Impact in a Potential Failure 
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Figure 53 – The Layer Thickness Impact in a Potential Failure 
Finally, Figure 54 demonstrates a successful 3D printed model, as well as some mod-
els with potential failures, denoted within the black circle.  
 
Figure 54 – Successful and Failed 3D Printed Models  
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5 Conclusion 
This research focused on the effect that a machine learning approach can have in an 
additive manufacturing process, and namely the FDM 3D Printing technology. By start-
ing with the designing of the initial block-piece, and continuing with the slicing and the 
3D print of it, the collected data imported into a machine learning software and the model 
was trained in order to predict a potential failure in the 3D printing process. The most 
important features came from the designing and printing stages, though some features 
from the image processing were extracted as well.  
Although in recent years more and more researches focus on the connection between 
the machine learning methods and the 3D printing technologies, this research gave em-
phasis to the information that a user can have, before the 3D printing procedure happens. 
It is really important for every industrial production to predict the failure, and be able to 
manipulate the design of the model, before proceed with the actual 3D printing process. 
Moreover, the absence of the support material is another important factor for environ-
mental purposes, since there was no wasted material throughout the entire process. 
For the execution of all the above mentioned experiments, four different state-of-the-
art software implemented, along with a 3D printer and a desktop scanner apparatus. Each 
experimental stage, initiated different complexities that were finally overcame and pro-
vided useful information regarding the workflow process that can be followed in similar 
case scenarios. 
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6 Future Work 
After concluding all this intensive research for the connection between the 3D printing 
process and the Machine Learning Methods, the results of this research can be used for 
further analysis and future work with some extra ideas that arise. First of all, regarding 
the designing phase of the research, bigger dimensions in the arch could be applied in 
order to have a better generalization of the model. Moreover, the shape of the arch can be 
altered such as a pyramid style or a square-based bridge. Instead of bridge style shapes, 
some overhangs could also be tested.  
  Furthermore, all the parameters of the Slicing and 3D Printing procedures could be 
considered as variables. Specifically, the nozzle diameter of the extruder and the infill 
patterns and densities could be another research experimentation as well. The thickness 
of the extruded material may affect the accuracy of the 3D printed model and the wall 
thickness of the 3D printed model, could also have impact to the final result.  
 As an end point, this experimentation could be exceeded in all the other 3D printing 
technologies, as different features and parameters would be available. The solidification 
of the resin in the SLA technology or the sintering of the powder in the SLS 3D printers, 
may have a totally different behavior of the melted plastic that being used in the FDM 
method that studied in the current work.
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ABBREVIATION MEANING 
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Sample of Programming Code 
Five different Matlab script files was used for the image processing phase. 
Script Name Description 
CAD_Images The image processing in CAD Images 
Export_Images The export of the processed CAD Images 
Print_Images The image processing in 3D Print Images 
Export_Print The export of the processed 3D Print Images 
Pixels_Combination The combination of Black Pixels in CAD and 3D Print 
exported Images 
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A. Image Processing 
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B. Export of Images 
 
C. Feature Creation 
 
