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Abstract
In this paper, a new class of distributions, called Odds xgamma-G (OXG-G) family of distribu-
tions is proposed for modeling lifetime data. A comprehensive account of the mathematical proper-
ties of the new class including estimation issue is presented. Two data sets have been analyzed to
illustrate its applicability.
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1 Introduction
There are several ways of adding one or more parameters to a distribution function. Such an addition
of parameters makes the resulting distribution richer and more flexible for modeling data. Proportional
hazard model (PHM), Proportional reversed hazard model (PRHM), Proportional odds model (POM),
Power transformed model (PTM) are few such models originated from this idea to add a shape parameter.
In these models, a few pioneering works are by Box and Cox (1964),Cox (1972), Mudholkar and Srivastava
(1993), Shaked and Shantikumar (1994), Marshall and Olkin (1997), Gupta and Kundu (1999), Gupta
and Gupta (2007) among others.
Many distributions have been developed in recent years that involves the logit of the beta distribution.
Under this generalized class of beta distribution scheme, the cumulative distribution function (cdf) for
this class of distributions for the random variable X is generated by applying the inverse of the cdf of
X to a beta distributed random variable to obtain,
F (x) =
1
B(α, β)
∫ G(x)
0
tα−1((1− t)β−1dt; α, β > 0,
where G(x) is the cdf of any other distribution. This class has not only generalized the beta dis-
tribution but also added parameter(s) to it. Among this class of distributions are, the beta-Normal
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[Eugene et el. (2002)]; beta-Gumbel [Nadarajah and Kotz (2004)]; beta-Exponential [Nadarajah and
Kotz (2006)]; beta-Weibull [Famoye et al. (2005)]; beta-Rayleigh [Akinsete and Lowe (2009)]; beta-
Laplace [Kozubowski and Nadarajah (2008)]; and beta-Pareto [Akinsete et al. (2008)], among a few
others. Many useful statistical properties arising from these distributions and their applications to real
life data have been discussed in the literature.
In the generalized class of beta distribution, since the beta random variable lies between 0 and 1, and
the distribution function also lies between 0 and 1, to find out cdf of generalized distribution, the upper
limit is replaced by cdf of the generalized distribution.
Alzaatreh et al. (2013) has proposed a new generalized family of distributions, called T-X family, and
the cumulative distribution function (cdf) is defined as
F (x; θ) =
∫ W [G(x)]
a
r(t)dt, (1.1)
where, the random variable T ∈ [a, b], for −∞ < a, b <∞ and W [G(x)] be a function of the cdf F (x) so
that W [G(x)] satisfies the following conditions:
(i) W [G(x)] ∈ [a, b],
(ii) W [G(x)] is differentiable and monotonically non-decreasing,
(iii) W [G(x)]→ a as x→ −∞ and W [G(x)]→ b as x→∞.
In this paper, we propose a new wider class of continuous distributions called the Odds xgamma - G
family by taking W [G(x)] = G(x;ξ)1−G(x;ξ) and r(t) =
λ2
1+λ
(
1 + λ2 t
2
)
e−λt, t > 0, λ > 0, where G(x; ξ) is a
baseline cdf, which depends on a parameter vector ξ and G¯(x; ξ) = 1 − G(x; ξ) is the baseline survival
function.
The distribution function of Odds xgamma - G family of distribution is given by
F (x;λ, ξ) =
∫ G(x;ξ)
1−G(x;ξ)
0
λ2
1 + λ
(
1 +
λ
2
t2
)
e−λtdt
= 1−
1 + λ+ λG(x;ξ)
G¯(x;ξ)
+ λ
2
2
{
G(x;ξ)
G¯(x;ξ)
}2
1 + λ
e
−λG(x;ξ)
G¯(x;ξ) (1.2)
The probability density function (pdf) of Odds xgamma - G family of distribution, is given by
f(x;λ, ξ) =
λ2
1 + λ
g(x; ξ)
[G¯(x; ξ)]2
[
1 +
λ
2
{
G(x; ξ)
G¯(x; ξ)
}2]
e
−λG(x;ξ)
G¯(x;ξ) (1.3)
The survival function of Odds xgamma - G family of distribution is given by
S(x;α, ξ) =
1 + λ+ λG(x;ξ)
G¯(x;ξ)
+ λ
2
2
{
G(x;ξ)
G¯(x;ξ)
}2
1 + λ
e
−λG(x;ξ)
G¯(x;ξ) (1.4)
2
The hazard rate function of Odds xgamma - G family of distribution is given by
h(t;λ, ξ) =
f(t;λ, ξ)
S(t;λ, ξ)
=
λ2 g(t;ξ)
[G¯(t;ξ)]2
[
1 + λ2
{
G(t;ξ)
G¯(t;ξ)
}2]
1 + λ+ λG(t;ξ)
G¯(t;ξ)
+ λ
2
2
{
G(t;ξ)
G¯(t;ξ)
}2 (1.5)
Table 1: Distributions and corresponding G(x; ξ)/G¯(x; ξ) functions
Distribution G(x; ξ)/G¯(x; ξ) ξ
Uniform(0 < x < θ) x/(θ − x) θ
Exponential(x > 0) eλx − 1 λ
Weibull(x > 0) eλx
γ − 1 (λ, γ)
Frechet(x > 0) (eλx
γ − 1)−1 (λ, γ)
Half-logistic(x > 0) (ex − 1)/2 φ
Power function(0 < x < 1/θ) [(θx)−k − 1]−1 (θ, k)
Pareto(x ≥ θ) (x/θ)k − 1 (θ, k)
Burr XII(> 0) [1 + (x/s)c]k − 1 (s, k, c)
Log-logistic(x > 0) [1 + (x/s)c]− 1 (s, c)
Lomax(x > 0) [1 + (x/s)]k − 1 (s, k)
Gumbel(−∞ < x <∞) [exp[exp(−(x− µ)/σ)]− 1]−1 (µ, σ)
Kumaraswamy(0 < x < 1) (1− xa)−b − 1 (a, b)
Normal(−∞ < x <∞) Φ((x− µ)/σ)/(1− Φ((x− µ)/σ)) (µ, σ)
2 Some Special Models for Odds xgamma - G Family
In this section, some new special distributions, namely, Odds xgamma-Uniform, Odds xgamma-Exponential,
and GAW-log logistic are introduced.
2.1 Odds xgamma - Uniform Distribution
Considering the baseline distribution is Uniform on the interval (0, θ), θ > 0 with the pdf and cdf,
respectively
g(x; θ) =
1
θ
; 0 < x < θ <∞, G(x, θ) = x
θ
The cdf of Odds xgamma-Uniform distribution is obtained by substituting the pdf and cdf of uniform
in (1.3) as follows
F (x;λ, θ) = 1−
1 + λ+ λxθ−x +
λ2x2
2(θ−x)2
1 + λ
e−
λx
θ−x
3
The corresponding pdf is given by
f(x;λ, θ) =
λ2
1 + λ
θ
(θ − x)2
[
1 +
λx2
2(θ − x)2
]
e−
λx
θ−x ; 0 < x < θ <∞, λ > 0.
The survival and hazard rate functions are given respectively as follows
R(x;λ, θ) =
1 + λ+ λxθ−x +
λ2x2
2(θ−x)2
1 + λ
e−
λx
θ−x
h(x;λ, θ) =
λ2θ
[
1 + λx
2
2(θ−x)2
]
(θ − x)2
[
1 + λ+ λxθ−x +
λ2x2
2(θ−x)2
]
2.2 Odds xgamma - Exponential Distribution
Considering the baseline distribution is Exponential with parameter θ > 0 . The pdf and cdf are
g(x; θ) = θe−θx ; 0 < x, θ <∞, G(x, θ) = 1− e−θx
The cdf of Odds xgamma-Exponential distribution is obtained by substituting the pdf and cdf of uniform
in (1.3) as follows
F (x;λ, θ) = 1− 1 + λe
θx + λ
2(eθx−1)2
2
1 + λ
e−λ(e
θx−1)
The corresponding pdf is given by
f(x;λ, θ) =
λ2
1 + λ
θeθx
[
1 +
λ(eθx − 1)2
2
]
e−λ(e
θx−1) ; 0 < x, θ <∞, λ > 0.
The survival and hazard rate functions are given respectively as follows
R(x;λ, θ) =
1 + λeθx + λ
2(eθx−1)2
2
1 + λ
e−λ(e
θx−1)
h(x;λ, θ) =
λ2θeθx
[
1 + λ(e
θx−1)2
2
]
1 + λeθx + λ
2(eθx−1)2
2
2.3 Odds xgamma - Burr XII Distribution
Considering the baseline distribution is Burr XII (see Burr (1942)) with the following pdf and cdf
g(x;α, θ) = αθx(θ−1) (1 + xα)−(θ+1) ;x ≥ 0, α, θ > 0,
G(x;α, θ) = 1− (1 + xα)−θ ;x ≥ 0, α, θ > 0.
4
The cdf of Odds xgamma-Burr XII distribution is obtained by substituting the pdf and cdf of uniform
in (1.3) as follows
F (x;λ, α, θ) = 1− 1 + λ(1 + x
α)θ + λ
2
2
[
(1 + xα)θ − 1]2
1 + λ
e−λ[(1+x
α)θ−1]
The corresponding pdf is given by
f(x;λ, α, θ) =
λ2
1 + λ
αθxθ−1(1 + xα)θ−1
[
1 +
λ
2
[
(1 + xα)θ − 1]2] e−λ[(1+xα)θ−1] ; 0 < x, θ, α <∞, λ > 0.
The survival and hazard rate functions are given respectively as follows
R(x;λ, α, θ) =
1 + λ(1 + xα)θ + λ
2
2
[
(1 + xα)θ − 1]2
1 + λ
e−λ[(1+x
α)θ−1]
h(x;λ, α, θ) =
λ2αθxθ−1(1 + xα)θ−1
[
1 + λ2
[
(1 + xα)θ − 1]2]
1 + λ(1 + xα)θ + λ
2
2 [(1 + x
α)θ − 1]2
2.4 Odds xgamma - Normal Distribution
The cdf of Odds xgamma-Normal distribution is obtained by
F (x;λ, µ, σ) = 1−
1 + λ+ λ
Φ( x−µσ )
1−Φ( x−µσ )
+ λ
2
2
[
Φ( x−µσ )
1−Φ( x−µσ )
]2
1 + λ
e
−λ Φ(
x−µ
σ
)
1−Φ( x−µ
σ
)
The corresponding pdf is given by
f(x;λ, µ, σ) =
λ2
(1 + λ)σ
φ(x−µσ )
[1− Φ(x−µσ )]2
[
1 +
λ
2
Φ(x−µσ )
1− Φ(x−µσ )
]2
e
−λ Φ(
x−µ
σ
)
1−Φ( x−µ
σ
) ;−∞ < x <∞.
The survival and hazard rate functions are given respectively as follows
R(x;λ, µ, σ) =
1 + λ+ λ
Φ( x−µσ )
1−Φ( x−µσ )
+ λ
2
2
[
Φ( x−µσ )
1−Φ( x−µσ )
]2
1 + λ
e
−λ Φ(
x−µ
σ
)
1−Φ( x−µ
σ
)
h(x;λ, µ, σ) =
λ2
σ
φ( x−µσ )
[1−Φ( x−µσ )]2
[
1 + λ2
Φ( x−µσ )
1−Φ( x−µσ )
]2
1 + λ+ λ
Φ( x−µσ )
1−Φ( x−µσ )
+ λ
2
2
[
Φ( x−µσ )
1−Φ( x−µσ )
]2
3 Some Mathematical Properties
In this section, some general results of the Odds xgamma - G family are derived.
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Figure 1: The pdf and survival function of Odds xgamma - Exponential Distribution
3.1 Mixture Representation
Expansion formulae of the Odds xgamma - G family, such as; the pdf and cdf are derived. The probability
density function (pdf) of Odds xgamma - G family of distribution, is given by
f(x;λ, ξ) =
λ2
1 + λ
g(x; ξ)
[G¯(x; ξ)]2
[
1 +
λ
2
{
G(x; ξ)
G¯(x; ξ)
}2]
e
−λG(x;ξ)
G¯(x;ξ)
=
λ2
1 + λ
g(x; ξ)
[G¯(x; ξ)]2
[
1 +
λ
2
{
G(x; ξ)
G¯(x; ξ)
}2] ∞∑
i=0
(−1)i
i!
λi
[
G(x; ξ)
G¯(x; ξ)
]i
=
∞∑
i=0
(−1)i
i!
λi+2
1 + λ
g(x; ξ)[G(x; ξ)]i
[G¯(x; ξ)]i+2
[
1 +
λ
2
{
G(x; ξ)
G¯(x; ξ)
}2]
=
∞∑
i=0
(−1)i
i!
λi+2
1 + λ
g(x; ξ)[G(x; ξ)]i[G¯(x; ξ)]−(i+2) +
∞∑
i=0
(−1)i
i!
λi+3
2(1 + λ)
g(x; ξ)[G(x; ξ)]i+2[G¯(x; ξ)]−(i+4)
=
∞∑
i,j=0
(−1)i
i!
(
i+ j + 1
j
)
λi+2
1 + λ
g(x; ξ)[G(x; ξ)]i+j +
∞∑
i,k=0
(−1)i
i!
(
i+ k + 3
k
)
λi+3
2(1 + λ)
g(x; ξ)[G(x; ξ)]i+k+2
=
∞∑
i,j=0
wijhi+j+1(x; ξ) +
∞∑
i,k=0
wikhi+k+3(x; ξ) (3.6)
Where, wij =
(−1)i
i!
(
i+j+1
j
)
λi+2
1+λ , wik =
(−1)i
i!
(
i+k+3
k
)
λi+3
2(1+λ) and hm+n+1(x; ξ) = g(x; ξ)[G(x; ξ)]
m+n
The cdf of X can be given by integrating equation (3.6) as
F (x;λ, ξ) =
∞∑
i,j=0
wijHi+j+1(x; ξ) +
∞∑
ik=0
wi,kHi+k+3(x; ξ) (3.7)
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Figure 2: The pdf and survival function of Odds xgamma - Uniform Distribution
3.2 Shapes of the Odds xgamma - G family of distribution
The shapes of the density and hazard rate functions can also be described analytically.
Now,
f(x;λ, ξ) =
λ2
1 + λ
g(x; ξ)
[G¯(x; ξ)]2
[
1 +
λ
2
{
G(x; ξ)
G¯(x; ξ)
}2]
e
−λG(x;ξ)
G¯(x;ξ)
So,
ln f(x;λ, ξ) = ln
(
λ2
1 + λ
)
+ ln g(x; ξ)− 2 ln G¯(x; ξ) + ln
[
1 +
λ
2
{
G(x; ξ)
G¯(x; ξ)
}2]
− λG(x; ξ)
G¯(x; ξ)
Now, The critical points of the Odds xgamma - G density function are the roots of the equation:
d
dx
ln f(x;λ, ξ) =
g′(x; ξ)
g(x; ξ)
+
2g(x; ξ)
G¯(x; ξ)
+
λg(x;ξ)G(x;ξ)
[G¯(x;ξ)]3
1 + λ2
{
G(x;ξ)
G¯(x;ξ)
}2 − λg(x; ξ)[G¯(x; ξ)]2 = 0
3.3 Quantile function
The quantile function, say Q(u) = F−1(u), of the Odds xgamma - G family is derived by inverting (1.2)
as follows
u = 1−
1 + λ+ λQ(u)1−Q(u) +
λ2
2
{
Q(u)
1−Q(u)
}2
1 + λ
e−λ
Q(u)
1−Q(u)
So,
1 + λ+
λQ(u)
1−Q(u) +
λ2
2
{
Q(u)
1−Q(u)
}2
= (1 + λ)(1− u)eλ Q(u)1−Q(u)
7
Taking Log on both sides, after some simplifications, the previous equation is reduced to
λQ(u)
1−Q(u) + ln(1 + λ) + ln(1− u)− ln
[
1 + λ+ λ
Q(u)
1−Q(u) +
λ2
2
{
Q(u)
1−Q(u)
}2]
= 0 (3.8)
By solving the nonlinear equation (3.8), numerically, the Odds xgamma - G family random variable X
can be generated, where u has the uniform distribution on the unit interval.
3.4 Moments
The rth moment of random variable X can be obtained from pdf (3.6) as follows
µ
′
r =
∫ ∞
0
xrf(x, ξ)dx
=
∞∑
i,j=0
wij
∫ ∞
0
xrhi+j+1(x; ξ)dx+
∞∑
i,k=0
wik
∫ ∞
0
xrhi+k+3(x; ξ)dx
Therefore
µ
′
r =
∞∑
i,j=0
wijIi,j,r +
∞∑
i,k
wikIi,k,r; r = 1, 2, .... (3.9)
where, Ii,j,r =
∫∞
0
xrhi+j+1(x; ξ)dx and Ii,k,r =
∫∞
0
xrhi+k+3(x; ξ)dx.
In particular, the mean and variance of Odds xgamma - G family are obtained as follows:
E(X) =
∞∑
i,j=0
wijIi,j,1 +
∞∑
i,k=0
wikIi,k,1
The variance is
V ar(X) =
∞∑
i,j=0
wijIi,j,2 +
∞∑
i,k=0
wikIi,k,2 −
 ∞∑
i,j=0
wijIi,j,1 +
∞∑
i,k=0
wikIi,k,1
2
Additionally, measures of skewness and kurtosis of family can be obtained, based on (3.9), according to
the following relations
γ1 =
µ
′
3 − 3µ
′
2µ
′
1 + 2µ
′3
1(
µ
′
2 − µ′21
)3/2
γ2 =
µ
′
4 − 4µ
′
3µ
′
1 + 6µ
′
2µ
′2
1 − 3µ
′4
1(
µ
′
2 − µ′21
)2
3.5 Generating Function
The Moment Generating function(MGF) of Odds xgamma - G family is defined as
MX(t) =
∞∑
r=0
tr
r!
µ
′
r
8
where, µ
′
r is the r
th moment about origin, then the moment generating function of Odds xgamma - G
family is obtained by using (3.9) as follows
MX(t) =
∞∑
r=0
tr
r!
 ∞∑
i,j=0
wijIi,j,r +
∞∑
i,k
wikIi,k,r

Characteristic Function(CF):
ΨX(t) = E(e
itX)
=
∞∑
r=0
(it)r
r!
µ
′
r
=
∞∑
r=0
(it)r
r!
 ∞∑
i,j=0
wijIi,j,r +
∞∑
i,k
wikIi,k,r

Cumulant Generating Function(CGF):
KX(t) = lne(MX(t))
= lne
∞∑
r=0
tr
r!
 ∞∑
i,j=0
wijIi,j,r +
∞∑
i,k
wikIi,k,r

3.6 Entropy
An entropy of a random variable X is a measure of variation of the uncertainty. A popular entropy
measure is Renyi entropy (Renyi 1961). If X has the probability density function f(x), then Renyi
entropy is defined by
HR(β) =
1
1− β ln
{∫ ∞
a
fβ(x)dx
}
(3.10)
where β > 0 and β 6= 1.
Here, we derive expressions for the Renyi entropy for the Odds xgamma-G distribution. Due to the fact
that the parameter is not in general a natural number, it is difficult to use (3.9) for entropy derivation.
So, we use (3.9), the power series for the exponential and the generalized binomial expansion to obtain
the Renyi entropy of X.
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Now∫ ∞
0
fβ(x)dx =
[
λ2
1 + λ
]β ∫ ∞
0
[
g(x; ξ)
[G¯(x; ξ)]2
]β [
1 +
λ
2
{
G(x; ξ)
G¯(x; ξ)
}2]β
e
−λβG(x;ξ)
G¯(x;ξ) dx
=
[
λ2
1 + λ
]β ∫ ∞
0
[
g(x; ξ)
[G¯(x; ξ)]2
]β [
1 +
λ
2
{
G(x; ξ)
G¯(x; ξ)
}2]β ∞∑
i=0
(−1)i
i!
λiβi
[
G(x; ξ)
G¯(x; ξ)
]i
dx
=
[
λ2
1 + λ
]β ∞∑
i=0
(−1)i
i!
λiβi
∫ ∞
0
[
g(x; ξ)
[G¯(x; ξ)]2
]β [
1 +
λ
2
{
G(x; ξ)
G¯(x; ξ)
}2]β [
G(x; ξ)
G¯(x; ξ)
]i
dx
=
[
λ2
1 + λ
]β ∞∑
i=0
(−1)i
i!
λiβi
∫ ∞
0
[
g(x; ξ)
[G¯(x; ξ)]2
]β [
G(x; ξ)
G¯(x; ξ)
]i β∑
j=0
(
β
j
)[
λ
2
]j [
G(x; ξ)
G¯(x; ξ)
]2j
dx
=
[
λ2
1 + λ
]β ∞∑
i=0
β∑
j=0
(−1)i
i!
λiβi
(
β
j
)[
λ
2
]j ∫ ∞
0
[g(x; ξ)]
β
[G(x; ξ)]
i+2j [
G¯(x; ξ)
]−(i+2j+2β)
dx
=
[
λ2
1 + λ
]β ∞∑
i=0
β∑
j=0
∞∑
k=0
(−1)iλi+jβi
i!2j
(
β
j
)(
i+ 2j + 2β − 1
k
)∫ ∞
0
[g(x; ξ)]
β
[G(x; ξ)]
i+2j+k
dx
=
[
λ2
1 + λ
]β ∞∑
i=0
β∑
j=0
∞∑
k=0
(−1)iλi+jβi
i!2j
(
β
j
)(
i+ 2j + 2β − 1
k
)
K(β, i, j, k)
3.7 Order Statistics
A branch of statistics known as order statistics plays a proeminent role in real-life applications involving
data relating to life testing studies. These statistics are required in many fields, such as climatology,
engineering and industry, among others. A comprehensive exposition of order statistics and associated
inference is provided by David and Nagaraja (2003). Let Xr:n denote the r
th order statistic. The density
fr:n(x) of the r
th order statistic, for r = 1(1)n, from independent and identically distributed random
variables X1, X2, .....Xn having the Odds xgamma-G distribution is given by
fr:n(x) = M [F (x)]
r−1
[1− F (x)]n−r f(x).
fr:n(x) = M
n−r∑
s=0
(−1)s
(
n− r
s
)
[F (x)]
r+s−1
f(x).
Where M = n!(r−1)!(n−r)!
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fr:n(x; Φ) = M
n−r∑
s=0
(−1)s
(
n− r
s
)1− 1 + λ+ λG(x;ξ)G¯(x;ξ) + λ22
{
G(x;ξ)
G¯(x;ξ)
}2
1 + λ
e
−λG(x;ξ)
G¯(x;ξ)

r+s−1
.
λ2
1 + λ
g(x; ξ)
[G¯(x; ξ)]2
[
1 +
λ
2
{
G(x; ξ)
G¯(x; ξ)
}2]
e
−λG(x;ξ)
G¯(x;ξ)
= M
λ2
1 + λ
n−r∑
s=0
(−1)s
(
n− r
s
)
g(x; ξ)
[G¯(x; ξ)]2
[
1 +
λ
2
{
G(x; ξ)
G¯(x; ξ)
}2]
e
−λG(x;ξ)
G¯(x;ξ)
.
r+s−1∑
k=0
(−1)k
(
r + s− 1
k
)1 + λ+ λG(x;ξ)G¯(x;ξ) + λ22
{
G(x;ξ)
G¯(x;ξ)
}2
1 + λ

k
e
−kλG(x;ξ)
G¯(x;ξ)
= M
λ2
1 + λ
n−r∑
s=0
r+s−1∑
k=0
∞∑
i=0
(−1)s+k+i [λ(k + 1)]
i
i!
(
n− r
s
)(
r + s− 1
k
)
g(x; ξ)[G(x; ξ)]i
[G¯(x; ξ)]i+2
.
1 + λ+ λG(x;ξ)G¯(x;ξ) + λ22
{
G(x;ξ)
G¯(x;ξ)
}2
1 + λ

k [
1 +
λ
2
{
G(x; ξ)
G¯(x; ξ)
}2]
(3.11)
3.8 Stress-Strength Reliability
The measure of reliability of industrial components has many applications especially in the area of
engineering. The reliability of a product (system) is the probability that the product (system) will
perform its intended function for a specified time period when operating under normal (or stated)
environmental conditions. The component fails at the instant that the random stress X2 applied to it
exceeds the random strength X1, and the component will function satisfactorily whenever X1 > X2.
Hence, R = P (X2 < X1) is a measure of component reliability (see Kotz, Lai, and Xie (2003)). We
derive the reliability R when X1 and X2 have independent Oxgamma-G(x; λ1; ξ) and Oxgamma-G(x;
λ2; ξ) distributions with the same parameter vector ξ for the baseline G. The reliability is denoted by
R =
∫ ∞
0
f1(x)F2(x)dx
The pdf of X1 and cdf of X2 are obtained from equation (3.6) and (3.7) as
f1(x) =
∞∑
i,j=0
pij(λ1)g(x, ξ)[G(x, ξ)]
i+j +
∞∑
i,k=0
pik(λ1)g(x, ξ)[G(x, ξ)]
i+k+2
F2(x) =
∞∑
l,m=0
qlm(λ2)[G(x, ξ)]
l+m +
∞∑
l,n=0
qln(λ2)[G(x, ξ)]
l+n+2
Where
pij(λ1) =
(−1)i
i!
(
i+ j + 1
j
)
λi+2
1 + λ
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pik(λ1) =
(−1)i
i!
(
i+ k + 3
k
)
λi+3
2(1 + λ)
qlm(λ2) =
(−1)l
l!
(
l +m+ 1
m
)
λl+2
1 + λ
qln(λ2) =
(−1)l
l!
(
l + n+ 3
n
)
λl+3
2(1 + λ)
Hence,
R =
∞∑
i,j,l,m=0
pij(λ1)qlm(λ2)
∫ ∞
0
g(x, ξ)[G(x, ξ)]i+j+l+mdx+
∞∑
i,j,l,n=0
pij(λ1)qln(λ2)
∫ ∞
0
g(x, ξ)[G(x, ξ)]i+j+l+n+2dx+
∞∑
i,k,l,m=0
pik(λ1)qlm(λ2)
∫ ∞
0
g(x, ξ)[G(x, ξ)]i+k+l+m+2dx+
∞∑
i,k,l,n=0
pik(λ1)qln(λ2)
∫ ∞
0
g(x, ξ)[G(x, ξ)]i+k+l+n+4dx
Setting u = G(x, ξ), the reliability of the Odds xgamma - G family distribution reducess to
R =
∞∑
i,j,l,m=0
pij(λ1)qlm(λ2)
i+ j + l +m+ 1
+
∞∑
i,j,l,n=0
pij(λ1)qln(λ2)
i+ j + l + n+ 3
+
∞∑
i,k,l,m=0
pik(λ1)qlm(λ2)
i+ k + l +m+ 3
+
∞∑
i,k,l,n=0
pik(λ1)qln(λ2)
i+ k + l + n+ 5
3.9 Incomplete Moments, Mean Deviations and Lorenz and Benferroni Curves
The r-th incomplete moment, say,mIr(t), of the GAW-G distribution is given by
mIr(t) =
∫ t
0
xrf(x,Φ)dx.
We can write from equation (??),
mIr(t) =
∫ t
0
xr
 ∞∑
i,j=0
wijg(x, ξ)[G(x, ξ)]
i+j +
∞∑
i,k=0
wikg(x, ξ)[G(x, ξ)]
i+k+2
 dx. (3.12)
Example 3.1 Consider the Odds- xgamma uniform distribution discussed in subsection 2.1.
mIr(t) =
∞∑
i,j=0
wij
ti+j+r+1
θi+j+1(i+ j + r + 1)
+
∞∑
i,k=0
wik
ti+k+r+3
θi+k+3(i+ k + r + 3)
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Figure 3: Stress-Strength Reliability, R for different λ1 and λ2 when θ1 = θ2, of odds xgamma Expo-
nential Distribution
The amount of scatter in a population is evidently measured to some extent by the totality of the devi-
ations from the mean and median. The mean deviations about the mean δ1 = E(| X−µ′1 |) and median
δ2 = E(| X −M |) of X can be used as measures of spread (or dispersion) in a population besides range
and standard deviation. They are given by δ1 = 2µ
′
1F (µ
′
1)−2mI1(µ
′
1) and δ2 = µ
′
1−2mI1(M),respectively.
Here, µ
′
1 = E(X) is to be obtained from (3.9) with r = 1, F (µ
′
1) is to calculated from (1.2), m
I
1(µ
′
1) is
the first incomplete function obtained from (3.12) with r = 1 and M is the median of X obtained by
solving (3.8) for u = 0.5.
The Lorenz and Benferroni curves are defined by L(p) = mI1(xp)/µ
′
1 and B(p) = m
I
1(xp)/(pµ
′
1), re-
spectively, where xp = F
−1(p) can be computed numerically by (3.8) with u = p. These curves have
significant roles in economics, reliability, demography, insurance and medicine. For details in this aspect,
the readers are referred to Pundir et al.(2005) and references cited therein.
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Figure 4: The Hazard Rate and Reversed Hazard Rate of Odds xgamma - Exponential Distribution
3.10 Moments of the residual life
The hazard rate, mean residual life, left truncated mean function are some functions related to the
residual lifetime of an unit. These functions uniquely determine the cumulative distribution function
(cdf), F (x). See, for instance, Gupta(1975) and Zoroa et al.(1990).
Definition 3.1 Let X, be a random variable denoting the lifetime of a unit is at age t. Then Xt =
X − t | X > t denotes the remaining lifetime beyond that age t.
The cdf F (x) is uniquely determined by the r-th moment of the residual life ofX (for r = 1, 2, ...)[Navarro
et al.(1998)], and it is given by
mr(t) = E[Xt] =
1
F¯ (t)
∫ ∞
t
(x− t)rdF (x)
=
1
1− F (t)
∫ ∞
t
(x− t)rf(x,Φ)dx
In particular, if r = 1, then m1(t) represents an interesting function called the mean residual life (MRL)
function that indicates the expected life length for a unit which is alive at age t. The MRL function
has wide spectrum of applications in reliability/survival analysis, social studies, biomedical sciences,
economics, population study, insurance industry, maintenance and product quality control and product
technology.
Example 3.2 Consider again the Odds- xgamma uniform distribution discussed in subsection 2.1.
F¯ (t) =
1 + λ+ λtθ−t +
λ2t2
2(θ−t)2
1 + λ
e−
λt
θ−t
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Figure 5: The Hazard Rate and Reversed Hazard Rate of Odds xgamma - Uniform Distribution
Using (3.6), we have∫ θ
t
(x− t)rf(x,Φ)dx =
∞∑
i,j=0
wij
θi+j+1
r∑
u=0
(
r
u
)
(−t)u θ
i+j+r−u+1 − ti+j+r−u+1
i+ j + r − u+ 1
+
∞∑
i,k=0
wik
θi+k+3
r∑
u=0
(
r
u
)
(−t)u θ
i+k+r−u+3 − ti+k+r−u+3
i+ k + r − u+ 3
For the MRL function,∫ θ
t
(x− t)f(x,Φ)dx =
∞∑
i,j=0
wij
θi+j+1
[
θi+j+2 − ti+j+2
i+ j + 2
− t
(
θi+j+1 − ti+j+1)
i+ j + 1
]
+
∞∑
i,k=0
wik
θi+k+3
[
θi+k+3 − ti+k+3
i+ k + 3
− t
(
θi+k+2 − ti+k+2)
i+ k + 2
]
3.11 Moments of the reversed residual life
In many real life situations uncertainty is not necessarily related to the future but can also refer to the
past. For instance, consider a system whose state is observed only at certain preassigned inspection time
t. If the system is inspected for the first time and it is found to be ”‘down”’, then failure relies on the
past (i.e. on which instant in (0, t) it has failed). Therefore, study of a notion that is dual to the residual
life, in the sense that it refers to the past time and not to future seems worthwhile [see Di Crescenzo
and Longobardi (2002)].
Definition 3.2 Let X be a random variable denoting the lifetime of a unit is down at age t. Then
X¯t = t−X | X < t denotes the idle time or inactivity time or reversed residual life of the unit at age t.
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In case of forensic science, people may be interested in estimating X¯t in order to ascertain the exact time
of death of a person. In Insurance industry, it represents the period remained unpaid by a policy holder
due to death. For details, see Block et al.(1998), Chandra and Roy(2001), Maiti and Nanda(2009), and
Nanda et al.(2003). The r-th moment of X¯t (for r = 1, 2, ...) is given by
m¯r(t) = E[X¯t] =
1
F (t)
∫ t
0
(t− x)rdF (x)
=
1
F (t)
∫ t
0
(t− x)rf(x,Φ)dx
In particular, if r = 1, then m¯1(t) represents a function called the mean idle time or inactivity time
(MIT) or reversed residual life (MRRL) function that indicates the expected inactive life length for a
unit which is first observed down at age t. The properties of MIT function have been explored by Ahmad
et al. (2005) and Kayid and Ahmad (2004).
Example 3.3 Consider again the Odds- xgamma uniform distribution discussed in subsection 2.1.
F (t) = 1−
1 + λ+ λtθ−t +
λ2t2
2(θ−t)2
1 + λ
e−
λt
θ−t
Using (3.6), we have∫ t
0
(t− x)rf(x,Φ)dx =
∞∑
i,j=0
wij
θi+j+1
r∑
u=0
(−1)u
(
r
u
)
ti+j+r+1
i+ j + u+ 1
+
∞∑
i,k=0
wik
θi+k+3
r∑
u=0
(−1)u
(
r
u
)
ti+k+r+3
i+ k + u+ 3
For the MIT (or MRRL) function,∫ t
0
(t− x)f(x,Φ)dx =
∞∑
i,j=0
wij
θi+j+1
.
ti+j+2
(i+ j + 1)(i+ j + 2)
+
∞∑
i,k=0
wik
θi+k+3
.
ti+k+4
(i+ k + 3)(i+ k + 4)
4 Maximum Likelihood Estimation
In this section, we determine the Maximum likelihood estimates(MLEs) of the model parameters of the
new family of distributions from complete samples only. Letx1, x2, ...., xnbe a observed values from the
Odds xgamma -G family distribution with parameters λ and ξ. Let Φ = (λ, ξ)T be the p x 1 parameter
vector. The total log-likelihood function for Φ is given by
l(Φ) = 2n lnλ− n ln(1 + λ) +
n∑
i=1
ln g(xi; ξ)− 2
n∑
i=1
ln G¯(xi; ξ) +
n∑
i=1
ln
[
1 +
λ
2
{
G(xi; ξ)
G¯(xi; ξ)
}2]
− λ
n∑
i=1
G(xi; ξ)
G¯(xi; ξ)
= 2n lnλ− n ln(1 + λ) +
n∑
i=1
ln g(xi; ξ)− 2
n∑
i=1
ln G¯(xi; ξ) +
n∑
i=1
ln
[
1 +
λ
2
[V (xi; ξ)]
2
]
− λ
n∑
i=1
V (xi; ξ)
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Figure 6: Mean Residual Life and Reversed Mean Residual Life of the Odds xgamma - Exponential
Distribution
where V (xi; ξ) = G(xi; ξ)/G¯(xi; ξ). The components of the score function U (Φ) = (Uλ, Uξ)
T
are
Uλ =
2n
λ
− n
1 + λ
−
n∑
i=1
V (xi; ξ)
and
Uξk =
n∑
i=1
∂
∂ξk
g(xi; ξ)
g(xi; ξ)
− 2
n∑
i=1
∂
∂ξk
G¯(xi; ξ)
G¯(xi; ξ)
+
n∑
i=1
λV (xi; ξ)
∂
∂ξk
V (xi; ξ)
1 + λ2 [V (xi; ξ)]
2 − λ
n∑
i=1
∂
∂ξk
V (xi; ξ)
Setting Uλ and Uξ equal to zero and solving the equations simultaneously yields the MLE Φˆ =
(
λˆ, ξˆ
)T
of Φ = (λ, ξ)
T
. These equations cannot be solved analytically and statistical software can be used to
solve them numerically using iterative methods such as the Newton- Raphson type algorithms.
5 Application
In this section, we fit the Odds xgamma - Exponential Distribution model to two real data sets. The
first data set obtained from Smith and Naylor (1987) [24]. The data are the strengths of 1.5 cm glass
fibres, measured at the National Physical Laboratory, England and have been shown in Table 1. His-
togram shows that the data set is negatively skewed. Frank Gomes-Silva et al. (2017) fitted this data to
the Odd Lindley Weibull Distribution. We have fitted this data set with the Odds xgamma - Exponential
Distribution. The estimated values of the parameters were λ = 0.08736933, θ = 2.191986, log-likelihood
17
=−14.04618 and AIC = 32.09237. Histogram and fitted Odds xgamma - Exponential curve to data have
been shown in Figure ??.
Table 1: Strengths of glass fibres data set
0.55 0.93 1.25 1.36 1.49 1.52 1.58 1.61 1.64 1.68 1.73 1.81 2.00 0.74 1.04 1.27 1.39 1.49 1.53 1.59 1.61
1.66 1.68 1.76 1.82 2.01 0.77 1.11 1.28 1.42 1.50 1.54 1.60 1.62 1.66 1.69 1.76 1.84 2.24 0.81 1.13 1.29
1.48 1.50 1.55 1.61 1.62 1.66 1.70 1.77 1.84 0.84 1.24 1.30 1.48 1.51 1.55 1.61 1.63 1.67 1.70 1.78 1.89
Table 2: Summarized results of fitting different distributions to data set of Smith and Naylor (1987)
Distribution Estimate of the parameter Log-likelihood AIC
Odd Lindley Weibull aˆ = 0.049, αˆ = 1.102, λˆ = 0.492 −14.193 34.387
O-xg Exp λˆ = 0.08736933, θˆ = 2.191986 −14.046 32.092
The second data set taken from the R base package. It is located in the Indometh object. The data
consists of plasma concentrations of indomethacin(mcg/ml) and have been shown in Table 1. Histogram
shows that the data set is positively skewed. Cordeiro and Barreto-Souza (2009) fitted this data to the
Beta gamma Distribution. We have fitted this data set with the Odds xgamma - Exponential Distribu-
tion. The estimated values of the parameters were λˆ = 16.80083, θˆ = 0.1050095 and AIC = 66.68347.
Histogram and fitted Odds xgamma - Exponential curve to data have been shown in Figure 8.
Table 3: Plasma concentrations of indomethacin data set
1.50 0.94 0.78 0.48 0.37 0.19 0.12 0.11 0.08 0.07 0.05 2.03 1.63 0.71 0.70 0.64 0.36 0.32
0.20 0.25 0.12 0.08 2.72 1.49 1.16 0.80 0.80 0.39 0.22 0.12 0.11 0.08 0.08 1.85 1.39 1.02
0.89 0.59 0.40 0.16 0.11 0.10 0.07 0.07 2.05 1.04 0.81 0.39 0.30 0.23 0.13 0.11 0.08 0.10
0.06 2.31 1.44 1.03 0.84 0.64 0.42 0.24 0.17 0.13 0.10 0.09
Table 4: Summarized results of fitting different distributions for Plasma concentrations of
indomethacin data set
Distribution Estimate of the parameter Log-likelihood AIC
Beta gamma aˆ = 0.977, bˆ = 9.181, ρˆ = 1.055, λˆ = 5.553 -31.368 70.736
O-xg Exp λˆ = 16.80083, θˆ = 0.1050095 -31.341 66.683
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Figure 7: Plots of the fitted pdf and the estimated cdf of the Odds xgamma - Exponential model for 1.5
cm glass fibres data set
6 Concluding Remarks
We have introduced and studied a new generalized family of distributions, called the Odds xgamma - G
Family of Distribution. Properties of the Odds xgamma - G Family of Distribution include: an expansion
for the density function and expressions for the quantile function, moment generating function, ordinary
moments, incomplete moments, mean deviations, Lorenz and Benferroni curves, reliability properties
including mean residual life and mean inactivity time, and order statistics. The maximum likelihood
method is employed to estimate the model parameters.. Two real data set is used to demonstrate the
flexibility of distribution belonging to the introduced family. These special models give better fits than
other models. We hope the findings of the paper will be quite useful for the practitioners in various
fields of probability, statistics and applied sciences.
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