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The grain boundary (GB) mobility relates GB velocity to the thermodynamic driving forces and
is central to our understanding microstructure evolution in polycrystals. Recent molecular dynamics
(MD) and experimental studies have shown that the temperature-dependence of the GB mobility
is much more varied than is commonly thought. GB mobility may increase, decrease, remain
constant or show multiple peaks with increasing temperature. We propose a mechanistic model
for GB migration, based on the formation and migration of line defects (disconnection) within the
GB. We implement this model in a kinetic Monte Carlo and statistical mechanics framework; the
results capture all of these observed temperature dependences and are shown to be in quantitative
agreement with each other and direct MD simulations of GB migration for a set of specific grain
boundaries. Examination of the dependence of GB mobility on disconnection mode and temperature
provides new insight into how GBs migrate in polycrystalline materials.
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I. INTRODUCTION
Our current understanding of microstructural evolu-
tion in polycrystalline materials is based, in large part,
on our understanding of how grain boundaries (GBs)
move. Normally, we describe GB dynamics as over-
damped, where the GB velocity v is proportional to the
driving force F (the variation of free energy with respect
to GB displacement), v = MF , where the proportion-
ality constant M is the GB mobility1. Since both the
force and velocity are vectors, the mobility is a second
rank tensor2. Here, we focus on the normal components
of the GB velocity and driving force and the component
of the mobility tensor that couples them (i.e., here, M is
a scalar). Since the most widely employed approach for
controlling the rate (and often the nature) of microstruc-
ture evolution is through variation of temperature T (i.e.,
annealing), this study focuses on the temperature depen-
dence of the GB mobility.
The temperature-dependence of grain boundary mobil-
ity has been measured for a wide range of materials both
experimentally3–6 and via atomistic simulations7–17. The
quoted references focused on the measurement of the mo-
bility of nominally flat GBs in bicrystals of elemental
metals rather than GBs in microstructures (i.e., averag-
ing over many GBs or influenced by GB junctions). The
temperature-dependence of the GB mobility is commonly
fit to an Arrhenius relation M = M0e
−Q/kBT , where Q is
an activation energy, the prefactor M0 is a constant, and
kB is the Boltzmann constant. This Arrhenius relation
provides a good fit to many of the M vs. T experimental
data. However, GB mobilities extracted from atomistic
simulations in pure systems shows a wide variety of T -
dependences7,13,17. Homer et al.7 performed a series of
MD simulations of GB migration in Ni for a large number
of bicryallographically different GBs. While nearly half
of these GBs showed mobilities that they characterized as
Arrhenius over some range of temperature, they also ob-
served several/many cases for which the GB mobility (i)
decreased with increasing T (so called anti-thermal be-
havior), (ii) was nearly T independent, (iii) exhibit max-
ima and/or minima with respect to T , and (iv) is nearly
zero at low T and then increases rapidly over a small
T -range. The existence of such diversity in GB mobil-
ity M(T ) within a single material challenges our current
understanding of and ability to predict GB mobility.
Recent studies suggest that GB migration occurs
through the motion of line defects (i.e., disconnections),
that are constrained to lie within the GB and are char-
acterized by both a Burgers vector b and a step height
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2h that are determined by the underlying GB bicrystal-
lography18–27. Both atomistic simulation28–30 and elec-
tron microscopy31–33 studies have directly observed GB
migration through the formation and migration of dis-
connections along GBs. The motion of disconnections of
different modes, characterized by different (bm, hm) (m
is the index for mode) allowed by the bicrystallography,
can conspire to affect GB motion. This suggests a pos-
sible source for some of the complexity in the observed
temperature dependence of GB mobility25–27.
In this paper, we explore the T -dependence of GB mo-
bility based upon kinetic Monte Carlo (kMC) and molec-
ular dynamics (MD) simulations of GB migration. We
then propose an analytical model to describe many of
the observed forms of the temperature dependences of
GB mobility.
II. KINETIC MONTE CARLO SIMULATIONS
Model
Here, we describe the motion of a GB in terms of the
formation and migration of disconnections, as illustrated
in Fig. 1. This model describes a quasi-2D bicrystal,
containing a quasi-1D tilt GB. The tilt axis of the GB is
along the e1-axis and the GB normal is e3 (see Fig. 1a).
By “quasi”, we imply that the bicrystal structure is uni-
form along the e1-axis (i.e., the model is thin in the e1-
direction). Periodic boundary conditions are applied in
both the e1- and the e2-axes. The GB is discretized
into N lattice sites along the e2-axis. The state of the
ith lattice site (1 ≤ i ≤ N) on the GB is denoted by
(ui, zi), where ui is the relative (tangential) displacement
of the upper grain with respect to the lower one (i.e.,
eigen-shear) in the e2 direction and zi is the position
of the GB plane in the e3-direction at GB-site i. For-
mation of a ± disconnection pair of mode m, (bm, hm)
and (−bm,−hm), at site i corresponds to the following
change: (ui, zi) → (ui + bm, zi + hm), as illustrated in
Fig. 1b. The evolution of the state of the GB is described
by {(ui(t), zi(t))} for all GB sites i. Disconnection mo-
tion is represented as transitions in the GB states on a
series of sites. For example, referring to Fig. 1b, if the
right disconnection “>” glides to the right by one lattice
site (a distance δ), the state of site (i+ 1) changes from
(ui+1, zi+1) to (ui+1 + bm, zi+1 + hm).
Under a driving force, the GB lattice site states shown
in Fig. 1 will evolve. In the kMC simulations described
here, we focus on a driving force associated with a dif-
ference (or jump) in the chemical potential across the
GB, denoted by ψ. ψ can represent driving forces of
different physical origins. For example, ψ can represent
a capillary force (curvature), the difference in strain en-
ergy between two differently oriented grains in a bicrystal
with anisotropic elastic constants subject to a non-shear
stress34 or the effects of an applied magnetic field in a
material with orientation-dependent magnetic suscepti-
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FIG. 1. (a) Quasi-1D lattice model description of a tilt GB.
The state of lattice site i is (ui, zi). (b) The GB state after
nucleation of a pair of disconnections of modem (i.e., (bm, hm)
and (−bm,−hm)) at site i).
bility35. In atomistic simulations, ψ is often modeled us-
ing the synthetic driving force method9. GB migration
can be driven by other types of driving forces, such as a
shear stress parallel to the GB plane τ . However, in most
experiments36–42 and atomistic simulations7,13, GB mo-
bility is measured based upon chemical potential jump
driving forces ψ (e.g., curvature-driven GB motion)6.
Algorithm
In this section, we describe the kinetic Monte Carlo
(kMC) algorithm we employ to simulate GB migration
under a chemical potential jump driving force ψ.
The first step is to determine the Burgers vector and
step height for each disconnection mode m (bm, hm), the
energy landscape and the work done by the external driv-
ing force WEm ≡ −ψhmδ, where δ is the periodicity of the
local energy landscape along the GB which we associate
with width of the GB site. We initialize the model by
assuming that the GB is disconnection-free along ui = 0,
zi = 0 (for i = 1, · · · , N) at time t = 0. Then, the kMC
simulation proceeds as follows.
(i) List the energy barriers for all possible transition
events. The energy change associated with the for-
mation of a disconnection pair of mode m at site i
∆ES is (see Fig. 2):
∆Eim =
1
2
∆ESim + E
∗
m
=
1
2
(
∆Ecim +W
I
im +W
E
m
)
+ E∗m, (1)
where ∆ESim is the total energy change associated
with forming the disconnection dipole and E∗m is
3the disconnection glide barrier. ∆Ec is the forma-
tion energy of two disconnection cores:
∆Ecim = γ
[ ∣∣z+i − zi−1∣∣+ ∣∣zi+1 − z+i ∣∣
− |zi − zi−1| − |zi+1 − zi|
]
+ ζK
[ (
u+i − ui−1
)2
+
(
ui+1 − u+i
)2
− (ui − ui−1)2 − (ui+1 − ui)2
]
, (2)
where the first term is associated with the increased
GB area (steps) and the second is an estimate of
the core energy associated with the disconnection
Burgers vectors2,25–27 δ. Here, γ is the GB energy
associated with the step face, K = µ/4pi(1− ν) (µ
is the shear modulus and ν is the Poisson’s ratio),
and ζ is a constant. W I is the contribution to the
work done in forming a disconnection pair associ-
ated with the internal stress field τi at site i from
all other disconnections in the systems (this is the
Peach-Koehler (PK) force):
W Iim = −τibmδ +
2piKb2m
N
cot
( pi
2N
)
. (3)
The second term in this expression is associated
with the expansion of the disconnection dipole from
size 0 to δ = L/N (i.e., the elastic interaction be-
tween the two disconnections in the dipole. Equa-
tion (1) can best be understood by reference to
Fig. 2.
(ii) Compile a list of the rates of all possible transitions.
The transition rate associated with the formation
of a mode m disconnection dipole at site i is
λim = ω exp
(
−∆Eimw
kBT
)
, (4)
where ω is an attempt frequency and w is the thick-
ness of the bicrystal in direction e1. Note, discon-
nection migration is simply the formation of a dis-
connection dipole adjacent to an existing discon-
nection. The “activity” of the system is the rate at
which any transition occurs, Λ =
∑
m
∑
i λim.
(iii) Choose an event (im) to occur in accordance with
the probability distribution pim = λim/Λ.
(iv) Advance the clock t := t + ∆t, where ∆t =
Λ−1 ln(η−1) and η ∈ (0, 1] is a random number.
(v) Update the state of site i′ as ui′ := ui′ + bm′ , zi′ :=
zi′ + hm′ and the stress at each site in the system
(i = 1, · · · , N) as
τi := τi+
2piKbm′
Nδ
{
cot
[
pi
N
(
i′ − i− 1
2
)]
− cot
[
pi
N
(
i′ − i+ 1
2
)]}
. (5)
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FIG. 2. Schematic of the energy barrier associated with a
single transition associated with the formation of a pair of
disconnections of mode m at site i.
(vi) Return to Step (i).
(Derivations of Eqs. (3) and (5) are provided in Supple-
mental Material Section I.)
To perform a simulation, we choose a GB (i.e., includ-
ing specifying the bicrystallography-allowed (bm, hm) and
their associated energies), a temperature and a driving
force ψ. Each kMC simulation is run for 106 (variable
time) steps and measure a statistically-averaged, steady-
state GB migration velocity v. The GB mobility at this
temperature is determined from M = v/ψ for ψ suffi-
ciently small that v ∝ ψ. Such simulations are repeated
over a range of temperatures to determine M(T ) for the
chosen GB.
Two sets of kMC simulations were performed using
different disconnection parameter sets.
(i) The first set of simulations were performed to in-
vestigate the contributions of different types of dis-
connections on M(T ). For these simulations, we
employ reduced (dimensionless) quantities, labeled
by “∼”: h˜ = h/δ, b˜ = b/δ, γ˜ = γ/(2piKδ),
ψ˜ = ψ/(2piK), τ˜ = τ/(2piK), T˜ = kBT/(2piKδ
2w),
E˜ = E/(2piKδ2), t˜ = tω, and M˜ = 2piKM/(δω).
This representation reduces the number of param-
eters in the simulations (e.g., by scaling out δ, ω
and K). For these simulations, we choose γ˜ = 1,
ψ˜ = 1, ζ = 2pi, and E˜∗m = 0.1γ˜(|b˜m|+ |h˜m|).
(ii) The second set of kMC simulations are performed
using parameters determined from atomistic cal-
culations for Σ17 [100] (035) and Σ25 [100] (034)
symmetric tilt GBs in Al (using the embedded-
atom-method potential from [43]), as described in
Section IV. The admissible disconnection modes
{(bm, hm)} for these boundaries are as described
in [26,27].
In all of the simulations reported here, we employed N =
100 and the site width δ equal to the coincidence-site-
lattice (CSL) cell in the direction parallel to the GB.
4Reduced temperature T = kBT/(2πKδ
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FIG. 3. kMC simulation results for the (reduced) temperature dependence of the (reduced) GB mobility. The label above each
figure indicates the operative disconnection modes: (b˜1, h˜1) and, if there is another mode, (b˜2, h˜2) (recall that h˜ = h/δ and
b˜ = b/δ). The kMC simulation correspond to: (a) a single pure-step disconnection mode – (b˜1, h˜1) = (0, 1); (b) a single mode
– (b˜1, h˜1) = (1, 1); (c) two modes – (b˜1, h˜1) = (0, 1) and (b˜2, h˜2) = (1, 1); (e) two modes – (b˜1, h˜1) = (0, 1) and (b˜2, h˜2) = (2, 2);
and (f) two modes – (b˜1, h˜1) = (0, 1) and (b˜2, h˜2) = (3, 3). (d) shows a comparison between the results from (c) (solid
black squares) and the sum of the reduced mobilities for the two 1-mode simulations corresponding to the same two modes,
individually, as shown in (a) and (b) (hollow red circles). This comparison demonstrates that when multiple modes are present,
the corresponding mobilities do not simply add. In each figure, the kMC results are represented by solid black squares; the
solid black lines connecting the kMC data points are drawn as guides to the eye. The blue dashed lines are obtained from the
analytical model, i.e., Eq. (16). The green dotted lines in (a) indicate the relationships ln M˜ = −1/T˜ and M˜ = 1/T˜ .
Results
Figure 3 shows the temperature dependence of the re-
duced GB mobility M˜(T˜ ) obtained from the first set of
kMC simulations. Several cases are investigated in or-
der to understand the effects of the type of the operative
disconnection(s) (bm, hm) and a single versus multiple
operative disconnections.
In the first set of kMC simulations, we focus on a single
operative disconnection type that corresponds to a pure-
step (b˜1, h˜1) = (0, 1). The results are shown in Fig. 3a.
Starting from low T , the GB mobility increases quickly
with temperature and then decays slowly at hight T . At
low T , GB mobility is well described by an Arrhenius
relationship ln M˜ ∼ −1/T˜ , while at high T it decays as
M˜ ∼ 1/T˜ ; both of these relations are indicated by the
two dotted green curves in Fig. 3a).
In the second kMC simulation, we focus on a single op-
erative disconnection that has both finite Burgers vector
and step height, (b˜1, h˜1) = (1, 1). These kMC results are
shown in Fig. 3b. The presence of a finite Burgers vec-
tor lowers the GB mobility relative to the pure step case.
Like in the first kMC simulation, the GB mobility M˜(T˜ )
increases at low T and then decays at high T . Two major
differences are that the maximum mobility has decreased
by more than a factor of two and that instead of rising
rapidly from T˜ = 0, the GB mobility remains nearly zero
until a critical temperature before its initial rise (cf. (the
(b˜1, h˜1) = (0, 1) case in Fig. 3a).
Three additional kMC simulations shown are per-
formed, corresponding to two operative disconnection
modes. In all cases, the first mode is the pure step dis-
connection (b˜1, h˜1) = (0, 1), while the second has both fi-
5nite step height and Burgers vector; i.e., (b˜2, h˜2) = (1, 1),
(2, 2), and (3, 3) (see Figs. 3c,e,f, respectively). Compari-
son of these three, 2-mode cases show a much wider range
of behavior than in the single mode cases.
While the 2-mode (b˜1, h˜1) = (0, 1), (b˜2, h˜2) = (1, 1)
case (Fig. 3c) resembles that for the pure step mode
case in Fig. 3a, the highest mobility in the 2-mode case
exceeds that in the pure step case by nearly 50% and
that of the finite Burgers vector and step height case
of Fig. 3b by nearly 300%. Figure 3d compares this
2-mode case ((b˜1, h˜1) = (0, 1), (b˜2, h˜2) = (1, 1)) with
the superposition of the mobilities of the two 1-modes
cases ((b˜1, h˜1) = (0, 1) in Fig. 3a and (b˜2, h˜2) = (1, 1) in
Fig. 3b). Clearly, the mobility in the 2-mode case in not
simply the sum of those for the two 1-mode cases.
The 2-mode cases with (b˜2, h˜2) = (2, 2) and (b˜2, h˜2) =
(3, 3) both decay at large temperature, like in the other
cases, but also exhibit clear minima at intermediate tem-
peratures and maxima at both high and low tempera-
ture. The minimum is deeper for the (b˜2, h˜2) = (3, 3)
mode than for the (b˜2, h˜2) = (2, 2) mode.
III. STATISTICAL DISCONNECTION MODEL
Model
In this section, we develop an expression for the GB
mobility
M =
dv
dψ
∣∣∣∣
ψ=0
(6)
via a statistical analysis of the formation and migration
(glide) of disconnections of one or more modes and com-
pare with the kMC results. The first step is predicting
the GB migration velocity v as a function of ψ. For
consistency with the kMC simulations, we focus on the
quasi-1D GB model of Fig. 1.
We begin by considering GB migration in terms of the
formation and glide of a single mode of disconnection
(b, h) (we omit the subscript “m” for a one mode case)
on an infinitely long, initially flat GB under the influence
of a driving force ψ. Statistically, disconnection pair cen-
ters will form uniformly distributed along the GB, with
an average spacing between disconnection pairs L (to be
determined). For simplicity, focus on a periodic distri-
bution of such pairs (as in Fig. 1b); unlike in the kMC
model, here we consider a continuous (rather than dis-
crete) GB and L is a temperature-dependent correlation
(rather than fixed) length. Under the influence of driving
force ψ, the two disconnections in each pair glide apart.
Once the separation between disconnection pairs reaches
L, they annihilate with disconnections from neighboring
pairs; at this point, the GB becomes flat again, but has
migrated a distance h.
Energetics
The energy change as a function of the separation of
the disconnections in a pair by a distance R is illustrated
in Fig. 4. The red curve shows that the formation of a
disconnection pair (separated by the disconnection core
size r0 in one period) requires energy E
c; this is the
disconnection core energy. Each disconnection interacts
elastically with all other disconnections (including the
other disconnection of the same pair and their periodic
images). To separate a pair of disconnections by dis-
tance R against the elastic Peach-Koehler force requires
work W I(R); this is represented by the curved portion of
red line in Fig. 4. Expansion of the disconnection dipole
against the external driving force ψ also requires work
WE(R); this is denoted by the green line in Fig. 4b. In
addition, there is a set of energy barriers E∗ resulted
from the atomic-scale (Peierls) potential that each dis-
connection must cross as it migrates. Hence, the total
change in energy versus disconnection pair separation R
is
E(R) = ES(R) + EG(R) = Ec +W I(R) +WE(R) + EG(R)
=

(
2γ|h|+ 2ζKb2)+ 2Kb2 ln ∣∣∣∣ sin(piR/L)sin(pir0/L)
∣∣∣∣− ψhR+ EG(R), r0 ≤ R ≤ L− r0
0, otherwise
, (7)
where Ec ≡ 2γ|h|+2ζKb2 is an estimate of the disconnec-
tion core energy and EG(R) describes the periodic glide
barriers which we approximate as E∗[1− cos(2piR/δ)]/2.
Equation (7) describes the blue curve in Fig. 4.
The free energy associated with formation of the dis-
connection pair should also include the configurational
entropy. In our model, L is the average spacing between
disconnection pairs; hence, δ/L is the equilibrium con-
centration of disconnections:
δ
L
= exp
(
− E
c
kBT/w
)
. (8)
(See Supplemental Material Section II for more details.)
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FIG. 4. Schematics of the energy vs. separation of a dis-
connection pair for the cases of (a) ψ = 0 and (b) ψ 6= 0.
The red curves represent ES(R) = Ec + W I(R) + WE(R),
the blue curves represent E(R) = ES(R) + EG(R), and the
green solid line represents WE(R) = −ψhR. R‡ is the “criti-
cal” separation corresponding to the total energy barrier. In
(b), the order of the approximation to each part of the energy
associated with the external driving force is of order O(ψ2).
The configurational entropy (per length) is then
S =
kB
δw
[L lnL− δ ln δ − (L− δ) ln(L− δ)]
≈ kB
w
ln
(
eL
δ
)
=
kB
w
+ Ec/T, (9)
where the last line applies for (δ/L)→ 0 and we applied
Eq. (8). Finally, the free energy (per length) as a function
of disconnection separation R may be written as
F (R) = E(R)− TS
= W I(R) +WE(R) + EG(R)− kBT/w, (10)
where the individual terms are as per Eq. (7). Recall
that the quantities F , E, S, W I, WE, E∗, Ec and L are
dependent on disconnection mode such that in the multi-
disconnection mode case, each should have a subscript m.
Kinetics
We estimate the GB velocity as the ratio of the step
height to the sum of the disconnection (pair) nucleation
time tnm and the time required for the disconnections to
migrate tgm the distance required for annihilation L:
v =
∑
m
hm
tnm + t
g
m
. (11)
The most important assumption implied by Eq. (11) lies
in the summation over all modes. We implicitly make the
approximation that disconnection interactions only occur
between disconnections of the same mode (of course, this
is not true). In order to assess this approximation we
compare kMC results in Fig. 3d, where the red curve
shows the GB mobility obtained by adding the velocities
of two, single mode kMC simulations (i.e., (b˜, h˜) = (0, 1)
and (1, 1)) and the black curve shows the same two modes
operating together in one kMC simulation. While the
agreement is not perfect, it is very good indicating that
this is a reasonable approximation.
We now derive expressions for tnm and t
g
m in Eq. (11).
For each mode (temporarily dropping mode index m),
the free energy barrier for disconnection pair nucleation
is ∆F = F (R‡), where R‡ = R‡(ψ) is the driving force-
dependent critical separation (i.e., where F is a maxi-
mum). From Eq. (7),
∆F = 2Kb2 ln
[
sin(piR‡/L)
sin(pir0/L)
]
− ψhR‡ + E∗ − kBT/w.
(12)
Expanding ∆F about ψ = 0 (recall that R‡ is a function
of ψ) and retaining the first order term, we find
∆F = Ee + E∗ − kBT/w − ψhL/2 +O(ψ2), (13)
where Ee ≡ W I(R = L/2) = −2Kb2 ln[sin(piδ/2L)] rep-
resents the contribution of the long-range elastic interac-
tions between disconnections (obviously, for a pure step
mode b = 0, Ee = 0). The nucleation time is then
tn =
1
r+ − r−
=
{
ω exp
[
−∆F (h)
kBT/w
]
− ω exp
[
−∆F (−h)
kBT/w
]}−1
=
1
2eω
exp
(
Ee + E∗
kBT/w
)
csch
(
ψhL
2kBT/w
)
, (14)
where r+ and r− represent the rates for GB migration by
h and −h, respectively, and e = exp(1) is Euler’s number.
The energy barrier for disconnection glide over the
atomic-scale barriers (i.e., the amplitude of the blue curve
in Fig. 4) is E∗ − ψhδ/2. The rate of crossing one such
barrier is r± = ω exp[−(E∗ ∓ ψhδ/2)w/kBT ]. Within a
period L, the number of such glide barriers that must be
overcome is L/2δ, such that the time required for discon-
nections to glide to annihilation is
tg =
L/2δ
r+ − r− =
L
4δω
exp
(
E∗w
kBT
)
csch
(
ψhδw
2kBT
)
. (15)
7Again, recall that tn and tg in Eqs. (14) and (15) depend
on disconnection mode such that tn, tg, Ee, E∗, h, b
and L should be assigned a disconnection mode index
(subscript) m.
Substituting Eqs. (14) and (15) into Eq. (11), we ob-
tain an expression for the GB velocity v. Then, based on
the definition Eq. (6), the GB mobility is
M =
2ωδw
kBT
∑
m
h2m exp
(
−E
∗
m + E
c
m
kBT/w
)
1 +
2
e
exp
(
Eem − 2Ecm
kBT/w
) . (16)
Equation (16) is applied to predict the temperature de-
pendence of the GB mobility for each of the kMC simula-
tion cases in Section II. Compare the theoretical predic-
tion (blue dashed curves) and the kMC simulation results
(solid black curves) in Fig. 3. Overall, the theoretical pre-
dictions from Eq. (16) capture the major trends in the
kMC simulation data for all cases. These include
(i) the increase in mobility with increasing tempera-
ture at low T (Arrhenius behavior),
(ii) the decrease in mobility with increasing tempera-
ture at high T (anti-thermal behavior),
(iii) the presence of a single mobility peak for the single
disconnection mode cases,
(iv) the presence of a single or a double peak (and a cor-
responding minimum) in the mobility for the multi-
mode cases, and
(v) the trends in the magnitude of the mobility between
different disconnection mode cases.
While the statistical disconnection theory reproduces
the major trends in the temperature dependence of the
mobility, this theory is only semi-quantitative. This may
be attributed to several approximations in the theory.
These are (1) not including interactions between dis-
connections of different modes, (2) assuming the same
attempt frequency ω in the expressions for both of all
modes tnm and t
g
m, and (3) the functional form of Eq. (11).
Writing the denominator in Eq. (11) as the sum of tnm
and tgm yields the correct solutions in the t
n
m  tgm and
tnm  tgm limits, but is only approximate between these
limits.
Trends in M(T )
We examine several of the main features of the temper-
ature dependence of the mobility based on the statistical
disconnection model.
In the high temperature limit, each term in the sum-
mation of Eq. (16) will have the form h2m exp(−|hm|),
which converges rapidly to zero with increasing hm (or
m). This suggests that at high temperature the summa-
tion can be truncated; yielding a constant. This then
implies that M ∼ 1/T in the high temperature limit.
In the low temperature limit (T → 0), each term
in the summation in Eq. (16) is (eh2m/2) exp[−(E∗m +
Eem−Ecm)/(kBT/w)] for Eem > 2Ecm and h2m exp[−(E∗m+
Ecm)/(kBT/w)] for E
e
m < 2E
c
m. In other words, each
term in the summation in Eq. (16) is of the form
(Amh
2
m/kBT ) exp(−Qm/kBT ), where Am and Qm are
positive constants (the detailed forms of which depend
on the relative magnitudes of Eem, E
c
m and E
∗
m). This
implies that the GB mobility has the form
lnM = ln
∑
m
Amh
2
m
kBT
exp
(
− Qm
kBT
)
≈ ln
[
A1h
2
1
kBT
exp
(
− Q1
kBT
)]
≈ − Q1
kBT
[1 +O(T lnT )] as T → 0. (17)
If the m = 1 disconnection mode corresponds to the
minimum Qm amongst all the modes, we need only con-
sider this mode in the summation (Eq. (17), second line).
Equation (17) implies that, as T → 0, the GB mobility
is Arrhenius (Eq. (17), last line).
When Eem  Ecm (e.g., for a pure step),
M =
2ωδw
kBT
∑
m
h2m exp
(
− Qm
kBT
)
, (18)
over a wide temperature range (Qm = (E
∗
m + E
c
m)w).
Figure 5 shows the temperature dependence of the GB
mobility in this limit in classical Arrhenius coordinates.
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FIG. 5. Temperature dependence of GB mobility described
by Eq. (18) for a single mode (black dotted curve), two modes
with h2/h1 = 2 < e (blue dashed curve), and two modes with
h2/h1 = 3 > e (red solid curve) cases. In the two-mode
simulations Q2 = 10Q1.
8For a single mode (black dotted curve), the GB mobility
increases and then decreases with increasing tempera-
ture (the mobility exhibits a maximum with respect to
temperature). At low temperature, the mobility is Ar-
rhenius, but decreases with increasing T at high temper-
ature - this is the so-called anti-thermal behavior7. The
temperature at which this behavior switches is roughly
given by dM/dT = 0 or T c = Q1/kB using Eq. (18).
Similar conclusions apply when Eem  Ecm
We now examine why there is a local minimum in the
M(T ) kMC data for some multi-disconnection mode sim-
ulations (Fig. 3e,f). Consider two disconnection modes,
m = 1 and 2 in Eq. (18) as indicated by the solid red
(h2/h1 = 3) and blue dashed (h2/h1 = 1) curves in Fig. 5.
When Q2  Q1, the critical temperature (corresponding
to m = 2) occurs at a much higher temperature than
for the the m = 1 mode. This implies that there may
be a local minimum in the M vs. T data, provided that
the two peaks are of sufficient height. That is, a local
minimum exists for Q2  Q1 if and only if h2/h1 > e
(see Eq. (18)). This is in qualitative agreement with the
kMC results in Fig. 3, where a local minimum exists when
h2/h1 > 2 and gets deeper as h2/h1 increases. As a
specific example, consider the Σ25 [100] (034) STGB ex-
amined in the MD simulations of Homer, et al.7, where
h2/h1 = 25/7 > e such that M(T ) should exhibit a local
minimum (provided it occurs below the melting point);
indeed, this is consistent with the MD data where a local
minimum is observed for this GB in Ni, but not in Al.
We suspect that the GB mobility in Al too would show a
local minimum, if it did not melt first (note, the melting
point of Ni is nearly twice that of Al).
IV. PARAMETERS FOR SPECIFIC GRAIN
BOUNDARIES AND COMPARISON WITH MD
While the kMC simulations described in Section II em-
ployed parameters chosen to investigate the general fea-
tures of the temperature dependence of GB mobility, the
kMC can also be applied to simulate the motion of a spe-
cific GB in a real material - provided the appropriate GB
parameters are available. Here, we develop a parameters
set for the Σ17 [100] (035) and Σ25 [100] (034) STGBs in
EAM Al43, perform kMC simulations for these two spe-
cific GBs, and compare the GB mobility thus obtained
with molecular dynamics results.
The parameters required for the kMC simulations are
K, γ, ζ, δ, ω, {bm, hm} and {E∗m}. For any coincidence-
site-lattice GB of particular bicrystallography, {bm, hm}
can be determined based on the GB geometry26. The
parameters K, γ, ζ and δ can be determined from ESm
vs. R with ψ = 0 (see the red curve in Fig. 4), which
we determine via molecular static for each disconnection
mode for each GB. For each mode, we constructed a se-
ries of configurations where a pair of disconnections were
separated by different distance R. Then, we minimized
the energy of each of the prepared configurations and ob-
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FIG. 6. (a1) and (b1) are the energy ES vs. separation R
of a pair of disconnections, scaled by the supercell period L
for the Σ17 [100] (035) and Σ25 [100] (034) STGBs in EAM
Al, respectively. The data point colors indicate disconnec-
tion modes (bm/adsc, hm/adsc), as indicated in the legend.
(a2) and (b2) are the energy landscape between two neigh-
boring metastable configurations with the highest energy (at
the maxima of each curve in (a1) and (b1)) obtained from the
NEB calculations.
tained a set of metastable states. The results are plotted
in Figs. 6a1 (Σ17) and 6b1 (Σ25); each data point corre-
sponds to a metastable state after energy minimization.
Based on the molecular statics data of each mode, we
extract the parameters, as described below.
(i) Fit ESm vs. R to
ESm(R) = Am +Bm ln sin[pi(R/L+ cm)], (19)
where Am, Bm and cm are the fitting parameters.
The fitted curves are plotted in Figs. 6a1,b1. Com-
paring Eqs. (19) and (7), we see Bm = 2Kb
2
m. K is
obtained by fitting {Bm} and {b2m} (for all modes).
(ii) Comparing Eqs. (19) and (7), we see that
Am = 2γ|hm| −Bm ln
[
e−ζ sin(pir0/L)
]
. (20)
(We assume that r0 is the same for all modes.) We
denote Cm1 ≡ 2|hm|, Cm2 ≡ −Bm, X1 ≡ γ and
X2 ≡ ln
[
e−ζ sin(pir0/L)
]
. Then, Eq. (20) becomes
Cm1X1 + Cm2X2 = Am or CX = A. (21)
9TABLE I. Parameters for two symmetric tilt GBs in EAM43 Al. a0 = 0.405 nm is the lattice constant, adsc is the size of a
DSC lattice cell, m is the index of disconnection mode, bm, hm and E
∗
m are the the corresponding Burgers vector, step height,
and glide barrier, Am and Bm are fitting parameters (see Eq. (19)), K ≡ µ/[4pi(1 − ν)] (µ and ν are the shear modulus and
Poisson’s ratio), γ is the step energy , δ0 is the effective core size (r0 is the core size), δ is the spacing between lattice point in
the quasi-1D lattice model, and ζ scales the contribution of the core energy (Eq. (7)).
m bm/adsc hm/adsc Am (eV/nm) Bm (eV/nm) E
∗
m (eV/nm) K (eV/nm
3) γ (eV/nm2) piδ0/L piδ/L ζ r0/δ
Σ17 [100] (035) with adsc = a0/
√
34
1 0 8.5 1.07570 0 1.24444
20.1013 1.0656 0.28513 0.31416 −1.903 0.1342 1 −2 0.47855 0.18376 0.19753
3 1 6.5 1.39769 0.12727 1.11111
4 2 −4 1.56834 0.79501 0.29876
Estimates 20.34-24.53a 1.3844b
Σ25 [100] (034) with adsc = a0/
√
25
1 0 12.5 3.25669 0 0.99012
19.2861 1.6282 0.06038 0.15708 −1.044 0.135
2 1 −3.5 0.79239 0.24639 0.42222
3 1 9 3.21678 0.2472 1.14568
4 2 5.5 4.54659 0.95765 1.17778
5 3 2 6.89744 2.30333 1.20741
Estimates 20.34-24.53a 1.7383c
a The range of K = µ/[4pi(1− ν)] correspond to different crystal orientations and the anisotropic elastic constants are from Ref. 43.
b The Σ17 [100] step energy is estimated from
√
2γs − γ0, where γs = 0.4861 J/m2 for the (014) and γ0 = 0.4657 J/m2 for the (035)
STGB in EAM Al; γ0 and γs are from Ref. 44.
c The Σ25 [100] step energy estimates employ γs = 0.4707 J/m2 for the (017) and γ0 = 0.3872 J/m2 for the (034) STGB (see footnote b).
We obtain X1 and X2 by fitting Eq. (21) to the
{Cm1, Cm2, Am} ≡ {2|hm|,−Bm, Am} data. Mini-
mization of |CX−A| gives X = (CTC)−1(CTA).
From this, we find the step energy γ = X1.
(iii) Defining sin(piδ0/L) ≡ e−ζ sin(pir0/L) = eX2 (δ0
is the effective disconnection core size), we obtain
δ0 from piδ0/L = arcsin e
X2 . However, the kMC
simulations require ζ and δ. As discussed above,
these parameters are related by ζ + 2 = ln(ζ/ζ0);
as long as this relationship is satisfied the lattice
model and continuum theory will be consistent (see
Supplemental Material Section III). In practice, we
choose δ as the size of a CSL cell, such that ζ =
ln(δ/δ0)− 2.
We obtain the parameter E∗m for each mode from atom-
istic data obtained using the nudged-elastic-band (NEB)
method45,46. To do this, we first choose two neighboring
states corresponding the the minimum energy configura-
tions near the top of the profile (see the blue curve in
Fig. 4a); these correspond to the initial and final states
in the NEB calculations. The NEB method finds the
minimum energy path (reaction coordinates) associated
with the transition from the initial (reaction coordinate
0) to the final (reaction coordinate 1) states. These data
are shown in Figs. 6a2 (Σ17) and 6b2 (Σ25) for several
of the lowest energy disconnection modes.
The parameters obtained by fitting the molecular stat-
ics and NEB results for the two GBs are summarized in
Table I. The elastic modulus K obtained from fitting is
close to the expected value for a perfect crystal. The ex-
cess energy associated with the introduction of a step can
be estimated as γ =
√
2γs− γ0, where γ0 is the energy of
the flat GB and γs is the energy of a GB with inclination
of 45◦. The value of γ obtained by fitting is consistent
with this estimated value. Hence, the fitting based on
Eq. (19) is reasonable. While ζ < 0 in Table I seems
counter-intuitive, we recall that ζ is the scaling factor for
the core energy only if the chosen core size δ/2 is the
real disconnection core size. Since we fix δ as the size
of a CSL cell (probably too large), this core energy has
no physical meaning. Rather, we choose the core energy
parameter and core size self-consistently, as in classical
dislocation theory.
With these atomistically-determined parameters (sum-
marized in Table I), we performed kMC simulations for
the Σ17 [100] (035) and Σ25 [100] (034) STGBs in EAM
Al and determined the GB mobility vs. temperature (see
the black solid circles in Fig. 7). To test our kMC ap-
proach, we also determine the GB mobility as a func-
tion of temperature from MD simulations of GB migra-
tion (synthetic driving force) using the Large-scale Atom-
ic/Molecular Massively Parallel Simulator (LAMMPS)47
and the same interatomic potentials (as used to deter-
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mine the kMC parameters). Note that since the kMC
model (and theory) are quasi-1D, we performed the
bicrystal MD simulations using a simulation cell that
is very small in the direction parallel to the tilt axis
(w ∼ 1.2 nm). The other two cell dimensions are∼ 20 nm
(parallel to the tilt axis) and ∼ 100 nm (orthogonal to
the GB plane). All simulations (see [27] for more de-
tails) were run for 3.5 ns and ψ = 10 MPa at fixed
number of atoms and temperature. The GB position
is defined as the x3 position where the layer-averaged
centro-symmetry parameter48 is maximum49. The GB
migration velocity is the normal velocity of the mean GB
plane. The MD results are shown as the hollow blue
squares in Fig. 7.
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FIG. 7. Temperature dependence of GB mobility obtained
by MD simulations (blue hollow squares), kMC simulations
(black solid circles) and disconnection theory (red dashed
lines) for (a) Σ17 [100] (035) and (b) Σ25 [100] (034) STGBs
in EAM Al. The error bars in the MD data represent the
mobilities obtained in two MD simulations and the hollow,
blue squares represent their mean.
Figure 7 shows that our MD and kMC simulation re-
sults are in very good agreement with each other (note,
the attempt frequency ω in the kMC is not determined
by our atomistic simulations - here, we chose it on a best
fit basis). Figure 7 also shows (red dashed curve) M(T )
based upon the disconnection theory (Eq. (16) with the
same parameters as for the kMC). The statistical discon-
nection model reproduces both the kMC and MD results.
We note that while the MD simulations involve the fewest
assumptions in the prediction of the GB mobility and its
temperature dependence, it is also the most computa-
tionally costly and impractical at low temperature when
the GB mobility is not fast. On the other hand, accu-
rate kMC and theoretical predictions of M(T ) require
determination of the fundamental parameters (such as
the energy landscape for the motion of disconnections) -
these too can require substantial computational resources
(albeit much less than the MD simulations for systematic
investigations). The greatest advantage of both the kMC
and statistical disconnection theory lies in their utility for
systematic investigation of GB migration physics.
V. DISCUSSION AND CONCLUSIONS
The aim of this paper is to provide a mechanistic un-
derstanding of the diverse forms of the temperature de-
pendence of the grain-boundary (GB) mobility that were
previously reported based upon MD simulations and ex-
periments. Several forms of this temperature dependence
have been particularly perplexing, in light of the estab-
lished theories of how GBs migrate (particularly, “anti-
thermal” behavior where the GB mobility decreases with
increasing temperature).
This paper provides two approaches for understanding
M(T ) based upon a disconnection-based mechanism for
GB migration: a kinetic Monte Carlo implementation
and a statistical disconnection theory. The main idea
employed here is that GB migration occurs via the for-
mation and glide of disconnections along the GB; while
disconnection dynamics depends on both the disconnec-
tion dislocation vector and step character (b, h), GB mi-
gration itself takes place through the motion of the step-
component of the disconnection motion. We investigate
how different disconnection modes give rise to different
GB mobilities and how the simultaneous migration of dif-
ferent disconnection modes explains some of the richness
of the temperature dependence of the GB mobility.
One of the main results of the present work is that the
temperature dependence of the GB mobility is related
to the fundamentally different disconnection dynamics
at low and high temperature. In general, GB migration
controlled by a single disconnection mode will lead to
an Arrhenius T -dependent mobility at low temperature
and a mobility at high T that is inversely proportional to
temperature. Depending on the disconnection migration
energy landscape, the high temperature regime may not
be observed (i.e., if the transition temperature is higher
than the melting temperature. The transition between
the low and high temperature regimes occurs at differ-
ent temperatures in different GBs within one material
and in different materials for the same GB bicrystallog-
raphy. The transition or critical temperature can be es-
timated as Q1/kB, where Q1 is the activation energy for
the most easily activated disconnection mode. It is the
high temperature behavior, where the GB mobility scales
inversely with temperature that is responsible for the re-
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ported “anti-thermal” behavior. Both the kMC and the-
ory capture this behavior.
GB migration may also be affected by the activation of
multiple disconnection modes; this depends on the rela-
tive formation and migration energy of the lowest energy
disconnection modes. Activation of two disconnections,
can give rise to GB mobilities versus temperature that
exhibit two maxima and a local minimum (as seen in the
kMC, theory and experiments).
While our main focus has been to understand the
mechanistic origin of the factors that affect the temper-
ature of the GB mobility, we also predict M(T ) for two
specific grain boundaries in aluminum. To do this, we
performed a series of static relaxation calculations for
these two GBs as well as nudged elastic band calcula-
tions to determine the energy landscape associated with
disconnection motion in a material described using an
EAM interatomic potential. These calculations provided
the parameterization for both the kMC and statistical
disconnection dynamics theory. We then compared the
kMC and theory with a series of molecular dynamics sim-
ulations of the migration of these GBs. The MD, kMC
and theory are all in good agreement. This implies that
both the kMC and theory can be used to qualitatively
predict GB migration behavior. While such parameteri-
zation of the kMC and theory via atomistic calculations is
time consuming, the computational burden is much lower
than the full MD simulations when the goal is system-
atic prediction (e.g., T -dependence, bicrystallography-
dependence, ...).
Although we have discussed the existence of different
temperature regimes for the GB mobility and different
forms of M(T ) as more disconnection modes are acti-
vated, we note that there are additional physical phe-
nomena that may have a profound effect on the GB mo-
bility. Perhaps, the most important of these, not included
here, are GB structural phase transitions (also known as
complexion transitions50). While GB structural phase
transitions relate to the underlying structure of (even)
flat GBs without disconnections, the varied temperature
dependences of the GB mobility discussed here is the
result of GB dynamics related to disconnection motion.
Disconnection dynamics can also give rise to finite tem-
perature phase transitions as well, but such transitions
do not (necessarily) change the structure of the underly-
ing GB itself.
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