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Abstract. A dynamic programming algorithm for determining whether a biconnecte3 outerplanar 
graph is isomorphic to a subgraph of another biconnected outerplanar graph is I_ ?sented. The 
algorithm runs in cubic time. 
1. Introduction 
The subgraph isomorphism problem is to determine whether a graph can be 
imbedded in another graph, i.e. whether the former is isomorphic to a subgraph of 
the latter. For instance, if H is an n-vertex circuit and G is an n-vertex planar 
graph of valence 3, n E N, then determining whether H can be imbedded in G is 
equivalent o the NP-complete problem of determining whether a planar graph of 
valence 3 has a Hamiltonian circuit [2]. Thus, the subgraph isomorphism problem 
is NP-complete even if G and H range only over connected planar graphs of valence 
s3. The subgraph isomorphism also remains NP-complete when the first graph is 
a forest and the other input graph is a tree (see p. 105 in [2]). 
In contrast, the related graph isomorphism problem constrained to planar graphs 
on n vertices is solvable in time O(n) [4]. Also, polynomir;l time algorithms for 
graph isomorphism respectively constrained to graphs of bounded genus, bounded 
valence, or bounded eigenvalue multiplicity of adjacency matrix are known I?9 7,111. 
In [S], it is shown in particular that subgraph isomorphism for connected planar 
graphs of valence O(log n) can be solved in time 2°‘J;;‘ogn) time by using the planar 
separator theorem [6]. The only known polynomial-time algorithms for the subgraph 
isomorphism are those for trees [8,12]. Are there other non-trivial classes of graphs 
for which the subgraph isomorphism can be solved in polynomial time? 
Trees can be seen as a special case of so-called outphar grrsyhs, i.e. graphs that 
can be embedded in the plane in such a way that all vertices lie on tne exterior 
face. In [ 131, Syslo proves that if H, G are outerplanar graphs, and PI is disconnected 
or it is connected but not biconnected, and G is biconnected, then the problem of 
determining whether H is isomorphic to a subgraph of G is NP-complete. Interest- 
ingly, the induced subgraph isomorphism problem, which is to decide whether a 
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graph is isomorphic to a subgraph of another graph induced by a set of vertices of 
the other graph, remains NP-complete in the above cases [13], however, it can be 
solved for biconnected outplanar graphs in time O(n*) [ 131. In [ 131, it was also 
claimed that subgraph isomorphism for biconnected outerplanar graphs remained 
NP-complete, however the proof turned out to be not correct [14]. In this paper, 
we show that subgraph isomorphism constrained to biconnected outerplanar graphs 
H, G, with m and n vertices respectively, is solvable in time O(mn*). The above 
NP-completeness results of Syslo witness that the simultaneous assumption of 
outerplanarity and biconnectivity is necessary to obtain the polynomial-time upper 
bound. To derive the upper bound, we use a dynamic programming algorithm. The 
recursive reduction of an imbedding problem to smaller ones is solved not by a 
matching technique, as it is in the case of algorithms for subtree isomorphism [8, 
121, but by finding a simple path in a corresponding raph. 
The remainder of the paper is divided into two sections. In Section 2, we introduce 
basic notations, definitions, facts and lemmas necessary to design the algorithm for 
subgraph isomorphism for biconnected outerplanar graphs. In Section 3, we present 
the algorithm, prove its correctness and analyze its time complexity. 
2. Preliminaries 
We shall use standard set and graph theoretic notation and definitions (for 
instance, see [ 1,3]). Specifically, we assume the following set and graph conventions: 
(1) For a graph G, V(G) denotes the set of vertices of G. 
(2) A path in a graph G is a sequence uo, z)], . . . , vk of its vertices such that for 
i=o,... , k - 1, Vi is adjacent o vi+] . If vk is also adjacent o v. then the sequence 
can be also called a cycle. A path or a cycle is simple if all vertices that occur in it 
are distinct. G is connected (biconnected, respectively) if for any two vertices v, w 
in G there is a simple path (simple cycle, respectively) including v and w. 
(3) A Jirectpdputh in a directed graph D is a sequence vo, vl, . . . , uk of its vertices 
suchthatfori=O,..., k - 1, there is an edge of D leaving Vi and entering Vii+1 . AS 
in the undirected case, a directed path is simple if all vertices that occur in it are 
distinct. 
(4) Given two vertices v, w in a graph G, v is at a distance sk from w if there 
is a simple path in G of length at most k including both vertices. 
An alternative way of defining the concept of subgraph isomorphism discussed in 
the introduction is as follows. 
Let H, G be two graphs. A one-to-one mapping 4 of V(H) to V(G) is called an 
imbedding of H in G if for any adjacent vertices v, w E V(H), 4(v) is adjacent o 
4(w). H can be imbedded in G if there exists an imbndding of H in G. 
We shall consider the graph imbedding problem (i.e. the subgraph isomorphism 
problem) for so-called outerplanar graphs. An outer@nar graph is a graph which 
can be embedded in the plane in such a way that all vertices lie on the exterior face 
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[lo]. We shall call such an embedding of a graph in the plane, an outerplanar 
embedding. A maximal outerplanar graph is an outerplanar graph such that the 
addition of an edge between any two non-adjacent vertices results in a non- 
outerplanar graph. By adapting the Mitchell algorithm for the recognition of outer- 
planar graphs in linear time [lo], we can easily deduce the following fact: 
Fact 1. Given a biconnected outerplanar graph, we can find the cycle bounding the 
exterior face of its outerplanar embedding in linear time. 
Proof. In [lo], Mitchell observes that every biconnected outerplanar graph has at 
least two vertices of degree two and can be transformed to a maximal outerplanar 
graph by triangulation. Hence, according to Mitchell’s method, to decide whether 
a graph G on n > 3 vertices with at most 2n - 3 edges is a biconnected outerplanar 
, 1 graph
0 i 
(ii) 
it is sufficient o iterate the following procedure: 
. . . 
( ) 111 
( 1 iv 
remove a vertex v of degree two from G; 
if there have been two different vertices u, w adjacent o v in G and the edge 
(u, w) has not beenin G then add it to G; 
if G is a triangle then print YES and stop; 
if G has no more than three vertices and is not a triangle then print NO and 
stop. 
It is easy to see that all edges of G incident to the consecutively removed vertices 
that have been originally in G and are different from the diagonal edges (u, w) are 
on the cycle bounding the exterior face. This leads to the following procedure for 
finding the outer cycle of an outerplanar embedding of a biconnected outerplanar 
graph 
(1) 
(2) 
(3) 
(4) 
(9 
(6) 
(7) 
(8) 
(9) 
G, which colors the diagonal edges green. 
set C to G (G has all edges uncolored); 
pick a vertex v of C of degree two; 
set w, u to the vertices of C adjacent o v (if there is only one vertex adjacent 
to v, assume w = u); 
remove the edges (v, w), (v, u) from C and account each of them to the 
sought cycle provided it is not green; 
if (u, w) is qot in G then add it to C; 
color (u, w) green; 
if u = w then stop; 
if (u, w) is the only remaining edge of C and (u, w) is not green t
to the sought cycle and stop; 
go to 2 
The above procedure can be implemented in linear time by slightly altering the 
modification of the algorithm MOP-TEST from the fourth section of [lo]. IJ 
Using the following definitions of planar figures, we will be able to specify 
outerplanar embeddings of biconnected outerplanar graphs more precisely. 
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(a) A polygon P is a sequence vo, vi, . . . , v,,, oE points and the closed straight-line 
segments 
[Vi, Vi+1 mod(*+*)l, i=O,l,...,m, 
in the plane. The points and segments are called vertices and edges of P, respectively. 
P is a simple polygon if all its vertices are distinct and its edges [ 4, Vi+1 mod(m+IJ 
touch only the adjacent edges 
I V i-l mod(m+l), sI, IV. r+l mod(m+l)s f)i+2 mnd(m+l) 1 
at their endpoints. P is a convex polygon if it is a simple polygon such that for 
i=O,l,..., m, the angle (Vi, Vi+1 mod(m+l), Vi+2mod(m+l)) in the inside Of P k Of n0 
more zhan 180 degrees. A diagonal of P is a segment [vi, Vj], where 0 s i, j s m and 
je{i-1 mod(m+l), i, i+l mod(m+l)}, 
which touches only the edges of P adjacent o its endpoints. 
(b) A partial triangulation of a simple polygon is a set of non-intersecting 
diagonals of the polygon. A partially triangulated polygon Q is a union of a simple 
polygon and a partial triangulation of the simple polygon. The vertices of the simple 
polygon are vertices of Q, whereas the edges of the simple polygon and the diagonals 
from the partial triangulation of the simple polygon are edges of Q. The former 
edges of Q are called boundary edges of Q, the latier edges of Q are called diagonal 
edges of Q. 
Mitchel observes in [ 10) that an outerplanar biconnected graph is in fact a partially 
triangular polygon (‘polygon with chords’). By Fact 1, we have the following fact. 
Fact 2. Given a biconnected outerplar graph, we can find its outerplanar embedding 
in the form of a partially triangulated (convex) polygon in linear time. 
It follows that a biconnected outerplanar graph has a unique outerplanar embed- 
ding (in the topological sense) up to the mirror image (see also [ 131). 
In the next section, to design our algorithm, we shall use Fact 2 and the following, 
technical emma which easily results from Fact 2. 
Lemma 1. Let F be an outerplanar graph with vertices identified with numbers 0 through 
n. If the vertex sequence 0, 1, . . . , n forms the cycle bounding the exterior face of an 
outerplanar embedding of F, then any simple path in F that begins with 0 and ends 
with n is an increasing number sequence. 
he algorithm for subgraph isomorphism for biconnected outerplanar graphs 
Let H, G be biconnected outerplanar graphs on m and n vertices, respectively. 
To determine whether is isomorphic to a subgraph of G, we proceed as follows. 
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First, we construct outerplanar embeddings H’, G’ of H and G respectively, in the 
form of partially triangulated convex polygons. Such embeddings can be produced 
in time O(m + n) by Fact 2. We shall identify the vertices on the boundary of G’ 
with numbers 0.. . n - 1, in counterclockwise order. 
Then, for FE {H, G}, we consider the class PE( F’) of pairs composed of parts 
of F’ and edges of F’, defined as follows. (I, e) is in PE( F’) if and only if I equals 
F’ and e is a boundary edge of F’ or e is a diagonal edge of F’ splitting F’ into 
two partially triangulated polygons such that one of them, including the splitting 
edge, equals I. Given A4 = (I, e) in PE( F’), we denote by S(I) the subgraph of F 
represented by I and call e the root edge of M. Next, given an edge e of F’ and a 
diagonal edge d of F’ different from e, p(e, d) is the unique member (K, d) in 
PE (F’) where e is not an edge of K, see Fig. 1. 
p(O) 
Fig. 1. The embedding F’, edges e, d, and the figure from p(e, d) additionally marked with dashed lines. 
Let 6 be an arbitrary given boundary edge of Hf. We distinguish a subclass B( H’) 
of PE(H’) such that (K, d) is in B(H’) if and only if (K, d) = (H’, 6) or 6 # d and 
(K d) = pa a. 
Let us consider root-imbeddng subproblems of the foIlowing form: given M = 
(I, (vO, u,)) in B(H’) and N = (.I, ( wO, w,)) in PE( G’), can S(Z) be imbedded in 
S(J) such that uo, z+ are respectively mapped onto wo, w, ? 
Note that, depending on the order of vertices incident to the root edges of 
M E B( H’) and N E PE( G’), one may consider two distinct root-imbedding problems 
for M and IV. By the following remark, the subgraph isomorphism problem for H 
and G is an instance of the above root-imbedding problems. 
Rcn;ark I.- JY! can be imbedded in G if and only if there exists (J, d) in PE( G’) 
such that at least one of the two imbedding problems for ( I, 6) and (Ad) can be 
answered positively. 
If we inductively assume that for any pair K E B( N’), L E HG’), where the 
partially triangulated polygon in K is a proper subset of that in we already 
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know the answers to the two root-imbeddings problems for K and L, we can solve 
each of the root-imbedding problems for M = (I, e) and N = (J, d) as follows. Let 
%, Vl, . . . , vk be the vertices of the inner facef of I adjacent o e in counterclockwise 
order such that e = (v~, vO). Next, let d = (s, t). Then, S(I) can be imbedded in S(J) 
such that vo, r.?k are respectively mapped onto s, t if and only if there is a simple 
cycle wo, WI,..., wk in S(J) such that 
( ) * w,= s,wk=f,andfori=O,l ,..., k - 1, if (Vi, Vi+*) is a diagonal edge of 
I then (Wi, Wi+l) is a diagonal edge of .I and S(p(e, (vi, vi+l))) can be 
iinbedded in S(p(si, (pi, Wi+y))) such that I!?i, v~+C 8~ respectively mapped 
onto Wi, wi+l (see Fig. 2). 
Note that the vertices of .I occur on the outer boundary of .I as the sequence 
s, s+l mod(n) , . . . , t, or as the sequence s, s - 1 mod(n), . . . , t, in the counterclock- 
wise order. Further, we may assume without loss of generality the former numbering 
and s < t (see Fig. 2). 
1 3 
Fig. 2. An example of the partially triangulated polygons I and J. Note that the cycle w,, wl , w2, w3, 
w4 satisfies (*) here. 
It follows from Lemma 1 that w,, wl,. . . , wk9 where w. = s, wk = t, is a simple 
cycle in S(J) if and only if w. - s, w1 - s, . . . , wk - s is an inCreasing sequence. By 
the above observation, to determine whether there exists a simple cycle in S(J) 
satisfying (*), we may proceed as follows. 
Recall that d = (s, t). First, we construct a directed graph D with the vertices 
(s, 0), (t, k), and all vertices (z,j), where z is any vertex of S(J) different from s, f, 
at a distance sk from s, 1 sj < k, and with edges specified as follows: there is an 
edge leaving (u, 1) and entering (w, m) if and only if (u, w) is an edge of S(J), u < 
w, m = I+ 1 and if (q, v,+J is a diagonal edge of H’, then (u, w) is a diagonal edge 
of J and S(p(e, (q, q+,))) can be imbedded in S( p(d, (u, w))) such that q, ZJ~+~ are
respectively mapped onto u, w. Note that any directed simple path from (s, 0) to 
(t, k) in 0, augmented by ((s, 0), (t, k)) corresnonds to a cycle C in S(J) such that , 1 
‘,i) C satisfies (*); 
(ii) C is simple. 
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The satisfiability of (*) by C immediately follows from the construction of D. 
The simplicity of C follows from the monotonicity of the corresponding path. 
Conversely, any simple cycle in S(J) satisfying (*) easily induces a simple directed 
path from (s, 0) to (t, k) in D, by the construction of D. 
By the correspondence shown between the above cycle in S(J) and a path in 0, 
it is sufficient to determine whether there exists a simple directed path in D from 
(s, 0) to (t, 0). By breadth-first search, we can determine this in time proportional 
to the size of D. The construction of B also can be done by a k-phase breadth-first 
search in G, in time proportional to the size of D. 
‘T%e subgraph of S(J) that consists of vertices in S(J) at a distance ck from s 
has O(n) vertices and edges. It follows immediately from the definition of D that 
D has only O&n) vertices. Since each edge in the subgraph of S(J) corresponds 
to at most k edges in D, D has also only O(kn) edges. 
Thus, we can determine the root-imbedding problems for A4 = (1, e) and N = (J, d) 
in time 0( kn). Note that for the face J A4 = (I, e) is the only member of B( H’) 
where I includes ,f and the root edge e of A4 is adjacent o f: Let size(f) mean the 
number of vertices adjacent to J: It follows that for all K E B(W) and given 
N E PE( G’), all the root-imbedding problems for K and N, can be solved in total 
time O( ’ l Zf is an inner face of H’ size(f)), which is 0( mn). By Euler’s formula for planar 
graphs [3], G’ has O(n) edges. Thus, there are O(n) figures in PE( G’) and all 
possible root-imbedding problems for K and L, where K f B( H’), LE PE( G’) can 
be solved in total time O(mn*). Hence, by Remark 1, we obtain our main result: 
Theorem 1. We F!n determine whether a biconnected outerplanar graph H on m vertices 
is isomorphic to a stibgraph of another biconnected outerplanar graph G on n vertices 
in time O(mn*). 
Final remark. It would be interesting to know whether one could essentially improve 
the 0( mn*)-time bound for subgraph isomorphism constrained to biconnected 
outerplanar graphs. If we compare biconnected outer planar grapha with trees, for 
which subgraph isomorphism is solvable in time O(mn’~s) [8], the former are more 
complicated because they contain cycles, however, on the other hand, they are 
simpler because they have unique outerplanar embeddings in the plane. 
I would like to express my appreciation to Maciej Syslo for posing the problem 
of the status of subgraph isomorphism constrained to biconnected outerplanar 
graphs. 
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