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We experimentally demonstrate dressing of the excited exciton states by a continuously tunable
Fermi sea of free charge carriers in a monolayer semiconductor. It represents an unusual scenario of
two-particle excitations of charged excitons previously inaccessible in conventional material systems.
We identify excited state trions, accurately determine their binding energies in the zero-density limit
for both electron- and hole-doped regimes, and observe emerging many-body phenomena at elevated
doping. Combining experiment and theory we gain access to the intra-exciton coupling facilitated
by the interaction with free charge carriers. We provide evidence for a process of autoionization for
quasiparticles, a unique scattering pathway available for excited states in atomic systems. Finally,
we demonstrate a complete transfer of the optical transition strength from the excited excitons to
dressed excitons, Fermi polarons, as well as the associated light emission from their non-equilibrium
populations.
Interactions between electronic quasiparticles are of
fundamental interest in solid state physics. A partic-
ularly intriguing scenario is the coexistence of tightly-
bound electron-hole states, known as excitons, with a
Fermi sea of free carriers. This many-body problem leads
to a rich variety of phenomena, including bound three-
particle states, or trions [1–8], exciton-electron interac-
tions in the Fermi polaron picture [9–14], renormaliza-
tion effects from screening and Pauli blocking [15] as well
as high-density phases beyond the Mott-transition [16].
Their physics is traditionally explored in low-dimensional
systems, such as semiconductor quantum wells and,
more recently, layers of transition-metal dichalcogenides
(TMDCs) [6, 7, 17–25]. The latter offer a highly suitable
platform with strong Coulomb interaction and excellent
tunability [26–29].
So far, however, the coupling of excitons to free charge
carriers has been studied exclusively for the exciton
ground state. For quantum wells, the access to the ex-
cited states under electrical doping was limited by weak
Coulomb interactions. For TMDCs, early interpretations
of electrical tunability [19] were severely affected by en-
vironmental inhomogeneities [30, 31], dominating excited
state properties. Only recently, clean systems, free from
long-range disorder became available [22, 32–36]. These
now offer a direct access to a highly unusual scenario
for quasiparticles in condensed matter that involves ex-
cited exciton states dressed by the coupling to the Fermi
sea of free charge carriers, as illustrated in Fig. 1 (a).
Conceptually reminiscent of two-electron excitations in
H− [37], these complexes allow for studies of interacting
bound and free carrier mixtures in metastable, excited
states [38]. First indication of these phenomena was re-
cently reported in Ref. [39] for an unintentionally doped
WS2 monolayer without carrier density control [40].
In our joint experiment-theory study we provide exten-
sive evidence for dressing of excited excitons by the inter-
actions with the Fermi sea of free charge carriers. Field-
effect transistors based on hBN-encapsulated WSe2 are
employed for continuous electrical tuning of free carrier
densities during optical measurements. The approach en-
ables unambiguous identification of the excited state tri-
ons, clear determination of their binding energies in both
electron- and hole-doped regimes, as well as the demon-
stration of the autoionization. The latter is a highly ef-
ficient process known from atomic physics that is unique
for two-electron excitations of ions [37] and is consistent
with the discussed theoretical properties of the excited
state trions. At elevated densities, we observe a complete
transfer of the oscillator strength to the excited exciton
states dressed by the Fermi sea. Finally, we demonstrate
that these many-body complexes can host transient pop-
ulations and emit light that emerges as non-equilibrium,
hot luminescence.
The studied devices were fabricated by mechanical ex-
foliation and dry-stamping [41] of bulk crystals on pre-
patterned gold electrodes. WSe2 monolayers were encap-
sulated between thin hBN layers and we used few-layer
graphene as top- and bottom-gates as well as for source-
drain contacts. The devices were placed in a microscopy
cryostat and cooled down to a nominal heat-sink tem-
perature of 5K. In optical measurements we used a spec-
trally broad tungsten-halogen lamp for reflectance and
a 532 nm continuous-wave laser for photoluminescence
(PL). The incident light was focused onto the sample by
a glass-corrected 60x microscope objective. The reflected
and emitted signals were dispersed in a spectrometer and
detected by a charge-coupled-device camera. Additional
details on sample preparation and experimental proce-
dures are given in the Supplemental Material (SM) [42].
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FIG. 1. (a) Schematic illustration of ground and excited
state excitons in the presence of free charges. (b) Reflectance
contrast derivative spectra from an electrically-tunable WSe2
monolayer in the low-density regime. The gate voltage of 1V
corresponds to an estimated free carrier density on the order
of 1011 cm−2. (c) Corresponding selected spectra, vertically
offset in steps of 0.1V. Simulated curves are shown in bold
for -1.4, 0, and 1.4V.
Representative reflectance contrast derivatives are pre-
sented in Fig. 1 as a function of gate voltage in a color plot
in (b) and as individual spectra in (c). The reflectance
contrast is defined as (Rs − Rref )/Rref , where Rs and
Rref are reflectance spectra with and without the WSe2
monolayer, respectively. The presented range of gate-
voltages corresponds to the low-density region with free
carrier densities up to 1011 cm−2. The response at neu-
trality point is dominated by the exciton ground state
(1s) at 1.72 eV with the first and second excited states
(2s and 3s) located at 1.85 and 1.88 eV, respectively. At
finite gate-voltages additional resonances appear on the
low-energy side of 1s. These are labeled by the sign of
the free carriers charge (+/−) and are commonly un-
derstood either as ground-state trions [6, 7] or attractive
Fermi polarons [8, 10, 11]. The two descriptions are es-
sentially equivalent at low charge densities [43].
Interestingly, very similar features emerge in the spec-
tral region of the 2s resonance on both electron- and hole-
doped sides. Their energies are summarized in Fig. 2 (a)
as function of the free carrier densities in a broader
doping range, where additional many-body renormal-
ization effects appear. The peak parameters are ex-
0
5
10
15
20
25
30
35
40
45
1.68
1.70
1.72
1.74
1.82
1.84
1.86
1.88
Carrier density (1011 cm-2)
40 848
(a)
1s -
1s +
2s +
2s -
np 0
A
b
so
lu
te
 p
ea
k
 e
n
er
g
y
 (
eV
)
Carrier density (1011 cm-2)
40 848
R
el
at
iv
e 
en
er
g
y
 s
ep
ar
at
io
n
  
D
 (
m
eV
)
np 0
1s +
2s +
(b)
Etr, 2s+
Etr, 2s-*
1s -
2s -
D2s
D1s
1s
2s
FIG. 2. (a) Absolute peak energies for the ground and first
excited state resonances as function of the free electron and
hole densities. (b) Corresponding relative energy separation
∆ obtained by subtracting the charged exciton energy from
that of the respective neutral state. The 2s± data (#,4,)
is aggregated from several devices and sample positions (see
SM for additional overview).
tracted from fitting the reflectance contrast spectra with
model dielectric functions using a transfer-matrix ap-
proach [30, 44, 45]. The density is estimated from the lin-
ear scaling of the energy separation ∆1s± between 1s and
1s± states (see SM). While the relative energy shifts are
very similar for the 2s±, as illustrated in Fig. 2 (b), they
exhibit notable differences. First, the zero-density limit
of ∆2s± is lower in contrast to ∆1s±. This is consistent
with the identification of the 2s± states as excited state
trions (attractive Fermi polarons), since these values rep-
resent trion binding energies of Etr,2s+ = 14.1meV and
Etr,2s−∗ = 18.6meV that are expected to be smaller for
an excited state (c.f. 19.4meV for 1s+, 27.9 and 34.7meV
for 1s− doublet). Here, the binding energy of 2s− is an
average value. Due to a larger broadening we cannot ex-
clude the presence of a doublet (related to the valley fine
structure) that seems weakly indicated in the spectra.
Secondly, the increase of the energy separation ∆ is
steeper for 2s± by almost a factor of two. We note,
that both in the trion and polaron descriptions ∆ is pro-
portional to the Fermi-energy of the free charges due to
momentum-conservation [46] and exciton-electron inter-
actions [10], respectively. In the former approximation,
however, one would generally expect the slope to be ex-
actly the same for all trion states. Most importantly,
the 2s± trion binding energies are roughly on the order
of the total binding energy of the 2s exciton [30, 47]. It
is in stark contrast to the conventional picture of the
ground state trions that exhibit rather weak binding of
an additional charge carrier to a tightly-bound electron-
hole core. This does not hold for the excited states and is
likely related to the observed changes in the interactions.
3It is thus instructive to consider the coupling of the
excitons to free charge carriers in a general theoretical
framework. In atoms, the 2s± states would correspond
to two-electron excitations of a H− ion [37], where both
electrons are excited to states resembling higher-lying
orbitals with finite binding energies in contrast to one-
electron excitations [48]. Here, the key differences are
(i) comparable values of the masses and (ii) presence of
the finite densities of resident carriers. We extend the
Fermi-polaron formalism [10, 11, 43, 49, 50] to include
the excited states describing exciton-electron interaction
via short-range potential (see SM for details). Let
Gj(ε,k) =
1
ε− Ej − ~2k22mx + i0
, (1)
be the exciton (retarded) bare Greens function found
at the negligible damping, Ej is its energy, and mx =
me +mh the exciton translational mass, i.e., the sum of
the electron (me) and hole (mh) masses. The subscript
j = 1s, 2s, . . . enumerates relative motion states. The
equations for the scattering amplitudes Tij in the non-
self-consistent approximation read
Tij(ε,k) = Vij (2)
+
∑
l
Vil
∑
p
(1− np)Gl
(
ε− ~
2p2
2me
,k − p
)
Tlj(ε,k).
Here, we introduce the matrix elements Vij for the scat-
tering from the exciton state j to i and assume that
these are small, i.e., |Vij | D  1, where D = µeX/(2pi~2)
is the reduced electron-exciton density of states and
µ−1eX = m
−1
e +m
−1
x is the electron-exciton reduced mass.
We further consider negligible Pauli blocking with the
phase-filling factor (1 − np) ≈ 1, as well as the excita-
tions within the light cone and total momentum k ≈ 0.
To simplify the following calculations and obtain the an-
alytical result we consider only the coupling between the
ground and excited excitonic states, 1s and 2s (omitting
s in the notation). The energy-dependent scattering am-
plitude T22 ≡ T22(ε, 0) for 2s satisfies the equation
T22 = (1 + S2T22)
[
V22 +
|V12|2S1
1− V11S1
]
(3)
with Sl =
∑
pGl(ε,p). In the vicinity of ε = E2s, Eq. (3)
has a pole in a complex energy plane representing the
“excited trion resonance” at
ε = E2s − Etr,2s (1 + i tanφ) , (4)
with the excited trion binding energy (for V22 < 0):
Etr,2s ≈ E2s exp
(
1
DV22
)
cosφ, (5)
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FIG. 3. (a) Extracted non-radiative linewidths presented as
full-width-at-half-maxima. (b) and (c) Corresponding oscilla-
tor strengths, normalized to that of the exciton ground state
(1s) at charge neutrality conditions. Gray areas indicate con-
stant total oscillator strength. All figures share the same leg-
end included in (b). Schematic illustration of the autoioniza-
tion process is shown on the right.
and a phase φ from a finite 2s→ 1s coupling (V12),
φ ≈ pi |V12|
2
|V22|2 . (6)
Here the approximate equalities are obtained in the lead-
ing order in DVij  1 and we note that φ should not
exceed pi/2 (|V12| . |V22|) as the binding energy becomes
negative otherwise.
This result has two important consequences intimately
associated with 2s± being an excited state. Following
Eqs. (5) and (6), the trion binding energy is renormal-
ized by the coupling V12 between 2s and 1s (similarly to
the presence of higher excited states, see SM). Depend-
ing on the value of φ which could be tuned, in principle,
by tailoring Vij via the engineering of the dielectric en-
vironment, the bound state may or may not be present.
Importantly, in contrast to the standard Fermi-polaron
model, the resonance energy in Eq. (4) includes an imag-
inary component, i.e., an intrinsic damping of 2s±:
γtr∗ = Etr,2s tanφ. (7)
It is a consequence of the specific process for two-electron
excited states known as autoionization in atomic physics:
(2s+ electron) bound → 1s+ electron′free.
Here, an excited state with an additional bound electron
relaxes to the ground state, transferring the excess energy
4to that electron which becomes unbound, see schematics
in Fig. 3. In the context of quasiparticles in solids it is
essentially the intra-excitonic Auger effect.
Autoionization should thus lead to a characteristic, fi-
nite broadening that is present exclusively for the charged
excited states. In addition, it should be initially indepen-
dent from the charge carrier density as it stems entirely
from the scattering processes within a single composite
quasiparticle. To test this prediction we extract the non-
radiative linewidths from the reflectance contrast data,
presented in Fig. 3 (a). Importantly, the linewidths of the
1s, 1s±, and 2s states are all very narrow, on the order of
a few meV in the zero-doping limit. None of them can be
subject to autoionization. In stark contrast to that, both
2s+ and 2s− resonances exhibit an additional, density-
independent broadening γtr∗ as large as 10meV. These
combined results further exclude other alternatives that
would either apply to all exciton states (e.g., inhomo-
geneous broadening) or be density-dependent (e.g., en-
hanced direct scattering with free electrons).
Altogether, the observations of excited 2s± states with
finite binding energies and characteristic broadening from
autoionization are consistent with the theoretical descrip-
tion. Further considering the 1s trion binding energy of
Etr,1s = E¯1s exp[1/(DV11)] we can extract the interaction
matrix elements Vij from the experimentally obtained 2s
binding energies and linewidths using Eqs. (5) and (7).
For the hole-doped side we find V11 and V12 on the or-
der of 100 eVÅ2 and V22 of about 200 eVÅ
2 (numbers
for the electron side are very similar). Interestingly, the
free-carrier-mediated 2s → 1s scattering (V12) is indeed
very efficient, as reflected in the fast autoionization time
on the order of 60 fs from the 10meV broadening of the
2s±. It is further reasonable that |V22| > |V11|, since the
interaction within the 2s state with free charges (V22)
should be stronger than for the 1s due to a larger spatial
extension of the 2s wavefunction [36, 47, 51]. We note,
however, that the obtained parameters also indicate the
limits of the basic model with |Vij | D approaching unity.
Closely related is the transfer of the oscillator strength
between neutral and charged states as a function of free
carrier density. It is observed both for 1s and 2s, as
illustrated in Fig. 3 (b) and (c), respectively. The ex-
change occurs at much lower carrier densities for the ex-
cited state, however, reaching equal magnitudes of 2s and
2s± at about 3 × 1011 cm−2 that is generally consistent
with a larger radius and stronger interactions. Interest-
ingly, at higher doping towards roughly 8 × 1011 cm−2,
the oscillator strength is completely transferred to the
2s± states with that of the 2s reaching essentially zero.
Again, the similarity of the E2s and E2s,± binding en-
ergies render perturbative description of the exciton –
Fermi-sea coupling inapplicable [43] and can be respon-
sible for the observed effect. Here, the 2s± states coexist
with the ground state that is still largely dominated by
the “neutral” 1s resonance, yet are far from the Mott-
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FIG. 4. (a) Photoluminescence spectra as a function of gate
voltage from continuous-wave excitation with a power density
of 250W/cm2 at the photon energy of 2.3 eV. The gate voltage
of 1V corresponds to an estimated free carrier density on the
order of 1012 cm−2. Emission below theD0 peak is suppressed
by a spectral filter. (b) Corresponding selected spectra, ver-
tically offset with gate-voltage steps of 0.2V. (c) Extracted
peak energies from PL compared to those from reflectance.
transition that should occur above 1012 cm−2. These re-
sults may also have consequences for previous measure-
ments of the excited states in non-encapsulated, uninten-
tionally doped samples [19, 52], albeit both differences in
binding energies and the presence of disorder should af-
fect a more direct comparison.
Finally, we demonstrate that electrically tunable mix-
ing of excited states with the Fermi sea can host finite
populations and be detected in emission-type measure-
ments. Continuous-wave PL data are presented in Fig. 4
as color maps and as selected spectra in (a) and (b), re-
spectively. In the spectral range of 1s we observe the
typical response from bright and spin-dark excitons as
well as a weak biexciton emission at charge neutrality
conditions. With increasing gate voltage, 1s± states
emerge [6, 7, 17, 21–24] and the 1s PL is increasingly
quenched. Similar features appear at the low energy side
of the 2s and 3s transitions in the hole-doped region cor-
responding to the 2s+ state and even an indication of
a 3s+. Considering the nominal lattice temperature of
55K, the emission from excited states should occur far
from the equilibrium and appear during relaxation after
off-resonant injection. At the electron-doped side, how-
ever, the luminescence is strongly suppressed both for the
ground and excited states. Altogether, the PL closely
follows the reflectance, as illustrated by summarizing the
peak energies obtained by the two methods in Fig. 4 (c).
Only at elevated densities there are indications of a finite,
density-dependent Stokes shift for 2s+ [40] that may be
connected to the effects recently proposed in Ref. 14.
In summary, we have explored a highly unusual sce-
nario of excited exciton states being dressed by the in-
teractions with a continuously-tunable Fermi sea of free
charges under both electron- and hole-doping conditions.
In the low-density regime these states are conceptually
similar to the two-electron excitations known from the
negatively charged hydrogen ion. As demonstrated by
the experiment and theory they exhibit characteristic
properties including a process known as autoionization
from atomic physics. Autoionization becomes uniquely
possible for double-excited states and intrinsically limits
their lifetime to about 60 fs in the studied WSe2 mono-
layers. In contrast to the ground state, excited states
are subject to distinctly different many-body renormal-
ization of their energies at increased doping levels as well
as a more efficient transfer of the oscillator strength up to
a complete exchange due to a larger size. Finally, despite
intrinsically short lifetimes, such states can be transiently
populated by optical pumping and emit light with a very
high sensitivity to electrical gating. Overall, these results
open up avenues to explore intricate, previously inacces-
sible many-body physics of quasiparticles in condensed
matter to foster a deeper understanding of strong elec-
tronic interactions in low-dimensional materials.
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21. DEVICE FABRICATION
All optical measurements in our study are performed on gate-tunable tungsten diselenide monolayers (1L WSe2)
encapsulated in high-quality hexagonal boron nitride (hBN) with 5 to 10 nm thickness. The hBN layers reduce
environmental disorder effects and act as dielectric barriers for electrical gating. Thin few-layer graphene flakes with
a thickness of a few to 10 nm are used as top- and bottom-gates as well as source- and drain-contacts to the WSe2
layer. A representative optical micrograph of one of the several fabricated devices used in our study is presented in
Fig. 1 (a). A schematic illustration of a generic device structure is shown in Fig. 1 (b).
1L
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SiO2/Si
bottom-hBN
top-hBN
(b)(a)
Gate 
voltage
top-FLG
Au
WSe2
monolayer
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SiO2
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FLG 
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(c)
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top-FLG
Figure 1. (a) Optical micrograph of a gate-tunable field-effect transistor device based on a hBN-encapsulated WSe2 monolayer.
(b) Schematic representation of the corresponding structure. (c) Series of micrographs illustrating individual stacking steps (an
additional image with higher contrast is included for step 5).
The devices are fabricated by micro-mechanical exfoliation of bulk crystals and subsequent all-dry viscoelastic
stamping [1] in the following manner, see Fig. 1 (c). We use commercially available WSe2 and graphite crystals from
“HQGraphene” and hBN from NIMS. Bulk material is mechanically cleaved and exfoliated onto PDMS films. After
identifying suitable layers by optical contrast, a thin hBN is stamped on top of a preheated SiO2/Si substrate with
pre-patterned gold contacts. Two elongated few-layer graphene (FLG) flakes are placed on top of the hBN, connecting
it to the two gold contacts, and a WSe2 monolayer is subsequently stamped on top. Then, the second hBN flake is
placed onto the remaining bare area of the WSe2 layer and the device is completed by stamping a larger few-layer
graphene flake on top of the stack. The latter acts as a top-gate, connecting it to another gold contact. After each step
the stack is annealed in high vacuum at 150 ◦C for one to three hours. In one of the studied devices the structure is
extended by an additional thin graphite flake placed on top of the SiO2/Si substrate prior to stamping the remaining
device structure and is used as a bottom-gate.
32. ELECTRICALLY-TUNABLE REFLECTANCE CONTRAST
2.1. As-measured reflectance contrast and first derivative spectra
To measure reflectance contrast we use a spectrally-broad tungsten-halogen lamp that is spatially filtered by an
aperture and focused onto the sample by a glass-corrected 60x objective (NA=0.7) on an area of about 2µm diameter
for whitelight (that is slightly larger than the 1.6µm spot size for the 532 nm laser in the PL measurements). We
keep the total power on the order of a few 100’s of nW or below to probe the optical response in the linear regime (for
comparison we used 5µW power for PL). The reflected light collected from the sample is guided through a grating
spectrometer (300 gr/mm) and detected by a Peltier-cooled charge-coupled-device camera. The integration time
for each frame reached from 0.3 to 1.8 s to obtain values for maximum counts just below the saturation threshold,
maximizing signal-to-noise. The signal is further averaged over 10’s up to 100’s of individually acquired frames.
The data is then collected for each gate voltage, that is scanned in small steps, usually between 50 and 200 mV,
between the measurements. The voltage is further scanned in both directions acquiring several data sets at nominally
equivalent external conditions to evaluate and exclude residual hysteresis effects (that are very small in our samples).
The reflectance contrast is defined as
RC = (Rs −Rref )/(Rref −BG), (1)
where Rs and Rref are sample and reference spectra measured with and without the WSe2 monolayer, respectively,
and BG is the background signal acquired with the light-source switched off. More specifically, following references
were used depending on the sample structure and availability of respective regions: only Si, Si/hBN/hBN, and
Si/hBN/hBN/few-layer graphene. Typical, as-measured RC data from a gated WSe2 monolayer sample are presented
in Fig. 2 in the regime of excited state excitons as a color map in (a) and as individual, selected spectra in (b). Here,
multi-layer interference effects determine the overall lineshape of the resonances and the overall tilt of the spectra. The
excited state transition (2s) is detected at charge neutrality conditions with the 2s± resonances appearing at finite
gate voltages. Here, the sample is doped with free electrons and holes at positive and negative voltages, respectively.
Due to the interferences we employ the transfer-matrix formalism (see Ref. 2–4) to extract peak parameters, such as
resonance energy, linewidth, and oscillator strength from the data. The fits are adjusted to match the first derivative
of the reflectance, as illustrated in Fig. 2 (c).
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Figure 2. (a) As-measured reflectance contrast spectra of the WSe2 monolayer (device A, position II) in the range of excited
state excitons as a function of applied gate voltage (area without the monolayer is used as a reference). First excited state
is labeled by 2s in a hydrogen-like notation and (+/−) indicates the sign of the free carriers charge. (b) Corresponding
selected spectra, vertically offset for clarity. The overall spectral shape is determined by the optical interference effects in the
studied multi-layer structure. Small, gate voltage-dependent changes in the overall tilt are likely due to minor spatial drifts
and changes in focus during longer measurements. (c) First derivative spectra, taken directly from the reflectance contrast
data in p-doped (−0.95V), neutral (−0.2V), and n-doped (+0.8V) regimes. Simulated curves obtained from multi-Lorentzian
parametrization of the dielectric function and sample reflectance calculated in the transfer-matrix formalism are plotted on top
of the experimental data.
42.2. Reproducibility across different devices
Our measurements were performed on several devices and sample positions. Reflectance contrast derivatives from
the device A on the sample position I are presented in the Fig. 1 of the main text and reproduced in Fig. 2 (a). As
further illustrated in the following Sec. 3, this particular part of the device allowed for a detailed study of a very low
free carrier density regime, roughly between 1010 and 1011 cm−2. For the quantitative analysis discussed in Figs. 2 and
3 of the main text we used data collected on the same device at a sample position II that provided access to higher
doping densities, up to several 1012 cm−2. Corresponding, as-measured contrast data are presented as color plot and
selected spectra in Fig. 3 (b) (these stem from the same data as presented in Fig. 2). Additional data collected on a
second (B) and third (C) devices are plotted in Figs. 3 (c) and (d), respectively.
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Figure 3. (a) Reflectance contrast first-derivative spectra of the sample position I on the device A are presented as a function
of the gate voltage in the region of the ground (1s) and first excited (2s) exciton states. The lower panel shows selected
spectra, vertically offset for clarity. (b) Reflectance contrast derivatives for the sample position II on the same device. These
measurements were used for the quantitative analysis of the majority of the data presented in Figs. 2 and 3 of the main text.
(c) Same type of data for device B. (d) Same type of data for device C. For better visibility reflectance contrast derivatives in
the excited state regime in the color maps are corrected by subtracting a baseline with a tilt.
Altogether, we obtain very similar results in all studied cases regarding the electrical tunability of 1s and 2s
resonances and, most importantly, the observation of 2s± resonances. Most notable differences between individual
samples are related to linewidth broadening from residual inhomogeneities (e.g., compare devices A and B), since
hBN may not always provide complete mitigation of environmental disorder [3], as well as the scaling of free carrier
5densities and all related effects with the gate voltage. The latter is connected to both different thicknesses of the
dielectric hBN layers as well as to the local nature and quality of the contacts. This point is discussed in more detail
in the next Sec. 3.
3. SCALING OF FREE CAREER DENSITY WITH THE GATE VOLTAGE
There are several ways to estimate free carrier densities in our measurements. Very rough values can be given
by considering the thickness of the gate dielectric and thus relate the applied voltage to the induced charge from
the capacitance. This approach, however, tends to be not too reliable in the low-density regime that is particularly
susceptible to non-ohmic contacts and a generally non-linear dependence of carrier density on the gate voltage.
Alternatively, since the interactions of ground state excitons with free charges are well documented and partially
understood at this stage, one can use a number of the spectroscopic observables for the same purpose. These could
be relative peak positions, linewidths, or oscillator strengths from the linear response that all scale linearly with the
densities of free charge carriers (for densities well below the Mott-threshold for the 1s that is close to 1013 cm−2).
This requires accurate quantitative measurements of these observables. Here, the relative energy shift ∆1s± between
1s and 1s± is arguably one of the most convenient and robust metrics. However, ∆1s± scales with the Fermi-energy
and thus density of the free charges with a specific pre-factor that is slightly different in the trion and Fermi-polaron
models. For trions it is close to the ratio between exciton and trion masses [5] that is typically about 2/3 in TMDCs [6]
and for Fermi-polarons it is the inverse of this ratio, thus in the range of 3/2 [7]. Nevertheless, this approach has a
clear advantage of being able to estimate the carrier density regardless of possible issues with local contacts, non-linear
gate-voltage-density dependence or hysteresis. It is particularly useful for samples and devices that offer a broad range
of accessible doping density regions due to the difference both in the device structure (thickness of the hBN layers, e.g.)
and local properties of the contacts. We thus estimate the free carrier density according to ne/h = ∆1s±×me,h/(pi~2)
by determining ∆1s± from reflectance and setting it equal to Fermi-energy with a prefactor of unity for simplicity and
consistency. Due to the above issue with the scaling prefactor, absolute carrier densities estimated in this manner
may deviate from the actual values by a constant factor from about 30% to 50%.
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Figure 4. (a) - (d) Free-carrier doping densities extracted from the relative energy separation ∆1s± between 1s and 1s±
resonances across different devices and sample positions. According to both trion and Fermi-polaron models ∆1s± is proportional
up to a prefactor on the order of unity to the respective Fermi energy of the free-charge carriers. Right ordinate axis shows the
resulting electron density. The hole density corresponds to ne multiplied by the hole-electron mass ratio mh/me that is about
0.9 in WSe2 for the lowest bands [8]. Calibration curves are shown by solid lines.
Plots of ∆1s± ≈ EF as function of applied gate-voltage and the estimated free electron densities are presented
in Fig. 4 for the studied sample positions and devices (corresponding to reflectance contrast data from Fig. 3 in the
6previous section). There are notable differences both in the measured dependence at very low gate voltages as well
as in the absolute magnitude of the shifts. For the analysis we use non-linear phenomenological fits to this data
to obtain density-voltage calibration curves for each device that are shown in Fig. 3 by solid lines. Finally, we note
that a higher gate voltages with approximately linear scaling this type of analysis is largely consistent with densities
estimated from capacitance.
4. LINEWIDTHS AND OSCILLATOR STRENGTHS
4.1. Linewidths for extended free-carrier density range
Non-radiative linewidth from device A presented in the main text in Fig. 3 are illustrated in Fig. 5 (a) across a larger
doping range, up to carrier densities of about 3.5 × 1012 cm−2. Under these conditions the linewidths of 1s and 2s
states continue to increase and also detect a weak density-induced broadening of the 1s± resonances that is absent at
lower densities. Interestingly, the broadening is more pronounced for 1s+ rather than for 1s− states. Corresponding
linewidths extracted from device B are presented in Fig. 5 (b). This particular sample is subject to residual disorder
and resulting inhomogeneous broadening that stems likely from the fluctuations in the dielectric environment [3] due
to a larger zero-density linewidths of 2s in contrast to 1s. Nevertheless, the two data sets demonstrate very similar
results. In particular, we consistently observe a characteristic, additional broadening γtr,∗ of charged excited states
in both cases.
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Figure 5. (a) Extracted non-radiative linewidths presented as full-width-at-half-maxima as function of free electron and hole
densities for the ground (1s and 1s±) and first excited (2s and 2s±) states. The data corresponds to that presented in Fig. 3
of the main text (device A, sample position II) and is presented across larger doping range. (b) Linewidths extracted from
the data obtained on device B that was subject to residual disorder and resulting inhomogeneous broadening. Characteristic
broadening of the 2s± states from autoionisation is indicated by γtr,∗.
4.2. Oscillator strengths at low and high free-carrier densities
Additional data illustrating density-dependent oscillator strength of 1s and 1s± in very low and elevated doping
range is presented in Fig. 6 with (a) and (b) corresponding to sample positions I and II on the device A, respectively.
Total oscillator strengths from the sum of 1s and 1s± is plotted for comparison. In both density regions we observe a
gradual exchange of the oscillator strength between 1s and 1s±. The two become roughly equal at about 2×1012 cm−2.
This density threshold is almost an order of magnitude larger than that for the 2s state transferring half of the oscillator
strength to 2s± (see Fig. 3 (b) of the main text). However, at very low doping conditions below 1011 cm−2 we detect a
7small additional decrease of the 1s oscillator strength that is not transferred to the respective charged ground states.
While the effect is rather small, on the order of 10%, it is somewhat unexpected in a simple model. Interestingly,
due to the coupling between the exciton states via free charge carriers, parts of the oscillator strength can indeed be
transferred from 1s to higher excited charged states, such as 2s, 3s, etc. These processes are discussed theoretically
in the following Sec. 6 and in particular in connection with the Eqs. (36b) and (37b). We note however, that both the
assumptions of an analytical model and the difficulty of extracting absolute oscillator strengths of charged excited
states at such very low densities currently preclude a more quantitative analysis.
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Figure 6. (a) Extracted oscillator strengths of the 1s and 1s± resonances in the very low doping range from a few 1010 cm−2
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5. PHOTOLUMINESCENCE AND REFLECTANCE
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Figure 7. (a) Color plot of PL spectra as a function of gate voltage from continuous-wave excitation with a power density of
250W/cm2 at the photon energy of 2.3 eV, obtained on device C. (b) Corresponding reflectance contrast derivative spectra.
The gate voltage of 1V corresponds to an estimated free carrier density on the order of 1012 cm−2.
8PL and reflectance contrast derivative spectra measured on device C are presented in Fig. 7 as color plots in the
range of 1s and 2s resonances. As discussed in the main text we observe the emission from charged excited states
corresponding to 1s± and 2s+ resonances in reflectance. We note that while the reflectance probes the possibility to
create these states directly by resonant excitation, the PL monitors actual populations that form after non-resonant
injection. In view of the ground state that is located more than 100meV below 2s and 2s±, the emission from these
transitions should be very far from the thermal equilibrium at 5K and occur during relaxation.
For quantitative analysis we consider data acquired in the same sweep direction of the gate voltage and use the
self-consistent doping-density estimation from spectroscopic observables, as outlined in Sec. 3. One of the reasons
for this approach is the presence of a small amount of hysteresis, typically below 10% of the total doping range
between upward and downward sweeps, as illustrated in Fig. 8. Here we show two sets of PL spectra obtained during
gate-voltage sweep from -2.6 to +2.4V (a) and then from +2.6V to -3.2V (b). The hysteresis offset is estimated by
comparing the behavior in the spectral range of 1s is on the order of 0.2V. Similarly, the comparison of reflectance
contrast spectra obtained on a proximate sample position exhibits only a small offset between upward and downward
gate-voltage sweeps, as illustrated in Figs. 8 (c) and (d).
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Figure 8. (a) Color plot of PL spectra as a function of gate voltage during the first sweep from -2.6 to +2.4V . (b) Corresponding
data for the subsequent sweep from +2.6V to -3.2V. The PL counts are presented on a logarithmic scale for simultaneous
comparison of the 1s and 2s intensity. Charge neutrality points are indicated by the dashed lines. (c) and (d) Reflectance
contrast spectra for the two sweep directions obtained on a proximate sample position.
96. THEORETICAL CALCULATIONS OF EXCITON-ELECTRON COUPLING
In this section we first outline general consequences of the exciton-electron interaction both for ground and excited
states in a basic model of the short-range exciton-electron interaction. In particular, we provide additional details to
the analysis and underlying derivations to the discussion presented in the main manuscript. Subsequently, we focus
on a few more specific points concerning additional possible implications for peak positions and oscillator strengths as
well as the influence of higher-excited exciton states. Here and in the following we note that the simplified analytical
approach presented below involves approximations that may not fully represent the actual experimental scenarios, but
is rather intended to transparently demonstrate the relevant general physics complementary to microscopic models.
Below we derive the scattering matrix relevant for the electron-exciton interaction with allowance for the excited
states and demonstrate that the excited states of charged excitons (trions) have intrinsic damping related to the
autoionization effect. Further, using both Greens function and variational approach we derived dressed exction-
electron states, Fermi-polarons, arising due to the coupling of excitons with the Fermi-sea. Finally, we briefly address
the redistribution of the oscillator strengths.
6.1. Derivation of the scattering amplitudes
We apply the Fermi-polaron formalism [7, 9–13] for the excited trion features where an extra charge carrier is
attached to the 2s exciton. We consider exciton-electron scattering in the short-range scattering model and introduce
the matrix elements Vij for the exciton scattering from the state j to i (e.g., V21 describes the scattering from 1s to
2s state). In our approach these matrix elements are the parameters of the theory and can be determined from the
comparison with the experiment. The calculation of Vij is a separate problem beyond the scope of this paper, see
Refs. [14–16] where the approaches to calculate Vij are developed. Let
Gj(ε,k) =
1
ε− Ej − ~2k22mx + iΓj
, (2)
be the exciton bare retarded Greens function, Ej is its energy, mx is the exciton mass, Γj is the damping of the
state unrelated to the exciton-electron interaction. The equations for the scattering amplitudes Tij read (in the
non-self-consistent approximation):
Tij(ε,k) = Vij +
∑
l
Vil
∑
p
(1− np)Gl
(
ε− ~
2p2
2me
,k − p
)
Tlj(ε,k), (3)
where me is the electron mass, and np is the occupation of the electron state with momentum p.
Equations (2) and (3) allow one to determine the trion – exciton-electron correlated states in the non-self consistent
approximation assuming that the electron-exciton interaction is sufficiently short-range (note that the electron-exciton
interaction is discussed in detail in Ref. [14]). In general the subscripts i, j, l run through all excitonic states, 1s, 2s,
2p, etc., including the continuum states. We, however, restrict our model considering only several relevant states,
particularly, 1s and 2s.1 Furthermore, to tackle the problem analytically we make the following simplifications. First
of all, we neglect np in Eqs. (3) assuming that the binding energies of excitons and trions exceed by far the electron
Fermi energy [13]. The sum over p in Eq. (3) can be readily calculated analytically with the result
Sl(ε,k) =
∑
p
Gl
(
ε− ~
2p2
2me
,k − p
)
=
∑
p
1
ε− El − ~2p22µeX −
~k·p
mx
− ~2k22mx + iΓl
, (4)
where µ−1eX = m
−1
e + m
−1
x is the exciton-electron reduced mass. We further put k = 0 (since we will need optically
active states within the light cone), thus2
Sl(ε, 0) =
∑
p
1
ε− El − ~2p22µeX + iΓl
= D
∫ ∞
0
dEp
ε− El − Ep + iΓl ≈ D ln
(
El − ε− iΓl
E¯
)
, (5)
1 Coupling between the s− and p− shell states (as well as with other states with the angular momentum component l 6= 0 is absent in
the short-range interaction model where Vij are taken at the zero transferred wavevector due to the angular momentum conservation.
We also note that due to the dependence of the observed resonance energies on the sign of the doping and their high oscillator strengths
the states assigned as 2s± cannot be attributed to the 2p excitons which roughly fall in the same spectral range [17–20].
2 We set the normalization area to unity and measure the matrix elements in the units of inverse density of states.
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with D = µeX/(2pi~2), E¯ being the cut-off energy. In what follows we are interested in the energy range where ε ≈ E2s
(spectral vicinity of the excited, 2s, exciton and corresponding trion), thus we set
S1(ε, 0) = −ipiD, S2(ε, 0) = D ln
(
E2s − ε− iΓ
E¯
)
. (6)
It follows from Eq. (3) that
Tij = Vij +
∑
l
VilSlTlj , (7)
i.e., the scattering amplitudes satisfy the set of algebraic equations which can be readily solved analytically in the
case of two relevant states and, in general, numerically.
Following the standard approach, where the trion state can be considered as an electron loosely bound to a rigid
exciton, we assume that the bare matrix elements are small
D|Vij |  1.
Let us start with the analysis of the amplitudes Ti2 relevant for the 2s exciton. Under the assumptions above, the
scattering amplitudes T22, T12 satisfy the equations
T22 = (1 + S2T22)
[
V22 +
|V12|2S1
1− V11S1
]
, T12 =
V12(1 + S2T22)
1− V11S1 (8)
As a result, one can introduce the effective excited exciton-electron interaction parameter
V˜22 = V22 +
|V12|2S1
1− V11S1 ≈ V22 − i|V12|
2piD. (9)
and express
T22 =
1
V˜ −122 − S2
=
1
D
1
ln
[
E¯
E2s−ε exp
(
1
DV22−i|V12|2piD2
)] . (10)
The difference with the standard Fermi-polaron model is the presence of imaginary part in V˜22 due to the process
(2s exciton + electron)bound → 1s exciton + electron′free,
see the main text for illustration. Equation (8) has a pole corresponding to the “excited trion resonance” at
ε = E2s − E¯ exp
(
V22 + i|V12|2piD
D(|V22|2 + |V12|4pi2D2)
)
= E2s − Etr,2s (1 + i tanφ) , (11)
where
Etr,2s = E¯ exp
(
V22
D(|V22|2 + |V12|4pi2D2)
)
cosφ ≈ E¯ exp
(
1
DV22
)
cosφ, (12)
is the excited trion binding energy (V22 < 0), and
φ =
pi|V12|2
|V22|2 + pi2D2|V12|4 ≈ pi
|V12|2
|V22|2 .
The “intrinsic” trion damping reads
γtr ≈ E¯ exp
(
1
DV22
)
sinφ = Etr,2s tanφ. (13)
Equations (12) and (13) are in agreement with Eqs. (5) and (7) of the main text.
Note that φ should not exceed pi/2 (|V12| . |V22|), otherwise the model fails since trion binding energy becomes
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negative.3 In the vicinity of the pole
T22 ≈ 1D
1
ln
(
Etr,2s(1+i tanφ)
E2s−ε
) ≈ Etr,2sD 1ε+ Etr,2s + iγtr − E2s , T12 ≈ V12V22T22. (14)
Analogously,
T11 = (1 + S1T11)
[
V11 +
|V12|2S2
1− V22S2
]
, T21 =
V21(1 + S1T11)
1− V22S2 . (15)
We are interested in the features in T22 in the vicinity of ε ≈ E2s − Etr,2s. Accordingly, we recast
T11 =
1(
V11 +
|V12|2S2
1−V22S2
)−1
− S1
≈ |V12|
2
V 222
T22, T21 ≈ V21
V22
T22. (16)
The scattering amplitudes determine the exciton-electron bound or correlated states in the limit of zero doping. Our
next step is to account for the finite doping and determine the Fermi-polaron resonances, i.e., the dressed exciton-
electron states.
6.2. Fermi-polarons Greens functions
We take the self-energies in the simplest form [13]
Σij = NeTij . (17)
Thus, the matrix Greens function Gij of the excitons dressed by the Fermi-sea satisfies the following equations
Gij = Giδij +NeGiTilGlj , (18)
therefore
G11 = 1
G−11 −NeT11 −N2e T12T21G−12 −NeT22
, (19a)
G22 = 1
G−12 −NeT22 −N2e T12T21G−11 −NeT11
. (19b)
These expressions can be recast in somewhat different form
G11 = G
−1
2 −NeT22
(G−11 −NeT11)(G−12 −NeT22)−N2e T12T21
, (20a)
G22 = G
−1
1 −NeT11
(G−11 −NeT11)(G−12 −NeT22)−N2e T12T21
. (20b)
The Fermi-polarons appear as poles of the Greens functions (naturally, the positions of poles in G11 and G22 coincide):
(ε− E1s + iΓ1s −NeT11)(ε− E2s + iΓ1s −NeT22)−N2e T12T21 = 0. (21)
We recall that Tij have poles at the energies of the trion resonances, and it follows from Eq. (21) that the coupling
between the 1s and 2s excitons and polarons arises ∝ N2e T12T21. We can recast Eq. (21) in somewhat different form by
3 It opens the way to control the excited state trions by varying V12, e.g., by fine tuning of the Coulomb interaction in van der Waals
heterostructures. The fact that φ > pi/2 might possibly be the reason why the excited trions are not observed for conventional quantum
well structures.
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virtue of approximate explicit pole-like forms of Tij , Eqs. (14) and (16), useful for qualitative analysis and comparison
with other approaches:(
ε− E1s + iΓ1s −Ne |V12|
2
V 222
Etr,2s/D
ε− E2s + Etr,2s + iγtr
)(
ε− E2s + iΓ1s −Ne Etr,2s/D
ε− E2s + Etr,2s + iγtr
)
−N2e
|V12|2
V 222
(
Etr,2s/D
ε− E2s + Etr,2s + iγtr
)2
= 0. (22)
We analyze the solutions of Eq. (22) in Sec. 6.3. Below we derive Eqs. (22) by the variational approach for the
Fermi-polaron.
For a variational calculation we employ the Chevy ansatz [11, 21] (as before, we set the exciton momentum to 0,
i, j = 1, 2 enumerate excitonic states; we also disregard the damping of the states for simplicity):
Ψ =
∑
i
ϕiX
†
i,0|0〉+
∑
j,p,q
Fj,p,qX
†
j,q−pe
†
peq|0〉. (23)
Here X†, X are the exciton creation and annihilation operators, e†, e are the electron creation and annihilation
operators, ϕi is the amplitude of the excitonic state in the polaron, Fj,p,q is the amplitude of the correlated state.
The state |0〉 corresponds to the Fermi see, accordingly, in Eq. (23) q < kF . In what follows in all summations for
observables the condition q < kF is implied. The energy is evaluated as follows
E = 〈Ψ|H|Ψ〉 = K + P,
where
H =
∑
k
(
Ei +
~2k2
2mx
)
X†i,kXi,k +
∑
p
~2p2
2me
e†pep +
∑
ij,k,p,q
VijX
†
i,k+pXj,ke
†
q−peq. (24)
The energy should be minimized with respect to ϕi and F ij,p,q. Kinetic energy reads
K =
∑
i
Ei|ϕi|2 +
∑
j,p,q
|Fj,p,q|2
(
Ej +
~2(q − p)2
2mx
+
~2p2
2me
− ~
2q2
2me
)
. (25)
Potential energy takes the form
P =
∑
ij,q
Vijϕ
∗
iϕj +
∑
ij,k,q,p
VijF
∗
i,k,qFj,p,q +
∑
ij,k,q,q′
VijF
∗
i,k,qFj,k,q′ +
∑
ij,k,q
Vijϕ
∗
iFj,k,q +
∑
ij,k,q
VijF
∗
i,k,qϕj , (26)
the first term here arises due to q = 0,k = 0 in term in Eq. (24).
Variational derivatives δE/δϕ∗i and δE/δF ∗i,k,q can be readily calculated and allow us to obtain the equations for
ϕi, Fi,k,q:
Eiϕi +
∑
j,q
Vijϕj +
∑
j,k,q
VijFj,k,q = εϕi, (27a)(
Ej +
~2(q − k)2
2mx
+
~2k2
2me
− ~
2q2
2me
)
Fi,k,q +
∑
j
Vijϕj +
∑
j,p
VijFj,p,q = εFi,k,q. (27b)
According to Refs. [11, 21] one can safely disregard the contribution ∝ ∑q′ Fj,k,q′ (omitted in the last equation)
since this contribution is convergent, in contrast to the contributions with
∑
k Fj,k,q which formally diverges at high
wavevectors. We introduce auxiliary functions
χi(q) = ϕi +
∑
k
Fi,k,q, (28)
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and express Fi,k,q from Eq. (27b) as
Fi,k,q =
∑
j
Vijχj(q)
ε−
(
Ej +
~2(q−k)2
2mx
+ ~
2k2
2me
− ~2q22me
) . (29)
Summing Eq. (29) over k and making use of the definition (28) we obtain
χi(q) = ϕi +
∑
j,k
Vijχj(q)
ε−
(
Ej +
~2(q−k)2
2mx
+ ~
2k2
2me
− ~2q22me
) = ϕi +∑
j
VijSjχj(q). (30)
Here the functions Si are introduced in Eq. (5) and we applied the same assumptions as above regarding the kinetic
energy and recoil (i.e., we set q = 0, in what follows the summation over q and q < kF is replaced by the multiplication
by Ne). In order to establish the relation with above we note that (χ and ϕ denote the column vectors [χ1, χ2]T ,
[ϕ1, ϕ2]
T , respectively, Vˆ , Tˆ and Sˆ denote corresponding matrices)
χ = (1− Vˆ Sˆ)−1ϕ, Tˆ = (1− Vˆ Sˆ)Vˆ ⇒ χ = Vˆ −1Tˆϕ. (31)
Now we are able to find the energy in the standard way from Eq. (27a). Taking into account that, under the
assumptions above, the summation over q (q < kF ) is equivalent to multiplication by the electron density Ne we
obtain the following matrix equation for ϕ:(
E1 0
0 E2
)
ϕ+NeVˆ χ =
(
E1 0
0 E2
)
ϕ+NeTˆϕ =
(
ε 0
0 ε
)
ϕ, (32)
or (
E1 +NeT11 NeT12
NeT21 E2 +N2T22
)
ϕ =
(
ε 0
0 ε
)
ϕ. (33)
The equation for the eigenvalues is exactly the same as Eq. (21) at Γ→ 0.
6.3. Fermi polarons. Analysis of the results
Let us analyze the solutions of Eq. (22) in detail. Since we are interested in ε close to E2s−Etr,2s, we can rearrange
this equation by multiplying it by (ε − E2s + Etr,2s + iγtr)2 and dividing by (ε − E1s + iΓ1s)(ε − E2s + iΓ1s) ≈
−(E2s − E1s − Etr,2s)Etr,2s. As a result, we obtain the quadratic equation with the roots
ε = E2s − Etr,2s, (34a)
ε = E2s − Etr,2s −NeEtr,2sD
(
1
Etr,2s
− |V12|
2
V 222
1
E2s − E1s − Etr,2s
)
. (34b)
In fact, the “bare” trion energy, Eq. (34a), is a spurious solution, thus pole is actually absent in the Greens functions,
which, in the vicinity of ε ≈ E2s − Etr,2s take the form:
G22 ≈ Ne/(Etr,2sD)
ε− E2s + Etr,2s + iγtr −Ne Etr,2sD
(
1
Etr,2s
− |V12|2
V 222
1
E2s−E1s−Etr,2s
) , (35a)
G11 ≈ |V12|
2
V 222
(
Etr,2s
E1s − E2s + Etr,2s
)2
G22. (35b)
Thus, in the optical susceptibility of the TMDC ML in the vicinity of the excited trion energy there is a pole at [see
Eq. (34b)]
~ω = E2s − Etr,2s −NeEtr,2sD
(
1
Etr,2s
− |V12|
2
V 222
1
E2s − E1s − Etr,2s
)
. (36a)
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This resonance acquires oscillator strength from both the ground, 1s, and excited, 2s, excitons
f =
Ne
D
[
f1s
|V12|2
V 222
Etr,2s
(E1s − E2s + Etr,2s)2 + f2s
1
Etr,2s
]
. (36b)
Equations (36) can be extended to account for the coupling with the whole series of the excited states as follows:4
~ω = E2s − Etr,2s +NeEtr,2sD
|Vn2|2
V 222
∑
n
1
E2s − Etr,2s − Ens , (37a)
and
f = Ne
Etr,2s
D
∑
n
fns
|Vn2|2
V 222
1
(Ens − E2s + Etr,2s)2 . (37b)
For crude estimations of the effect of the higher excited states, the n-dependence of the denominator can be
disregarded assuming
Ens − E2s + Etr,2s ≈ Etr,2s,
because the corrections due to Ens and E2s are ∝ 1/n2.5 There are two relevant mechanisms of the electron-
exciton interaction contributing to Vij [14–16]: the exchange (and, possibly, direct) Coulomb interaction and the
polarization interaction. The latter should dominate for high-n states due to their enhanced polarizability. For
polarization interaction (conserving the principal quantum number n) V (r) ∝ αn/r4, where αn is the polarizability
of the state which scales as αn ∝ n7 [24, 25]. Thus, one may crudely estimate |Vn2|2 ∝ n7 which results in divergence
in Eq. (37a) and also in Eq. (37b) (fns ∝ 1/n3). Similar crude estimates for the exchange interaction provide
|Vn2|2 ∼ EB,na2B,nEB,2a2B,2 ∝ n2, that is why the power-law divergence of the polaron shift and logarithmic divergence
of the oscillator strength are also expected. It means that the contribution of the excited exciton states to the Fermi-
polaron is expected to be very important, but the perturbative treatment is not sufficient.
That is why we abstain from the analysis of the redistribution of the oscillator strength between the excited exciton
and corresponding Fermi-polaron resonance. Additionally, the prerequisite of the model, the inequality
D|Vij |  1 (38)
is not satisfied for the excited states where, as it follows from the experiment, D|V22| ≈ 1 and Etr,2s ∼ E2s. This renders
perturbative description of the exciton Fermi-sea correlations inapplicable. Also, for moderate electron densities the
effective exciton-electron coupling constant [13] g ∼ √EFEtr, where EF is the electron Fermi energy is sufficiently
large and becomes comparable with the trion binding energy. As a result, already at the moderate doping, the 2s
exciton oscillator strength is shuffled to the corresponding charged exciton (attractive Fermi-polaron) resonance.
4 Equations (37) can be also derived using the method of Ref. [22]
5 Note that for excited states the hydrogenic description is appropriate due to effective averaging of the dielectric functions of the
environment [23].
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