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Porosity is known to be one of the primary detrimental factors controlling fatigue
life and total elongation of several cast alloy components. The two main aims of this
work are to examine pore nucleation and growth effects for predicting gas microporosity
and to study the physics of bifilm dynamics to gain understanding in the role of bifilms in
producing defects and the mechanisms of defect creation.
In the second chapter of this thesis, an innovative technique, based on the
combination of a set of conservation equations that solves the transport phenomena
during solidification at the macro-scale and the hydrogen diffusion into the pores at the
micro-scale, was used to quantify the amount of gas microporosity in A356 alloy
castings. The results were compared with published experimental data.
In the reminder of this work, the Immersed Element-Free Galerkin method
(IEFGM) is presented and it was used to study the physics of bifilm dynamics. The
IEFGM is an extension of the Immersed Finite Element method (IFEM) developed by

Zhang et al. [25] and it is an attractive technique for simulating FSI problems involving
highly deformable bifilm-like solids.
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CHAPTER I
INTRODUCTION
The use of aluminum alloy castings for structural components improves the
performance of vehicles by reducing the weight of individual parts, since aluminum alloy
components are about half the weight of steel, cast iron, or ductile iron components that
they replace. However, its use in highly loaded components, such as chassis or
suspensions, imposes great requirements on the mechanical properties of the components.
The variable properties that aluminum casting parts have shown during material
tests, greatly limits its use in the automotive industry. These ailments have been
attributed to the combination of defects during the solidification process: coarse
intermetallic phase particles, inclusions, oxide films, non uniform microstructure and
microporosity.
Microporosity refers to pores which range in size from micrometers to hundreds
of micrometers and are constrained to occupy the interdendritic spaces near the end of
solidification. The classical theories of pore formation mechanisms hold that micropores
can form due to microshrinkage produced by the pressure drop of interdendritic flow or
because of the presence of dissolved gaseous elements in the liquid alloy. A new
approach, proposed by John Campbell [1], establishes that the entrainment of the surface
oxide layer during the melting and pouring phases of the casting process causes crack-
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like defects, referred to as bifilms that can serve as nucleation sites for gas and shrinkage
porosity. These bifilm-initiated defects are commonly referred to as bifilm damage.
The formation of microporosity in particular is known to be one of the primary
detrimental factors controlling fatigue lifetime and total elongation in cast aluminum
components [2, 3]. Although porosity occurring during alloy solidification is very
harmful to the mechanical properties of alloys, the control or elimination of this defect is
still a formidable task in modern foundries. Therefore, feeding systems for castings must
be designed to allow the minimum porosity formation. One fast and inexpensive solution
for feeding design is computer solidification modeling.
Many efforts have been devoted to the modeling of porosity formation in the last
20 years, particularly in aluminum [3-8] and, in lesser degree, nickel superalloys [1, 9]
and steels [10, 11]. One of the approaches taken in applying solidification models during
this period, with the aim of minimizing shrinkage driven porosity, has been the use of
what has been termed criteria functions [12]. Combinations of such experimentally or
computationally obtained thermal parameters such as cooling rate, rate of movement of
the freezing front, and temperature gradient during solidification [13, 14, 15] were
associated with locally measured values of porosity. Derivations of these criteria
functions have been compared and their efficacy tabulated [16].
More recently, rather sophisticated models have been developed to include the
effects of pores on fluid flow (three-phase transport) [17], multiscale frameworks that
consider the impingement of pores on the microstructure [18], and new nucleation
mechanisms based on entrainment of oxide bifilms [19, 20]. A recent review on the
subject of computer simulation of porosity and shrinkage related defects has been
2

published by Stefanescu [21]. Further recent analysis of some fourteen years of
experimental work has suggested that the degree of disturbance liquid metal during
melting may be a critical factor in generating and distributing bifilms [22].
In Chapter II, a quantitative prediction of the amount of gas microporosity in alloy
castings is performed with a continuum model of dendritic solidification. The distribution
of the number and size of pores is calculated from a set of conservation equations that
solves the transport phenomena during solidification at the macro-scale and the hydrogen
diffusion into the pores at the micro-scale. A technique based on a pseudo alloy solute
which is transported by the melt is used to determine the potential sites of pore growth,
subject to considerations of mechanical and thermodynamic equilibrium. Two critical
model parameters are the initial concentration of the pseudo solute and the initial size at
which pores start to grow. The dependence of the model prediction on these parameters is
analyzed for aluminum A356 plate castings and the results are compared with published
experimental data.
The traditional concept of pore nucleation in the liquid, used in the model
described in Chapter II, has been challenged by Campbell [1], who states that most of the
porosity in aluminum alloys is originated by the entrainment of oxide bifilms. These
defects mainly found in aluminum alloy castings, are now thought to be the cause of
micro-cracks, micro-porosity, and other ailments that greatly impair the mechanical
properties of cast parts. While there is experimental evidence that is consistent with this
hypothesis [1], the role of bifilms in producing defects and the mechanisms of defect
creation are mainly conjectures, because no direct observation has been possible; the
mechanical properties of bifilms are unknown; and the physics of bifilm dynamics is not
3

understood. Furthermore, the attempts to improve casting methods to reduce bifilm
damage have had mixture success, and there is still controversy on how to deal with the
bifilm issue.
Computational modeling of oxide bifilms during casting is rather recent and has
focused almost exclusively in simulating the formation of new bifilms due to surface
turbulence. The entrainment and posterior tracking of the bifilm is done using “markers“
in a kinematic-only description [23, 24], i.e., the tracking points that define the bifilms
are allowed to move with the velocity of the fluid, but the mechanical resistance of the
bifilm to deformation is not considered. In order to model bifilm deformation in the bulk
of the melt, including bifilm’s material resistance, we need to consider advanced methods
of fluid-structure interaction (FSI) that can handle very flexible bodies.
Chapter III presents the Immersed Element-Free Galerkin Method (IEFGM) [6366] for the solution of fluid-structure interaction (FSI) problems with highly deformable
solids. The technique is a variation of the Immersed Finite Element Method (IFEM),
developed by Zhang et al. [25, 26], in which the fluid-structure interaction force is
represented as a volumetric force in the momentum equations. In the IEFGM, a
Lagrangian solid domain moves on top of an Eulerian fluid domain which spans over the
entire computational region. The fluid and solid domains are modeled using the finite
element method and the element-free Galerkin method respectively. The continuity
between the solid and fluid regions is satisfied by means of a local approximation, in the
vicinity of the solid, of the velocity field and the fluid-structure interaction force. Such an
approximation is achieved using the moving least squares (MLS) technique. In Chapter
III, the method is applied to simulate the motion of rigid and deformable objects falling in
4

a viscous fluid. Here, the length scale of both the solid and the computational domains
are comparable. Good performance is obtained when comparing simulated results with
analytical solutions. The method shows a distinct advantage for simulating FSI problems
with highly deformable solids.
Considering that during a real solidification process the bifilms are usually much
smaller than the melt itself, and that they will encounter a non steady fluid temperature
field, with the aim of getting closer to a “real” problem, in Chapter IV the IEFG method
is applied to simulate the motion of a deformable disk moving in a viscous fluid due to
the action of the gravitational force and the thermal convection of the fluid. In this
chapter, the length scale of the solid domain is much smaller than that of the
computational domain. An analysis of the main factors affecting the shape and trajectory
of the solid body is presented.
The example problems presented in Chapters III, IV and V were extremely
challenging and useful to understand the basics of fluid-structure interaction and how a
temperature field may affect the solid’s motion. Nonetheless, if we look at pictures of real
bifilms in Ref. [1], we’ll see that they are “rarely” disk or square-shaped. With this fact in
mind and always trying to approximate perfection, in Chapter V, the IEFG method is
used for modeling fluid-structure interaction problems involving large deformation of a
slender solid (more bifilm-like) body. A model problem closely related to computations
of the dynamics of oxide bifilms in molten metal alloys during a solidification process is
presented.

5

Lastly, Chapter VI summarizes the results of the work performed in this research
and also presents recommendations for future research. The results of this research have
been published and submitted to several journal articles [63-69].
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CHAPTER II
MODELING THE ONSET AND EVOLUTION OF HYDROGEN PORES DURING
SOLIDIFICATION

Introduction
The model presented here is based on a robust and well-tested multicomponent
solidification program which calculates macrosegregation during solidification of a
dendritic alloy with many solutes [27]. The model (named MULTIA) solves the
conservation equations of mass, momentum, energy, and each alloy component within a
continuum framework in which the mushy zone is treated as a porous medium of variable
permeability. In order to predict whether microporosity forms, the solidification
shrinkage due to different phase densities, the concentration of gas-forming elements and
their redistribution by transport during solidification were later added to the model [28].
In this form, the model was able to predict regions of possible formation of porosity by
comparing the Sievert’s pressure with the local pressure, but it lacked the capability of
calculating the amount of porosity. This model has already been presented in detail in
Refs. [27, 28] and references therein, and only the main assumptions and governing
equations are presented here. In particular, we discuss a method that adds to MULTIA the
capability of calculating the volume fraction of porosity and the pore size distribution
during solidification. In this method, the growth of pores is simulated with a micro-scale
growth model that is coupled to the macro-scale governing equations in MULTIA. The
7

criterion for the formation of pores is based on equilibrium conditions between the pores
and the alloy and on the transport of a pseudo-solute that represents inclusions or
impurities dissolved in the alloy. The pore volume fraction as well as the pore size
distribution can be determined from the evolution of the population and size of pores
during solidification.

Governing Equations
The following assumptions are invoked: the liquid is Newtonian and the flow is
laminar; the Boussinesq approximation is made in the buoyancy term of the momentum
equation; the solid phase is stationary; the gas phase does not affect the transport
equations (two-phase model); and the densities of solid (ρs) and liquid (ρl) are different
but constant. Additional assumptions are made at appropriate places in the article. With
these assumptions, the conservation equations can be written as [28]:

Mass and momentum:

∇ ⋅u = β

gl

∂⎛u
⎜
∂ t ⎜⎝ g l

⎞
⎛u
⎟⎟ + u ⋅ ∇⎜⎜
⎠
⎝ gl

∂ gl
∂t

(2.1)

⎞
g
μ
μ g
μ β ⎛ ∂g l
⎟⎟ = − ll ∇p + l ∇ 2 u − l l u +
∇ ⎜⎜
l
3
K
ρ
ρ
ρ
ρ
⎝ ∂t
⎠

⎞
ρ gl
⎟⎟ +
g (2.2)
ρl
⎠

Energy:

ρc

[

)]

∂g l
∂T
+ ρ l cl u ⋅ ∇T = ∇ ⋅ κ∇T − ρ s L + (cl − cs ) T − T H
∂t
∂t

(
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(2.3)

Solutes:
∂g
∂ ρC
+ ρ l u ⋅ ∇Cl = ∇ ⋅ ρD∇C − βρ l l Cl
∂t
∂t

(2.4)

In the above equations, u is the superficial velocity, gl is the volume fraction of
liquid, t is time, ρ is density, β is the shrinkage coefficient β = (ρ s − ρ l )/ ρ l , p is pressure,
μ is viscosity, g is gravity, K is the permeability, T is temperature, c is specific heat, κ is
the thermal conductivity, L is latent heat, TH is a reference temperature, C is the solute
concentration in weight per cent, and D is solute diffusivity. The subscripts “s” and “l”
refer to solid and liquid, respectively, while a bar over a variable means a volume average
of the variable over the solid plus liquid mixture; for example, ρ = g l ρ l + g s ρ s , where gs
is the volume fraction of solid. Eq. (4.1) is solved several times in the model, one per
each solute. A particular solute is hydrogen, which can precipitate in gas form when its
dissolved concentration in the liquid exceeds the solubility at the local temperature and
pressure. The energy and solute equations are rearranged in modified form depending
whether the solute is assumed to have negligible or complete diffusion in the local solid
(like hydrogen). The reader is referred to Refs [27, 28] for more specific details on the
model regarding additional rearrangement of equations and numerical solution
procedures.

Calculation of Porosity
A pore growth model is implemented at the microscopic scale together with a
criterion for nucleation of pores. The term nucleation is here used in the general sense to
9

refer to the origination of pores, without necessary implying any particular mechanism of
classical nucleation. We assume that, dispersed in the liquid, there is an initially known
distribution of microscopic inclusions. These can be oxide bifilms that were entrained
during melt pouring, old oxide bifilms that existed in the melt before pouring, or other
impurities that serve as possible nucleation sites for hydrogen pores. We call n(x,t) the
number of these inclusions per unit volume of alloy, where n(x,0) is known. The
inclusions are transported with the velocity field u of the liquid and they can partition to
the solid like the other solutes of the alloy. For implementation purposes, the inclusions
are treated as another alloy solute with negligible diffusion.
We assume that hydrogen pores can nucleate and grow only at places where the
following two conditions are met:

p+

n>0

(2.5a)

2σ
< Ps
r

(2.5b)

where pS is the Sievert pressure [29], r is the pore radius and σ is the surface tension of
the pore-liquid interface. Most of the mechanisms that have been proposed for the
nucleation of pores are based on the size of interdendritic cavities and the theory of
heterogeneous nucleation on non-wetted surfaces. These ideas have been challenged by
John Campbell [1, 19, 30] and others, who propose a nucleation-free mechanism for pore
formation based on the concept of double oxide films or bifilms. In this scenario, during
pouring in a casting process, the liquid surface of the alloy can fold upon itself. Because
the liquid surface is covered by an oxide film, the folding action leads to bifilms, which
10

are entrained into the bulk melt as a pocket of air enclosed by the bifilm. In effect, the
bifilm with its air pocket is the beginning of a pore. After entrainment, the turbulence
causes the bifilm to convolute and contract. Posterior pore growth can occur by the
simple action of unfurling of the bifilms which in turn can be caused by mechanical
action of the surrounding melt and by the aid of hydrogen diffusion into the pore.
It is interesting to note that if the bifilm theory is correct, then it follows that Eq.
(2.5b) is irrelevant because there is no direct contact between gas and liquid and hence no
surface tension is involved. However, the unfurling of bifilms is probably affected by the
diffusion of hydrogen into the bifilm through the oxide layer. Consequently, a threshold
amount of hydrogen in the liquid may be necessary to produce sufficient unfurling.
In this work, we keep (2.5b) as a criterion for pore origination and test the
modeling results thus obtained against experimental data. When conditions (2.5) are met,
we assume that spherical pores are formed with a concentration n and a known average
initial radius, r0. If the pores are in a supersaturated environment, they will grow by
hydrogen diffusion. Assuming that the pores maintain the spherical shape during growth
in the liquid, the mass rate of hydrogen entering the pore by diffusion from the liquid is
given by:
∂C H
dm H
= 4πrP2 ρ l DH l
dt
∂r

(2.6)
r = rp

where rP is the pore radius, r is the radial coordinate measured from the center of the
pore, and DH is the diffusivity of hydrogen in the liquid. We assume that the hydrogen
gas inside the pore behaves as an ideal gas and that the partial pressure of other gases in
11

the pore is negligible compared to that of hydrogen (this is reasonable in Al alloys given
the high diffusivity of H compared to other gases). In this case, the rate of increase of the
volume of the pore can be calculated as:
dVP RH T dm H
=
dt
p S dt

(2.7)

where RH is the hydrogen gas constant. The radius of the pore is then obtained as:

⎛ 3
⎞
rP = ⎜ VP ⎟
⎝ 4π ⎠

1

3

(2.8)

To estimate the radial derivative in Eq. (2.6), we follow Yin and Koster [31] and consider
the thickness of the diffusion boundary layer around the pore:
∂ClH
∂r

≅

ClH − C P

δ

r = rP

;

δ = 4 DH t

(2.9)

where CP is the solubility of hydrogen at the local pressure and temperature, given by
Sievert’s law [29], and t is the time measured since pore nucleation. We must keep in
mind that the pore growth model exists at the microscopic scale; there are no actual pores
that are part of the geometry of the macroscopic model (the radial direction has no
meaning in the macroscopic model). The pore radius calculated in Eq. (2.8) should be
interpreted as the average radius of pores in a location x where there are n(x, t) pores per
unit volume.
Eq. (6) is valid for pores that grow in the liquid. For pores growing in the mushy
zone, the diffusion flux is taken as an average for liquid and solid [7] and the pore area is
12

multiplied by a shape parameter, α, in order to account for the distortion of the pores as
they impinge into dendrites, with:

α=

rP SV
3

(2.10)

where Sv is the specific area of the pore (ratio of pore area to pore volume). For spherical
pores, α = 1, while α > 1 for pores distorted by dendrites.
The pores grow while there is liquid remaining around them and lock in size after
complete solidification. The total fraction of porosity in the casting as a function of time
can be calculated as:

f P (t ) =

1
n( x, t )VP (x, t )dx
V ∫V

(2.11)

where V is the volume of the casting.
To close the model, we need to provide some mechanism by which the
concentration of dissolved hydrogen in the bulk liquid around the pore decreases to
compensate the hydrogen provided to the pore (otherwise the pore will continue to grow
indefinitely). That is, the transport equation for hydrogen needs to be modified to include
a sink term. In the liquid, this equation is:
∂ClH
dVP
= DH ∇ 2 ClH − u ⋅ ∇C lH − nClH
dt
∂t

(2.12)

where the last term in the right hand side represents the amount of hydrogen entering the
pores from the liquid by diffusion. Because MULTIA is a two-phase code (liquid and
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solid), the gas phase is not included in the transport equations. Therefore, the validity of
the proposed model needs to be restricted to small volume fraction of porosity, which is
reasonable for the usual level of hydrogen microporosity measured in aluminum castings
(< 1%). In this case, we can assume that the presence of the pores does not considerably
affect the transport of other quantities like energy and momentum.

Model Application and Discussion
The solidification model is discretized in space and integrated in time using a
finite element algorithm that is described by Felicelli et al. [27, 28]. Aluminum A356
alloy is solidified by simulation in a bottom-cooled two-dimensional mold. The twodimensional simulated casting has dimensions of 26 mm in width and 300 mm in height.
Gravity acts downwards. In addition to the alloy solutes in A356 (Si and Mg), the gasforming element, hydrogen, is considered. The computational domain is the casting; the
top boundary is left open in order to allow for liquid flow to feed shrinkage. A no-slip
condition is used for velocity at the bottom and two vertical boundaries, a stress-free
condition is used on the top open boundary, and solute diffusion flux is set to zero on all
closed boundaries. The thermal boundary conditions utilized in Poirier et al [7] are used
here, which are extracted from a measured thermal history in the plates cast by Fang and
Granger [3]. The simulations start with an all-liquid alloy of the nominal composition
initially at a uniform temperature of 958K, which is 70K of superheat. The
thermodynamic and transport properties of the alloy, including the alloy elements and
hydrogen, are the same as the ones in Ref. [7], with the exception of the partition
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coefficient of hydrogen, for which we used the developments of Poirier and Sung [32] to
include the effect of the high eutectic fraction in A356.
We performed simulations for the following values of initial hydrogen content:
0.11, 0.25, and 0.31cc/100g (Note: 1wt% = 1.12 x 104cc/100g), for which measured
volume fraction of porosity and pore diameters were reported in the experiments by Fang
and Granger [3]. In their work, these represented three different castings with the same
geometry.
For all the calculations presented in this work, we used an initial pore diameter of
3μm and a density of inclusions of 2.1011m-3. Taking the density of alumina as
4000kg/m3 and spherical inclusions of size equal to the initial pore size, this inclusion
density corresponds to a concentration of approximately 5ppm . This selection was
guided by the work of Simensen and Berg [33], who found that the smallest alumina
particles in aluminum and aluminum alloys ranged from 0.2 to 10μm, while the
concentration of oxides varied between 6 and 16ppm.
Fig. 2.1 shows the variation of pore volume fraction and pore diameter as a function of
the cooling rate in the solidified casting for all three values of initial hydrogen content. In
this figure, the pink dots are calculated values that span all the casting; each dot
represents the pore volume fraction or pore diameter calculated at a mesh node in the
casting.
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0.11cc/100g

0.11cc/100g

(a)

(b)
0.25cc/100g

0.25cc/100g

(c)

(d)

0.31cc/100g

0.31cc/100g

(e)

(f)

Figure 2.1 Pore volume fraction and pore diameter vs. cooling rate for different
hydrogen contents.
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A least square fit of the calculated values is also shown as a solid black line. The
experimental data of Fang and Granger [3] are indicated as green dots; these were taken
by manual reading from their paper, so bars estimating possible reading error are added.
The experimental green dots represent average values measured at a certain section of the
casting, while the simulation shows the space variation within the entire casting.
Certainly, the pore volume fraction and diameter are affected by other solidification
variables in addition to cooling rate, but an average trend can be identified which is that
they both decrease for higher cooling rates.
The quantitative agreement of simulated results with the experimental data is
reasonable, considering that we are using a relatively simple two-dimensional continuum
model. As previously mentioned, all the results in Fig. 2.1 were obtained using the same
values of the initial pore diameter (d0 = 3μm) and concentration of inclusions (n =
2x1011m-3). Although the selected values fall in the experimentally measured range
reported in [33], it is possible that pores originate with a range of sizes and that the
concentration of inclusions may differ from one casting to another in the experiments of
Fang and Granger [3]. A closer agreement with the experimental data can be obtained if
the parameters d0 and n are individually adjusted for each level of hydrogen content, but
this approach was not pursued. In this sense, it is interesting to note that a same set of
parameters works rather well for all three castings.
In addition to d0 and n, a pore shape parameter α = 1 was used to obtain the
results for the castings with 0.25 and 0.31cc/100g of hydrogen content, indicating that the
growth of pores in these castings was apparently not significantly affected by
impingement of the pores on dendrites. However, we needed to use α = 4 to reproduce
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the results of the 0.11cc/100g casting, probably indicating that in this casting the pores
were significantly distorted during growth. This observation is supported by the
calculated fraction of liquid at which pores activate in each casting: 0.45, 0.75 and 0.85,
for the 0.11, 0.25 and 0.31cc/100g castings, respectively. We observed in the simulations
that once activated, pores grew very fast, indicating that in the 0.25 and 0.31cc/100g
castings, the pores developed most of their size at high fraction of liquid and were not
significantly affected by dendrite impingement. In contrast, in the 0.11cc/100g casting,
pores started to grow at an already high fraction of solid and were most probably largely
distorted by dendrites during growth.

Conclusions
A continuum solidification model was extended to calculate the volume fraction
of porosity and the pore size distribution during solidification of aluminum alloys. The
formation and growth of individual pores are calculated with a new hydrogen-diffusion
technique in which the inclusions are treated as an additional alloy solute and subject to
transport equations in the liquid and mushy zone. The method requires two parameters,
the initial pore size and the concentration of inclusions, which are of physical nature and
can be linked to measured data. The simulations show that the same set of these
parameters is able to reproduce with reasonable agreement experimental data of different
castings with varying levels of hydrogen content. A limitation of the method occurs when
pores grow at high fraction of solid, which happens for the lowest level of hydrogen
content. In this case, the growth of pores is highly affected by impingement on dendrites.
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Although the experimental data can still be reproduced through the use of a pore
shape factor, a micro-model that links the pore shape parameter to physical quantities in
the mushy zone would be desirable.
The traditional concept of pore nucleation presented in this chapter is still under
discussion and it has been challenged by the idea of the entrainment of oxide bifilms
during the melting and pouring phases of the casting processes (Campbell [1]). Also, the
continuum model presented does not provide the capability of tracking the position and
shape of micropores within the melt, which would be useful to understand the physics
behind porosity formation during solidification. With these two facts in mind, in the
remaining of this work, the immersed element-free Galerkin method will be presented
and used to model different fluid-structure interaction problems, which are useful to gain
insight into the way solid bifilms interact with the liquid melt.
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CHAPTER III
AN IMMERSED ELEMENT-FREE GALERKIN METHOD FOR FLUIDSTRUCTURE INTERACTION PROBLEMS

Introduction
Numerical investigations involving large deformation-type problems require
reliable numerical modeling and simulation techniques. According to Li and Liu [34], the
FEM subdivision procedure is not always advantageous in computations involving large
deformations. For more than 30 years, many research efforts have been devoted to adapt
the FEM subdivision to topological and geometrical changes in the domain of interest,
occurring, for instance, during the deformation of the material. The so-called Arbitrary
Lagrangian Eulerian (ALE) method is a finite element formulation that moves the mesh
independently from the material motion, allowing mesh distortion to be minimized. But
even this technique has its limitations for some practical problems such as fluid flow or
large strain continuum deformation.
With the aim of finding a better approximation of continuum compatibility, a
series of new discretization methods, called Meshfree Particle Methods, were developed,
Li and Liu [34], Belytschko et al. [35] and Liu [36]. Meshfree particle methods have been
designed to improve the inadequacy of FEM discretization. The main idea of these
innovative methods is to discretize a continuum by only a set of nodal points without
additional mesh constraints.
20

The meshfree methods have a clear advantage over the traditional finite element
methods because meshfree interpolants have a larger support size than FEM interpolants.
Smoothed Particle Hydrodynamics is one of the earliest particle methods in
computational mechanics. In 1977, Gingold et al. [37] and Lucy [38] initially developed
the SPH method for the simulation of astrophysics problems. Their breakthrough was a
method for the calculation of derivatives that did not require a structured computational
mesh. Review papers by Benz [39] and Monaghan [40] cover the early development of
SPH. Libersky and Petchek [41] extended SPH to work with the full stress tensor in 2D.
This addition allowed SPH to be used in problems where material strength is important.
The development of SPH with strength of materials continued with extension to 3D by
Libersky et al. [42], and the linking of SPH with existing finite element codes by Attaway
et al. [43] and Johnson [44]. The introduction of material strength highlighted
shortcomings in the basic method: accuracy, tensile instability, zero energy modes and
artificial viscosity. These shortcomings were identified in the first comprehensive
analysis of the SPH method by Swegle et al. [45] and Wen et al. [46]. The problems of
consistency and accuracy of the SPH method, identified by Belytschko et al. [47], were
addressed by Randles and Libersky [48] and Vignjevic et al. [49]. This resulted in a
normalized first order consistent version of the SPH method with improved accuracy.
The attempts to ensure first order consistency in SPH led to the development of a number
of variants of the SPH method, such as Element Free Galerkin Method (EFGM) by
Belytschko et al. [35] and Krongauz and Belytschko [50], Reproducing Kernel Particle
Method (RKPM) by Liu et al. [25, 26], Moving Least Square Particle Hydrodynamics
(MLSPH) by Dilts [53], and the Meshless Local Petrov Galerkin Method (MLPG) by
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Atluri and Zhu [54]. These methods allow the restoration of consistency of any order by
means of a correction function. It has been shown in Atluri and Zhu [54] that the
approximations based on corrected kernels, like RKPM, are equivalent to moving least
square approximations, like EFGM. The issue of stability was dealt with in the context of
particle methods in general by Belytschko et al. [55], and independently by Randles et al.
[56]. They reached the same conclusions as Swegle et al. [45] in his initial study.
The RKPM approximation functions have been used by Zhang et al. [25] and
Zhang and Gay [26] to develop the immersed finite element method (IFEM) to model
fluid-structure interaction processes. In this method, a Lagrangian solid mesh moves on
top of a background Eulerian fluid mesh which spans over the entire computational
domain. The fluid-structure interaction is represented as a body force term in the
momentum equations. Although the IFEM uses the mesh-free RKPM interpolants to
couple the solid and fluid domains, a finite element discretization is used for both
regions. An improvement of the IFEM with respect to the previously developed
immersed boundary method is that the structural models in IFEM are not restricted to
one-dimensional volumeless structures such as fibers; instead they may occupy a finite
volume in the fluid and a constitutive model can be used to calculate the deformation and
stress in the solid.
The aim of the present chapter is to extend the ideas of the IFEM developed by
Zhang et al. [25] and Zhang and Gay [26] to develop an Immersed Element-Free
Galerkin Method, suitable for handling a larger set of fluid-structure interaction
problems. In our approach the fluid domain is modeled using an Eulerian formulation
with the finite element method (as in the IFEM). However we use a meshfree particle
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method (the EFGM) to model the solid domain. In addition, the coupling between the
solid and fluid domains is achieved by means of a Moving Least Squares local
approximation of the fluid velocity field and the interaction force in the vicinity of the
solid region. This approach makes the IEFGM an attractive technique for simulating FSI
problems involving highly deformable solids. One potential application of this feature is
the simulation of defects in casting processes which are caused by deformable inclusions
like oxide bifilms (Campbell [1]).

Formulation of the Immersed Element-Free Galerkin Method

Basic definitions
Let us consider a two dimensional deformable solid body, Ωs, that is completely
immersed in a fluid domain, Ωf. These two domains do not intersect, and their union
defines the computational domain Ω. Therefore we can write:

(3.1)
Assuming that the material in both the solid and fluid domains are incompressible
and that the no-slip condition between solid and fluid regions applies, the union of the
two domains can be treated as one continuum incompressible domain with a continuous
velocity field. In this work, the fluid domain is modeled using the finite element method
with an Eulerian formulation where the independent variables are the node’s timeinvariant actual position

and the actual time t, and the dependent variables are the
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velocity field

and the pressure field . On the other hand, the solid domain is modeled

using the element-free Galekin method with an updated Lagrangian formulation where
the independent variables are the particle’s position in the current configuration
the actual time t, and the dependent variable is the particle’s displacement

and

defined as

the difference between the current and previous position.
A schematic of the fluid and solid domains including the independent variables of
each formulation and the displacement of the solid particles is presented in Fig. 3.1. Note
that for clarity we use the notion of node to refer to the fluid domain (described with a
finite element method), and the notion of particle to make reference to the solid domain
(described with an element-free method).

Figure 3.1 Definition of the solid (Lagrangian) and the fluid (Eulerian) domain.
Note: The Eulerian configuration is characterized by the time invariant position vector
whereas the Lagrangian configuration is characterized by the current position
vector s.
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Overlapping domain
In the real problem that we want to solve, the geometrical relationships between
the solid and fluid domains are given by Eq. (3.1). Following the approach adopted by
Zhang and Gay [26] in their IFEM method, we assume that the fluid domain occupies the
entire computational domain, therefore

and that the solid domain is placed on top

of the fluid region. This assumption introduces what is called an overlapping domain ( ).
The overlapping domain is the region where the solid and fluid domains coexist (i.e.
). Note that this is a simplifying assumption and does not correspond with the real
physics of the problem. This assumption simplifies the computations allowing the
equations for the fluid and the solid domains to be solved independently. It also allows
the independent discretization of the fluid and solid regions. The drawback of these
simplifications is that the overlapping domain introduces non-physical effects in the
equations of motion that should be carefully considered.

Strong form of the governing equations
In this section we present the equations of motion for the solid and computational
domains used by the IEFGM method.

Solid domain
The fluid-solid interaction force within the solid domain Ωs is denoted as fiFSI,s,
where FSI stands for fluid-solid interaction, s means that the expression is valid within
the solid domain and the sub-index i represents the i-th Cartesian component of the force
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vector field. As in Zhang et al. [25], Zhang and Gay [26], and Li and Liu [34] this force is
defined as:
,

,

,

(3.2)

Note that Eq. (3.2) is simply a force balance in the updated Lagrangian solid domain. The
interaction force is treated as an additional body force acting on the solid. Neglecting the
fluid stress within the solid domain and recognizing that the total time derivative equals
the partial time derivative, we can rewrite Eq. (3.2) as:
,

(3.3)

,

In Eq. (3.3), the variables are defined using an updated Lagrangian formalism.
This equation represents the strong form of the governing linear momentum equation for
the solid domain.

Computational domain
The Navier-Stokes equations are used in IEFGM to describe the viscous
Newtonian fluid. As previously mentioned, the variables are described using an Eulerian
description and the fluid is considered to be incompressible. The real fluid occupies the
/ , i.e. the entire computational fluid domain minus the overlapping

domain
domain.

As done in Zhang et al. [25], Zhang and Gay [26], and Li and Liu [34] the
momentum equation for the entire computational domain (real fluid plus artificial fluid)
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can be obtained by combining the Navier-Stokes equation and the interaction force acting
on the entire computational fluid domain as:
(3.4)

,

In Eq. (3.4), the external force applied to the fluid domain has been neglected.
Note that the only difference between this equation and the Navier-Stokes equation is the
last term in the right hand side, namely fiFSI. This term accounts for the “extra” artificial
fluid contained in the overlapping domain. It has a non-zero value inside the overlapping
region and its immediate surroundings. Its value diminishes to zero at places outside the
region.
The two interaction forces fiFSI and fiFSI,s constitute an action-reaction force pair.
The force fiFSI,s acts on the solid domain and it is calculated from Eq. (3.3). On the other
hand, the force fiFSI acts on the artificial fluid inside the overlapping domain and it is
obtained by distributing fiFSI,s from the solid domain onto the computational fluid domain.
The way in which we approach this distribution is a central point of this work and it is
explained later in this document.
Since we consider the whole computational domain Ω to be incompressible, we
apply the incompressibility constraint as:

,

0

(3.5)

Eqs. (3.4) and (3.5), with the variables defined using an Eulerian formalism, represent the
strong forms of the governing equations for the entire Eulerian computational domain
(

).
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Weak form of the governing equations
To derive the weak form of Eq. (3.3), we multiply it by an arbitrary test function
δui and integrate over the entire current solid domain.
,

(3.6)

,

After integrating by parts the second term in the right hand side, we obtain:
,

,

(3.7)

In accordance with Zhang and Gay [26], the boundary terms in the fluid-structure
interface for both fluid and solid governing equations will cancel each other and they are
not included in the weak form for clarity. Eq. (3.7) constitutes the weak form of the linear
momentum equation for the Lagrangian solid domain.
In the same fashion we can obtain the weak forms of the governing equations (linear
momentum and continuity) for the fluid domain, given by Eqs. (3.4) and (3.5), obtaining:

(3.8)

,

Remembering that the computational domain is described using an Eulerian formulation,
the total time derivative may be expressed as:

,

(3.9)

,

Replacing Eq. (3.9) into Eq. (3.8) and rearranging, we obtain:

,

,

,
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(3.10)

Similarly, the weak form of the continuity equation is:

,

0

(3.11)

Note that in Eqs. (3.10) and (3.11), we used two different test functions

and

respectively. These two equations constitute the weak form of the linear momentum and
continuity equations for the Eulerian computational domain. In this work, we used a
penalty formulation to impose incompressibility in the fluid domain, and a PetrovGalerkin technique to treat the advection term (Felicelli et al. [61]).

Coupling between the solid and fluid domains
A critical point in the development of a numerical code capable of simulating
fluid-solid interaction problems is the coupling between the fluid and solid domains. Two
critical variables relevant to this coupling are the solid domain velocity

,

and the

interaction force acting on the overlapping domain fiFSI.

Solid domain velocity
We consider a no-slip condition between the solid and the fluid domains.
Moreover, since the discretizations of the solid and fluid regions are independent, the
nodes of the Eulerian mesh in the fluid domain will in general not coincide with the
moving particles of the solid domain at every time step. Therefore a coupling between the
fluid nodal velocity

,

and the solid particles velocity

,

is needed. The

position of the solid particles is then updated based on the calculated velocity field. The
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coupling between the two velocity fields is accomplished by means of a local
approximation of the fluid velocity field.

Figure 3.2 Schematic representation of the local approximation of the x-component of
the fluid nodal velocity (vx).
Note: The dots represent the velocity at different nodes in the Eulerian fluid mesh. The
solid curve represents the local approximation of the x-component of the fluid
velocity field.
In Fig. 3.2 we show a schematic representation of the local approximation of the
x-component of the fluid nodal velocity field (vx). The dots represent the nodal values of
the fluid velocity and the solid curve represents the approximated continuum velocity
field (vxh). The approximation is done by means of the moving least squares (MLS)
procedure. Several authors like Levin [57] and Lancaster and Salkauskas [58] have used
the MLS procedure to approximate a set of scattered data.
The main objective of the MLS procedure is to minimize a weighted residual
functional J constructed using the approximated nodal values of the fluid velocity field
(solid curve in Fig. 3.2 evaluated at nodal positions) and the nodal values of the fluid
velocity field calculated with the finite element method (dots in Fig. 3.2). The weighted
residual functional is defined as:
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∑

(3.12)

In Eq. (3.12), the sub-index i represents the i-th Cartesian direction and the summation
goes over all the Eulerian nodes in the finite element mesh that are included inside the
support domain of . We propose an approximated field function of the form:
∑

.

(3.13)

where m is the number of monomials in the polynomial basis

, and

is a vector

of unknown coefficients which are functions of . In this work we used a linear 2D basis
1, ,

defined as:

.

In the MLS approximation, at an arbitrary point ,

is chosen to minimize the

weighted residual functional J. Therefore the minimization condition is expressed as:
0

(3.14)

A detailed description of the minimization process can be found in Liu [36],
Belytschko et al. [37], Levin [57], Lancaster and Salkauskas [58], and Dolbow and
Belytschko [59]. The final approximated field function may be expressed as:
∑

(3.15)

The MLS shape functions are defined as:
. ∑

.
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.

.

.

(3.16)

In Eq. (3.15), the fluid velocity at position

can be calculated from the velocities

at nodes of the Eulerian mesh within the influence domain

of the point at position

.

A detailed explanation of the method used to estimate the influence domain is presented
in Liu [36].
In summary,

in Eq. (3.15) represents the local MLS approximation of the
is what is depicted by the solid curve in

fluid velocity field. The x-component of
Fig. 3.2.

Since we are considering a no-slip condition between the fluid and solid domains,
we can write:
(3.17)
Therefore, by considering points

in the solid domain, Eq. (3.15) can also be used

to obtain the solid velocity field

:
∑

(3.18)

Distribution of the interaction force, fFSI,s, in the fluid domain
Eq. (3.3) gives the solid-fluid interaction force at each solid particle. To distribute
this force onto the fluid nodes we used the same approach as for the velocity field
approximation in the solid domain, i.e., the MLS procedure. The local approximation of
the interaction force can be expressed as:
,

,

∑
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(3.19)

In Eq. (3.19), the interaction force is obtained from the interaction forces at solid particles
contained in the influence domain Ω

of the solid point located at position

.

As mentioned before, the two interaction forces fiFSI and fiFSI,s constitute an action
and reaction force pair and, by definition, they must be equal in magnitude and act in
opposite directions.
,

(3.20)

Therefore, by considering points in the Eulerian fluid mesh

, and using Eq.

(3.19), we distribute the interaction force onto the fluid domain obtaining
,

∑
In Eq. (3.21),

represents the influence domain of the point at position

.
(3.21)
in the fluid

region.

Updating the position of the solid particles
Since we are considering a current Lagrangian description for the solid domain,
the position of the solid particles can be updated from the solid velocity calculated in Eq.
(3.18):
,

,

,

(3.22)

where the index n+1 indicates quantities evaluated at the current time step and Δt is the
time step size.
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Algorithm
In this section we summarize the assumptions made for the fluid and the solid
domain and the proposed algorithm. The assumptions made are the following:
a. The fluid is incompressible.
b. The solid is incompressible.
c. The solid must remain immersed in the fluid at all times during the simulation.
d. No-slip condition between the solid and fluid domains.
It is important to remember that the variables in the solid domain

are defined

using a current Lagrangian formalism whereas the variables in the fluid domains are
defined using an Eulerian formalism.
The algorithm for the IEFGM can be outlined as follows:
a. Set the initial position of all the solid particles at time t=0 (

) and assume a non-

zero small constant velocity in the overlapping domain.
b. Calculate the fluid-solid interaction force fiFSI,s at the solid particles using Eq.
(3.7).
c. Distribute the solid-fluid interaction force from the solid domain onto the fluid
domain (from fiFSI,s to fiFSI) using Eq. (3.21).
d. Approximate the solid velocity

using Eq. (3.18).

e. Update the positions of the solid particles using Eq. (3.22).
f. Solve for the fluid velocities and pressure distribution using Eqs. (3.10) and
(3.11).
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Important points
•

The fact that the interaction force fiFSI is added in an explicit manner to the
Navier-Stokes equation for the fluid, Eq. (3.8), restricts the size of the time step to
be used. The more rigid the solid material, the smaller the time step needed for
convergence.

•

According to Zhang and Gay [26], the fluid mesh spacing has to be approximately
twice the background solid mesh spacing to avoid fluid sinking through into the
solid domain. It is appropriate to maintain the fluid grid larger than the solid
background mesh but not too large because it may cause a decrease in accuracy.
Note that even though in this work the solid is being modeled using the EFG
meshfree method, as detailed in Dolbow and Belytschko [59], we still need a
background mesh in the solid region for integration of the weak-form equations.

Numerical Examples
In this chapter we studied three two-dimensional numerical examples to explore
the capability and performance of the IEFG formulation. The simulated examples are: a
rigid disk, a soft disk and a soft square all falling in a viscous fluid. For all three cases,
we considered the solid to be an incompressible elastic material governed by Hook’s
constitutive law.
1
1
(3.23)
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The author recognizes that for structures with large deformations a more suitable
constitutive model, like a Mooney-Rivlin material description, should be used.
Nonetheless, the main objective of this work is to show the capabilities of the method to
handle large deformations without focusing for now on the real material response. In a
future work, where this technique will be applied to simulate defects in casting processes
caused by deformable oxide films (Campbell [1]), a more realistic constitutive model will
be considered.
Table 3.1 Geometrical and material properties of the fluid and solid domains.
Fluid domain

Square solid domain

Circular solid

w (m)

0.01

0.0015

-

h (m)

0.02

0.0015

-

d (m)

-

-

0.002

ρ Kg/m3

8800.0

12000.0

12000.0

µ N.s/m2

2.0e-3

-

-

E (N/m2)

-

3000.0

∞ / 3000.0

ν

-

0.3

0.3

The same Eulerian finite element mesh was used to calculate the fluid velocity in
the three examples. This consisted of 3321 rectangular bilinear elements occupying a
region 10 mm wide by 20 mm high. For the meshfree-solid-square geometry we
considered 121 particles, whereas for the solid-disk geometry we considered 161
particles. In both solid geometries, and at all time steps, the positions of the solid particles
were coincident with the positions of the solid nodes of the background-integration mesh.
The fluid and solid geometrical and material properties are summarized in Table 3.1. The
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properties of the fluid are similar to those of a Pb-Sn liquid metal, with a heavier solid
material. Although not presented in this work, we plan to apply the method to simulate
the transport of inclusions during solidification of alloys.

Solid background integration meshes
As explained in Liu [36] and Dolbow and Belytschko [59], the Element Free
Galerkin Method (IEFGM is an extension of EFG) requires a background mesh for the
integration of system matrices derived from the weak form of the governing equations. In
this work, we considered two solid geometries, a square and a disk. To mesh these
geometries we used an algorithm that produced a Delaunay triangulation of a set of
points. Some modifications to the original code were made so that it would respect the
boundaries of the domain throughout the triangulation process. The Eulerian and
Lagrangian meshes used in the simulations are shown in Figures 3.3 and 3.4.

Figure 3.3 Detail of the Lagrangian background mesh for the solid square on top of the
Eulerian fluid mesh.
Note: Particle positions in the square are shown as green dots.
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Figure 3.4 Detail of the Lagrangian background mesh for the solid disk on top of the
Eulerian fluid mesh.

Rigid disk falling in a viscous fluid
As first example, we studied the case of a rigid disk falling in an incompressible
viscous fluid due to gravity. The properties of the solid material and the disk geometrical
dimensions are specified in Table 3.1. To solve this problem we should set the solid
material’s Young modulus (E) to be as high as possible. However, as mentioned in Li and
Liu [34], we verified that setting a high Young modulus would require a very small time
step, which is not computationally efficient. Therefore we approached the problem as
done in Li and Liu [34]. We calculated the fluid velocity profile (using Eqs. (3.10) and
(3.11)) setting E to the highest possible value that allowed us to work with a
computationally efficient time step. Afterwards, we computed and assigned to all the
solid particles, the average solid velocity

.
∑
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(3.24)

(a) t = 0.025s

(b) t = 0.050s

(c) t = 0.075s

(d) t = 0.100s

(e) t = 0.125s.
Figure 3.5 Eulerian velocity field in the case of a rigid disk falling in a viscous fluid.
Note: A detail of the velocity field in the vicinity of the solid-fluid interface is shown
in (e).
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In Eq. (3.24), the summation considers all the solid particles npL. Fig. 3.5 shows
the simulation results for this case. As soon as the solid disk starts to fall, vortices start to
form around the solid-fluid interface. The terminal velocity of the solid is 0.118 m/s
( 12cm/s) calculated at time t = 0.125s. The position of the rigid disk and the velocity
field at different time steps are shown in Fig. 3.5, with a detailed close-up in Fig. 3.5(e).

Comparison with analytical solution
The movement of a rigid solid body falling in a viscous fluid by the action of
gravity is governed by a balance between the weight of the body, the buoyancy force, the
drag of the fluid and the inertial force. Therefore, the force balance in the direction of
gravity can be written as:

(3.25)
Considering the volume of a circular cylinder of length L and the expression for
the drag force from White [60], we can write:

2

(3.26)

The drag coefficient CD is a function of the Reynolds number (Red):

(3.27)
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Even though Eq. (3.27) shows a dependency of the drag coefficient upon the
velocity, in this work we considered a constant value of CD. This is justified because the
disk reaches quickly the terminal velocity and, in the range of Reynolds analyzed, the
drag coefficient is fairly constant White [60].
Introducing Eq. (3.26) into Eq. (3.25), we obtain:

(3.28)

where

Considering a constant drag coefficient, the solution of the first order differential
equation expressed by Eq. (3.27) is:

2

(3.29)

Eq. (3.29) expresses the velocity of a rigid circular cylinder falling by gravity inside a
viscous fluid domain considering a constant drag coefficient. The velocity vt is the
terminal velocity of the solid and τ is the characteristic time during which the body
reaches 46% of vt.
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Table 3.2 Reynolds numbers and drag coefficients for the limiting solid velocities in the
numerical calculation of a rigid sphere falling in a viscous fluid.
Solid Velocity vs (m/s)

Red

CD (from White [60])

0.0114

100

1.33

0.118

1038

1.0

The drag coefficient CD for a circular cylinder with L/d=∞ can be obtained from
White [60] as a function of the Reynolds number. In the numerical solution, the velocity
of the solid domain in the direction of gravity ranges from vs = 0.0114 m/s. (at time
t=0.004s) and vs = 0.11840m/s (at time t=0.125s). For these limits, we obtain the drag
coefficients shown in Table 3.2.
Since the drag force, Eq. (3.26), is directly proportional to the square of the solid
velocity, the higher the velocity, the larger the drag force. Therefore the value of the drag
coefficient for large Red has more influence over the solid velocity history than that for
smaller Red. For this reason, and since Eq. (3.29) is valid for a constant CD, we chose
CD=1.0 to be representative of the drag coefficient throughout the simulation.
In Fig. 3.6, a comparison between the solid velocity histories obtained using the
theoretical approach given by Eq. (3.29) and the IEFGM method is presented. We
considered three different values of the Young modulus for the solid domain
(E=3000N/m2, E=30000N/m2 and E=100000N/m2). It can be seen that the IEFGM
velocity is always higher than the theoretical velocity and, as the Young Modulus
increases, the numerical solution approaches the analytical solution. The reason for this
lies in the main approximation considered to solve the fall of a rigid solid body. As
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previously mentioned, this approximation consists in solving the velocity field
considering a deformable body (finite Young’s modulus) and then assigning, at each time
step, the average solid velocity to each solid particle. Even though this approximation
allows the solid to keep its shape throughout the simulation, within each time step the
algorithm is solving the fall of a deformable body. This flexibility of the disk decreases
the viscous drag force of the fluid (the frontal area of the disk is kept constant throughout
the simulation), hence increasing the magnitude of the solid’s velocity. This gives, at
each time step, a larger disk velocity compared to the theoretical result. The numerical
and theoretical terminal velocities are 0.11840m/s and 0.10542m/s respectively. The
maximum difference between the theoretical and numerical results considering a Young
modulus E=100000N/m2 is approximately 14% (at t=0.125s). Calculations with a finer
Eulerian mesh gave similar results, confirming the suitability of the fluid mesh size.

Figure 3.6 Comparison between the velocity histories of a rigid solid disk falling in a
viscous fluid obtained using the theoretical approach of Eq. (3.29) and
IEFGM.
Notes: A drag coefficient equal to 1.0 was considered in Eq. (3.29) and three different
values of Young modulus were considered in the rigid-body IEFGM calculation.
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Soft disk falling in a viscous fluid
In this section we present the case of a soft disk falling in the same Eulerian fluid.
The geometrical and material properties of both domains are presented in Table 3.1.
The fluid velocity profile and the soft disk deformation process are shown in Fig.
3.7 at different times. It can be seen that the deformation is symmetric as expected. The
last figure of the sequence shows an enlarged view of the deformation of the disk and the
velocity field around it. We can see in this sequence that the lower part of the disk
becomes wider throughout the simulation. The reason for this lies in the fact that we
considered a large value of solid density (from Table 1 ρs = 12000K/m3,in comparison to
the value used in Zhang and Gay [26], ρs = 3000K/m3), hence the weight of the solid
largely overcomes its rigidity making the front edge flatten as it falls through the fluid.
It is important to mention that since the interaction force fiFSI is included in an
explicit manner into Eq. (3.10), the use of a large value of the Young modulus requires a
rather small time step. For the range of Young’s modulus considered in this work, (E =
3000 – 100000 N/m2) the time step required for convergence was in the order of 10-4 s.
This affects the computational efficiency of the method, and an implicit formulation
would be required to overcome this shortcoming. The time step size is also affected by
the velocity of the solid and the Eulerian mesh size. Note however, that the IEFG method
handles rather well solids with very large deformation and with Young modulus
considerably larger than simulated in previous works (E=1000N/m2 in Zhang and Gay
[26]).
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(a) t = 0.0125s

(d) t = 0.050s

(b) t = 0.0250s

(c) t = 0.0375s

(e) t = 0.0625s

(f) t= 0.0750s
Figure 3.7 Eulerian velocity field and Lagrangian solid at different times in the case of a
soft disk falling in a viscous fluid.
Note: A detail of the final shape of the disk at t=0.0750s and the fluid velocity field in
the vicinity of the solid-fluid interface is shown in (f).
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Comparison between rigid and soft disks
It is interesting to compare the positions of the rigid and soft disks at time t =
0.0750s (refer to Figs. 3.5 and 3.7). In Fig 3.8, we show in detail such comparison. We
can see that the rigid disk falls faster than its soft counterpart. The explanation for this
can be found in the definition of the drag force given in Eq. (3.26). As we can see in this
equation, the drag force is directly proportional to the frontal area (which is the area as
seen from the fluid stream). In this example, the frontal area is given by:

where L is the dimension in the z-direction (perpendicular to the page).
As we can see in Fig. 3.8, the characteristic lengths of the rigid disk and the soft
disk, at time t = 0.0075s, are d=0.00200m and D=0.00446m respectively. The resulting
frontal area of the deformed geometry is then 2.23 times bigger than that of the rigid
circular geometry. This increase in the frontal area as the solid deforms, augments the
drag force diminishing, in consequence, the velocity of the soft disk.
A comparison between the velocity histories obtained for a rigid disk using
theoretical results from Eq. (3.29) with CD = 1.0, a rigid disk using IEFGM with a Young
modulus E = 3000N/m2, and a soft disk using IEFGM with a Young modulus E = 3000
N/m2 is presented in Fig. 3.9.
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Figure 3.8 Comparison between the solid and rigid disk’s positions at t=0.0750s.
Note: The increase in the drag force due to the increase in the frontal area (area as seen
from the fluid stream) of the soft disk reduces its velocity. Since the fluid velocity
fields for both cases being compared are different, no information regarding the
fluid velocity is shown in this figure.

Figure 3.9 Comparison between the velocity histories obtained for rigid and soft disks.
Note: The theoretical solution for a rigid disk was obtained using Eq. (3.29) with CD =
1.0. The IEFGM solution for a rigid disk was obtained considering E = 3000N/m2
and the rigid body approximation explained in Section 3.2. The IEFGM solution
for a soft disk was obtained considering E = 3000N/m2.
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We can see that when the effect of the increasing frontal area starts to
significantly affect the drag force, the velocity of the soft disk decreases and eventually
becomes smaller than the velocity of the rigid disk. The separation between the numerical
solutions for the rigid and soft disks was produced at t = 0.041s which corresponds to a
velocity in the direction of gravity vs = 0.093m/s.

Soft square falling in a viscous fluid
In this section we study the case of a soft square falling in the same Eulerian fluid
mesh as the previous examples. The geometrical dimensions and material properties of
the solid and fluid domains for this example are given in Table 3.1.
The deformation of the soft square when falling due to gravity and the fluid
velocity profile are shown in Fig. 3.10. The deformation is seen to be symmetric as
expected and is due to the body’s weight and the action of the fluid along the solid
boundaries. Moreover, such deformation contributes to the formation of the vortices
behind the solid edges. The velocity of the square in the direction of gravity at time t =
0.0875s is approximately 0.1m/s. It is interesting to note in Fig. 3.8, the detail of the final
deformed shape of the square at time t = 0.0875s. It can be seen how the fluid velocity
has moved the two bottom sharp corners away from the geometry, an effect that was not
present for the rounded shape of the disk.
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(a) t = 0.0125s

(b) t = 0.0250s

(c) t = 0.0375s

(d) t = 0.0500s

(e) t = 0.0625s

(f) t = 0.075s

(g) t = 0.0875s
Figure 3.10 Eulerian velocity field and Lagrangian solid at different times in the case of
a soft square falling in a viscous fluid.
Note: A detail of the final shape of the square at t=0.0875s and the fluid velocity field in
the vicinity of the solid-fluid interface is shown in (g).
49

Conclusions
The Immersed Element-Free Galerkin method, a variation of the IFEM developed
by Zhang et al. [25], was applied to simulate the free fall of rigid and deformable solids
in a viscous fluid. Good performance of the method was obtained when comparing
simulated results with analytical solutions. The use of a meshfree particle method
(Element-Free Galerkin) to model the solid domain and the solid-fluid coupling through
MLS interpolants gives the proposed approach a potential advantage for simulating FSI
problems with highly deformable solids. When combined with a suitable material model,
this method could be applied, for example, to simulate the transport of deformable
inclusions like oxide films in casting processes, which are often linked to the formation
of porosity defects (Campbell [1]). A negative side of the method is the limitation in the
time step size introduced by the explicit treatment of the FSI force in the momentum
equations. An implicit approach would be necessary to more thoroughly evaluate the
method’s potential for longer and larger simulations.
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CHAPTER IV
FLUID-STRUCTURE INTERACTION PROBLEMS WITH THERMAL
CONVECTION USING THE IMMERSED ELEMENT-FREE
GALERKIN METHOD

Introduction
It is important to realize that during a real solidification process the bifilms are
usually much smaller than the melt itself, and that the fluid’s temperature field will be
unsteady. Therefore, with the aim of getting closer to a “real” problem, the aim of this
chapter is to show the capabilities of the immersed element-free Galerkin method to
handle fluid-structure interaction problems where the solid body undergoes large
deformations and where its length scale is much smaller than that of the computational
domain. Several numerical examples are presented in which an elastic solid disk, with
different values of density and Young modulus, was submerged in a viscous Newtonian
fluid under unsteady thermal convection. The trajectory and deformation of the solid was
analyzed in each case to provide insight into the physics behind the fluid-structure
interaction.

Numerical Examples
Here we study four two-dimensional numerical examples to explore the capability
and performance of the IEFG formulation. All the simulated examples consist of the
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same geometrical configuration, a soft solid disk (0.2mm in diameter) moving in a
viscous fluid (a 20mm high by 5mm wide domain) due to the action of the gravitational
force and due to a fluid’s velocity field produced by thermal convection. The difference
between the cases lies in the different values of the solid’s density and the solid’s
Young’s modulus considered. Moreover, in all four cases, we assumed the solid to be an
incompressible elastic material governed by Hooke’s constitutive law.
The fluid and solid’s geometrical and material properties are summarized in Table
3.1. The properties of the fluid are similar to those of a Pb-Sn liquid metal. Although not
presented in this work, we will extend the current model to simulate the transport of
inclusions during solidification of alloys.
The temperature initial and boundary conditions are the same for all cases studied.
We consider for the fluid domain an initial temperature Ti=550K and a constant
temperature boundary condition To=600K on the right vertical boundary, i.e.,
5

,0

10

. The computational domain is thermally insulated on the

other three boundaries. Non-slip boundary conditions are considered on all solid
boundaries.
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Figure 4.1 Two-dimensional computational domain considered, with the corresponding
temperature boundary conditions, and the two solid’s initial positions
reckoned in Chapter IV.
In Fig. 4.1, the temperature boundary conditions for the computational domain
and the two initial positions of the solid domain considered in this work are shown.
The Eulerian and Lagrangian grids are obtained using Hypermesh [62]. To assure an
appropriate integration at all times, the Lagrangian background grid is independent of the
position of the particle discretization. An adaptive meshing scheme is introduced, which
refines the Eulerian grid locally near the position of the solid domain and is
computationally inexpensive since the Eulerian and Lagrangian-background grids are
generated independently. It is important to note that the Eulerian grid is comprised only
of quadrilateral elements. Although a triangular grid would be more suitable for adaptive
refinement, the current flow solver formulation (based on the penalty method) requires
rectangular elements. An implementation using adaptive re-meshing with triangular
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elements based on the fractional step formulation will be reported elsewhere. An example
of the Eulerian and Lagrangian (background) grids used is shown in Figure 4.2.

Figure 4.2 Comparison between the different scales involved in the problems considered
in Chapter IV.
Note: Both the Eulerian and the Lagrangian meshes are implemented using Hypermesh.
The Lagrangian solid will always be inside the refined zone of the Eulerian mesh.
In FEM, the integration grid is the same as the element grid. To obtain accurate
results, the element grid must be sufficiently fine and a sufficient number of integration
points per element must be used. In EFG, however, the background integration grid is
required only in performing the integration of computing the stiffness matrix, and its remeshing can be done independently (up to a certain extent) of the movement of the
particles [36].
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Case I
The solid and fluid’s properties considered for this case are summarized in Table
3.1. Specifically, we consider a solid’s density ρs=ρf=8800Kg/m3 and a Young’s modulus
E=3000N/m2. The initial position of the Lagrangian solid domain is x = (0.003m,
0.018m), and it is indicated as “Initial position 1” in Fig. 4.1. In this case of study, we
allow heat conduction within the fluid domain for one second before immersing the solid
body. Therefore, by the time the solid is immersed, there is a non-constant temperature
distribution and a corresponding velocity field, due to fluid thermal convection, within
the fluid. The initial condition under which the solid body is immersed is shown in Fig.
4.3.

Figure 4.3 Initial conditions under which the solid body was immersed in problems of
Chapter IV.
Note: The temperature distribution and velocity field were obtained by allowing heat
conduction, and the subsequent thermal convection, within the fluid domain
during 1 second prior to the immersion of the solid body. The solid body is shown
to indicate its initial position.
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Throughout the simulation, the temperature of the fluid increases as a result of
heat being transferred from the right wall. One question we can ask ourselves is whether
under these conditions the fluid-structure interaction will cause fluid recirculation along
the fluid-structure interface. We address this question by considering Fig. 4.4. In Fig.
4.4(a), the trajectory followed by the solid body is presented. The background
corresponds to the temperature field at time tf=0.40s. Also, a detail of the fluid’s velocity
field and the shape and position of the solid domain are presented at six different times in
Figs. 4.4(b) thorough (g), correspond to times tb=0.0006s, tc=0.084s, td=0.162s, te=0.24s,
tf=0.32s, and tg=0.40s, respectively.
The analysis of the fluid’s velocity fields shown allows us to state that, in this
particular problem, the presence of the solid generates an initial recirculation, Fig. 4.4(b),
which we refer to as “transitional velocity field” in this work. This complex transitional
field is produced by the resistance of the solid body to the shear strain initially imposed
by the fluid. Moreover, since we are considering an incompressible elastic solid material
governed by Hooke’s constitutive law, the resistance of the solid body to the initial shear
is directly proportional to its Young’s modulus E.
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Figure 4.4 General trajectory followed by the solid body in case I in Chapter IV.
Note: (a) Trajectory followed by the solid body at different times and fluid’s
temperature distribution at time tg=0.67s. Fluid’s velocity field, shape and
position of the solid body at time (b) 0.0006s, (c) 0.084s, (d) 0.162s, (e) 0.24s, (f)
0.32s, and (g) 0.40s respectively.
Therefore, the higher the value of E, the larger this resistance will be, causing a
stronger transitional velocity field. This effect can be seen in Fig. 4.5, where the effect of
different values of Young’s modulus on the transitional velocity field is shown.
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Figure 4.5 Transitional velocity field obtained at time t=6.0e-5s after the solid body was
immersed.
Note: These cases correspond to different values of Young’s modulus, in particular
(a) Ea=200N/m2; (b) Eb=500N/m2; (c) Ec=800N/m2, and (d) Ed=1000N/m2.
It is important to note that the transitional velocity field rapidly smoothes out, in
fact, from tc=0.084s, Figs. 4.4(c) through (g), no fluid recirculation is observed. The
reason that the fluid-structure interaction seems not to generate fluid recirculation after
the transition, lies in the fact that, in this case, the solid and fluid’s densities are the same
(ρs= ρf =8800 Kg/m3). Therefore, the difference between the buoyancy of the fluid in the
overlapping domain and the weight of the solid is zero, and the “extra” inertial force
(when compared to the inertial force of the fluid in the overlapping domain) introduced
by the solid is also zero. This makes the terms (ρs - ρf)gi and
equal to zero. The interaction force can then be rewritten as:
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in Eq. (3.2)

,

,

(4.1)

As we can see in Eq. (4.1), only the solid’s state of stress contributes to the
interaction force. Therefore, the only way in which, under these conditions, the fluidstructure interaction could cause fluid recirculation would be for the solid to resist a high
displacement gradient imposed by the fluid. The resistance would increase the value of
the solid’s stress tensor, increasing the interaction force fFSI,s, and generating, as a
consequence, a zone of high pressure in the fluid that would cause the correspondent
fluid recirculation. Nonetheless, since the length scale of the solid domain is much
smaller than length scale of the computational domain, the gradient of displacement
imposed by the fluid onto the solid body is small. This means that all the solid particles
move approximately in the same direction. Therefore, this small displacement gradient
does not cause a high resistance from the solid, preventing the recirculation vortex in the
fluid from originating.

Figure 4.6 Close up of the final shape of the solid and the final velocity field for the
solid in case I in Chapter IV at time t=0.40s.
59

Figure 4.7 Translation and rotation of the solid body in case I in Chapter IV
Note: Position and shape of the solid body at twelve different times are shown. The red
dots represent the centroid of the solid body, whereas the blue squares represent
the position of the solid particle number 1.The line segments connecting the red
dots and the corresponding blue squares at each time represent small solid fibers.
The background corresponds to the temperature distribution at t=0.400s. (b) The
centroids, the positions of particle number 1, and the small fibers of the solid body
are show. The different times are, from right to left 0.0048s, 0.041s, 0.077s,
0.112s, 0.150s, 0.185s, 0.221s, 0.257s, 0.292s, 0.329s, 0.365s, and 0.400s.
In Fig. 4.6, a detailed close-up of the solid’s final shape and the fluid’s final
velocity field is shown. We can see that, as mentioned before, fluid recirculation is not
produced and the gradient of displacement within the solid is small (all the solid particles
move in approximately the same direction). As a consequence, the solid is not greatly
distorted.
In Figs. 4.5(b) through (f) we can see that, after the transition, the solid moves
along the streamlines of the velocity field. A closer examination of the solid’s trajectory
in Fig. 4.7 reveals that the solid not only translates, but it also rotates in a
counterclockwise direction. The red dots and the blue squares in the aforementioned
figure correspond to the centroid of the solid and the position of the solid particle number
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one at every time step respectively. A line segment connecting each red dot with its
corresponding blue square represents a small solid fiber which helps to visualize the
solid’s rotation. Also in this figure, the position and shape of the solid at 12 different
times (from right to left 0.0048s, 0.041s, 0.077s, 0.112s, 0.150s, 0.185s, 0.221s, 0.257s,
0.292s, 0.329s, 0.365s, and 0.400s) are shown.
To understand the rotation of the solid, we refer to Fig. 4.8. Here, the solid body,
the fluid’s velocity field, and a contour plot of the x-component of the fluid’s velocity
field at time t=0.112s (fourth solid position from right to left in Fig. 4.7) are shown. As
mentioned before the solid body moves along the streamlines of the velocity field. At
time t=0.112s, the streamlines along which the solid is moving span almost entirely along
the x-direction. This means that, at this particular time, the solid body is translating only
in the horizontal direction. The contour plot of the x-component of the velocity field
shows that the upper part of the body is moving faster than the lower part, causing a
combined movement of translation and rotation in a counterclockwise direction. This
explanation may be extended to every time step acknowledging that the solid will always
move along the streamlines of the velocity field. Since the time difference between each
solid’s position and its successor in Fig. 4.7 is always the same, Δt=0.036s, it can be
noticed that the solid is not only translating and rotating, but it is also accelerating.
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Figure 4.8 Explanation of the rotation undergone by the solid domain submerged in a
viscous Newtonian fluid under unsteady thermal convection.
Note: The contour plot corresponds to the x-component of the velocity field (u) at time
t=0.112s. At this particular time the solid body is approximately moving only in
the negative x-direction.

Case II
One of the main objectives of this work is to show the capabilities of the IEFG
method to deal with large deformations of the solid body in fluid-structure interaction
problems. In order to increase the deformation of the solid, with respect to the previous
results, in this case we increase the value of the solid’s density and decrease the value of
the Young’s modulus. Here we consider ρs=9700Kg/m3 and E=1000N/m2. We solve the
problem with the same geometrical configuration and boundary conditions as in case I.
The initial position of the Lagrangian solid domain is x = (0.003m, 0.018m), and
it is indicated as “Initial position 1” in Fig. 4.1. Also, the initial fluid’s temperature and
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velocity fields in which the solid body is immersed are the same as in case I and are
shown in Fig. 4.3.
In comparison with the previous results, Figs. 4.9(b) through (f) show that in this
case the solid undergoes a larger deformation and fluid recirculation appears after the
initial transitional fluid velocity field.

Figure 4.9 General trajectory followed by the solid body in case II in Chapter IV.
Note: (a)Trajectory followed by the solid body at different times and fluid’s temperature
distribution at time tg=0.36s. (b) Fluid’s velocity field, shape and position of the
solid body at (b) tb=0.0048s, (c) tc=0.047s, (d) td=0.089s, (e) te=0.131s, (f)
tf=0.173s, and (g) tg=0.215s respectively.
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Figure 4.10 Close up of the final shape of the solid and the final velocity field for the
solid in case II in Chapter IV at time t=0.215s.

Figure 4.11 Translation and rotation of the solid body in case II in Chapter IV.
Note: (a) The position and shape of the solid body at ten different times are shown. The
red dots represent the centroid of the solid body, whereas the blue squares
represent the position of the solid particle number 1.The line segments connecting
the red dots and the corresponding blue squares at each time represent small solid
fibers. The background corresponds to the temperature distribution at t=0.36s. (b)
The centroids, the positions of particle number 1, and the small fibers of the solid
body are show. The different times are, from right to left, 0.0s, 0.023s, 0.047s,
0.071s, 0.095s, 0.119s, 0.143s, 0.167s, 0.191s, and 0.215s.
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Since in this problem the solid’s density is higher than the fluid’s density
(ρf=8800Kg/m3 and ρs=9700Kg/m3), the buoyancy force on the solid is lower than its
weight. Therefore, the solid not only follows the thermal convective velocity field, but it
also falls by gravity. This causes the solid to accelerate inside the fluid domain, with the
consequent solid deformation. The smaller value of the Young’s modulus reduces the
solid’s stiffness, allowing a larger deformation. Moreover, as the solid sinks deeper into
the fluid and resists, to some extent, the deformation imposed by the fluid’s velocity
field, local zones of high pressure are generated in the fluid domain causing the
correspondent fluid recirculation.
In Fig. 4.11 it can be seen that, in its movement, the solid not only translates but it
also rotates. The rotation can be understood using the same principles explained in case I.
Nevertheless, it is important to note that, while in case I the rotation was always in a
counterclockwise direction, in this case the fluid recirculation produces a complex
velocity field that causes the solid’s rotation to alternate between a counterclockwise and
a clockwise direction (see Fig. 4.11). The translation and rotation of the solid imposed by
the complex fluid’s velocity field contributes to the asymmetrical large deformation of
the solid body.

Case III
In order to obtain a larger deformation of the solid domain in a shorter time,
compared with the previous cases, we further lower the Young’s modulus. In this case,
we consider ρf=8800Kg/m3, ρs=9700Kg/m3, and E=10N/m2. Acknowledging that the
Young’s modulus of a marshmallow at room temperature is 29000N/m2, the notably
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small value considered here makes this problem solely a numerical test to illustrate the
large solid deformations that the IEFG method can handle. The initial position of the
Lagrangian solid domain is the same as in cases I and II, x = (0.003m, 0.018m), and it is
indicated as “Initial position 1” in Fig. 4.1. Also, the initial temperature profile and fluid
velocity field in which the solid body is immersed are the same as in case I and are shown
in Fig. 4.3.
In Fig. 4.12 (a), the general trajectory followed by the solid body at four different
times and the temperature field at time te=0.083s are shown. Also, a detail of the fluid’s
velocity field and the shape and position of the solid body at times tb=0.0048s, tc=0.041s,
td=0.059s, and te=0.083s are shown in Figs. 4.12(b) through (e) respectively. An
important point to note in Fig. 4.12(a) is that, for this case, we do not obtain a transition
velocity field as in the previous cases I and II (Figs. 4.4(a) and 4.9(a)). As mentioned
before, the transitional field is the result of the resistance of the solid body to the shear
strain initially imposed by the fluid, and it is directly proportional to the Young’s
modulus. As shown in Fig. 4.5(a), the transition effect decreases when the value of E
decreases and it is almost unnoticeable for E=200N/m2. Since in this problem we are
considering E=10 N/m2, the solid offers almost no resistance to the shear strain imposed
by the fluid, and therefore no transitional velocity field is observed immediately after the
solid is immersed.
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Figure 4.12 General trajectory followed by the solid body in case III in Chapter IV.
Note: (a) Trajectory followed by the solid body at different times and fluid’s
temperature distribution at time te=0.083s. (b) Fluid’s velocity field, shape and
position of the solid body at (b) tb=0.0048s, (c) tc=0.041s, (d) td=0.059s, and
(e) te=0.083s respectively.

Figure 4.13 Close up of the final shape of the solid and the final velocity field for the
solid in case III in Chapter IV at time t=0.083s.
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In Fig. 4.12, we can see that, in this case, an extremely large deformation is
obtained in a short time (the solid deforms in a great manner after only 0.083s). A closeup of the shape of the solid and the fluid velocity profile at 0.083s is shown in Fig. 4.13.

Case IV
In this case we analyze the movement of a more rigid solid body (compared to the
previous cases) with a constant initial temperature distribution (T0=550K) and no initial
fluid velocity. Here we consider ρf=8800Kg/m3, ρs=9700Kg/m3, and E=3000N/m2. The
initial position of the solid body is x= (0.0035m, 0.017m), and it is indicated as “Initial
position 2” in Fig. 4.1.
In Fig. 4.14(a), the general trajectory followed by the solid body at nine different
times and the fluid’s temperature field at time tf=0.47s are shown. Also, a detail of the
fluid’s velocity field and the shape and position of the solid body at times tb=0.01s,
tc=0.10s, td=0.20s, te=0.30s, tf=0.40s, and tg=0.47s are shown in Figs. 4.14(b) through (g)
respectively. Since in this case we consider the fluid to be stationary at time t=0.0s, no
initial transitional velocity field is observed. In this problem, as in the previous cases, the
temperature of the fluid domain increases with time due to heat being conducted from the
right wall. Also, the fluid’s velocity field is a combination of the thermal convection and
the effect of the fluid-structure interaction.
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Figure 4.14 General trajectory followed by the solid body in case IV in Chapter IV.
Note: (a) Trajectory followed by the solid body at different times and fluid’s
temperature distribution at time tg=0.47s. (b) Fluid’s velocity field and shape and
position of the solid body at (b) tb=0.01s, (c) tc=0.1s, (d) td=0.2s, (e) te=0. 3s, (f)
tf=0.4s, and (g) tg=0.47s respectively. Some other solid’s positions are shown in
(a) to better understand its general trajectory.
It can be seen in Figs. 4.14(a) through (c) that for 0.0s≤t<0.3s, the solid mainly
falls by gravity. Then the trajectory of the body starts to oscillate in the x-direction as a
consequence of the interaction between the deformation and rotation of the solid and the
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pressure gradient imposed by the thermal convection. In Fig. 4.15, a general view of the
translation of the solid as well as its rotation is shown.

Figure 4.15 Translation and rotation of the solid body in case IV in Chapter IV.
Note: (a) Position and shape of the solid body at sixteen different times are shown. The
red dots represent the centroid of the solid body, whereas the blue squares
represent the position of the solid particle number 1.The line segments connecting
the red dots and the corresponding blue squares at each time represent small solid
fibers The background corresponds to the temperature distribution at t=0.47s. (b)
The centroids, the positions of particle number 1 and the small fibers of the solid
body are show. The different times are, from right to left 0.01s, 0.04s, 0.07s, 0.1s,
0.13s, 0.16s, 0.19s, 0.22s, 0.25s, 0.28s, 0.31s, 0.34s, 0.37s, 0.40s, 0.43s, and
0.47s.

Conclusions
The Immersed Element-Free Galerkin method was extended to solve fluidstructure interaction problems including thermal convection of the fluid. The method was
applied to simulate the movement of a deformable solid in a viscous fluid due to the
combination of the gravitational force and the velocity field produced by the fluid’s
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thermal convection. As mentioned before, the combination of a meshfree particle method
(Element-Free Galerkin) to model the solid domain and the fluid-structure coupling
through MLS interpolants, gives the proposed approach a distinct advantage for
simulating FSI problems with highly deformable solids. The deformation of the solid
body obtained in cases II and III was considerably larger than that presented in previous
works. In addition, the method seems suitable for tracking the movement of micro-scale
deformable solids. One potential application of this feature is the simulation of defects in
casting processes which are caused by deformable inclusions like oxides or bifilms [1].
The thermal convection of the fluid domain, which represents an important factor
affecting the movement of the solid body within the fluid, was introduced. Details of the
velocity field and the shape and position of the solid as a function of time, which are
difficult to model with finite-element-based formulations, were effectively captured by
the IEFG method. In its current form, the explicit treatment of the FSI force in the
momentum equations introduces a limitation in the time step size. An implicit approach
would be necessary to thoroughly evaluate the method’s potential for longer and larger
simulations.
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CHAPTER V
IMMERSED ELEMENT-FREE GALERKIN METHOD APPLIED TO HIGHLY
DEFORMABLE BIFILM-SHAPED SOLIDS

Introduction
The aim of this chapter is to show the capabilities of the IEFGM for modeling
fluid-structure interaction problems involving large deformation of a slender bifilmshaped solid body. An application example which is closely related to the computation of
the dynamics of bifilms in molten alloys during a solidification process is presented.

Numerical Examples
In the following numerical example, the capabilities of the proposed method are
analyzed. Here, an elongated ring-shape soft solid, imitating the initial shape of an
unfolded oxide bifilm, is submerged inside the same viscous Newtonian fluid. An
unsteady temperature distribution within the Eulerian domain and an adaptive refinement
of the Eulerian grid are also considered. The computational domain is 20mm high by
10mm wide and the solid is assumed to be an incompressible elastic material. Also, the
boundary conditions associated with Eqs. (3.4) and (3.5) are no-slip at solid boundaries.

72

Case I
In this case a model problem which is closely related to computations of the
dynamics of oxide bifilms in molten metal alloys during a solidification process is
presented. Since the solid bifilms are believed to be buoyantly neutral [1], in this problem
we considered the solid and fluid densities to be equal ρs = ρf = 8800Kg/m3. The values
of the Young’s modulus, the Poisson’s ratio and the fluid viscosity are E = 3000N/m2, ν
=0.3, and μ =2.0e-3 Ns/m2 respectively. We considered such a small value of Young’s
modulus for the solid in order to observe large deformations in few time steps and to save
computational time. It is important to note that this is an illustrative problem.
The Lagrangian domain is an elongated ring-shape soft solid 1.2mm long, 0.2mm
wide, and it has a thickness of 0.02mm.
The Eulerian and Lagrangian grids were obtained using Hypermesh [62]. Due to
the shape of the solid geometry and to assure an appropriate integration, the Lagrangian
background grid is independent of the position of the particle discretization. The Eulerian
and Lagrangian grids used are shown in Figure 5.1.

Figure 5.1 Comparison between the different scales involved in the problem considered
in Chapter V.
Note: Both the Eulerian and the Lagrangian grids are implemented using Hypermesh.
The Lagrangian solid will always be inside the refined zone of the Eulerian grid.
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An adaptive meshing scheme is introduced, which refines the Eulerian grid
locally near the position of the solid domain and is computationally inexpensive since the
Eulerian and Lagrangian-background grids are generated independently.
It is important to notice that since the solid and fluid densities are the same, the difference
between the buoyancy of the fluid in the overlapping domain and the weight of the solid
(fourth term on the right hand in Eq. (3.2)) is zero. The “extra” inertial force (when
compared to the inertial force of the fluid in the overlapping domain) introduced by the
solid (first term on the right hand side in Eq. (3.2)) is also zero.

Figure 5.2 General trajectory and final shape of the bifilm-like shaped solid domain in
Chapter V.
Notes: (a) The position and shape of the solid body at nine different times are shown.
From right to left, the corresponding times are: 1.0e-4s, 0.60s, 0.98s, 1.40s,
2.00s, 2.48s, 3.01s, 3.54s, and 4.22s respectively. The background corresponds to
the temperature distribution and the velocity streamlines within the fluid domain
at t=4.22s. (b) Final shape of the solid body at time t=4.2268s. The red dots
indicate the outside boundary, the blue dots represent the inside boundary and
the black dots represent the interior particles. The minimum (e1) and maximum
(e2) thicknesses of the solid are also indicated.
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In Fig. 5.2(a), the general trajectory followed by the solid body is presented. The
background corresponds to the temperature distribution and the velocity streamlines
within the fluid domain at time t = 4.22s.
The temperature distribution in the computational domain is the result of the
unsteady heat transfer within the homogeneous fluid. The initial temperature was
To=550K and a constant temperature boundary condition T=900K was applied on the
right vertical boundary

10

,0

20

. The computational domain

is thermally insulated on the other three boundaries. The temperature was calculated by
coupling the energy equation to the FSI problem.
It can be observed that the solid body not only underwent translation and rotation
but also a fairly large deformation. In Fig. 5.2(b), the final shape of the solid at time t =
4.22s is shown. Note that not only the shape of the solid has changed, but also its
thickness. Initially the thickness was uniform (e = 20μm) but after the deformation, there
are areas where the thickness was reduced to approximately e1 = 6μm and other areas
where the thickness was increased to approximately e2 = 61μm.
In Fig. 5.3, the position and shape of the solid domain with its corresponding fluid
temperature field and velocity streamlines are shown at four different times.
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Figure 5.3 Temperature distribution and velocity streamlines within the fluid domain
and position and shape of the bifilm-like shaped solid domain of Chapter V
at four different times.
Notes: (a) t = 1.0e-4s, (b) t = 1.40s, (c) t = 3.01s, and (d) t = 4.22s.
Figures 5.3(a-d) correspond to t = 1.0e-4s, t = 1.40s, t = 3.01s, and t = 4.22s
respectively. As observed, the fluid’s temperature and velocity fields are affected by the
movement of the solid. The flow induces the flexible solid body to move. The solid, in
turns, interacts with the fluid influencing the flow behavior as shown by the streamlines
(Figs. 5.4a and 5.5a-d). The Reynolds number in this case is approximately 200 based on
the maximum fluid velocity at time t = 4.22s and the height of the computational domain.
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Conclusions
The proposed Immersed Element-Free Galerkin method is found to be very robust
for modeling the fluid dynamics of flexible slender bodies. Large rotations, translations
and deformations of the solid body, induced by a convective fluid flow, can be captured.
The potential of the method is shown, considering a 2D model problem. The
example presents an elongated ring-shape deformable solid, similar to an unfolded oxide
bifilm, moving in a viscous fluid. The introduction of the thermal convection of the fluid
represents an important factor affecting the movement of the fluid. Details of the velocity
field and the shape and position of the solid domain as a function of time, which for the
highly thin and flexible film shown in this work would be difficult to model with finite
element-based formulations, were effectively captured by the IEFG method. The method
shows a good potential for application to the problem of oxide bifilm unfurling during
solidification processes, which is believed to be one of the mechanisms of porosity
formation in castings.
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CHAPTER VI
SUMMARY AND FUTURE WORK

Summary
It is important to mention that this work represents a first step towards
understanding the physics behind the dynamics of bifilms during a solidification process
and that more work is needed to fully understand the mechanism of pore nucleation and
growth.
In the first part of this work (Chapter II), a finite element model of dendritic
solidification (MULTIA) was extended to allow the calculation of microporosity in
aluminum plate castings. The method is based on a hydrogen diffusion technique. The
pore volume fraction and pore size distribution were calculated based on an initial pore
size and inclusion concentration. The simulations show that the same set of parameters is
able to reproduce, with reasonable agreement, experimental data for different castings
with varying levels of hydrogen content.
Since the traditional concept of pore nucleation presented in Chapter II is still
under discussion and it has been challenged by the idea of the entrainment of oxide
bifilms during the melting and pouring phases of the casting processes (Campbell [1]), in
the remaining of this work, the immersed element-free Galerkin method will be presented
and used to model different fluid-structure interaction problems, which are useful to gain
insight into the way solid bifilms interact with the liquid melt.
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The first problem, a rigid disk falling by gravity inside a viscous fluid, was
compared with analytical results and good agreement was obtained. Also, the action of a
thermal convective fluid velocity field on the bifilm and the difference in length scales
between the solid and fluid domains were considered. The method shows a good potential
for application to the problem of oxide bifilm unfurling during solidification processes.

Future Work
As mentioned in Ref. [1], the size and shape of an oxide bifilm can be affected by
several factors, such as consumption of the internal atmosphere by oxidation, diffusion of
hydrogen into the bifilm, pushing of dendrites, and mechanical interaction with the fluid.
In this work, the Immersed Element-Free Galerkin method was used to analyzed only one
of the factors affecting the shape and size of an oxide bifilm, the mechanical interaction
fluid-structure. Always with the objective of understanding the physics behind the
dynamics of oxide bifilms during a solidification process, research should be conducted
to analyze the other factors. In particular, a criterion to model the movement of bifilms
inside the mushy zone should be implemented. In fact, it would be appropriate to
combine this work with the work presented in Ref. [69] to model the interaction between
the oxide bifilms with the solid dendrites in the mushy zone.
Research should also be conducted to understand and predict the rupture of
bifilms and eventual nucleation of pores. For this, it is imperative to know the strength of
oxide films at high temperature. Even though experiments aimed to measure the strength
of the oxide skin covering the liquid surface of aluminum alloys have been reported [70],
the variation of the skin structure and thickness will influence the strength of the oxide
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skin. Experimental determination of the strength of oxide skins with different structure
and thickness on molten Al alloy is extremely difficult and indirect at most. It is believed
that atomistic simulations can provide the necessary information on the strength of oxide
bifilms at high temperatures.
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