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Monte-Carlo simulations and small-angle x-ray scattering experiments were used to determine the
phase diagram of aqueous dispersions of titratable nano-colloids with a moderate size polydispersity
over a broad range of monovalent salt concentrations, 0.5 mM ≤ cs ≤ 50 mM and volume fractions,
φ. Under slow and progressive increase in φ, the dispersions freeze into a face-centered-cubic (fcc)
solid followed unexpectedly by the formation of a body centered cubic (bcc) phase before to melt
in a glass forming liquid. The simulations are found to predict very well these observations. They
suggest that the stabilization of the bcc solid at the expense of the fcc phase at high φ and cs results
from the interaction (charge) polydispersity and vibrational entropy.
How do polydisperse particles pack and order? This
question is of major concern for a large variety of sys-
tems, including granular beads, micro-emulsions, micro-
gels, macromolecules and solid nanoparticles and is, thus,
largely debated. Different scenarios have been pro-
posed and are schematized in Fig. 1. Pusey et al[1, 2],
based on experimental observations later supported by
simulations[3, 4], proposed that a fluid of hard sphere
(HS) would not crystallize above a critical value of poly-
dispersity (δ), called terminal polydispersity, but, in-
stead, would form a stable disordered solid. Using simu-
lations on HS systems, Kofke et al[5] found that a termi-
nal polydispersity should only apply to the solid phase.
More precisely, a stable crystalline phase of polydisper-
sity exceeding 5.7% would not be formed from a fluid
phase. Questioning the existence of a stable amorphous
solid, they proposed that fractionation should enable a
HS fluid of arbitrary polydispersity to precipitate in a
fcc solid phase in coexistence with a fluid phase. Sol-
lich et al[6, 7] further theorized that upon compression
a polydisperse HS system should crystallize in a myriad
of coexisting fcc crystalline phases each having a distinct
size distribution and a narrower δ than the mother dis-
tribution.
Our recent experiments [8] with dispersions of charged
hard spheres (CS) with a broad and continuous size poly-
dispersity (δ = 14%) gave the first evidence for the frac-
tionation of a fluid into multiple coexisting phases. In-
terestingly, the fractional crystallization turned out to
be more complex than initially theorized by Sollich et
al for HS. Indeed, the CS were observed to coexist in a
fluid phase, a bcc lattice and a Laves MgZn2 superlattice.
The latter was only known from binary distributions of
particles[10–12]. Lattice simulations performed by some
of us were further found to reproduce our experimental
findings[13]. Very recent simulation works[9, 14, 15] with
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FIG. 1. Colloidal crystallisation in a polydisperse system can
lead to: (a) A set of distinct crystals of the same structure
(e.g. fcc) and narrow monomodal size distributions, which
together span the available range of particle sizes [6]; (b) More
complex phases such as AB2 [8] or AB13 [9], which utilise a
bimodal subset of particles. These may coexist with simpler
phases (e.g. as above, bcc [8]); (c) The appearance of crystals
of different structures (e.g. bcc, fcc, hcp) and monomodal size
distributions, as reported in this paper.
polydisperse HS of δ > 6% show a similar complexity and
thus indicate that our finding with CS is not an exception
but more a general rule. In particular, Frank-Kasper,
Laves, AB13 and AlB2 phases were found in simulations
of HS of δ between 6% and 24% and at high packing
fractions (φ). These results are also in line with those
obtained in the seminal work of Fernandez el al[16] on
simulations of neutral soft spheres (SS), even though the
exact nature of the complex solid phases obtained was
not identified.
Here, we look at a similar CS system as in our previ-
ous work[8] but with a lower size polydispersity (9%), and
vary the interaction polydispersity by changing the back-
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FIG. 2. As the dispersion is concentrated, colloidal crystals
appear. The scattering spectra shown here, for cs = 5 mM,
demonstrate the typical sequence of (a) fcc (φ = 19%), (b)
a mixture of fcc and bcc (φ = 20%) and (c) bcc (φ = 21%)
crystals that are seen as φ increases. Frequently, a weak peak
is visible at lower q, consistent with an hcp structure of the
same particle density, or stacking faults in an fcc lattice.
ground salt concentration, cs. Using high resolution scat-
tering methods the cs - φ phase diagram is constructed.
We observe that upon gradually increasing the osmotic
compression the CS fluid precipitates and fractionates in
coexisting crystalline phases of different structures, i.e.
bcc, fcc and hcp. Unexpectedly, the stability region of
bcc crystals is found to cover a large cs − φ area of the
phase diagram, considerably larger than in the monodis-
perse case; and is systematically located at higher φ than
the region of fcc crystals. Upon further compression, the
system finally enters a glass forming liquid. To help ex-
plain these results, we further used Monte Carlo simula-
tions of our multi-component model(MCM) for titratable
polydisperse colloids parametrized with independent ex-
perimental data[17]. Allowing only a slight adjustment
of δ, the simulations almost perfectly reproduce the ex-
perimental phase diagram.
We used industrially produced, nanometric and highly
charged silica particles, dispersed in water (Ludox TM50,
Sigma-Aldrich). These were cleaned and concentrated
as detailed elsewhere [8, 18–20]. Briefly, dispersions
were filtered and dialysed against aqueous NaCl solu-
tions of concentration cs at pH 9 ± 0.5 (by addition of
NaOH). They were then slowly concentrated via the os-
motic stress method, by the addition of polyethylene gly-
col (m.w. 35000, Sigma-Aldrich) outside the dialysis sack.
Samples were then taken and sealed in quartz capillary
tubes, on which small-angle x-ray scattering (SAXS) ex-
periments were performed at the ESRF, beamline ID02.
The particle size distribution was measured in the dilute
limit (see supplemental information) to have a mean size
of R = 13.75±1 nm and a polydispersity of δ = 9±1%,
consistent with prior observations [21]. Over a range
of higher concentrations the scattering spectra showed
sharp peaks characteristic of fcc and bcc crystal phases,
as shown in Fig. 2. Weak peaks representing a minor-
ity hcp phase (or evidence of stacking faults [22]) were
frequently seen alongside either crystal phase.
FIG. 3. Phase diagram in the cs−φ plane of the TM50 silica
dispersion at pH 9 as obtained from (a) MC simulations of
the MCM and (b) SAXS analysis of the dialysed samples.
The hcp phase is not represented for clarity. The shaded area
delimits the region where crystals are found in simulations. It
helps to show the correspondence between experiments and
simulations.
The experimental phase diagram in the cs - φ plane is
given in Fig. 3. Whatever the background salt cs, a fluid
region is observed for low φ followed by a solid crystalline
region at intermediate φ which ends in a re-entrant amor-
phous phase at high φ. The latter behaves macroscop-
ically as a solid. As expected the freezing transition is
seen to shift to higher φ as cs is increased as a response to
the screening of the electrostatic interactions. The same
is true for the re-entrant melting transition at high φ.
This generic behavior is in line with previously published
phase diagram of experimental CS systems, e.g. [23, 24].
The solid region, composed of the usual bcc and fcc or-
3dered phases of CS systems, is, however, most often found
in coexistence with an hcp phase. What is more, the sta-
bility region of the bcc phase is observed at higher φ than
the fcc phase and spans over the all range of cs (# bulk
screening) studied. The latter appears more clearly in
the interdiffusion experiments, see SI. This phase behav-
ior contrasts with the literature where a bcc-fcc transition
with increasing φ (not a fcc-bcc transition like here) was
invariably observed; what is more, in very diluted cs and
φ conditions [23, 24]. Also, random stacks of hexagonal
close-packed planes (rhcp) and hexagonal close packing
(hcp) were reported for shear ordered CS crystals [25]
but not in equilibrium CS crystals [26].
Although predicted to occur for soft colloids[27, 28]
the inversion of the stability regions of the bcc and fcc
phases has rarely been observed. To our knowledge, it
has only been reported for SS[29]. The possibility of a
stabilization of the bcc phase induced by polydispersity
in CS systems was conjectured by some of us [13] based
on simple energetic arguments which show that the bcc
structure is more tolerant to interaction polydispersity
than the fcc solid. The latter was further illustrated em-
ploying lattice MC simulations in the Gibbs ensemble on
a presupposed bcc/fcc coexistence system of CS with δ =
15%. Two distinct size distributions were predicted with
a bi-modal distribution for the bcc lattice as sketched in
Fig 1-b. Although not analyzed, the latter indicated the
formation of a superlattice structure of bcc (i.e. CsCl)
which, however, is not compatible with our experimental
findings.
Here we employed, instead, MC simulations for con-
tinuous systems at set density (NVT) or pressure (NPT)
that do not require any prior information on the phases at
equilibrium. They were performed at the well defined ex-
perimental cs and pH conditions in the framework of the
MCM detailed in[17] which includes the charge regulation
of the silica particles through the pH dependent ioniza-
tion of their surface active groups, Si−OH −−⇀↽− Si−O−+
H+. A truncated and discretized Gaussian size distribu-
tion with the same R as, but somewhat lower polydis-
persity δ = 7% than measured was used. Simple particle
translations combined with swap moves[30] allow the ef-
ficient sampling of phase space up to high φ[31]. Simula-
tions were run with N = 19 991 particles in a cubic box
with periodic conditions. Up to several tens of million of
MC cycles (1MC cycle = N MC moves) for equilibration
were used. Production runs lasted for 105 MC cycles.
The local bond order parameters were used to analyze
the obtained structures[32]. The analysis and simulation
details are given in the SI.
As shown in Fig 3 a very good agreement is achieved
between the experimental and so-obtained phase dia-
grams. The same is true for the equation of state of the
TM50 silica dispersion in the all range of cs and φ studied
as seen in Fig 4-a. Not only the inversion of the stability
regions of the bcc and fcc phases is well predicted but
FIG. 4. a) Simulated and measured equation of state of the
TM50 silica dispersion at various ionic strength and pH 9;
b) Predicted variation of the phase composition with φ at
cs = 5 mM and pH 9. c) Particle size distributions of the
various crystalline phases in comparison with the parent size
distribution (dashed curve) for the model silica dispersion at
φ = 20.5, cs = 5 mM and pH 9.
also the position of the freezing and re-entrant melting
transition. In line with the experimental observations,
the colloids in the predicted amorphous phase at high φ
present very weak diffusion coefficients that rapidly de-
crease with φ, not shown.
4The phase composition of the system upon compres-
sion at cs = 5 mM and an example of the size distri-
butions at the coexistence of the hcp/bcc/fcc phases are
shown in Fig 4b-c. The freezing transition is found to
be first order characterized by a pressure jump, and a
very abrupt change in the liquid/fcc phase composition
at φ ≈ 16%, see Fig 4-a. The fcc-bcc phase transition
is, on the other hand, found to be much more progres-
sive. Furthermore, no clear pressure jump at the cor-
responding φ could be identified. Simulation snapshots
at the bcc/fcc/hcp phase coexistence show, instead, tex-
tures characteristic of a micro-phase separation, see SI.
The fcc-bcc phase transition is characterized by a small
size fractionation, see Fig 4-c, which tends to increase
with φ, not shown. Although small, the bcc phase is
found to be more tolerant to polydispersity while incor-
porating a larger number of small particles than the fcc
lattice structure. The particle distribution of the bcc
phase thus presents a larger δ and smaller R than of
the fcc phase. One consequence is the small difference
in the calculated particle number densities between the
crystalline phases and the bulk, less than 4%, with a
tendency of the fcc phase to be the densest. This is con-
firmed by our experimental observations, although the
difference in phase densities falls within the uncertainty
of the measurements, see the SI.
These results are in line with our energetic argument
mentioned earlier [13]. In other words, the interaction
polydispersity due to charge polydispersity favors the
formation of bcc crystals with a larger particle distri-
bution (# charge distribution), thus being more tolerant
to polydispersity, as compared to fcc crystals. As φ is
progressively increased, the fcc phase, compared to the
bcc phase, becomes less and less tolerant to the charge
polydispersity. Note that the latter is not constant but
increases with φ, see [17]. Consequently, the fcc ordered
phase progressively disappears in favor of the bcc and
fluid phases. Conversely, in the absence of interaction
polydispersity, that is when the charge dispersity is de-
fined such as Z∗i /(1+κ∗Ri) = Cste 6= 0 ∀ Ri, the system
can, to a good approximation, be reduced to that of point
Yukawa particles [33]. The inversion of the stability re-
gions of the bcc and fcc phases is then lost [34]. In this
case also, the stability region of the bcc phase is restricted
to the very diluted cs−φ domain only. In the absence of
charge (i.e. Cste = 0), the bcc phase simply disappears,
see e.g. the recent work of Bommineni on polydisperse
HS systems [9]. All this further illustrates the impor-
tance of charge dispersity in the inversion of the stability
regions of the bcc and fcc phases.
Obviously, the phase behavior observed in our experi-
ments and predicted by simulations is not the only con-
sequence of the system’s internal energy but the result of
the balance between energy and entropy. In an attempt
to elucidate the entropic contributions in the stabilization
of the bcc phase we further performed lattice simulations
in the Gibbs ensemble, as in ref. 13, with the MCM of
the TM50 silica dispersion, see the SI. Like in the contin-
uous simulations, a small size fractionation is obtained.
However, a CsCl superlattice structure instead of a bcc
phase is found. Recognizing that lattice simulations only
account for the mixing contribution to the entropy, one
can easily deduce from this qualitative difference that the
bcc phase observed in our experiments (and continuous
simulations) is most probably stabilized by vibrational
entropy (the missing thermodynamic ingredient in lat-
tice simulations). A large size fractionation in distinct
phases is, on the other hand, prevented by the mixing
entropy at this relatively small δ and range of φ. When
the size polydispersity is increased, a MgZn2 Laves phase
in coexistence with a bcc phase, in place of a fraction-
ated system made of distinct fcc phases, is predicted to
occur in good agreement with our previous experimental
findings[8], see SI.
Not discussed so far is the striking agreement obtained
between the simulations and experiments on the position
of the re-entrant melting line. At a first sight, this would
suggest that the amorphous phase is stable. Prelimi-
nary results obtained well inside the amorphous region
with more advanced simulation techniques show, how-
ever, that it can crystallize. These results, which will be
developed elsewhere, strongly suggest that it is a glass
forming liquid. Still, we were unable to come up with
a reasonable explanation for the troubling coincidence
between our simulation and experimental results on the
(non-thermodynamic) re-entrant melting transition.
To conclude, using a combined and detailed theoreti-
cal and experimental study of charged nano-colloids with
a moderate polydispersity, we provide evidence that the
packing of polydisperse particles into crystals is much
more diverse than initially thought even for relatively
small polydispersities. In particular, the system is found
to separate in coexisting solid phases with a limited size
fractionation. Under compression, the system first solid-
ifies in compact lattice structures, fcc/hcp. Upon further
compression, the fcc phase dissolves progressively in a
less compact bcc structure proved to be more tolerant to
the interaction (charge) polydispersity. Our simulations
strongly suggest that the limited size fractionation and
the stabilization of the bcc phase are due to the mix-
ing and vibrational entropies, respectively. Compressed
even further, the colloidal crystals melt in an amorphous
phase, most probably a glass forming liquid. The as-
tonishingly good agreement obtained between our exper-
imental results and simulated predictions further gives a
strong support to the simulation methods employed and
the parameter-free force field developed. We anticipate
that these tools should help in the finding of new colloidal
crystal phases and in a better understanding of colloidal
glasses in CS systems. Still the (equilibrium) phase be-
havior of polydisperse CS at high densities remains an
open question and would required the development of
5advanced simulation techniques to be tackled.
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