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ABSTRACT
Organic-inorganic halide perovskites have been on the radar of the photovoltaic com-
munity for a few years now. Significant research has been done on making the solar cell
devices based on these materials more efficient. These perovskites have the following ex-
cellent photovoltaic properties : desirable band gap, high number of charge carriers, and
high absorption coefficient. In this thesis, we aim to enhance these properties by using
low-dimensional materials. We consider heterostructures of the organic-inorganic halide
perovskites and characterize them for their thermo-electric properties. The heterostruc-
tures are constructed using the idea of low-dimensional structures.
In this work we engineer these structures with the desire to increase their thermal electric
figure of merit. We use computational methods to evaluate these materials and compliment
the results using experiments. The computations were done using first principle calculations
and Boltzmann theory to calculate the electronic transport coefficients. Experimentally we
also prepare these superlattice structures using sequential thermal deposition and consider
them for their electrical transport. Using the optimized structures obtained from first prin-
ciple calculations, we also simulate phonon dynamics to look at the thermal properties. The
challenge is to find the right optimization to get the desired properties in these materials.
The results give us motivation to test different superlattice architectures and establish an
algorithm to tailor desired properties in these structures.
In chapter 5 we introduce a hybrid optimization algorithm and show its application
in material sciences. Using the algorithm we obtain partially ordered structures of hybrid
perovskite structures and finally do first principle calculations to calculate the energetics of
hybrid structures. The last two chapters propose some engineering strategies to increase the
xxi
stability of halide perovskites while maintaining similar photovoltaic performance. The dis-
cussion is focused on designing interfaces between methylammonium lead iodide perovskite
and various stable two dimensional materials. The effects of different interfaces is analyzed
and their impact on performance is discussed through various thermoelectric properties.
Finally, it is found that a heterogeneous interface between methylammonium lead iodide




Hybrid halide perovskites has drawn a lot of attention in solar cell industry because
of their excellent photovoltaic properties. Weber first studied them in 1978. However, the
first solar cell appeared in 2009 and in the next few years the efficiency of solar cells made
from these materials has reached ∼ 20 %. The direct band gap, large absorption coefficient
and high carrier mobility [1, 2, 3] make them very attractive for use as light harvesters
in solar cells.Furthermore, the cell is composed of earth-abundant material and attracted
tremendous attention in the photovoltaic research field.
1.1 Structure of perovskites
The perovskite was referred to the structure orientation for the mineral form of CaTiO3.
In the structure, Ca atom is at the center of corner-sharing TiO6 octahedtra. The same
structure has been found to be oriented for many materials.
Materials with the stoichiometry ABX3 (Figure 1.1) normally arrange themselves in the
perovskite lattice. In this lattice A is the cation, B is another cation sharing the octahedra
and X is the anion. The charge balancing in these materials is achieved when A and B are
excited states of metals and X is replaced by oxygen or a halide. Other materials such as
SrTiO3 and BaTiO3 are also found to be of this crystal shape. A common property among
these materials is their ability to transition to different crystal shapes. They are found
to change into cubic, octahedral and tetrahedral shapes with a slight tilting of the BX3
polyhedra in the lattice. External stimuli can also have a catalyst affect and change the
phase of these materials. The material that is of interest here is a hybrid halide perovskite in
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Figure 1.1: Perovskite structure ABX3, where A occupies the center of the cubic centric
BX6 octahedra.
which species A is replaced by an organic cation. These hybrid compounds are of compound
interest in solar cell applications especially Methylammonium lead iodide (MAPbI3) and
Methylammonium tin iodide (MASnI3).
MAPbI3 is found to exist in three phases, cubic, tetragonal and orthorhombic [4, 5]. At
very low temperature below 162 K it is found to be in orthorhombic phase, and it changes to
tetrahedral above 162 K. The transition from tetrahedtral to cubic happens at 327 K. Sim-
ilarly MASnI3 undergoes three phase transitions with temperature [6]. It is in monoclinic
at low temperatures, changes to rhombohedral at 331 K and at 463 K from rhombohedral
to cubic phase.
1.2 Application of perovskites : Thermoelectrics
Thermoelectrics are one of the most promising candidates for an alternate power gen-
eration and refrigeration. Since the discovery of thermoelectric effect by Thomas Johann
Seebeck, a German scientist, in 1821, several kinds of thermoelectric materials have been
discovered and their thermoelectric performance is studied. He discovered a phenomenon
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known as Seebeck effect and it is characterized by the flow of electrons due to the temper-
ature difference in the material. The flow of electrons generates a current and creates a
potential difference between the hot and cold side, which can be utilized to convert waste
heat into electricity. The heat recovery using this technique can make an important contri-
bution to global sustainable energy solutions.
The performance of thermoelectric materials is based on a dimensionless number known as
ZT, figure of merit and higher the value of ZT higher will be the conversion efficiency from





where σ is the electrical conductivity, S is the Seebeck coefficient, κtotal is the total thermal
conductivity and T is the temperature. Therefore, efficient energy conversion requires high
electrical conductivity and low thermal conductivity to maximize the number of electrons
and temperature difference. Recently, ZT has been improved upon dramatically by opti-
mizing the the power factor S2/σ and reducing the thermal transport in different materials.
A lot of materials have been introduced and their ZT is improved upon such as PbTe [7],
SiGe[8], Skutterudites (ZT ∼ 1.5), [9] Half-Heusler alloys (ZT ∼ 1.3) [10]. The extensive
research indicates that any new candidate for good thermoelectric properties should have
the following characteristics: narrow-bandgap semiconductor, low thermal conductivity and
high mobility. Organic-inrorganic halide perovskite has shown promise by satisfying all
these requirements. They are direct band semiconductors with high mobility and complex
structure with large unit cell making the path of phonons difficult. These have been consid-
ered for thermoelectric materials and solar thermoelectric generators. Their thermoelectric
properties have also been evaluated by theoretical calculations[11, 12] and experiments, [13]
and the results show them as a potential candidate for thermoelectric applications.
Recently, interest has been drawn to the fact that these materials can also efficiently con-
vert waste heat into electricity [11, 12, 13]. Experimentally [13] it is shown that the ZT
of MAPbI3 and MASnI3 can be enhanced by three orders of magnitude by doping these
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materials. They can even outclass the present most efficient thermoelectric materials by
using engineering techniques. More evidence on their properties was provided by first prin-
ciple calculations. Recently, electrical and thermal transport was calculated to assess the
feasibility of these materials using DFT calculations [11, 12]. The results show that these
maximum ZT can be achieved by electron doping these compounds. The transport prop-
erties were calculated by considering impurity and acoustic phonon scattering mechanisms
in these materials. So, the challenge remains to engineer these materials to enhance their
transport properties in order to maximize the value of ZT .
1.3 Superlattice Structures
Engineering transport in materials has been made successful by using low-dimensional
structures such as such as quantum wells, superlattices, quantum wires, and quantum dots
[14]. A periodic arrangement of two or more materials is known as a superlattice. At atomic
length scales, where quantum effects become dominant, the energy spectra of electrons and
phonons can be controlled by altering the size of the structures, leading to new ways to
increase ZT . These low-dimensional structures offer us new pathways to optimize structures
with desirable transport properties. Superlattice are one such low-dimensional structures
that provide a way to improve the figure of merit. They can be thought of as multiple
quantum wells combined into one structure. Studies have shown significant amount of
reduction in thermal conductivity in a variety of superlattices [15, 16, 17]. Structures made
of Bi2Te3/Sb2Se3 superlattices, [18] PbTe/PbTeSe superlattices [18] decrease the thermal
conduction in the cross-plane direction. The theory behind this reduction can be traced
to the interfacial scattering of phonons. In most materials phonons play a major role
in the transport of heat and at low temperatures are the major carriers of heat energy.
Introducing these interfaces forces phonon branches to fold, creates mini-band gaps and
cause higher acoustic phonons to lose velocity. One of the main reasons in the reduction of
thermal conductivity is the decrease of group velocity of phonons. Along with cross-planar
5
direction, planar transport gets affected due to diffuse interface scattering [15, 19, 20].
Hence, a change in the periodicity of the lattice disturbs the phonon coherence. Thus,
superlattice provide us a new way to increase the thermoelectric properties.
1.4 Research Overview
In the following chapters, I will focus on the investigations on the electronic and thermal
properties of the heterogeneous structures of perovskites materials. The second chapter,
Chapter 2, has details of all the methods used in this study. Chapter 3 reports about
the electronic transport properties of the superlattices formed by combining base organic-
inorganic lead and tin halide perovskites. Lattice dynamics simulations results are described
in Chapter 4. Chapter 5 discusses stability of superlattice structures relative to prototype
methylammonium lead and tin halide perovskites and the reason to switch to lower di-
mensional structures. In chapter 6 we analyze and discuss two-dimensional perovskites
and engineering methods to increase their stability. Implemented methods include sur-
face engineering and impurity doping. Results show that surface engineering is the better
method between them. Chapter 7 explores surface engineering in detail using six different
heterostructures. Finally, we conclude the research on perovskites and discuss future direc-
tions in Chapter 8. The last chapter, Chapter 9, gives details about the other computational
projects that I have completed at Iowa state.
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CHAPTER 2. COMPUTATIONAL METHODS AND
EXPERIMENTAL TECHNIQUES
2.1 Ground State Calculation
2.1.1 Quantum Mechanics
Since the inception of science, there has been a tendency to understand the various laws
of nature. The early attempts came in to describe the macroscopic behavior of matter that
gave to rise to the Newton’s laws of motion. The three Newton laws govern the behavior
of the system and describe them perfectly albeit on a macroscopic level. However with the
discovery of electrons it was discovered that these laws can’t be applied to these particles and
at these small scales. We needed new theories to describe the systems at atomic scale and
thus, resulted in the birth of quantum mechanics. Quantum effects shown by particles at
these small scales can only be understood through quantum mechanics. Since then quantum
mechanics have come a long way in providing theoretical models of electron behavior under
different conditions. The basic Schrödinger equation governs the behavior of a system at
these small scales and solve the stationary (time-independent) Schrödinger equation for the
system.
ĤΨk(r1, r2, · · · rN ) = EkΨk(r1, r2, · · · rN ) (2.1)
(where Ĥ is the hamiltonian, i.e., the operator of the total energy for the system), and
calculate the set of possible wave functions (called eigenfunctions) Ψk and corresponding
energies (eigenvalues) Ek. The many particle wavefunction Ψ(r1, r2, · · · rN , t) (where the r1
denotes the coordinates of the 1st electron, r2 the 2nd electron, and so on, and t is time)
and Ĥtot can be represented as the sum of different energy terms. The energy terms can
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be written in the form of potential energy of nuclei, potential energy of electrons, kinetic































where the summation over i and j correspond to the electrons and summation over I and
J correspond to nuclei and can also be written as
Ĥtot = T̂nucl + T̂e + Ûnucl + V̂ext + Ûee (2.3)
where
T̂nucl is the operator of kinetic energy of nuclei,
T̂e represents the kinetic energy of electrons,
Ûnucl is the interaction energy of nuclei (Coulombic repulsion),
V̂ext is the external potential (in this case, the electrostatic potential coming form nuclei,
with which electrons interact),
Ûee denotes electrostatic repulsion between electrons.
Numerous quantum approaches have been developed to understand the electronic structure
of materials . However there are 3N degrees of freedom in the above equation and for a sys-
tem having many atoms, the traditional methods become computationally very expensive
and impractical. So, there was a need to simplify this equation and one such approach that
transforms the manybody Schrödinger wave equation into a far more tractable for numer-
ical purposes is the density functional theory formalism (DFT). It changes the dependent
variable from the many-body wave function to that of the ground state electron density
ρ(r) which is a function of single variable r. The fundamental work on DFT was done by
Hohenberg and Kohn. The following is an overview of the Hohenberg and Koh theorems.
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2.1.2 Hohenberg-Kohn Theorem (HF)
The two theorems put forth by Hohenberg and Kohn laid the foundation of modern
DFT methods [1, 2, 3]. They proved that ground state electron density can replace electron
wave function as the fundamental variable in the electron Hamiltonian. The theorems are
• First Theorem - It tells that the potential Vext is determined uniquely, except for a
constant C, by the ground state particle density ρ(r) in a system of multiple interacting
particles.
• Second Theorem A universal functional for the energy E[n] in terms of the density
ρ(r) can be defined, valid for any external potential Vext. For any particular Vext, the
exact ground state energy of the system is the global minimum value of this functional,
and the density ρ(r) that minimizes the functional is the exact ground state density
ρ(r).
The first theorem completes the hamiltonian and the second theorem provides the ground
state energy of the system. The wave functions can be uniquely determined in the presence
of an external potential Vext, assuming it is known. By solving the many-body Schrödinger
wave equation, we can get the exact ground state energy for an exact ground state den-
sity. Although this replaced the much difficult problem of solving for multivariate wave
function,Ψk(r1, r2, · · · rN ), with a single variable electron density ρ(r), it did not gave any
specifics about the shape or form of the functional.
2.1.3 Density Functional Theory (DFT) : Basics
Density functional theory is a variational method to calculate approximate wavefunc-
tions and energies for matter. It can be applied to calculate the electronic structure of
atoms, molecules, solids, quantum and classical fluids. It is applied to solve for the ground





|Ψ0(r1, r2, · · · rN )|2dr2dr3dr4...drN (2.4)
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The above relation reduces the 3N degrees of freedom to only 3 degrees of freedom. Even
after this simplification, the equation is still complicated. So, some approximations were
introduced to tackle this problem.
2.1.3.1 Born-Oppenheimer approximation
The first approximation can be made by separating nuclei and electron part from the
Schrödinger equation. The HF theorems can be applied to the separated electron part. We
all know that nuclei are much heavier than electrons and therefore, we can consider electrons
moving in the field of nuclei. Nuclei can be considered to be still and there interactions can
be considered to be constant for electron. It allows us to use the electronic hamiltonian Ĥel
to study electrons, and add the components of energy coming from nuclei (i.e., their kinetic
energy, Tnucl, and inter-nuclear repulsion energy, Vnucl) at the end of calculations.




























|ri − rj |
(2.8)
Here, the Zα is the charge of an α-th nucleus (atomic number), |ri − Rα| is the distance
between electron i and the nucleus α, Nnucl is the total number of nuclei in the molecule
(but it is obviously equal to 1 for an atom), |ri − rj | is the distance between electron i and
j.
2.1.3.2 Hartree approximation
In the equations mentioned above, assume we know T̂e and V̂ext . However, the term Ûee
is the interaction potential of the electrons and it need wavefunctions to be evaluated. The
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Hartree approximation provides a way to deal with this. In this approximation, electrons
don’t interact with each other but with an average density of electrons. This average density
is calculated by assuming electrons are independent of each other and are represented by
one-electron functions φi(r) and then the complete wavefunction is a multiple of these single
electron wavefunction as follows :
Ψ(r1, r2, · · · rN ) = φ1(r1)φ2(r2) · · ·φN (rN ) (2.9)
Now, we can calculate the electron density because of a single electron as :
ρi(r) = |φi(r)|2 (2.10)

















where ρ(k)(r)) is obtained by subtracting k the electron density from ρtot:
















































∇2i + v̂i + ĝi)φi(r) = εiφi(r) (2.16)
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2.1.3.3 Pauli-Exclusion Principle
Pauli-Exclusion principle states that any two electrons (fermions) cannot occupy the
same quantum state within the same quantum system simultaneously. This rule is violated
in the approximation where the complete wavefunction is approximated by the multiple
of independent electron wavefunctions. The rule is if we exchange two electrons in the
quantum system described above, it should switch the signs of the complete wavefunction
but it doesn’t follow this rule as it is multiple of these wavefunctions. To solve this problem,
the total wavefunction is assumed to be an anti-symmetric sum of all products known as
Slater determinant. It can be obtained by interchanging electron labels.




φ1(r1) φ2(r1) · · · φN (r1)
φ1(r2) φ2(r2) · · · φN (r2)
φ1(r3) φ2(r3) · · · φN (r3)
. . . .
. . . .
. . . .
φ1(rN ) φ2(rN ) · · · φN (rN )
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(2.17)
This satisfies the Pauli exclusion principle. Now, if we exchange the orbitals in the wave
function, it changes the sign of the complete wave function. Now, energy of the system can
be calculated by evaluating the expectation value of the energy. But it introduces a new
term in the total energy known as Exchange energy. It is the energy associated with the
exchange of two electrons with the same spin. The expectation value of energy now looks
like electron exchange
E = 〈Ψ|H|Ψ〉 =
N∑
i=1





































Here, Ecolumn is the normal electrostatic coulombic interaction between electrons and Eexc
represents the change energy. Eexc is similar in form to the coulombic energy with the
single orbitals wave functions exchanged. It goes to zero if the electrons are of opposite
spin. Normally the value of Ecolum is much larger than Eexc. It is for only this part
of the energy that we need to construct functionals as we don’t know the true form of
the functional. The most popular methods to construct this functional are Local density
approximation (LDA) and Generalized gradient approximation (GGA.
2.1.4 LDA Approximation
This is the most simple method in which density is assumed to be dependent locally as
a uniform electron gas. This is used to calculate exchange correlation energy at each point





LDA approximation fails to accommodate the rapid changes in density such as in
molecules. An improvement on LDA can be included by introducing the gradient of elec-
tron density into the derivation of exchange energy. This is called Generalized Gradient
approximation (GGA).
Eexc = Eexc[ρ(r),Ψρ(r)] (2.23)
The most popular approaches is to represents orbitals φ as a linear expansion into a set of






By solving the Schrödinger equation iteratively, coefficients Cki of the basis functions are
obtained. This is done using variational principle. The additional conditions that need to
be satisfied in order to obtain the correct wave functions are
• The energy obtained has to satisfy the variational principle. The variational principle
states that energy of a system cannot go lower than the ground state energy. It is the
minimum energy acquired by the system at the ground state. The condition for this
minimum energy is:
δE0 ≡ δ 〈Ψ0|H|Ψ0〉 = 0 (2.25)
• Orbitals φ have to be orthonormal, i.e.:
〈φi|φj〉 = δij (2.26)
where δij is called a Kronecker delta, and is equal to 1 only if i = j, but is zero
otherwise.
2.1.4.2 Method: Self consistency scheme of Kohn Sham equations
The single geometry SCF cycle or geometry optimization involve following steps:
1. Start with a trial density ρin and trial wave vectors ψin
2. Establish Hamiltonian using available functional of exchange correlation potential.
3. Compute KS matrix
4. Do iterative refinements to calculate the equations for expansion coefficients to obtain
KS orbitals.
5. Calculate new density using ρ =
∑
i=occ |φi(r)|2.
6. If δE > Ebreak, then go to step 1.
7. If not, that means the SCF cycle is converged and electron orbital optimization is
done, go to step 10.
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8. Calculate derivatives of energy to calculate the force on atoms. By using that update
atom coordinates.
9. If the forces are still large, or positions of nuclei moved appreciably during this step,
go to step 1.
10. Geometry optimization done Calculate properties and print results.
2.1.5 Periodic Systems - Plane Wave Basis Sets
The following discussion deals with applying first principle methods to solid materi-
als, mainly metals and semiconductors. Realistic systems have more than 1000 atoms
in a cubic millimeter that calls for very expensive computations. It is almost impossi-
ble to simulate these many atoms using density functional theory and other first principle
methods. However, especially metals and semiconductors pack themselves in a periodic
arrangement known as crystalline state that can be exploited to simulate bulk properties
that is unformidable for organic molecules. In these materials the most common choice of
representing basis functions by assuming them as a function of plane waves and solving the
wave functions in an imaginary space known as reciprocal space.
2.1.5.1 Reciprocal Lattice
The reciprocal lattice is an imaginary construction of points that in a real crystal points
to a set of planes. Every solid that has a crystal structure can be though of having lattices,
one real and the other reciprocal lattice. The reciprocal lattice of a Bravais lattice is the
set of all wave vectors ~G that provide plane waves exp(iG ·R) having the same periodicity
as the Bravais lattice. If the Bravais lattice is given by points ~R, one thus have
exp i(G.(r +R) = exp (iG.R) (2.27)




Bloch’s theorem uses the periodicity of the crystal to reduce number of one-electron
wavefunctions that needs to be evaluated for a crystal. Here, the wavefunction is assumed
to be a multiple of a periodic function and a plane wave. The periodic function has the
same periodicity as the lattice.
φi(r) = exp(ik.r)fi(r) (2.28)
where fi(r) is the periodic part of the function that can be further expanded as a sum of





where G are the reciprocal vectors of the lattice. Therefore the electronic wavefunction is




ci,k+G exp(i(k +G).r) (2.30)
Using this theorem, the bulk material that had infinite number of electrons can be
characterized by analyzing the properties of reciprocal space vectors within the first Brillouin
zone of the periodic cell. The electronic wavefunctions in the reciprocal space are now
expressed in terms of a discrete plane wave basis set.
2.1.5.3 Psuedopotentials
In materials like metals and semiconductors the majority of properties of interest are
controlled by valence electrons. Therefore neglecting electrons near the nucleus won’t make
too much difference in the physical properties. This is achieved by pseudopotential approx-
imation. It reduces the complexity of the problem by combining the interaction between
the core and valence electrons and the strong nuclear valence electron interaction into a
single term. It helps by decreasing the number of wave functions that need to be calcu-
lated. It leads to a better description of the valence electrons since fewer wave functions
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are needed. We can study bigger systems using this approximation. The most general form







where Ylm(θ, φ) are spherical harmonics and Vl(r) is the pseudopotential for the lth
angular momentum component. The use of plane wave basis sets with pseudopotentials is
often referred to the Pseudopotential-Plane Wave method and is mostly used to study of
crystalline systems.
2.2 Transport properties - Boltzmann Theory
The thermo-electric property of a material is characterized by a dimensionless figure of
merit, ZT as shown in equation 1.1. We need electrical conductivity(σ), Seebeck coefficient
(S), thermal conductivity (κtotal) and T to calculate ZT of a material. These properties
can be calculated using Boltzmann transport theory and electronic energy data from the
DFT calculations. The present section gives a brief overview of theoretical backdrop behind
these calculations.
Boltzmann Equation can be written as :
D
Dt
f(~k, ~r, t) = (
∂
∂t




































W (~k, ~k′)[f(~k′, ~r, t)− f(~k,~r, t)] (2.35)
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Under relaxation time approximation this becomes, we can approximate (∂f∂t )coll with con-





[f(~k′, ~r, t)− f0(~k, ~r, t)
τε~k
(2.36)
where f0(~k, ~r, t) is the equilibrium distribution defined as f0(~k, ~r, t) = 1exp (e~k−µ)/kBT−1
and
τ is the relaxation time. Under this approximation only small deviations in distribution
function is considered such that f(~k,~r, t) = f0(~k,~r, t) + δf . This helps in simplifying the
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Assuming the electric current and thermal current have linear dependence on the applied
electric field and the temperature gradient as
~J = LEE ~E + LET∇T (2.42)
~Q = LTE ~E + LTT∇T (2.43)
The electrical conductivity is defined as
~J = σ ~E ⇒ σ = LEE (2.44)
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The thermal conductivity and the Seebeck coefficient are defined in terms of linear coeffi-
cients LEE , LTT and LET .














Using all the relations the conductivity tensor can be represented as
σαβ(i, k) = e

































A phonon is a quantum of crystal vibrational energy. They can be considered to be a
result of atomic vibrations in the crystals. They are bosons with zero spin and at a given
temperature are governed by the Bose Einstein distribution function. The understanding of
phonon physics is very important for some physical properties in nanostructured materials.
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2.3.1 Lattice Dynamics
The phonons are atoms vibrating about their positions. Suppose a bth atom of Mass







U ′α(q; b)exp[i(q.x(lb)− ωt)] (2.53)
where x(lb) = x(l) + x(b) denote the position of the atom and U is the vibrational
amplitude. Assuming harmonic approximation with atoms connected by springs leads to






Here e(b; qs) is the eigenvector of atomic displacements and Cαβ(bb
′|q) is a Fourier






φαβ(0b; lb′)exp[−iq · (x(0b)− x(lb′))] (2.55)
The force constant matrix φαβ(lb; lb′)is the harmonic part of the total crystal potantial
energy.
2.3.2 Phonon calculations - Ab-inito methods
In this section we provide a brief overview of the methods used normally to perform
lattice dynamics using first principle calculations.
2.3.2.1 Frozen phonon approach
This approach is applied to calculate the phonon frequency of a pre-determined atomic
displacement pattern, corresponding to a chosen phonon wave vector. As can be imagined,
only phonons at a few symmetry points in the Brillouin zone of the chosen crystal can be
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studied. For a displacement pattern with a frozen vibrational mode of amplitude u, the
total energy difference δE, or linear atomic force F , can be computed.
2.3.2.2 Density functional perturbation theory
An unrestricted calculation of phonon eigen solutions for a periodic system can be made
by adopting a linear response approach within the density functional scheme for total energy
and forces. This scheme, in the context of the plane wave pseudopotential method and the
density functional theory (DFT). Here we point out the essential ingredient of the scheme.
2.4 Molecular Dynamics
Molecular dynamics (MD) is a technique whereby the classical equations of motion
(Newton’s equations) are solved for the trajectories of N particles, mass m, interacting via
a prescribed potential. Usually, for computational practicality, the potential is taken to be
pairwise additive; often any three-body and higher order interactions can be incorporated
in an effective pair. The equation of motion for the N particles can be written as :
mr̈i(t) = Fi(t), i = 1....N (2.56)
where the force on particle i at time t, Fi(t) depends on the position of all the other







where v is the pair wise interaction potential between atoms i and j. Molecular dynamics
is solved iteratively till an equilibrium state is reached. Any iteration step has the following
step
• Using 2.56 force on each atom is calculated.
• The positions of each atom are updated using 2.57. Verlet algorithms is one of the
most famous integration algorithm used to update the positions of the atoms.
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The Verlet algorithm can be derived from Taylor expansions of r about 4 which can be
written as,


















Adding the above two equations, we get




Since we also need to define velocities, we actually use this method to get velocities that
is known as ”Velocity - Verlet” and the positions are obtained using Equation 2.58. The
velocities are updated using
vi(t+ δt) = vi(t) +
Fi(t+ δt) + Fi(t)
2m
δt (2.61)
This method has the advantage that both the positions and velocities of the particles are
defined at the same instant of time.
Many MD simulations are concerned with the physics of the system in equilibrium. The
system cab reached at equilibrium by keeping some of the properties of the system constant
such temperature and pressure. We can equilibrate the system to mimic the experimental
conditions. It depends on the state variables that are kept fixed during the simulations (for
example, the energy E, volume V, temperature T, pressure P, and number of particles N).
A variety of structural, energetic, and dynamic properties can then be calculated from the
averages or the fluctuations of these quantities over the ensemble generated. The common
ensembles are as follows :
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• Microcanonical ensemble (NVE) : This requires keeping volume and energy constant
through the run.
• Canonical ensemble (NVT) : Volume and Temperature are constant.
• NPT Ensemble : Pressure and temperature are constant.
• Grand Canonical ensemble (µVT) - The thermodynamic variables kept constant are
chemical potential (symbol: µ) and absolute temperature (symbol: T).
2.5 Experimental methods
We also used experimental techniques to measure the electrical transport in the hetero-
geneous structures. The summary of the experimental techniques is provided below in the
following sections.
2.5.1 Preparation of the sample - Thermal Evaporation
Thermal evaporation is the method in which a solid material is heated in a vacuum
chamber to reach very pressures. In the vacuum, at these low pressures the material forms
vapor cloud. At the starting of the experiment, the material is located at the bottom of
the chamber in a crucible. With time the material starts melting and it forms a vapor
cloud that rises up to the top of the chamber. The vapor gets deposited on the substrate
at the top of the chamber. The amount of materials deposited is controlled from outside.
Perovskite thin films were grown at ambient temperature by sequential evaporation of MA+
(CH3
+), Pb, Sn and I elements. The films were deposited on glass substrates. The details
are provided in the following chapters.
2.5.2 Scanning Electron Microscopy
Scanning electron microscope (SEM) was used to characterize the surface and cross-
sectional morphology of the thin films prepared. SEM uses an electron beam to create a
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Figure 2.1: Schematic diagram of the sample.
magnified image of the sample. The electron beam is focused on the sample using electro-
magnetic fields and lenses working in a vacuum. When the beam hits the target, electrons
and X- rays are ejected from the sample. These electron sample interactions are used to
create surface morphology and X-ray images of the sample.
2.5.3 Two-probe method
The sample used is perovskite thin film perovskite. A Schematic diagram of the sample
used is shown in Figure 2.1. As can be seen the sample has two silver contacts to apply
the voltage and measure the current. The current will flow between the silver contact, so
the length (L) of the current flow and the perpendicular width (W) are needed for further
calculation. Here, we have the ratio of (W/L) to be 6. Such a high value is taken to ensure
the perpendicular flow of current and a uniform electric field.
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CHAPTER 3. ELECTRONIC TRANSPORT IN PEROVSKITE
BASED SUPERLATTICES
3.1 Abstract
Organic/inorganic lead and tin halide perovskites CH3NH3PbI3 and CH3NH3SnI3 have
been promising for photovoltaics because of their high charge carrier mobility, and large
absorption coefficient and diffusion length. Both these perovskites also have a notable See-
beck coefficient, depending on the doping level, indicating their potential as thermoelectrics.
We create superlattices of these hybrid organic-inorganic halide perovskites and investigate
the electronic transport through them using first principle computations and experiments.
While the transverse components of electrical and electronic thermal conductivities for the
superlattices are higher than the simple perovskite lattices, their longitudinal counterparts
are 103 times smaller resulting in overall lower transport coefficients. Superlattice structures
have more number of carriers but with less average energy relative to the pure perovskites
causing a lower Seebeck coefficient. However, the impedance to thermal conduction being
relatively stronger than that to the charge transfer, electronic thermoelectric figure of merit
of superlattices is higher. Our results lead towards a unique opportunity to engineer band
gap of perovskites by nanostructuring for thermoelectric and optoelectronic applications.
3.2 Introduction
Organic-inorganic halide perovskites have been continually receiving interest over the
past half a decade due to their excellent photovoltaic properties reaching an energy con-
R. Singh, R. Kottokkaran, V. Dalal and G. Balasubramanian, Nanoscale, 9, 8600-8607, 2017.
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version efficiency of ∼ 20 % [1, 2, 3, 4]. Some of the best performing solar cells have been
fabricated using hybrid halide perovskites that contain methyl-ammonium (MA = +CH3
NH3 as the organic cation, lead (Pb) or tin (Sn) as the inorganic cation, and iodine (I),
chlorine (Cl) or fluorine (F) as the halogen. These materials have also been reported to
perform as potential (solar) thermoelectrics, although the literature is limited [5]. Ther-
moelectric materials have been explored extensively over the last two decades to nurture
and improve their ability to covert waste thermal energy to usable electricity. The metric
to determine the effectiveness of thermoelectrics is the figure of merit (ZT ), which is di-
rectly proportional to Seebeck coefficient (s), electrical conductivity (σ), temperature (T)
and inversely to thermal conductivity due to the contributions of electrons (κe) and lattice
vibrations (a.k.a. phonons), κp [6]. As ZT increases and approaches infinity, the energy
conversion efficiency limits to the Carnot threshold [7, 8, 9]. Structures formed by alternat-
ing lattices of different species (superlattice) create interfacial impedances for obstructed
phonon transport, reducing κp and improving ZT [10, 11, 12, 13]. On the other hand
less attention is directed towards the effect of such nanostructuring on electronic transport
across such interfaces. Here, we employ first principle computations in conjunction with
experiments to construct novel energetically stable superlattice geometries of MAPbI3 and
MASnI3 perovskites. We investigate the effect of the dissimilar lattices on the band gap,
electronic density of states, and subsequently on κe, s and ZT .
All of the structures investigated have direct band gap that makes them appealing for op-
toelectronics. Many of these applications involve the emission of light by recombination of
an electron and a hole across the band gap, or absorption of light corresponding to the band
gap energy to create an electron-hole pair and hence facilitate photoconduction. Hence, the
width of the band gap is very important for such energy conversion mechanisms. We propose
superlattice perovskite structures with electronic properties different from the traditional
organic-inorganic halide perovskites and provide an innovative platform to synthesize these
materials with engineered band gaps.
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Figure 3.1: Molecular representation of the different organic-inorganic per-
ovskite structures. (a) Methyl-ammonium lead iodide (MAPbI3, structure I); (b) Methyl-
ammonium tin iodide (MASnI3, structure II); (c) Structure III has a layer of MASnI3 sand-
wiched between two layers of MAPbI3; (d) Structure IV has two layers of MASnI3 sand-
wiched between four MAPbI3 layers; (e) Structure V has two layers of MAPbI3 sandwiched
between four MASnI3 perovskite layers. The composite structures enable us to understand
the effect of superlattice architecture on the electronic properties of hybrid perovskites.
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Figure 3.2: Scanning electron microscopy (SEM) images of the thin films for
three selected samples. Sample A is MAPbI3 thin film, Sample B is a superlattice com-
posed of MASnI3−MAPbI3−MASnI3 layers in order, and Sample C is also a superlattice
composed of MAPbI3-MASnI3-MAPbI3 layers in order. (a), (b), (c) show the surface mor-
phology of the three samples A, B and C respectively. Cross-sectional representation for
the superlattice Sample B is presented in (d) that shows inhomogeneous layer of superlat-




Density functional theory (DFT) calculations are employed with the self-consistent
pseudo-potential plane wave approximation as implemented in the Vienna Ab-initio Simu-
lation Package (VASP) [14, 15]. The exchange correlation functional is approximated using
Perdew-Burke-Ernzerhof (PBE) Generalized Gradient Approximation (GGA) [16]. We per-
form the computations for the five structures (I, II, III, IV and V, as illustrated in Figure
3.1). The structures are energy minimized using a 4× 4× 4, 4× 4× 4, 5× 5× 2, 5× 5× 3
and 5 × 5 × 3 Monkhorst-Pack k-point mesh, respectively, while a denser mesh of 11 ×
11 × 11, 11 × 11 × 1, 11 × 11 × 9, 11 × 11 × 7and11 × 11 × 11 is employed for calculating
the density of states (DOS). A plane wave cut-off of 800 eV is used. The cell size and the
atomic coordinates of the superlattices are geometrically optimized until the force on each
atom is less than 0.1 eV/Å.
We determine the transport coefficients using Fourier expansion of electronic energies de-
rived from our quantum calculations under the relaxation time approximation. The DFT
predictions are integrated with the semi-classical Boltzmann transport theory via the BOLTZ-
TRAP code [17] using a denser mesh of 100,000 k-mesh points. Based on the electron




that sets an upper limit for the actual ZT . ZTe facilitates understanding the contribu-
tion of electronic transport to the thermoelectric performance, for superlattice perovskite
structures in our case.
3.4 Experimental Methods
Perovskite thin films are fabricated by sequential deposition of lead iodide (PbI2) and
methyl-ammonium iodide (MAI), as reported earlier [18]. A 150 nm film of PbI2 is deposited
at the rate of 1 Angstrom/sec using a thermal evaporator on a clean glass substrate. Vapor
treatment of MAI is carried out inside a glove-box. The substrate is placed inside a graphite
container with 30 mg of MAI. The temperature of the graphite, controlled with a hot plate,
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Figure 3.3: Scanning electron microscopy (SEM) images of the thin films for the
three layers of MAPbI3-MASnI3-MAPbI3. . A schematic of the sample showing the
three separate layers of the superlattice is presented. The first layer is of MAPbI3 thin film,
layer 2 is made up of MASnI3 and layer 3 is again MAPbI3. (a), (d) and (g) show the
surface morphology of the three layers at 5000X magnification. Similarly, (b), (e) and (h)
show the surface morphology of the three layers at 15000X magnification. Cross-sectional
representation for the three layers is shown in (c), (f) and (i).
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Figure 3.4: Energy dispersive X-ray analysis for the three layers. . The curves
show the elemental composition of each layer in the sample structure.
is increased from 130-180 ◦ C. The perovskite formation is completed after vapor annealing
of MAI at 180 ◦ C for three hours.
Likewise, for the superlattice perovskite, 100 nm film of PbI2 is deposited on a clean
glass substrate, followed by a 100 nm deposition of SnI using a multi source evaporator
at a rate of 1 Angstrom/sec. Again, another 100 nm layer of PbI2 is deposited to fab-
ricate a PbI2-SnI-PbI2 architecture. Vapor processing of MAI is done at 180
◦C for 3
hours. The excess MAI is removed by post annealing the superlattice perovskite film at
100 ◦C for 10 minutes. The device fabrication is completed by depositing 100 nm layer of
aluminum using thermal evaporator at a pressure of 10−6 Torr. As illustrated from the
surface and cross-sectional characterization of the synthesized samples in Figure 3.2, su-
perlattice structure Sample B has MASnI3-MAPbI3-MASnI3 architecture while Sample C
has a MAPbI3-MASnI3-MAPbI3 arrangement. We observe an extensive coverage and high
crystallization of the perovskite films in all the samples. Samples A, B and C completely
cover the substrate without any pin-hole on the surface. Figure 3.2(d) that illustrates the
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cross-section of Sample C as observed under a scanning electron microscope (SEM), shows
an inhomogeneous layer of perovskite. However, we identify the crystals by observing at
the cross-sectional image that conforms to the surface morphology of the sample in Fig-
ure 3.2(c). Similar observations for the other tested samples are also noted. A four-probe
method is employed to measure the electrical resistivity of all the samples.
3.5 Characterization of superlattice thin films
We synthesize additional samples of the superlattice structures in layers, each of different
length, on a glass film. We characterize each layer separately, as presented in Figure 3.3
and Figure 3.4. Figure 3.3 shows the SEM illustration of each layer including the surface
and cross-sectional details. The cross-sectional images show different thicknesses for Figures
3.3 (c), (f) and (i). Figure 3.3 (c) has a thickness of ∼ 250 nm and it shows only layer 1.
Figure 3.3 (f) has a thickness of ∼ 350 nm, which is a combined thickness of layers 1 and
2. Similarly, Figure 3.3 (i) represents the combined thickness of layers 1, 2 and 3. Energy
dispersive X-ray plots as presented in Figure 3.4 show the atomic composition of each layer:
(i) the presence of only Pb atoms in the first layer confirms the existence of only MAPbI3
there, (ii) the second layer shows the same composition for Pb but peaks start emerging
for Sn, indicating presence of MASnI3 in the second layer, and (iii) the third layer has the
same composition of Sn but the fraction of Pb increases, confirming that each layer is a
perovskite thin film and they indeed form superlattices using the synthesis technique that
we have described in the manuscript.
3.6 Results and Discussion
The partial DOS of the five structures provides a detailed description of the energy
states around the Fermi level. Figure 3.5 shows that structure I, MAPbI3, has most contri-
butions from iodine 5s2 electrons in the Valence Band Maximum (VBM) [19]. However, the
Conduction Band Minimum (CBM)[19] contains electrons from iodine 5p2 and lead 6p2 or-
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Figure 3.5: Partial density of states (DOS) and band diagram of the perovskite
structures. The contributions of the different atoms and corresponding electrons in dif-
ferent orbitals of the structures have been illustrated in the DOS. Specifically, we highlight
the impact of the s and p orbitals of methyl-ammonium (MA) ion and iodine (I), and the
p orbital of lead (Pb) and tin (Sn). The superlattice structures exhibit similar electronic
contributions from the Pb and Sn atoms of the corresponding materials, but the valence and
conduction bands being different, a difference in the band gap arises. This finding provides
us with an opportunity to engineer the outer orbitals and affect the electronic transport
properties of superlattice perovskites for targeted applications.
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Figure 3.6: Absorption characteristics of two thin films. . The red curve shows the
variation of the band gap as a function of the absorption coefficient for the superlattice,
MAPbI3-MASnI3-MAPbI3 and the blue curve represents the same for the MAPbI3 per-
ovskite structure. MAPbI3-MASnI3-MAPbI3 assumes a band gap of 1.31 eV while MAPbI3
shows a band gap of 1.6 eV.
bitals. Electrons in the VBM and CBM of structure I are predominantly composed of those
from Pb and I. The contribution of MA ion electrons is weak and the HOMO-LUMO of MA
ion is located ∼ 5 eV below VBM. Thus, we assert that Pb and I are the main contributors
in altering the electronic transport properties and MA ion only influences marginally. Like-
wise, structure II shows identical electronic characteristics around the Fermi level. Here,
Pb atom is replaced by Sn atom. While the CBM now has contributions from Sn instead
of Pb, the relative effect is smaller. In structures III, IV and V (Figures 3.3 (e), (g) and
(i)) the VBM has most contributions from iodine 5s2 electrons while the CBM is affected
by electrons from iodine 5p2, lead 6p2 and tin 6p2 orbitals. In the ground state an increase
in the number of Pb atoms enhances the total number of states in the CBM as seen from
Figure 3.5(g) and 3.3(i).
The calculated band structure of all the lattice configurations (I, II, III, IV and V) predict
a direct band gap semiconductor behavior. The band gap for the five structures are 1.62,
0.69, 1.05, 0.91 and 0.95 eV respectively. The band gaps are direct at R−point (1/2, 1/2,
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Figure 3.7: Electron mediated transport properties for the different perovskite
structures. For each of the structures I - V investigated here, the panel shows the variation
of (i) Seebeck coefficient (s), (ii) electrical conductivity per unit relaxation time (σ/τ),
and (iii) electron contribution to thermal conductivity (κe), with respect to the chemical
potential (µ), and at three different temperatures, viz., 300 K (blue), 500 K (red), and 800
K (black). s and σ/τ of the superlattice structures are smaller than MAPbI3 and MASnI3
but they show negligible variation with temperature in all these structures.
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1/2) for structures I, II, IV, V while for structure III the band gap is at M−point (1/2,
1/2, 0). A closer inspection reveals that the CBM of structure II is lower in energy than
that of structure I by 1.0 eV. Similarly, the difference in CBM relative to structure I is
0.5 eV, 0.7 eV and 0.65 eV for structures III, IV and V respectively. Hence, addition of
tin perovskite decreases the band gaps, and the band-edge electronic states of superlattice
structures reside primarily in the MASnI3 energy levels. In other words, the band gap of
these superlattice structures exhibits trends similar to the MASnI3 perovskite. For struc-
tures III, IV and V, the electronic states of MAPbI3 also reside predominantly in the region
of MASnI3 electronic states. This finding implies that in presence of MASnI3, the electronic
energies of MAPbI3 are smaller than the energy levels of the simple perovskite structures.
We observe this behavior even when the thickness of MAPbI3 layers are increased by ∼ 3
nm in a direction normal to the interfacial areas between the perovskites.
We determine the optical band gap for two samples, a simple perovskite MAPbI3 and the
superlattice MAPbI3−MASnI3−MAPbI3. As shown in Figure 3.6, the optical band gap
of the superlattice structure is smaller than that of the simple perovskite, which agrees with
the computational estimate of ∼1.6 eV. While the 1.31 eV band gap for superlattice case
differs from the computational prediction of 0.91 eV, the results do confirm a qualitative
decrease in the band gap of superlattice geometry as obtained by the simulations.
The predictions for s, σ and κe at T = 300 K, 500 K and 800 K as a function of the chemical
Table 3.1: Average electrical resistivity measurements for the samples (A, B and C) illus-






Electrical Resistivity (Ohm-m) 1675.2 5380.2 5314.6
potential (µ) are presented in Figure 3.7. The chemical potential determines the center of
the Fermi-Dirac distribution function that is used to find the probability of occupancy of a
quantum state with energy E. At µ = 0, S is positive for all the structures corroborating
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that all of them are ptype semiconductors. We note that s is maximum for MAPbI3 and
it decreases for MASnI3 and even further for the superlattice structures. Also, s decreases
with increase in temperature. As shown in Figure 3.4.I.(i), for MAPbI3, s decreases from
3100 µ V/K at 300 K to 1100 µ V/K at 800 K. With increasing temperature the number
of carriers that gain sufficient energy to jump across the band gap into conduction band
increases, as does ke. Hence, S reduces with rising temperatures. On the other hand, the
superlattice structures have more number of carriers than structures I and II, and relative
to the simple perovskite structures these carriers have less average energy. s being directly
proportional to the latter, it assumes a smaller value in structures III, IV, and V.
The variation of electrical conductivity per unit relaxation time (σ/τ) for the five struc-
tures are shown in Figures 3.7-(ii)s. σ/τ remains essentially invariant with temperature.
The maximum σ/τ is predicted for structure II while the lowest is calculated for structure
V. The superlattice perovskites are less electrically conductive than the simple structures,
MAPbI3 and MASnI3. However, the maximum σ/τ for each of the structures occurs at
different µ (doping levels). σ depends on the number of excited electrons resulting from
the doping level in the structure. However, only a nominal variation in σ/τ is observed
because the number of saturated electrons is approximately same for all the structures con-
sidered. Although σ/τ depends on the different scattering mechanisms due to impurities,
interfaces and electron-phonon interactions, we use a constant τ and ignore variations due
to it. Measurements of electrical resistivity of the synthesized samples listed in Table 3.1,
also validate the above findings. The superlattice structures (samples B and C) are less elec-
trically conductive relative to the single layer perovskite, sample A. Also, as predicted from
the first principle calculations, experiments suggest that MAPbI3 −MASnI3 −MAPbI3
superlattice is more electrically conductive that the MASnI3-MAPbI3-MASnI3 architecture.
κe, shown in Figure 3.5-(iii)s for the different structures, is found to increase with increase
in temperature. The variation of κe with µ resembles that of σ/τ . Structure II has the
highest κe while the minimum is predicted for structure V. Presence of interfaces creates
impedances of the unobstructed transport of electrons. The effects of interactions between
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Figure 3.8: Electronic properties along the three principal orthogonal directions
(x, y and z) for the five structures. The curves associated with the predictions for
structures I, II, III, IV and V are respectively represented with green, blue, red, black
and pink colors. The variations with chemical potential of the transverse components
(along x and y directions) of (1) Seebeck coefficient (s), (2) electrical conductivity per
unit relaxation time (σ/τ), and (3) electron contribution to thermal conductivity (κe), are
shown in figures (i)s and (ii)s respectively. The corresponding variations of the longitudinal
components are presented in figures (iii)s. The xx and yy components of σ/τ and κe of
superlattice structures is larger than that of the simple perovskites, but the corresponding
zz components are much smaller as illustrated in figure (iv)s on a semi-logarithmic set of
axes. Superlattice structure with more layers of MAPbI3 is more conductive than that with
an excess of MASnI3 layers.
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electrons (as well as due to electron-phonon coupling) within each layer and across the
contact surfaces result in energetic scattering, thereby further reducing κe of superlattices
relative to the simple perovskite structures. At low temperatures only a few electrons are
excited and able to conduct energy. With an increase in temperature presence of a higher
fraction of energetically excited electrons increases the κe.
The directional components of s, σ/τ and κe for the different structures at T = 300 K
are presented in Figure 3.8. The variation of the different components of s with chemical
potential is similar to the predictions in Figure 3.7. Structure I reports the maximum s,
which decreases successively from structures II through V. The directional dependence of s
for the different structures is rather minimal. While the overall σ/τ of the superlattices is
small relative to the simpler perovskite layers (Figure 3.4), the transverse components (xx
and yy) of conductivity for structure IV are higher than those of MAPbI3 and MASnI3.
However, along the longitudinal direction (zz), normal to the contact area of the interfacing
perovskites, σ/τ in structures IV and V is ∼ 103 times smaller than that in structures I,
II, and III, resulting in an overall lower σ/τ for the superlattices relative to the other per-
ovskite cases investigated here. The transport of electrons along the z-direction, especially
in the superlattices, is much less compared to their motion along the x and y directions
because of the effective mass of electron (mzz
∗) in these structures [20]. The energy bands
from R through M in the superlattices do not vary with wave vector (k) compared to those
in structures I and II. Hence, the effective mass in the direction normal to the interfaces,
mzz
∗ = ĥ2( ∂
2E
∂κz2
)−1, is higher in structures IV and V compared to structures I, II and III,
resulting in lower values of electrical conductivity in them. Likewise, the transverse compo-
nents of κe are highest for structures IV and V, while their z-components are ∼ 103 times
smaller than the corresponding ones for structures I, II and III.
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Figure 3.9: The variation of electronic thermoelectric figure of merit (ZTe) with
chemical potential (µ). ZTe is computed for the five structures at T = 500 K. The
curves associated with the predictions for structures I, II, III, IV and V are respectively
represented with green, blue, red, black and pink colors. Structure IV shows the highest
value of ZTe.
The variation of ZTe with µ at T = 500 K for the five structures is presented in Figure
3.9. In decreasing order of ZTe, the investigated structures can be arranged as IV > I
> II > III > V that is consistent even at higher temperatures. ZTe does not show any
observable trend with changes in temperature. A maximum ZTe = 1.0182 > 1 is obtained
for structure IV. Thus, although the transport properties for the superlattice structure are
reduced than that in the simple perovskite lattices, the relative reduction in κe is higher to
effect an overall increase in ZTe. At lower temperatures, for instance, when approaching the
room temperature, the electron-phonon coupling becomes significant and reduces the lattice
contribution to the thermal conductivity so that κp < κe. Thus, in such cases, ZT ≈ ZTe.
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3.7 Conclusion
In summary, we employ a combination of first principle computations, material synthesis
and measurements to understand the electronic transport properties of organic-inorganic
halide perovskites (MAPbI3 and MASnI3) and their superlattice forms. We find that all
the structures have a direct band gap with MASnI3 having the smallest energy barrier
MAPbI3 the largest and the superlattices assuming a value in between. Thus, constructing
novel superlattices provides an opportunity for band gap engineering. We compute the
Seebeck coefficient (s), electrical conductivity per unit relaxation time (σ/τ) and electron
contribution to thermal conductivity (κe) from Boltzmann transport theory. s, κe and σ/τ
are smaller for the superlattices relative to their values for the pure perovskites and the
electrical resistivity measurements corroborate the computational predictions. In presence
of MASnI3, the energy of MAPbI3 in the superlattice is lower than the corresponding energy
level in the simple perovskite structure, even upon increasing the thickness of the MAPbI3
layers. Although the transverse components of κe and σ/τ for the superlattices are higher
than those for the simple perovskites, but their longitudinal counterparts are 103 times
smaller resulting in overall lower transport coefficients. Superlattice structures have more
number of carriers but with less average energy relative to the simple perovskite lattices
effecting in a lower s, while the directional dependence of S for the different structures
is minor. Nevertheless, the κe reduction is significant compared to s and σ/τ that the
superlattices show higher electronic thermoelectric figure of merit.
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CHAPTER 4. PHONON TRANSPORT THROUGH
SUPERLATTICES OF ORGANIC-INORGANIC HALIDE
PEROVSKITES
4.1 Abstract
Superlattice structures present a strategy to impede lattice thermal transport through
organic-inorganic halide perovskites and improve their potential for thermoelectric applica-
tions. We investigate the phonon characteristics of such novel configurations and compare
against predictions of the simple perovskite lattices using first principle calculations. Our
results show the existence of structural instabilities due to distortions in the octahedral cage
surrounding the methylammonium ion. In the superlattices, a strong phonon incoherence
reduces the group velocities while interfacial resistance enhances scattering and limits the
phonons impeding heat conduction. Although heat transfer is anisotropic in these per-
ovskites, the interfaces in the superlattice obstruct phonon transport along all directions.
4.2 Introduction
Organic-inorganic halide perovskites have received significant attention over the past half
a decade because of their excellent photovoltaic conversion efficiencies [1, 2, 3, 4, 5, 6, 7].
One of the building blocks of these hybrid chemistries is the central cation. Amongst the per-
ovskites, methylammonium lead iodide (MaPbI3), where MA representing the CH3NH3+
cation is a molecular ion, has demonstrated a very high potential for solar cell as well ther-
R. Singh, and G. Balasubramanian, RSC Advances,2017,7, 37015-37020
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moelectric applications [8, 9, 10, 11, 12, 13, 14]. Reducing the thermal conductivity (κ),
especially that due to lattice vibrations (phonons), with minimal or no deterioration to
electrical properties is considered the key to improving the thermoelectric figure of merit.
Introducing interfaces through superlattice structural forms for increased interfacial ther-
mal resistance is a strategy to decrease κ [15, 16, 17, 18]. The decrease in κ is achieved with
the destruction of the lattice periodicity, as described previously in numerous studies on
different types of superlattices such as those of Si/Ge [17, 19] and Bi2Te3/Sb2Te3[20, 21, 22]
. These efforts have shown considerable decrease in κ relative to the parent materials with
simple lattices. In superlattices, thermal transport is predominantly governed by the scat-
tering of long and short wavelength phonons, and hence the thermal conductivity can be
controlled by both the period and the total thickness of the structures [23, 24]. Therefore,
thermal transport can be potentially modified by manipulating these two characteristic ge-
ometric properties of superlattice structures.
Here, we employ the same concept of introducing interfaces by creating superlattice struc-
tures of organic-inorganic halide perovskites. Materials with perovskite type lattices assume
complex structural landscapes because the atoms arrange accordingly for the ABX3 rep-
resentation, where the cation A is at the center of BX6 octahedra located at the corners
of the cubic lattice. Hybrid organic-inorganic perovskites have a very high Seebeck coeffi-
cient and low thermal conductivity,[25, 26, 27] the latter being attributed to a number of
factors. Some studies have suggested the cause to be the rotational motion of the organic
cation, [27] due to the inorganic atoms30 as well as by the coupling between the organic
and inorganic parts of the molecule [27]. Here, we show that the thermal transport is fur-
ther reduced in heterogeneous structures (superlattices) of hybrid organic-inorganic halide
perovskites. We have already proved that electrical conductivity and Seebeck coefficient
persists with values in superlattice structures similar to those determined for simple lat-
tice configurations [28]. Hence, the objective of this paper is to understand the phonon
transport mechanisms in the superlattices and suggest opportunities to engineer these ma-
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terials for energy applications. The limited literature only provides κ predictions of MaPbI3
and suggests of the transitional states due to instabilities arising from certain soft modes
[25, 26, 29, 30, 31, 32, 33, 34, 35, 36]. We investigate the phonon dynamics through disper-
sion curves, density of states (DOS) and group velocities, and predict the specific heats for
a set of superlattice structures of MaPbI3 and methylammonium tin iodide (MaSnI3) rela-
tive to the simple perovskite forms. The presence of interfaces decreases the phonon group
velocities, creating localized regions of phonons that contribute to increased scattering and
reduced κ.
Table 4.1: Structural parameters are presented for the Structure I, II, III, IV and V. The details
include the equilibrium lattice constants, and the number of atoms per unit cell. The table also
lists the convergence test performed in terms of energy variation with k-point meshes for the five
structures. The data is presented for two values of k-meshes, one based on which results are analyzed
and a second denser mesh.
Structure Lattice constants Atoms/cell
a(Å) b(Å) c(Å)
I 6.452 6.515 6.445 13
II 6.302 6.428 6.303 13
III 6.401 6.514 12.809 24
IV 6.372 6.492 31.811 60
V 6.378 6.507 31.780 60











I 4×4×4 6×6×6 -50.85 -50.96 0.20
II 4×4×4 6×6×6 -50.90 -50.93 0.05
III 5×5×2 10×10×2 -101.42 -101.85 0.40
IV 5×5×3 10×10×4 -254.40 -254.60 0.07
V 5×5×3 10×10×4 -254.40 -254.60 0.07
4.3 Computational Details
We employ density functional theory (DFT) calculations for optimizing the geometry of
the perovskite and superlattice structures followed by computations of phonon properties.
Self-consistent pseudo-potential plane wave approximation, as implemented in the Vienna
Ab-initio Simulation Package (VASP), [37, 38] is used. The exchange correlation functional
is approximated using Perdew-Burke-Ernzerhof (PBE) Generalized Gradient Approxima-
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tion (GGA) [39]. The five structures (I through V) investigated here are illustrated in
Figure 1((a) through (e)). We choose an 800 eV cut-off for the energy minimization with a
plane wave basis set and consider a 4 × 4 × 4, 4 × 4 × 4, 5 × 5 × 2, 5 × 5 × 3 and 5 × 5 × 3
Monkhorst-Pack k-point mesh for the different structures, respectively. An optimization
criterion for the computed force on each atom of less than 0.01 eV/Å is used in all the
calculations.
Phonon dispersion is obtained from Phonopy [40] within the harmonic approximation
and with the force constants derived from DFT. The calculations are performed by the
supercell approach within the framework of density functional perturbation theory[41] and
frozen cell method [42]. The supercell chosen for our study is 2×2×2 for structures I, II, III
and 1×1×1 for structures IV and V. In both cases, the second order derivative of total energy
required to calculate the force constants is computed relative to atomic displacements. Using
these force constants, phonon frequencies are obtained that subsequently provide us with













2 , where kB is the Boltzmann constant, n the band index,
q the reciprocal lattice vector, ω the phonon frequency, T the temperature and E the




∂q |e(qn) >, where D is the
dynamical matrix, and e the eigenvector at the band index n and reciprocal point q.
4.4 Results and Discussion
The phonon dispersion curves for the different perovskites, presented in Figures 4.1((f)
(j)), show that all the structures have negative frequencies (soft modes) indicative of their
respective transitional states. Comparable results for MaPbI3 have been reported else-
where that show negative frequencies at the boundary k points and similar phonon disper-
sion curves [31, 43]. Perovskite structures assume different crystalline phases at different
temperatures and minimal distortion in the structure induces a transitional state causing
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instability. MaPbI3 and MaSnI3 exist in three structural phases at different temperatures —
below 162 K MaPbI3 assumes the orthorhombic phase, transforms to the tetragonal phase at
higher temperatures and transitions from tetragonal to cubic at 327 K.45 Similarly, MaSnI3
undergoes three temperature dependent phase transitions — it is in a monoclinic form at
low temperatures, changes to rhombohedral at 331 K and subsequently to cubic phase be-
yond 463 K [44, 45]. These instabilities are more pronounced in superlattice structures with
greater number of negative frequencies noted in structures IV and V. The per-atom negative
frequencies for structures I, II, III, IV and V at k-point R are 1/6, 1/6, 1/6, 1/5, and 1/4
respectively. Likewise, at point the per-atom negative frequencies observed are 0, 0, 1/12,
1/6 and 1/5. As different perovskite structures are introduced in the primitive cell, these
instabilities increase because the various layers independently show dissimilar lattice dy-
namics behavior under the same thermodynamic conditions. The relative stability of these
structures is analyzed based on the binding energies Eb, derived using the free energies of
Structures I and II, as
Eb = Estr − (n ◦ EI +m ◦ EII)
where EI is the free energy of MaPbI3, EII is the free energy of MaSnI3, n and m are the
number of layers of MaPbI3 and MaSnI3 respectively. Eb for structures III, IV and V are
0.287 eV, 0.118 eV and 0.067 eV respectively. The positive values are reflective of the in-
stability in the structure because of the lattice mismatch, which also lead to the soft modes
in these structures. Although the presence of these soft modes implies that these structures
are in the transitional phase, the absolute values of these negative frequencies are small.
The low frequencies imply that the difference in energies between the two stable structures
while negligible, impede the structure from reaching a particular stable configuration. The
effect of the soft modes on the overall superlattice is enhanced because a distortion in one
layer creates instability in the entire perovskite structure. In structures I and II (Figure
1(f) and 1(g)), the phonon modes with negative frequency are observed at the boundaries
(R and M points) and zero frequency occurs at the γ point. This result suggests the two
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pure structures are susceptible to small perturbations and the soft modes at R(111) and
M(100) are characteristic of the rotational tendency of MA+ ion and the distortion of the
octahedra [31]. The dispersion behavior for structures III, IV and V suggest instabilities at
both the γ point and the boundaries.
Next, we investigate the phonon DOS for the different structures and present in Fig-
ure 4.1((k) (o)) the contributions of different atoms in the lattice. The DOS for all the
structures reveal the presence of three distinct sub-domains of high, intermediate and low
frequencies. The high and intermediate frequencies are due to the phonons arising from
the MA+ ion with a minor contribution of the Pb atom in structures IV and V, while the
predominant low frequency contributions are from Pb-I and Sn-I pairs. As shown in Figures
1(m), (n) and (o), for structures III, IV and V the effect of Sn and Pb atoms are identical.
We predict that characteristic vibrational frequencies due to the metal atoms are similar
and thus might permit energy transfer across the interfaces of dissimilar perovskites in the
superlattice using two-phonon scattering processes. Hence, interfacial thermal resistance
within the superlattice structure is weakly influenced by the characteristic phonon modes
of the metal atoms in these hybrid perovskites. Figures 4.1((k) (o)) also reveal the underly-
ing causes driving the structural instability in these structures. Since the negative frequency
phonons are predominantly due to MA+ ion and I, structural disorder arises in the MA+ ion
and Pb/Sn-I sub-lattices. Atoms in these sub-lattices occupy more than one non-equivalent
lattice site.48 While MaPbI3 and MaSnI3 exhibit disorder in their structures with MA
+ ion
occupying non-equivalent positions in adjacent cages,[46] the octahedral cage (here Pb/Sn-I
sub-lattices) are known to show disorder even in other perovskites such as CaTiO3, SrTiO3
and BaTiO3 [47]. Additionally, the extra degree of freedom in the angular orientation of
MA+ ion that occurs in organic-inorganic halide perovskites creates further hindrance to an
optimal configuration for an overall stable structure with suitable positioning of the MA+
ion and Pb/Sn-I sub-lattices.
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Figure 4.1: The molecular structures are (a) methylammonium lead iodide (MAPbI3, struc-
ture I), (b) methylammonium tin iodide (MASnI3, structure II), (c) structure III with a
layer of MASnI3 sandwiched between two layers of MAPbI3, (d) structure IV with two
layers of MASnI3 sandwiched between four MAPbI3 layers, and (e) structure V with two
layers of MAPbI3 sandwiched between four MASnI3 layers. The phonon spectra for the
different structures are correspondingly presented in figures (f), (g), (h), (i) and (j).
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The lattice contribution to κ is directly proportional to the average group velocity of
phonons. Figures 4.1((p) (t)) present the variation of the group velocity with frequency for
the five structures. The group velocities in this figure are reported for every q and n, where
n is the band index, q is the reciprocal lattice vector. The phonons in the low frequency
range of 0-4 THz that have non-zero group velocities predominantly contribute to heat
conduction. The number density (ratio of the number of phonons at each frequency level
to the number of atoms in the primitive cell of the structure) of such phonons with finite
group velocities is highest in structures I and II relative to the superlattices. The phonon
number density in the frequency range from 0-1 THz for group velocities greater than 500
m/s is 23, 27, 8, 5 and 7 phonons per unit cell for I, II, III, IV and V respectively. These
phonons with low scattering rates and relatively longer mean free paths conduct thermal
energy across extended distances in the perovskite lattice. There is a strong decrease in
the number of these phonons in the superlattice structures. The presence of different layers
in the superlattice imposes dissimilar behavior of the phonons across the adjacent layers,
effectively reducing the number density. Thus, the total energy transport by phonons is
reduced including the fraction of lattice vibrations with long mean free path, and this im-
pedes heat conduction. So, the reduction in phonon number density is still observed even
after considering that different metal toms (Pb and Sn) show similar frequencies as per the
density of states (Figure 4.1((k) (o))). Therefore, we corroborate that phonon contribution
to κ in superlattices is significantly diminished relative to that in the simple perovskite
lattices represented by structures I and II. Similar predictions derived in the frequencies
between 1-2 THz are 26, 24, 8, 3 and 4 phonons per unit cell and between 2-3 THz are 24,
25, 0, 2 and 3 phonons per unit cell for the five structures, I through V, respectively.
The frequency dependence of the mean in-plane (vgx) and cross-plane (vgz) group veloc-
ities are presented in Figure 4.2. The superlattice structures have low group velocities
over the entire frequency domain. Lattice is related to the group velocity as (κ = Cvg
2τ),
where τ is the average relaxation time and vg is the phonon group velocity averaged over
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all polarizations and directions. κ being directly proportional to the square of the group
velocity, superlattice structures have poor heat conduction through them. Together with
the interfacial thermal resistance, superlattices break the phonon coherence and reduce κ
in a direction normal to the interacting surfaces between dissimilar perovskites. Figure
4.1 shows that structure I has the highest (vgz), while vgx is maximum for structure II.
Structure III has the minimum vgz suggesting a strong phonon incoherence relative to the
other structures. Previous experiments [48] and theoretical modeling [49] show that in su-
perlattices heat conduction is diminished in both the in-plane and cross-plane directions.
Our calculations reveal that group velocities along the in-plane direction are significantly
lower than that perpendicular to the interfaces, especially in the low frequency range for the
superlattice structures IV and V. On one hand, we predict that superlattices have reduced
κ relative to structures I and II, on the other hand the distribution of the group velocities
reveal a strong anisotropic feature of thermal transport for all the perovskites considered.
Although interfaces are present normal to the longitudinal z-direction, group velocities and
hence heat conduction along the transverse directions are also reduced in the superlattices
relative to the simple perovskite structures.
The frequency dependence of the mean in-plane (vgx) and cross-plane (vgz) group veloc-
ities are presented in Figure 4.2. The average group velocities represent the mean over all
the band indices calculated by dividing the sum of group velocities at each frequency with
the number of bands. The superlattice structures have low group velocities over the entire
frequency domain. Lattice κ is related to the group velocity as (κ = C[vg]
2τ , where τ is the
average relaxation time and vg is the phonon group velocity averaged over all polarizations
and directions. κ being directly proportional to the square of the group velocity, super-
lattice structures have poor heat conduction through them. Together with the interfacial
thermal resistance, superlattices break the phonon coherence and reduce κ in a direction
normal to the interacting surfaces between dissimilar perovskites. Figure 4.1 shows that
structure I has the highest vgz, while vgx is maximum for structure II. Structure III has the
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Figure 4.2: Variation of average phonon group velocities with frequency for the
different structures. The figures show that for both (a) cross-plane (z-direction) and
(b) in-plane (x-direction) group velocities, superlattices have lower predictions relative to
structures I and II due to phonon incoherence and interfacial thermal resistance. Since these
velocities are directly proportional to thermal conductivities, the dissimilar predictions along
the two directions as shown in the figures are reflective of the anisotropic heat conduction
in the longitudinal and transverse directions of all the perovskite structures.
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Figure 4.3: Variation of specific heat of the different perovskite structures with
temperature. The figure illustrates that the specific heat, C, (i) varies as T3 at low
temperatures and (ii) is inversely proportional to the density of the corresponding perovskite
structure. These predictions are in agreement with the simple Debye model for specific heat.
Specific heat of the different superlattices, especially at higher temperatures, are lower than
the average of the specific heat of the simple perovskite lattices. The specific heat variations
are shown up to 600 K, which is approximately the melting point for halide perovskites.
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minimum vgz suggesting a strong phonon incoherence relative to the other structures. Pre-
vious experiments50 and theoretical modeling51 show that in superlattices heat conduction
is diminished in both the in-plane and cross-plane directions. Our calculations reveal that
group velocities along the in-plane direction are significantly lower than that perpendicular
to the interfaces, especially in the low frequency range for the superlattice structures IV
and V. The reduction in in-plane group velocities as observed in superlattices is due to
the change in phonon spectrum with the introduction of interfaces. Figure 4.1 shows the
spectrum of Structures 1 to 5 and the value of frequency at various k points. Especially the
spectrum between γ − > M − > X is responsible for in-plane properties. The spectrum
becomes flat in the superlattice structures at boundary k-points and results in the low group
velocities. Among the structures considered in this study, structure IV is predicted to have
the lowest group velocity and is hence predicted to have the lowest thermal conductance.
On one hand, we predict that superlattices have reduced κ relative to structures I and II,
on the other hand the distribution of the group velocities reveal a strong anisotropic feature
of thermal transport for all the perovskites considered. Although interfaces are present nor-
mal to the longitudinal z-direction, group velocities and hence heat conduction along the
transverse directions are also reduced in the superlattices relative to the simple perovskite
structures.
The variation of specific heat C with temperature for the five structures in presented in
Figure 4.3. While C of structure II is highest and that of structure I is lowest among the
perovskites investigated, the predictions for the superlattices lie in between. In accord with
the simple Debye model, we observe that at low temperatures C is proportional to T3. Also,
as the density of a material is inversely proportional to the C and the density order of the
investigated perovskite structures being I > IV > V > II, we find the order for the specific
heat to be I < IV < V < II. Structures with an average lighter mass require relatively
lesser amount of energy than those with heavier atoms for excitation at the lattice sites and
facilitate heat conduction by phonons across the material. This amount of energy reflects
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in the C predictions for the different perovskites investigated here. While our predictions
differ from some corresponding measurements in the literature,[50] the results do compare
well with recent experimental reports [51]. For instance, the computed C of 301.62 J/Kg/K
compares well with the measured result of 241.94 J/Kg/K at 150 K.
4.5 Conclusion
In summary, we investigate the lattice dynamics of superlattice structures of organic-
inorganic halide perovskites and compare their phonon dispersion, density of states, group
velocities and specific heat against the corresponding predictions for the simple lattice
forms using first principle calculations. The phonon vibrational spectra of the superlattices
reveals the presence of negative frequencies or soft modes indicating transitional states in
the structural configurations. Through the partial density of states, we find that the I and
MA+ ion predominantly contribute to these soft modes. Our results suggest that these
perovskite lattices are sensitive to the distortions in the octahedral cage surrounding the
MA+ ion and rotations of the of MA+ ion, and the future need for methods beyond the
harmonic approximation for an accurate treatment of phonons. We predict that a strong
phonon incoherence causes significant reductions in the group velocities of the superlattice
configurations, both parallel to and perpendicular to the interfaces, relative to the simple
forms. Similar results noted for the number density of phonons implies that an enhanced
scattering and interfacial resistance to energy transport by lattice vibrations impedes heat
conduction and diminishes thermal conductivity. While the frequency dependence of mean
group velocities ascertains the anisotropic heat transfer characteristics of these structures,
the interfaces between dissimilar perovskites obstruct phonon transport in both the in-
plane and cross-plane directions. The specific heat of the structures agrees with the Debye
model at low temperatures as well as inverse dependence on the material density. Overall,
our investigation highlights that superlattice perovskite structures reduce lattice thermal
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CHAPTER 5. STABILITY ANALYSIS OF SUPERLATTICE
STRUCTURES
5.1 Abstract
We introduce a metaheuristic hybrid Cuckoo-Search (CS) optimization powered by Lévy
flights for global exploration and concomitant Monte Carlo for local exploration. The al-
gorithm’s efficacy is its ability to divide the global and local search strategies efficiently,
avoiding local-minima traps that lead to stagnation of solutions (“nests”), making it ex-
tremely fast and far more efficient than previous algorithms. A hybrid-CS algorithm is
applicable to a wide spectrum of problems, as demonstrated for several test functions with
significant reduction (2 to 10×) in solution time versus standard CS. We then apply it
to hyper-dimensional solution space involving multicomponent alloys to find a finite-sized
representative structure of a random alloy. The optimized structures (“supercells”) are
found rapidly (a 300+ reduction in time over other strategies), have correct Gaussian dis-
tributions, and serve to remove current computational roadblocks for design of advanced,
complex solid-solution alloys. Additionally, the method is trivially parallelized, e.g., over
nests, for further multiplicative reduction in solution times.
5.2 Introduction
In this chapter further analysis is presented concerning the stability of MAPbxSn1 - xI3.
Phonon spectrum presented in earlier chapters predict imaginary phonon modes and hence,
R. Singh, A.Sharma, P.Singh, G. Balasubramanian and D. Johnson, Hybrid Cuckoo-Search scheme for
concomitant global and local optimization., Under Review
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Figure 5.1: (a) A 4×4×4 supercell of MAPbI3 and (b)Schematic representation of a supercell
organic-inorganic halide perovskite. Shown here is a 2×1×1 cell in which the corners of the
cube have 50% chance to be occupied by Pb, Sn atoms.
show suggest these structures are unstable. In this chapter, we further investigate these
stability issues by comparing the energetics of a general perovskite structure composed of
both Pb and Sn atoms relative to base perovskite structures (MAPbI3, MASnI3). In that
direction we generate disorder supercell structures of size 4×4×4 with varying concentration
of Sn in a MAPbI3 lattice. Both Pb and Sn have a 50% probability to occupy the corners
of the cube. Figure 5.1 shows a schematic representation of a 2×1×1 cell of a halide per-
ovskites with each corner of the cube having a 50% chance to be occupied by Pb/Sn atom.
We distribute Sn atoms in a 4×4×4 cell with eight different concentrations and compare
their formation energies relative to the base perovskites. We generate these supercell dis-
order structures using SCRAPS (Hybrid-Cuckoo Search) explained in the following Section
5.2.
Evolutionary algorithms (EA) are optimization algorithms that mimic natural world pro-
cesses. EA requires very little problem specific knowledge and often need only the target
(fitness) function for a given problem [1]. The nature of the problem space for EA extends
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from complex problems with target functions that are discontinuous, non-differentiable to
noisy. EAs like genetic algorithms (GA),[2] simulated annealing (SA),[3] particle-swarm
optimization (PSO),[4] ant-colony optimization,[5] to name a few, have received much de-
served attention over the past few decades [6].
A Cuckoo-Search (CS) algorithm is one of the latest nature-inspired EA that is capable of
arriving at approximate solutions for intractable or gradient-free problems [6, 7]. Proposed
by Yang and Deb,[8] CS is based on the brood parasitism of some female cuckoo species
that specialize in mimicking the color and pattern of few chosen host species. The three
idealized rules in a standard CS algorithm are: (i) Each cuckoo lays one egg and dumps it
in a randomly chosen nest; (ii) The nest with highest quality egg survives and is forwarded
to the next generation; (iii) The host bird can discover the cuckoo egg with a probability
(pa) ε (0,1), and, once discovered, it can either dump the nest or get rid of the cuckoo
egg. The advantage of the CS algorithm is: (a) it has guaranteed global convergence, (b)
it employs both local and global search capabilities controlled by a switching parameter,
and (c) it often uses Lévy flights to scan the solution space efficiently (rather than random
walks), so better than a Gaussian process [8, 9].
Inspired by recent CS successes, [6, 9] including for materials design,[10] we propose a
hybrid Cuckoo-Search algorithm potentially far more efficient than traditional CS. Hybrid
CS employs a combination of global (via Lévy flights) and local explorations (via Monte
Carlo (MC)) to explore the large multi-modal design space of any problem. The selection
of the best nest at every iteration/cycle ensures that the solution ultimately converges to
optimality. On the other hand, the diversification via randomization avoids the solutions
getting trapped at the basins of the local optima.
Being a problem-agnostic algorithm, the proposed hybrid architecture has endless poten-
tial applications from optimization in manufacturing, commerce, engineering, and finance
to materials design, our present interest. So, we demonstrate for several standard test func-
tions a significant reduction (factors of 2 to 10) in solution time for hybrid CS versus other
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best EA methods. We then employ the hybrid CS to find a supercell random approximate
(i.e., S-site periodic cell containing N elements) that mimic a N -component random alloy.
To perform the local searches, we use point probabilities (elemental concentrations) and
1
2N(N − 1) pair probabilities over a finite range (R = 2− 5) of nearest-neighbor distances,
which are so-called short-range order (SRO) parameters measure experimentally [11]. As
seen later, the solution space grows exponentially; for example, an exact result can be found
for 128-atom (250-atom) cell with 4-element (5-element) equiatomic alloy, which has a so-
lution space of over 1073 (10169). We show examples of reduction over current algorithms
from factors of 5 to 350 from small to large cells. We also show that the stagnation of
solution can be avoided within the MC-based local search by utilizing the inherent discrete
mathematics associated with the problem statement.
5.3 Algorithm & Simulation Experiments
Our proposed hybrid Cuckoo-Search (CS-MC) approach is able to reap benefits of tradi-
tional MC scheme (local exploration) alongside modern CS algorithm (global exploration).
The traditional local search in CS algorithm (Algorithm∼1) is replaced by a MC scheme,
while the global search utilizes the CS approach of multiple nest explorations. To present
the efficiency of the algorithm, we apply the hybrid CS (Algorithm 2) and the CS-only
algorithm to a set of benchmark functions given in Table 5.1, which contain both low-
dimensional and high-dimensional functions. The results from our simulation experiments
(an average of a hundred simulation runs) are shown for both algorithms in Fig. 5.2, where
we plot the function value versus the number of objective-function evaluations to reach
the optimum. Both of the algorithms converge to the optimal values but with different
convergence rates. In all cases, the hybrid-CS out performs the traditional CS algorithm.
Note that these functions have been used recently to assess the CS-only algorithm versus
genetic algorithms, particle-swarm, and other methods, where the CS-only out-performed
all other approaches [6, 9]. And, clearly as found in Figure 5.2, the hybrid CS versus
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Input: Fix input & identify optimization variables
Output: Optimized solution
Create different nests i.e. solutions
while iteration < Maximum number do
Choose a nest randomly
if Fold < Fnew then
replace nest with the new cuckoo
Fraction of pa worst nests are discarded & new ones built
Keep best solutions (or nests) with the best results
Rank the solutions & find the current best;
Return the best solutions
Algorithm 1 Cuckoo Search Algorithm,
the original CS reduces the number of function evaluations by 1.75 (least) to 8 (most,
e.g., Fig. 5.2(a) or (e)), depending on the function, showing that the hybrid method more
efficiently and concomitantly addresses local and global optimization.
Table 5.1: Comparison of objective function evaluations between the original CS and the
hybrid CS. The data has been presented in the form mean ± standard deviation. The
d represents the dimension of the input parameters. f(x∗) and x∗ represent the global
minimum value at x∗
Function Name f(x) f(x∗) x∗





π ) -4.6876 (0, 0, .., 0)
Rosenbrock (d = 16)
∑d−1
i=1 100(xi+1 − x2i )2 + (xi − 1)2 0 (1, ...., 1)




i 0.0 (0, 0, ...., 0)












i − 10cos(2i) 0 (0, 0, .., 0)
Easom’s −cos(x1)cos(x2)exp(−(x1 − π)2 − (x2 − π)2) −1 (π, π)
5.3.1 Parameter Tuning
Traditional implementation of CS depends on only two parameters, namely, the number
of nests discarded in each iteration (pa) and the number of nests used in the optimization
(n). In addition to these parameters, the hybrid CS depends on two more parameters: (1)
the fraction of nests chosen for Monte Carlo step, and (2) the number of Monte Carlo (MC)
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Input : Fix input and optimization function
Output: Optimized solution
Initialize nests
while iteration < Global maximum number do
Create new nests using Lévy Flight (Global Search)
Calculate fitness F of the nests
Choose fraction of nests with best fitness (top nests)
Search using Monte Carlo (Local Search)
foreach nests ∈ top nests do
while iteration < Local iterations do
Perturb nests with random values
Calculate fitness, Fnew
Calculate δF = Fold − Fnew
if δF > 0 then
Perform the switch
else
Choose u ∈ {0, 1}
if u ¡ exp(−δF/T ) then
Perform the switch
T = −max(δF )/ ln pa (user-defined pa).
Discard fraction pa of worst nests
Rank the solutions & find the current best
Return the best solutions
Algorithm 2 Hybrid Algorithm,
steps. The effect of these parameters is shown Figure 5.3, which represents a distribution
of the number of iterations with the four different variables in the form of box-plots. Unless
otherwise stated, the values of the four parameters have been fixed: n = 15, pa = 0.25,
Monte Carlo iterations = 20, and best solution set = 0.3.
Figure 5.3(a) shows the effects of the number of nests on the number of iterations
required for convergence. The graph shows an initial rapid decrease with the the number
of nests, reaching steady-state value after ≈ 20 nests. With parameter pa, the trend shows
a reverse order. The number of iterations increases linearly with increase in pa. In Figure
5.3(c), we show the effect of the number of local MC iterations on the convergence rate,
being roughly constant for 5 to 10 but increasing linearly with increased number of local
iterations. The fourth parameter, which is the fraction of nests passed in Monte Carlo, with
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Figure 5.2: Hybrid CS compared to CS for six functions: function value (y-axis) vs. number
of function evaluations (x-axis).
the rest untouched. The value of the fraction has little effect on the number of iterations, as
it shows a constant value for the tested values of top nests. From these results, the number
of nests is a critical value (being 20+ to reduce iterations), while local iterations using MC
should be much smaller than number of nests, and pa ≈ 0.1.
5.3.2 Supercell Random Approximates (SCRAPs)
5.3.3 Hyper-Dimensional Optimization
Here, we utilize hybrid-CS method to perform the search for finite-sized, optimal su-
percell random approximates (or SCRAPs) that represent a multicomponent substitutional
random alloy, or complex solid-solution alloys (CSAs), having specific probabilities for points
(i.e., concentrations) and pairs (i.e, atomic SRO parameters[11]), as would be measured
in experiment. Structural CSA materials with more elements added provide a vast de-
sign space to create new materials over traditional alloys. Given that CSAs have random
configurations with increased 12N(N − 1) pairs and atominc SRO, properties (e.g., resis-
tivity, thermoelectricity, elasticity, yield strength) are sometimes significantly and rapidly
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Figure 5.3: Effect of different parameters on the performance of the hybrid-CS algorithm,
(a) number of nests, (b) value of pa, (c) number of MC iterations, and (d) number of nests
optimized in MC simulations.
altered with composition. A subset of equiatomic CSAs, known as high-entropy alloys
(HEAs),[12, 13, 14, 15, 16] have shown remarkable mechanical properties, including struc-
tural strength, resistance to fatigue, oxidation, corrosion, and wear. These findings have
encouraged extensive research to employ CSA systems in applications, such as defense and
high-temperature systems.
Structural models needed in calculation of properties of CSA are usually constructed
by randomly occupying each of the sites of a finite-sized periodic cell [17]. In a Metropolis-
based MC simulation,[17] including simulated annealing,[3] potential energies (fitness or its
equivalent) serves as the criterion for acceptance or rejection of a trial move. To improve on
this optimization, we utilize the hybrid CS framework to find optimal SCRAPs to represent
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CSAs by efficiently exploring the atomic position filling in crystal sites of face-centered-cubic
(FCC), body-centered cubic (BCC), or hexagonal-close packed (HCP) lattices, although
any crystal structure is valid. That is, we design representative SCRAP with fully random
disorder (zero SRO) or with specific SRO values, from which computational assessments
can be carried out using DFT or atomistic methods of choice.
Below we will showcase how the hybrid-CS algorithm can be utilized to design CSAs
with desired/target randomness. First, it is worthwhile to show that the solution space rises
exponentially with number of sites S in the cell and number of elements N in the random
alloy, as illustrated for ternary to quaternary to quinary alloys configuration counting in
BCC supercells built from 2-atom cubic cells. For a ternary (3-element alloy) in a 54-atom
supercell (S = 3× 3× 3× 2; for quaternary (4-element alloy) in a 128-atom supercell (S =
4×4×4×2); and, for quinary (5-element alloy) in a 128-atom supercell (S = 5×5×5×2):
• ABC : 54C18 × 36C18 ≈ 1022
• ABCD : 128C32 × 96C32 × 64C32 ≈ 1073
• ABCDE : 250C50 × 200C50 × 150C50 × 100C50 ≈ 10169
The configuration space numbers show the complexity of the problem, and, of course, you
can have larger cells with bigger S and fixed N to alter compositions in discrete but well-
defined ways, but restricts the composition space that can be examined; and, while this can
be improved by increasing S, the solution space grows exponentially, and the optimization
time to render the optimal SCRAP becomes more challenging. And, the number of 12N(N−
1) pairs grow, and are needed for each shell of atoms over a finite range (R = 2 − 5) of
nearest-neighbor distances, the dimensionality further increases.
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To address this generally, we present the limits for point and pair probabilities for a




1 if atom of type α at site i
0 if atom of type α not at site i,
(5.1)
that can be represented any configuration having S sites as {piα}. The average composition







where the sum extends over all the points in the crystal. p̂α gives the probability of α atom
in the crystal at site i. The sum of probabilities of all the species is
n∑
α
p̂α = 1 (5.3)
where the sum extends over all the species in the system.
Along with point probabilities, there are N(N − 1)/2 distinct two-point (pair) probabilities
that are related to short-range-order parameters, αijab, as
pijαβ = pαpβ[1− α
ij
αβ] (5.4)
where pijαβ is the probability of having an α atom at site i and a β atom at site j. The SRO






≤ αijαβ ≤ +1, (5.5)
where positive values indicate clustering of like pairs (i.e., two-point probabilities decrease)
and negative values indicate increase SRO (increased pair probabilities).
Using the hybrid CS with these constraints, we approach the problem of optimizing the
structure for a particular SRO values.
minimize
∑









Figure 5.4: Optimizations representing (a) Failure of MC algorithm to reach a global opti-
mum (stuck in a local minima), and (b) Successes of Hybrid-CS algorithm to reach global
optimum in all the instances.
Here, ᾱijm refers to the average value of SRO for the m shell for (i, j) pair of species. So, for
1
2N(N − 1) pairs, dij is the target SRO value predefined for each.
As an example, the hybrid-CS method is used to optimize a SCRAP for a ternary
BCC alloy for S of 54 atoms. In Figure 5.4, we compare hybrid-CS versus current MC
optimization, which has been previously implemented in a few codes,[18] where timings
were provided; however, the neither the stagnation of solution nor the characteristics of
the random distribution were addressed. Clearly, the hybrid-CS algorithm was successful
in every simulation getting the global optimum irrespective of the initialization, albeit the
iteration count varied up to a factor of 7 between solutions. The MC approach failed to
reach the optimum value in all the cases but one due to stagnation of solution.
Table 5.2 represents an overview of the computational time from ATAT-MCSQS[18]
and our proposed Hybird-CS. We observe that the ATAT-MCSQS performs well for less
number of atoms (< 40) for lower order (binary) systems. However, it can suffer from
serious bottlenecks due to stagnation issues when number of atoms increases, for example
in a higher order system. As an example the binary 40 atom structure itself took around 105
mins through ATAT-MCSQS while through Hybrid-CS the random structure was designed
in under 5 mins. It is expected that with increasing order (quaternary and beyond) the
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Table 5.2: Comparison of timings for generation of optimized “supercell random approxi-
mates” to represent a random alloy using hybrid Cuckoo-Search (present work) versus other
methods. For simplicity in present results of Hybrid-CS, except where noted, cell size (S) is
set to be S = N3 ·A, where A is the atoms/cell of smallest cubic unit, e.g., 2 (4) atoms/cell
for BCC (FCC). Due to demanding computational time requirements, results for quater-
nary/quinary structures with ATAT-MCSQS are not shown. A sense of time for higher
order systems can be estimated from binary 40 atom structure itself where the running
time is above (>) 100 mins.
Type Species (N) # Atoms ATAT-MCSQS (mins.) [18] Hybrid-CS (mins)
BCC 2 16 0.43 0.083
BCC 2 32 0.46 -
BCC 2 40 105.18 -
BCC 2 54 - 3
BCC 3 54 > 1440 4
BCC 4 128 - 182
BCC 5 250 - 1250
FCC 2 108 - 8
AXB3 3 10 - 2
running time for ATAT-MCSQS would only increase drastically while the present Hybrid-
CS offers a superior alternative for the design of multi-component systems with random
approximates.
5.3.4 Bounds on Local Searches: Further Reduction of MC Stagnation
An optimization algorithm that can improve both global and local configurational opti-
mization will significantly reduce the time required to get a SCRAP for a given alloy com-
position. In effect, it would ideal to have a rapid “on-the-fly” optimization of the supercell,
permitting high-throughput evaluation of random alloys at larger ranges of composition.
Interestingly, we can show that stagnation of optimal-structure solution can be avoided by
utilizing the inherent discrete mathematics associated with the problem statement to guide
the ending of MC local searches, which is a tremendous reduction in wasted computation
and speeds up the optimization significantly. In particular, bounds can be placed on the
optimization via Eq. 5.5, which permits in the hybrid-CS algorithm the local optimization
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by MC to be stopped when SRO values are achieved below the discrete bounds. This lovely
criterion avoids senseless iterations due to stagnation arising from reaching the discrete lim-
its set by the S and N , but only works well when combined with the global CS algorithm,
which guarantees global convergence. The discrete limits for the values of SRO parameters








where, gij is the radial distribution function, nm is the total number of atoms in the m
shell, ni are the total number of atoms of type i, b c represents the lower integer value of a
decimal and d e represents the higher integer value of a decimal. We use the distance of α
from one of these values to put a stopping criteria in our algorithm.
∑
|ᾱijm − (ni −
bgijc
nmcj
)/ni| ≤ ε1 (5.6)
∑
|ᾱijm − (ni −
dgije
nmcj
)/ni| ≤ ε2 (5.7)
where ε1 and ε2 are some predefined value for stopping the calculation.
5.3.5 Correctness Proof : A Real Solid-Solution Alloy
Now that the hybrid-CS is proven to obtain optimized structures in much faster time
frames without stagnation, we use optimize a cell for FCC binary Cu3Au solid-solution to
calculate properties and to verify it is applicable for materials design. For density functional
theory (DFT) based electronic-structure calculations, the solution time for, e.g., the en-
thalpy for each structural configuration is proportional to S3 typically, which is on top of the
time to get an optimal “supercell” structure. Using the hybrid-CS algorithm, we designed a
108-atom FCC Cu3Au supercell to mimic the (a) disordered alloys (zero SRO), and (b) SRO
at 450 C and (c) 405 C. To establish the structural and energetic stability of experimen-
tally well-studied FCC Cu3Au, we employ the all-electron Kohringa-Kohn-Rostoker (KKR)
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electronic-structure method, and Vienna ab-initio simulation package (VASP) [19, 20, 21]
pseudo-potential method.
Figure 5.5: (left panel) Formation energy of Cu3Au, where fully disordered (high-T) exper-
imental value is marked, and (right panel) relative energy change versus SRO, calculated
using all-electron KKR (circle) and VASP pseudo-potentials code (square). Results are for
108-atom/cell optimized by hybrid-CS over α’s for 3-neighbor shells around each atoms.
Three states were considered: α = 0, and α’s measured at 450 C (SRO1) and 405 C
(SRO2).[22] For α = 0, KKR-CPA (1-atom/cell) result, a single-site, mean-field theory
average, confirms that KKR 108-atom/cell value.
In addition, for the fully disordered case, we employ the KKR in combination with
the coherent potential approximation (CPA)[23], which requires only a 1-atom/cell for this
FCC alloy, as it performs a mean-field configurational average over all possible configuration
simultaneously with the charge self-consistency. For all the three cases (KKR, VASP, and
KKR-CPA), we calculated lattice constants and formation energies (Ef ) and compare them
with existing experiments. Please see the appendix for details of the calculations.
In Fig. 5.5, we plot the Ef (left-panel) calculated using KKR and VASP on high-T,
SRO1 and SRO2 cases, along with a comparison to KKR-CPA and experiments. Clearly,
the KKR-CPA and the high-temperature values from experiment show very good agreement
(a small 3 meV difference). Moreover, the KKR value for a SCRAP with zero SRO agrees
with KKR-CPA( a smaller 1 meV difference). The VASP value for a SCRAP with zero SRO
is 6 meV higher that from KKR; however the trend in relative energy change with SRO
(right-panel) shows that with increasing degree of SRO (or with decreasing temperature)
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energy change in both methods are identical. The predicted trend matches quite well with
existing experiments.[24] The KKR-CPA shows that the results from the SCRAP approach
are indeed correct, as expected mathematically, of course. Or, in contrast, the optimized
SCRAP with zero SRO result shows that KKR-CPA is correct, as the mean-field theory
does a proper configurational average.
5.3.6 Conclusion
We proposed a Cuckoo Search (CS) based modified evolutionary algorithm (hybdrid
CS), which utilizes Cuckoo Search for global exploration and Monte Carlo for local search.
The hybrid-CS algorithm shows a much faster convergence rate than the original CS and
other traditional EAs, like genetic and particle-swarm optimizations algorithms. Further-
more, hybrid CS can reach a pseudo-optimum functional values in a short time even for
higher dimensional systems compared to other optimizing algorithms. The superior global
exploration capabilities of the hybrid-CS are evident.
While the potential applications of the optimization algorithms is endless – from tra-
ditional optimization problems in manufacturing, commerce, financial and other fields –
here, after demonstration for standard test function we restrict our discussion to material
design. To showcase the application, we use short-range order as a predefined design pa-
rameter to mimic varying degree of disorder in multi-component alloy in a design space
that increases dimension exponentially. For FCC Cu3Au, we showed that the predicted
structural and energy stability matches quite well with existing experiments. We believe
that the hybrid-CS will surely help accelerate the material exploration and design of new
and complex materials, and dramatically improve other optimization applications.
5.4 General applications of SCRAPs
SCRAPs as the name suggests is mostly targeted for multi-component disordered sys-
tems and can be applied to generate lattice systems with disordered arrangements of atoms
inside the lattice. We have already shown an application for any general disordered lattices
including examples for BCC, FCC, Hexagonal etc in Section 5.3.2. However, many com-
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pounds although ordered can consist of partially occupied sites and in these compounds,
SCRAPs also finds its applicability. SCRAPs build a structure satisfying the point and pair
correlation functions between atoms. Since interaction between distant neighbours is small
compared to nearest neighbours, SCRAPs produces the best representation of a periodic
random alloy. Therefore it can be used to create ordered systems with partial occupancy’s
and for lattices which are a subset of BCC, FCC, or any general lattice. In the following
sections, SCRAPs will be used to generate random ordered cells of systems with chemical
configuration , ABX3 as shown in Figure 5.6 (b).
5.5 Application to perovskites
Now that the hybrid-CS is proven to obtain optimized structures in much faster time
frames,without stagnation, we use it to optimize a supercell cell (4×4×4) of perovskite
shown in Figure 5.1(a). For density functional theory (DFT) based electronic-structure
calculations, the solution time for, e.g., the enthalpy for each structural configuration is
proportional to S3 (S is the number of sites in the supercell) typically, which is in addition
the time required to get an optimal “supercell” structure.
5.6 Computation details
We use density functional theory (DFT)[19, 26] based Vienna ab initio simulation pack-
age (VASP)[19, 21, 27]. Electronic-structure enthalpies were calculated using VASP that
use different basis sets for application to “disordered” perovskites. The supercells of these
structures were generated using hybrid-Cuckoo Search method discussed in Section 5.2. The
formation energy was calculated with respect to the energy of base perovskite structures.
5.7 Results and Discussion
Figure 5.6 shows relative comparison of formation energy of different structures with
different concentrations of Sn. We analyze the results using two different methods Figure
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Figure 5.6: (a) Energy of different perovskites with varying concentrations using cluster
expansion method [25], (b) Energy shown for disordered perovskite structures obtained
from cuckoo search explained in Section 5.2.
5.6 (a) Cluster expansion method and Figure 5.6 (b) Hybrid cuckoo search coupled with
VASP. In Figure 5.6 (a) the energy of intermediate structures between base structures is
higher and hence, relatively less stable than base structures. Similar observation is seen
from calculations done on disordered structures as shown in Figure 5.6 (b). The energy
increases with increase in concentration of Sn till the concentration reaches 50%, which is a
point of maximum. It can be explained that the discrepancies in the size of atoms, Pb and
Sn, introduces a strain on the lattice that increases the energy of the system. It is also a
consequence of relatively weak attractive interaction between Pb and Sn.
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5.8 Superlattice stability and switching to low-dimensional materials
The results presented explain why instabilities are enhanced in perovskites structures
containing mixture of Pb and Sn atoms. The stability of MAPbI3 is relatively low and
further decrease in stability would render the practical use of these structures unfeasible.
Hence in the following chapters, we focus on the challenges associated with stability in
organic-inorganic perovskite structures.
We concentrate on the family of 2D materials such as graphene, Molybdenum sulphide
(MoS2), Boron Nitride (BN) and van der Walls heterostructures formed using these 2d
materials. Heterostructure engineering is a potential way to stabilize the perovskites by
sandwiching them between more stable 2d materials. There are tremendous opportuni-
ties offered by such 2D materials to tune their electronic properties. Thus, stability and
band gap engineering can be potentially accomplished by altering different parameters in
the engineered low-dimensional and heterostructures such as perovskite stacking order and
composition, distance between the different layers, etc [28, 29]. 2D heterostructures are
very different from the traditional 3D heterostructures, as each perovskite layer acts as an
independent bulk material and interacts with neighbouring layers by van der Waals forces
across the interface [30, 31]. The interface between successive layers reduces the amount
of charge displacement within each layer. Nevertheless, the charge transfers between the
layers can be significant, inducing large electric fields and offering interesting possibilities
in band-structure engineering and overall stability of the heterostructure.
Appendix: Computational Details
To complete the electronic-structure enthalpies, we used three methods that use different
basis sets for application to FCC “disordered” Cu3Au. For supercell random approximate
cells (SCRAPS), we used the cubic 108-atom/cell found using the hybrid-CS method. The
KKR and VASP used a scalar-relativistic approximation, which ignores spin-orbit coupling.
The KKR is all-electron methods, meaning it account for all electrons (core and valence),
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whereas the pseudo-potentials account for electrons only outside a designated set of core
electrons. In general, for close-packed structure especially, the KKR and VASP should
give the same results, except if there is any shifting of core states with alloying. As a
check, we also employed the KKR in combination with the coherent potential approximation
(CPA),[23] which requires only a 1-atom/cell for this random alloy, as it performs a mean-
field average over all possible configuration simultaneously with the charge self-consistency.
In VASP, the structure was fully relaxed with 300 eV plane-wave energy cutoff and
5×5×5 Monkhorst-Pack k-mesh[32] was used for the k-space integrations. The convergence
criteria for energy and forces are set to 10−7 eV and 10−3 eV/Å, respectively. In KKR,
the same 5×5×5 Monkhorst-Pack k-mesh was used, and we used 24 points for the Green’s
function complex-energy (Gauss-Legendre semicircular) contour integration. We included
s, p, d, and f symmetries in the KKR basis, i.e., spherical harmonics were truncated at
Lmax = 3, where L ≡ (l,m). The same basis was used for KKR-CPA, although with
20×20×20 k-mesh with 1-atom/cell. The Perdew-Burke-Ernzerhof (PBE) generalized gra-
dient approximation (GGA) exchange-correlation (XC) potential is used both in KKR and
VASP.[33]
The calculated average lattice constants from KKR (VASP) for fully disordered and
SRO unit cells are 3.765Å (3.823Å) and 3.755Å (3.8156Å), respectively. Our calculations
matches with the experimentally observed lattice constants of disordered (3.7426 Å), and
SRO (3.749 Å) phases.[34] The calculated lattice constant Cu3Au from KKR (VASP) shows
0.6% (2.1%) mismatch with experiments.[35]
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CHAPTER 6. DOPING AND CHEMICAL DEPOSITION IN 2D
PEROVSKITES
6.1 Abstract
Organic-inorganic halide perovskite solar cells have recently attracted much attention
due to their low-cost fabrication, flexibility, and high-power conversion efficiency. The re-
duction from three- to two-dimension (2D) promises an exciting opportunity to tune the
electronic properties of organic-inorganic halide perovskites. This work aims to explore
the intrinsic properties, such as, effect of reduced dimensionality, impurity doping, and
heterostructures of MAPbI3 on energy stability, band-gap and transport properties of 2D
hybrid organic-inorganic halide perovskites using first-principles density functional theory.
We show that the energetic stability of two-dimensional organic-inorganic halide perovskites
can significantly be enhanced by chemically depositing MoS2 monolayer as a precursor in
the system by different heterostructure. The results also reveal that both doping and
heterostructures can be used to tune the direct bandgap semiconductor organic-inorganic
halides. While on one hand, the structures have similar and excellent transport properties
as their bulk counterparts, on the other, they possess the advantage of a broad range of
tunable band gaps and high-absorption coefficient in the visible range of light. Our study
suggests that the ultrathin 2D materials can be a potential candidate for nano-optoelectronic
devices, which can effectively be applied to photovoltaic cells.
R. Singh, P.Singh and G. Balasubramanian, Enhanced energy stability and optical behavior of 2D organic-
inorganic halide perovskites by doping and heterostructures. , Under Review
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6.2 Introduction
Over the last decade, perovskites have been one of the most intensively examined classes
of materials because of their outstanding optoelectronic properties [1, 2, 3, 4, 5]. The
versatility of these materials encompasses a series of optoelectronic devices such as light-
emitting diodes,[1, 2] transistors,[3] lasing applications,[6] as well as other intriguing elec-
tronic properties [5, 7, 8, 9, 10, 11]. In particular, organic-inorganic halide perovskites
(OIHP), archetypically CH3NH3PbX3 (X = Cl, Br or I), have attracted significant at-
tention because of their remarkable photovoltaic properties,[12, 13, 14] achieving power
conversion efficiency as high as 22.1%. Thin OIHP films that are typically synthesized
and examined for the electronic transport, suffer from stability issues. A potential solu-
tion is to employ planar heterostructures in lieu of the 3-dimensional (3D i.e., bulk) films
[13, 15, 16, 17, 18, 19, 20, 21, 22]. Quantum confinement effects in 2D chemistries increase
the band gap due to a blue shift that decreases with increasing number of layers in a het-
erostructured material [23, 24, 25, 26]. While increasing the number of inorganic layers
decreases the bandgap, simultaneously it is detrimental to the stability.
Renewed interest in thermoelectrics is motivated by the realization that complexity at
multiple length scales can lead to new mechanisms for high performance perovskite mate-
rials. Theoretical predictions suggested that the thermoelectric efficiency could be greatly
enhanced by quantum confinement[27] by ionic doping or heterostructures [28, 29]. The
heterovalent or isovalent metal ions such as (Sn2+, Cd2+, Zn2+, Mn2+)[18, 30, 31, 32] have
been introduced as dopants with the possibility of imparting paramagnetism to increase
stability. The heterostructures created by chemical layer deposition has also been tried
to enhance the photoluminescence,[33] charge-transfer mechanism,[33] and surface dopant
[34]. Both doping and chemical layer deposition can lead to quantum confinement (QC) of
charges. The QC helps narrowing down electron energy bands with the decreasing dimen-
sionality, which produces high effective masses and Seebeck coefficients. Moreover, similar
sized heterostructures decouple the Seebeck coefficient and electrical conductivity by elec-
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Figure 6.1: side view of bulk MAPbI3 unit cell as obtained from (a) simulations and (b)
experiments. The side view of (c) (001) terminated 2D MAPbI3 unit cell. The unit cell
volume of the bulk and energetically relaxed structure increases by 3.41% relative to the
experimentally measured volume, while the 2D cell shrinks by 1.33%. In comparison to the
experiments the average Pb-I bond-length of bulk and 2D MAPbI3 increases by 1.27 and
0.45%, respectively. For the relaxed 2D MASnI3, the unit cell volume and average Sn-I
bond length increases by 1.65 and 2.05%, respectively, compared to bulk (see supplement).
tron filtering[35] that could result in improved performance. Despite all the progress, our
theoretical understanding of doping and heterostructures effect on underlying electronic and
transport properties of perovskites is sparse and limited.
We employ first-principles density functional theory (DFT) to examine the stability, electronic-
structure and transport properties of [001] terminated 2D OIHPs [36]. To test our hypothe-
sis that ionic doping and inclusion of a MoS2ML precursor can improve stability of OIHPs,
we stack 2D assemblies of MAPbI3 on top of MoS2ML by constraining them within the
interaction distances. Our results reveal that a single sheet of MoS2ML considerably im-
proves the power factor (PF ) of OIHPs. The enhanced stability of the hybrid OIHPs is
explained via the structural and electronic properties. In addition, we investigate the effect
of magnetic impurity (Mn2+) doping on thermoelectric (TE) properties of 2D MAPbI3 het-
erostructures, as a potential route to modulate the optical properties of halide perovskites.
94
6.3 Computational Details
We examine bulk and 2D variants of MA(Pb/Sn)I3 OIHPs using first-principles density
functional theory (DFT)[37, 38] based Vienna ab initio simulation package (VASP) [39,
40, 41]. We construct [001] terminated 2D OIHPs from 3D MA(Pb/Sn)I3. For geometry
optimization and electronic structure calculations, we use the projected augmented-wave
(PAW) basis[42] and the PerdewBurkeErnzerhof (PBE)[43] exchange-correlation functional.
The charge and forces are converged to 10−5 eV and 0.01eV/Å, respectively, using energy
cut-off of 800 eV. The Monkhorst-Pack[44] k-mesh grid of 7×7×3, and 3×3×5 is used for (2D
MAPbI3, 2D MASnI3, Mn-doped-MAPbI3) and MAPbI3ML/MoS2ML, respectively. The
tetrahedron method with Blchl corrections is used to calculate the density of states (DOS).
The thermoelectric properties are calculated using the BoltzTrap[45] code interfaced with
VASP. The optical properties in terms of absorption spectra are calculated by obtaining
the frequency dependent dielectric matrix using VASP [46].
6.4 Results and Discussion
6.4.1 Structural analysis of bulk and 2D variants of MAXI3 (X=Pb, Sn)
Hybrid organic-inorganic perovskites have an ABX3 architecture, where A is a mono-
valent organic cation, CH3NH3
+ (i.e., MA+), while B is a metal cation (i.e., Pb2+, Sn2+),
and X is a halide anion (i.e., Cl, Br , I or their mixtures). In typical perovskite crystals, B
occupies the center of an octahedral [BX6][13] cluster, while A is 12-fold cuboctahedrally
coordinated with X anions [15, 47]. Generally, the A does not directly play a major role
in determining the band structure, but its size is important. At first, we constructed a 2D
structure from bulk MAPbI3 layered compound cut from the bulk cubic MAPbI3 crystal
structure, expose the MAI-terminated surface. We maintain the thicknesses of the slab to
one monolayer. Then, we study the effect of doping and heterostructures on the band struc-
tures, density of states, effective masses by first-principles density functional approache on
2D MAPbI3.
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Similar to previous studies, we consider the high temperature pseudo-cubic phase of MAPbI3
[48, 49]. The calculated (experimental)[50, 51] lattice constants of bulk MAPbI3 are a =
6.432 (6.361) Å, b = 6.516 (6.361) Å, c=6.446 (6.361) Å, and α = β = γ = 90. The
predictions indicate a 3.41% increase in the simulated equilibrium cell volume relative to
that in the experiments,[50, 51] with 1.27% increase in average bond length of Pb-I atoms.
For 2D MAPbI3, the calculated (experimental) lattice parameters of the PbI2 surface are:
a = 6.437 (6.361) Å and b = 6.449 (6.361) Å, respectively. We find a 1.38% increase in
lattice constant in [110] plane of the simulated materials, although the thickness of the slab
shrinks by 2.5%. The reduced thickness (Figure 6.1 (c), Figure 6.2(a)) of the slab shrinks
the overall slab volume by 1.33% with respect to experimental bulk MAPbI3.
In case of Mn-doped 2D MAPbI3, Figure 6.2(b), the calculated (experimental)[50, 51]
lattice parameters are: a = 6.361 (6.361) Å and b = 6.445 (6.361) Å, respectively. The
doped structure shows 25% distortion in Mn-I polyhedra, while only 9% distortion in Pb-I
polyhedra. The average Mn-I bond-length increases by 4% relative to Pb-I. However, for
MoS2ML/MAPbI3ML, a = 6.362 (6.361[50, 51]) Å and b = 6.428 (6.361[50, 51]) Å, re-
spectively, similar to that of bulk MAPbI3, Figure 6.2(c). The average Pb-I bond length
is 3.201 Å similar to the value obtained in the bulk MAPbI3. Also, MoS2ML/MAPbI3ML
surface has negligible PbI2 polyhedral distortion, which suggests of the structural stability
of MAPbI3ML on surface disposition. The structural differences caused by MoS2ML en-
hances the stability of the system as noted from the relative energies of the six structures
shown in Figure 6.3.
The geometries of doped and MoS2-deposited MAPbI3ML have been optimized. The opti-
mized structural parameters and lattice constants are shown in Figure 6.2. The optimized
2D structures exhibit a remarkable structure relaxation and lattice expansion in contrast
to the bulk experimental phase, which could be responsible for the experimentally observed
features, such as a shifted band edge emission. It is also noted that the bond lengths of
Pb-I are substantially enhanced from 3D to 2D larger than those in experiments because of
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Figure 6.2: The unrelaxed (left-panel) and optimized structure (right-panel) of (a) MAPbI3
monolayer; (b) Mn-doped MA(Pb/Sn)I3ML; and (c) MAPbI3ML/MoS2ML. The average
bond-length and bond-angles of MoS2ML changes from 2.428 Å (unrelaxed) to 2.412 Å
(relaxed) and 82.02◦ (unrelaxed) to 82.5◦ (Mo-S-Mo)/82.43◦(S-Mo-S), respectively. We later
show that the small distortion due to weak interaction between MoS2ML and MAPbI3ML
layers, which is clearly visible through bond-length and bond-angle distortions, leads to
stronger stability of MAPbI3ML/MoS2ML system.
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Figure 6.3: Relative formation energies (eV) of bulk, 2D, Mn-doped and MAPbI3ML
/MoS2ML MAPbI3 suggest that the MAPbI3ML/MoS2ML offers the highest structural
stability (formation energy). ML stands for monolayer.
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the big size of organic cations. The distribution of Pb-I bond length tends to be uniform
for 2D and Mn-doped MAPbI3. However, in contrast, distribution of Pb-I bond length
tends to be uniform for bulk and MoS2ML deposited MAPbI3. Also, the change of Pb-
I-Pb/I-Pb-I bond angles in 2D, Mn-doped and MoS2ML deposited MAPbI3 is remarkable
compared with those of bulk MAPbI3, which reveals that the [PbI6]4- octahedra layers in
layered structures are highly distorted, accounting for optical and electronic changes dis-
cussed later for hybrid perovskite systems.
6.4.2 Electronic properties of bulk and 2D variants of MAXI3 (X=Pb, Sn)
Experimentally, the bandgap of cubic MAPbI3 is ∼ 1.5-1.62 eV [7]. Our standard PBE
calculations predict that bulk MAPbI3 is a semiconductor with a direct bandgap of 1.726 eV,
which agrees reasonably with the experiments. Using PBE electronic structure predictions
as a reference, we perform additional band structure calculation of 2D MAPbI3. The re-
sults indicate that both surfaces have a direct bandgap with the conduction band minimum
(CBM) and valence band maximum (VBM) located at the M point of the Brillouin zone, as
illustrated in Figure 6.4. The energy states ranging from -3 to 3 eV are mostly contributed
by Pb and I atoms, signifying their influence in the physical and chemical properties of these
perovskites. Specifically, the states near the top of the valence band are predominated by
I-5p and Pb-6s states, while the conduction bands are constituted by Pb-6p states with
hybridization of I-5p states. As shown earlier in Fig.6.1, the surface terminated by PbI2
contains more Pb atoms, which leads to a broader conduction band and thus a narrower
bandgap of the 2D MAPbI3 terminated by PbI2.
The spin-polarized band structure for 10% Mn-doped 2D MAPbI3 are presented in
Figure 6.5 (a). The bandgap of the Mn-doped OIHP at Pb-site is 1.2 eV, while Mn at
Sn site reduces the bandgap to ∼1 eV (below, we discuss only Mn-doping at Pb-site).
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Figure 6.4: Comparative band-structure, density of states (DOS) and (001) projected charge
density of bulk and [001] terminated 2D MAPbI3. We can see that going from bulk to 2D
makes DOS more structured and bands flatter. Both bulk and 2D MAPbI3 show calcu-
lated direct band-gap of 1.726 eV and 1.27 eV at R-point and M-point of Brillouin zone,
respectively. The [001] projected charge density of 2D MAPbI3 reveals enhanced bonding
between Pb and I (as seen by non-circular lobes both at Pb and I-sites) compared to bulk.
Identical isosurface values are employed for the charge density plots.
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Figure 6.5: (a) Spin-polarized band structure, (b) charge density (top) and magnetization
density (bottom) of Mn-doped (at Pb-site) 2D MAPbI3 monolayer stacked along [010]
direction. In Mn-doped MA(Pb;Sn)I3, the strong magnetic characteristic of Mn with high
saturation magnetization of ∼5 Bohr magneton (B), leads to induced I moments on nearby
sites by distortion of the MnI2 polyhedra. Mn-doping stabilizes MAPbI3ML almost by
∼0.12 eV with respect to 2D MAPbI3 and 2D MASnI3 (see 6.3).
Both the top of the valence band and the bottom of the conduction band are located at
the M [0.5 0.5 0] point. The doping results in a more stable structure by distorting the
neighboring environment, see charge density plot in Figure 6.5 (b) (top), compared to pure
2D structures (Figure 6.3). However, the bandgap of Mn-doped OIHP decreases due to
large structural distortion. The Mn spin-up channel is completely filled, and down-spin
channel is completely empty leading to strong magnetic behavior (Mn-moment ∼ 5 µB) as
shown by magnetization density plot in Figure 6.5 (b) (bottom). The top flat band just
below the Fermi level, corresponds to the Mn impurity band, which is attributed to the
Mn-3d state. The Mn-doping changes the electronic structure near the Fermi level affecting
stability as well as the transport properties. While there is no notable improvement in
transport properties, the stability of the structure is enhanced by Mn-doping.
Next, we investigate the effect of charge-transfer interactions in MoS2ML/MAPbI3ML.
The adsorption of organic molecules is expected to modify the electronic properties of
MoS2ML. The MoS2ML isolated layer has a predicted direct bandgap of 1.73 eV, closer to
the experimentally observed observation band-gap of 1.70 eV [52]. The VBM of MoS2ML
is contributed by Mo-4d and S-3p states, while the CBM is mainly contributed by Mo-4d
states and feebly by S-3p states.
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Figure 6.6: (a) The electronic band-structure, (b) density of states (center), and (c) (110)
projected and full charge density of chemically deposited MAPbI3 monolayer (ML) on
MoS2ML. The MAPbI3ML/MoS2ML enhances the band gap to 1.27 eV with respect to Mn-
doped MAPbI3ML (see Figs. 6.4). Chemical layer deposition of MAPbI3ML on MoS2ML
enhances energetic stability compared to bulk, 2D, and Mn-doped MA(Pb;Sn)I3ML. We
attribute increased stability to the weaker interlayer interaction originating from Pb-6p and
S-3p states.
To obtain a deeper insight into the electronic properties of the now functionalized MoS2ML,
we compute the density of states (DOS) and full charge densities (projected and full, which
includes VBM and CBM) for MoS2ML/MAPbI3ML, illustrated in Figure 6.5. The adsorp-
tion of MAPbI3ML introduces new flat energy levels in the bandgap region of MoS2ML re-
sulting in a bandgap of ∼1.27 eV. As the interactions between MAPbI3ML and MoS2ML are
weak, the band structure of functionalized MoS2ML is effectively a combination of those of
MoS2ML and the adsorbed MAPbI3ML. Hence, the bandgap reduction is attributed to the
recombination of the energy levels. Nevertheless, for MAPbI3ML functionalized MoS2ML,
the new energy levels appear in the region of the conduction band, indicating that MoS2ML
can be tuned into a p-type semiconductor by doping with MAPbI3ML. As shown in Figure
6.6 (right-panel), for MoS2ML/MAPbI3ML both CBM and VBM are solely contributed by
MAPbI3ML. In the band-structure plot, MoS2 predominantly lies below -0.2 eV with re-
spect to the Fermi level, EF. The conduction bands with an energy range from ∼1 - 3 eV are
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derived largely from the Pb-s/p and I-s states. The valence bands with a range from -3 eV
0 eV exert strong hybridization between the Pb-p, I-p, Mo-d and S-p states. The localized
distribution of electron density on MAPbI3ML and MoS2ML indicates negligible effect of
the interlayer interactions but is responsible for higher stability of MoS2ML/MAPbI3ML
as compared to the bulk structure. The weaker interaction, in Figure 6.6 (c), is shown
by small band-distortion at the interface of MoS2ML and MAPbI3ML, where bond-angle
between Pb-I-Pb changes from 180 to ∼179. We also note from this structural analysis
that band-distortions are reduced to ∼5% in MoS2ML/MAPbI3ML compared to ∼10-20%
in MAPbI3ML or Mn-doped MAPbI3ML.
6.4.3 Thermoelectric properties of bulk and 2D MAXI3 (X=Pb, Sn)
A band-structure possessing a large-effective mass in CBM, with a minimum of about
5kBT above the VBM, can potentially achieve nonmonotonic Seebeck coefficient, and hence
a large PF [53]. Deposition of MAPbI3ML on MoS2ML introduces resonant states that can
achieve a tailored band structure. We determine the band effective mass, m* from second








where, x and y are the directions in reciprocal space, n is the band index, En is the band
energy, and ~ is the modified Plancks constant. The derivatives have been evaluated at
CBM for electrons (me) and at VBM for holes (mh). The reduction in dimensions from
bulk to 2D creates opportunities to optimize the highly anisotropic structures due to the
smaller directional effective mass (electrical conductivity, σ = 1m∗ ) [54].
The calculated effective hole/electron mass for bulk MAPbI3 is (0.17;0.19;0.28)m
∗
h and
(0.27; 1.51; 0.12) m∗e, respectively. The three values in the parentheses represent the three
perpendicular directions (x, y, z), while for 2D structures we consider the two planar di-
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rections (x, y). For 2D MAPbI3, the corresponding values are (0.17; 0.33)m
∗
h and (1.53;
0.85) m∗e, respectively. The calculated effective mass for 2D MAPbI3 indicates an obvious
in-plane anisotropy in effective mass due to [100] stacking. The strong directional effec-
tive mass is larger along [100] stacking, and the direction orthogonal to the stacking [010]
predicts smaller values. Thus, we deduce that the carrier mobility is high (small effective
mass) along [010], with heavy mass states present in the transverse direction, i.e., [100].
Similarly, the Mn-doped 2D MAPbI3 shows large anisotropy in effective mass along [100]
stacking at Pb-site [(0.12; 5.42) m∗h, (2.50; 1.15) m
∗
e]. In contrast to the Mn-doped 2D
MAPbI3, the energy minima/maxima shift to the X [0.5 0 0] point from the M point in
MoS2ML/MAPbI3ML. The calculated hole- and electron-effective masses at M-point are
m∗h = (0.76; 1.13) and m
∗
e = (3.40; 1.51), respectively. The large anisotropy in the effective
mass along the [100] direction facilitates hole transport holes along [100] compared to the
electrons. However, along the [010] direction, both electrons and holes experience equal
effective mass resulting in similar transport properties.
In TE materials, a high Seebeck coefficient (S) at a given carrier concentration results from
a high overall DOS effective mass (m∗d). However, σ decreases with increasing m
∗
d, and
also depends on the inertial effective mass, m∗. Loffe showed empirically that for doped
semiconductors to be good TEs, the sweet-spot for carrier concentration, n ∼ 10181020 per
cm3, corresponding to degenerate semiconductors or semimetals [55]. Here, we predict a
similar range for nhole and nelectron. As the doping concentration increases, σ increases
and S decreases. Figure 6.6 (a) and (b) present S predictions for 2D MAPbI3 (left-panel)
and MoS2ML/MAPbI3ML (right-panel). In comparison with bulk MAPbI3, we find that
S of 2D MAPbI3 is ≈ 20% lower. The large S in bulk MAPbI3 arises from the DOS and
band mobility. As shown earlier in Figure 6.4, the DOS above and below the Fermi level
have a significant contrast in the bulk structures[56] compared to the 2D counterparts, and
the smaller m∗ in 3D materials leads to an increased band mobility[57] that is important
to enhance the electronic transport. In Figure 6.7, we show that bulk MAPbI3 has slightly
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better TE properties than 2D MAPbI3 and MoS2ML/MAPbI3ML, however, 2D counter-
parts have better energetic stability (see Figure 6.3). For all practical purposes, the latter is
more important, as stability of materials signifies that 2D MAPbI3/MoS2ML/MAPbI3ML
can be formed in a laboratory environment and will not degrade as quickly as bulk MAPbI3
[47].
PF = S2σ of a TE material quantifies their electrical power generation ability. The most
efficient TE materials possess high σ and high S. Since σ and S have competing dependencies
on n simultaneously obtaining high values for both properties is challenging. We compare
the calculated PF per relaxation time as a function of temperature for MAPbI3ML and that
with MoS2ML. Although both materials originate from the parent cubic crystal structure,
differences are noted in their TE properties (Figs. 6.7 (a)(f)). The dissimilarities in σ of
2D MAPbI3 and MoS2ML/MAPbI3ML originates from latters intrinsic sp-type bonding.
The 2D OIHP deposited on MoS2 has slightly lower PF ∼ 29.3×1010 W/m.K2.s relative to
2D MAPbI3 (∼32.5×1010 W/m.K2.s) due to an enhanced thermal electronic conductivity
[57]. Both 2D MAPbI3 and MoS2ML/MAPbI3ML show strong temperature dependence in
S, but σ essentially remains temperature invariant. Thus, the PF predictions for specific
chemical potential value at 800 K, Figure 6.7 (e) and (f), are ≈ 100% and ≈ 200% higher
than at 500 and 300 K, respectively, for both materials. Note that PF of 2D MAPbI3 is
≈10% higher than MoS2ML/MAPbI3ML, but an enhanced energetic stability of the latter
contributes to its selection for potential TE applications. On one hand, OIHPs possess
the advantage of hybridization, while on the other hand, they demonstrate the ability to
tune TE properties through nanostructuring. In addition, the PF can be further tuned by
controlling the ionic doping concentrations.
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Figure 6.7: (a) The Seebeck coefficient (a, b), the electrical conductivity (c, d), and the
power factor (e, f) of 2D MAPbI3 (left-panel) and MAPbI3ML /MoS2ML (right panel)
are presented at 300 K, 500 K and 800 K, respectively (ML = monolayer). The optimal
value of power factor (e, f) for the two cases occur at a chemical potential of +0.025 and
+0.04 Hartree, respectively. We show that MAPbI3ML/MoS2ML retain the thermoelectric
properties of bulk with an order of magnitude increase in the energy stability (see Figure
6.2).
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Figure 6.8: (a) The calculated optical absorption spectra of the energetically most stable
MAPbI3ML/MoS2ML. We found that the proposed material exhibit very high absorption
efficiency in the visible range of light from 1.59 to 3.26 eV (marked by arrow and shaded
green zone).
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6.4.4 Absorption spectra of MAPbI3/MoS2ML
Optical absorption is another important property for solar-cell material because posses-
sion of a direct bandgap within the optimal range does not guarantee desired absorption
in the visible range. In Figure 6.8, we display computed optical absorption spectra for the
energetically most stable MoS2ML/MAPbI3ML case. With direct bandgaps, to be com-
pared with absorption spectra of two highly efficient solar-cell materials, Si[58, 59, 60] and
MAPbI3,[58, 59, 60] and MoS2ML/MAPbI3ML. Among the three compounds, the proposed
MoS2ML/MAPbI3ML clearly exhibits the highest absorption in the visible-light range (from
1.59 to 3.26 eV) [58, 59, 60]. Moreover, MoS2ML/MAPbI3ML shows modest absorption in
infrared range because it has a smaller bandgap than bulk MAPbI3, indicating that most
output of Suns total irradiance spectrum can be absorbed by MoS2ML/MAPbI3ML. These
desirable properties render MoS2ML/MAPbI3ML with the distorted perovskite structure a
very promising solar absorber material with potentially high-performance factor (similar to
bulk MAPbI3, see Figure 6.7).
6.5 Conclusion
In this paper, we propose approaches to manipulate the electronic and thermoelectric
properties of 2D OIHPs. From first-principles calculations, we show that energetic stability
of 2D OIHPs and its variants can be tuned by impurity doping and by monolayer deposition.
Our findings show that the chemically deposited monolayer of 2D MAPbI3 on MoS2 provides
optimal bandgap required for photovoltaic applications. The enhanced bandgap, compared
to 2D MAPbI3, arises from the weak interactions between MoS2 and MAPbI3 monolayers.
Moreover, the weak interlayer interactions energetically stabilize MoS2ML/MAPbI3ML.
The MoS2ML/MAPbI3ML also possesses the excellent thermoelectric properties as noted
in bulk MAPbI3. The higher energy stability, suitable band gap and outstanding optical
absorption of the MoS2ML/MAPbI3ML, enable it as great potential applications for the
high-efficient perovskite cells. We believe our predictions provide a useful guideline for
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future experiments examining the stability of OIHP based solar materials and suggest a
practicable approach to enhance the light-harvesting capability of MoS2ML/MAPbI3ML.
2D-layered perovskites possess excellent structures and properties, and thus have promising
potential to be applied to nanoscale optoelectronic devices, whose optical and electronic
properties can be tuned by changing the doping level or by heterostructures.
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CHAPTER 7. TUNING BANDGAP AND ENERGY STABILITY OF
ORGANIC-INORGANIC HALIDE PEROVSKITES THROUGH
SURFACE ENGINEERING
7.1 Abstract
Organohalide perovskite with a variety of surface structures and morphologies have
shown promising potential owing to the choice of the type of heterostructure dependent sta-
bility. We systematically investigate and discuss the impact of 2-dimensional molybdenum-
disulphide (MoS2), molybdenum-diselenide (MoSe2), tungsten-disulphide (WS2), tungsten-
diselenide (WSe2), boron-nitiride (BN) and graphene monolayers on band-gap and energy
stability of organic-inorganic halide perovskites. We found that MAPbI3ML deposited on
BN-ML shows room temperature stability (-25 meV∼300K) with an optimal bandgap of
∼1.6 eV. The calculated absorption coefficient also lies in the visible-light range with a max-
imum of 4.9 x 104 cm−1 achieved at 2.8 eV photon energy. On the basis of our calculations,
we suggest that the encapsulation of an organic-inorganic halide perovskite monolayers by
semiconducting monolayers potentially provides greater flexibility for tuning the energy
stability and the bandgap.
7.2 Introduction
In the past few years, the solar cell community has witnessed an exceptional emergence of
a new family of solar cell materials[1, 2, 3] namely organic-inorganic halide perovskite based
R. Singh, P.Singh and G. Balasubramanian, Tuning Bandgap and Energy Stability of Organic-Inorganic
Halide Perovskites through Surface Engineering., Under Review
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solar cells. Metal-halide perovskites, with the formula ABX3 (e.g., A=methylammonium
(MA), B = Pb, and X = I) are rapidly gaining attention for thin film photovoltaics due to
their long carrier diffusion lengths,[4] defect tolerance enabling versatile solution or vapor
processing,[5, 6] and strong optical absorption [7]. Within just four years, the conversion ef-
ficiency has increased dramatically to 20.1% [8]. This development is believed to be a result
of a unique supportive combination of different properties, including the favorable balance
between strong absorption and long carrier lifetimes,[9] the efficient-transport,[10, 11, 12]
and the fault tolerance[13] of these materials. Recently, perovskite-silicon tandems have
achieved record efficiencies of 23.6% and 26.4% for monolithically integrated[14] and me-
chanically stacked configurations [15]. Additionally, recent developments in the stability
and efficiency of low bandgap tin-based perovskites have also drawn attention for making
highly efficient and potentially low-cost perovskiteperovskite tandems [16, 17].
Currently, energetic instability of MAPbI3 is well known, which arises both from extrin-
sic and intrinsic causes. Extrinsically, MAPbI3 is sensitive to moisture, UV exposure, and
oxygen [3, 18]. Another important aspect that contributes significantly to the instability
is the moderate crystal quality,[19] that ignites consequently an additional mixture of in-
stability issues. Here, we study the energy stability and electronic structure of monolayer
(ML) MAPbI3 deposited on 2-dimensional molybdenum-disulphide (MoS2), molybdenum-
diselenide (MoSe2), tungsten-disulphide (WS2), tungsten-diselenide (WSe2), boron-nitiride
(BN) and graphene monolayers. This study will be an important contribution in developing




We use density functional theory (DFT)[20, 21] based Vienna ab initio simulation pack-
age (VASP)[20, 22, 23] to examine the stability, electronic-structure and optical/transport
behavior of MAPbI3ML based heterostructures. We construct [001] terminated 2D OIHPs
from bulk MAPbI3 and deposited on X-ML (=MoS2, MoSe2, WS2, WSe2, BN, and Graphene)
surfaces to prepare X-ML/ MAPbI3ML heterostructure. The MAPbI3ML deposited (MoS2,
MoSe2, WS2, WSe2), BN and Graphene supercells have 174, 213, and 339 atoms, respec-
tively. For geometry optimization and electronic structure calculations, we use the projected
augmented-wave (PAW) basis[22] and the PerdewBurkeErnzerhof (PBE)[22] exchange-correlation
functional. The charge and forces are converged to 10−5 eV and 0.01eV/Å, respectively,
using energy cut-off of 800 eV. The Monkhorst-Pack[24] k-mesh grid of 5 × 5 × 3 is used
for all the structures. The tetrahedron method with Blchl corrections is used to calculate
the density of states (DOS) [22]. The optical properties in terms of absorption spectra are
calculated by obtaining the frequency dependent dielectric matrix using VASP [25]. The
Brillouin-zone (BZ) is sampled with a Gamma-centered k-mesh with 70 k points. For the
transport calculations a non-shifted mesh with 70000 k points is used. The necessary deriva-
tives were then calculated on an FFT grid. The thermoelectric properties are calculated
using the BoltzTrap[26] code interfaced with VASP.
7.4 Results and Discussion
The most widely used methylammonium cation (MA; CH3NH3
+; RMA = 0.18 nm),
has achieved efficiencies up to 20.1% and above for MAPbI3 devices [27, 28]. The cubic
MAPbI3 yields an optimal optimal bandgap of 1.1-1.4 eV dictated by the Shockley-Queisser
limit for a single junction solar cell [27, 28]. Clearly, if we can stabilize the MAPbI3 in the
ambient conditions (at room temperature), one may speculate enhanced light harvesting
across the spectrum. To that end, we employ first-principles density functional theory to
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Figure 7.1: Schematic diagram of the six layered structures chosen in this study. A
monolayer of two-dimensional MAPbI3 is deposited on different two-dimensional (2D) ma-
terials. The 2D materials include molybdenum-disulphide (MoS2), boron-nitride (BN),
molybdenum-disulphide (MoSe2), graphene, tungsten-diselenide (WSe2) and tungsten-
disulphide (WS2).
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Figure 7.2: Binding energy (solid-circles green) and bandgap (solid-square red) for the six
MAPbI3ML deposited (MoS2, MoSe2, WS2, WSe2), BN and Graphene heterostructures.
The BN-ML/ MAPbI3ML is the most stable with a bandgap of ∼1.68 eV, which is very
close to the optimal gap ∼1.4 eV.
examine stability, electronic-structure and transport properties of X-ML/MAPbI3ML (X=
MoS2, MoSe2, WS2, WSe2, BN, and Graphene) based heterostructures, shown in Figure 7.1.
The binding energy is a very important criteria to predict that if any chemical structure
can be chemically and energetically stable or not. The binding energy of six heterostructures
is calculated as:
Eb = ETotal(X −ML/MAPbI3ML)− E(MAPbI3ML)− E(X −ML) (7.1)
here, X=MoS2, MoSe2, WS2, WSe2, BN, and Graphene. The Eb in the expression above
is the binding energy. We found that heterostructures are more stable when we chose
PbI2/X-ML slabs than the corresponding MAI/X-ML slabs. The reason should be that the
interaction between MA ions of the MAI-X-ML with other ions is through either van der
Waals (vdW) or hydrogen bond, which is rather weak. The interaction between the Pb atom
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in PbI2/X-ML slabs is through chemical bonding, which connects X-ML and perovskite as
a bridge. The binding energy is shown in Figure 7.2 (green circles). Of the six structures,
MAPbI3ML/Graphene shows positive binding energy of +0.2 meV, which indicates the
energy instability towards formation of the heterostructure, i.e., MAPbI3ML/Graphene is
not favorable. However, other five cases, viz., WS2, WSe2, MoS2, MoSe2 and BN cases
show negative binding energies, i.e., favorable to the formation of the heterostructure. The
WS2, WSe2, MoS2, and MoSe2 are almost energetically degenerate. On the other hand, the
binding energy of the BN-ML/MAPbI3ML is -25 meV, which is equivalent to 300 K on the
temperature scale. This shows that BN-ML/MAPbI3ML can be stabilized at room tem-
perature. We also analyze the binding energies with spin-orbital coupling, and we observe
very small deviation of binding energies, e.g. for BN-ML/MAPbI3ML Eb ∼ 23.5 meV.
The bandgap is another important characteristic property of photovoltaic materials. The
band-gaps of the six structures, in Figure 7.2, is shown by red squares. The heterostruc-
ture Graphene/MAPbI3 has a bandgap of 0.18 eV. In the presence of MAPbI3ML, the
bandgap of graphene opens due to the stronger interlayer interaction. Similar results
have been reported before: a bandgap of 0.1 eV[29] when graphene lies on BN-ML sub-
strate, and similarly, a bandgap of 0.25 eV[30] is observed for silicon carbide substrate.
Graphene/MAPbI3ML can be used to create semiconducting graphene materials that main-
tain the exceptional transport property. As we move to different structures, the bandgap
is higher. MoS2ML/MAPbI3ML has a bandgap of 1.40 eV, which is smaller than the
reported bandgap of MoS2 (1.8 eV[31]) and higher than 2D MAPbI3 (1.34 eV[32]). So,
the bandgap is closer to the bandgap of 2D MAPbI3. Similar observation is obtained for
WSe2ML/MAPbI3ML, where in the bandgap is 1.40 eV. Theoretical calculation shows that
the solar efficiency for a single bandgap semiconductor, is maximum 33% at a bandgap 1.4
eV. So, for solar applications, MoS2ML/MAPbI3ML and WSe2ML/MAPbI3ML, provide
an alternative approach to make new novel materials. However, for WS2ML/MAPbI3ML
and MoeS2ML/MAPbI3ML, there are some hybridization effects that reduce the bandgap
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from the original 2D structure band gaps. The bandgap in WS2ML/MAPbI3ML and
MoSe2ML/MAPbI3ML is 0.88 eV and 1.05 eV, respectively. These offer low possibilities
in solar cell applications. Among the six heterostructures, the BN-ML/MAPbI3ML shows
room temperature stability with a bandgap of 1.68 eV, which is very close to the optimum
bandgap of 1.40 eV[33] for photovoltaic applications. Since BN-ML/MAPbI3ML is the only
case with large energy stability and optimal bandgap, so here we analyze and discuss the
structural, electronic, optical and transport properties of BN-ML/MAPbI3ML.
We constructed the BN-ML/MAPbI3ML supercell using the experimental MAPbI3 and BN
structures. We kept unit cell periodic in x-y plane and vacuum of at least 18 Angstrom in
z-direction. We perform full (lattice + ionic) optimization of BN-ML/ MAPbI3ML to calcu-
late equilibrium ground-state structure and properties. In Figure 7.3, structural parameters,
bond-length and bond-angels of BN-ML/MAPbI3ML are shown. The BN-ML/MAPbI3ML
supercell consists of 213 atoms (C=7; N=7; H=42; Pb=14; I=35; Mo=28; BN=108 atoms).
We kept unit cell periodic in x-y plane and vacuum of at least 23.5 Angstrom in z-direction.
We also make the shell large enough so that lattice mismatch between BN-ML (2 atom per
cell) and MAPbI3 (12 atom per cell) reduces to a value less than 1%. We further relax the
supercell to remove any strain left during unit cell construction due to lattice mismatch.
The (abc) dimensions of the cell before and after relaxation are (9.03965 Å × 34.86520 Å ×
23.49685 Å) and (9.05332 Å × 35.12486 Å × 26.00071 Å), respectively, also given in Figure
7.2. We observe very small cell expansion in a and b lattice parameters, which changes by
[(arelax aunrelax)/ arelax ]% = 0.1; [(brelax bunrelax)/ brelax ]% = 0.7, respectively.
We observe slightly increased volume of the relaxed structure compared to unrelaxed one.
The major changes in structural behavior occurs at the interface boundary of MAPbI3ML
and BN-ML, where bond lengths of MAPbI3ML show significant distortion. For example,
the bond lengths of Pb-I bond that are closer to BN are in the range of 3.2-3.25 Å, while
the bond lengths of Pb-I bonds that are facing BN layer are in the range of 3.11-3.35 Å.
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Figure 7.3: (a) A schematic skeleton of the unrelaxed (left-panel) and relaxed (right-panel)
structure of BN-ML/MAPbI3ML. The bond-length of BN-ML shows small change from
1.45 Å (unrelaxed) to 1.446 Å (relaxed), while only N −B−N shows change in bond-angle
from 120 (unrelaxed) to 119.01. (b) The relaxed MAPbI3ML on BN-ML is arranged in a
maze shape, where every alternate Pb at the interface form octahedron with N-atom of the
BN-ML. The average bond-length of octahedron and tetrahedron is 3.218 Å and BL(T) =
3.245 Å, respectively.
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This distortion is indicative of increased interlayer chemical interactions. The interfacial
Pb atoms obviously move towards the perovskite, and the corresponding bond lengths of
Pb-B/Pb-N and I-B/N are 3.023/3.004 Å and 2.963/3.041 Å, respectively. The relative
shorter interfacial bond lengths indicate a strong interaction between the two surfaces. In
the interfacial region, the surface PbI6 of perovskite is slightly distorted, and the opposite
(I-Pb-I; Pb-I-Pb)/I-Pb-N bond angle sharply decrease to 170.529◦/164.49◦, and (B-N-B;
N-B-N) changes to (120.0◦; 119.01◦) from 120◦, respectively. In Figure 7.2 (b) We also
observe special arrangement of the MAPbI3ML on BN-ML. The MAPbI3ML shows a maze
type arrangement, where Pb on every alternate MAPbI3 tetrahedron (T) is bonded to N
and forms an octahedron (O). The average bond-length of octahedrally bonded Pb is 3.218
Å, whereas tetrahedrally bonded Pb shows average bond-length of 3.245 Å.
The band structure, density of states, charge density and absorption coefficient for BN-
ML/MAPbI3ML are shown in Figure 7.4. In Figure 7.4(a), the band-structure and density
of states for BN-ML/MAPbI3ML shows a direct bandgap of 1.68 eV along γ-point of the
Brillouin zone. The right panel in Figure 7.4(a) shows the projected density of states for I,
Pb and BN. Among them, Pb-s states just below the Fermi-level are chemically most active
and show weak hybridization. Other states include contribution from p-states represented
by blue color, red color for d-states, and green for s-states. The majority of contribution
is from p-states as seen from the Figure 7.3(a) for all the three cases. I-p and Pb-p have
the maximum states near the fermi level with I-p states occupying valence band and Pb-p
occupying conduction band. This behavior has been observed before both in 3D MAPbI3
and 2D MAPbI3. For BN, projected density of states shows the contribution of BN above
+4.0 eV and below -0.4 eV. The blue color in the density of states show the major contri-
bution from its p-states. Although the BN are very localized near valence band, Valance
band maximum (VBM) are mostly dominated by I-p states whereas Pb-p states dominate
Conduction band minimum (CBM). An analysis of the density of states (DOS) provides a
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Figure 7.4: (a) The electronic band-structure and density of states (total and projected with
specific contributions of I−5p, Pb−6s and BN−p) for BN-ML/MAPbI3ML. The calculated
direct bandgap at γ is 1.68 eV. The significant contribution in band-structure comes from
Pb− 6s and I − 5p present near the Fermi level. (b) In charge density difference, distorted
Pb − 6s (green) lobe and small contribution from BN-p (red) states show interlayer inter-
action due to small charge transfer. (c) The absorption coefficient of BN-ML/MAPbI3ML
is in the visible range of light from 1.69 to 3.50 eV.
better understanding of the bandgap variations. It depicts an additional peak for states
within MAPbI3 extending from the main VBM peak. This feature is largely attributed
to the I-5p states, however, antibonding interactions of Pb-6s orbitals also have significant
contributions. Likewise, the Pb-6s orbitals are seen at a much lower energy level and thus
are less inclined to interact with I-5p orbitals and constitute the rapid increase of the VBM
of MAPbI3. Pb and I are heavy atoms, such that the 6p shells in Pb stabilize the Pb-6s
orbital rendering it less likely to react or share its electrons (6s inert pair effect). This
results in an increased the bandgap as the VBM shift is approximately 0.5 eV greater than
the CBM shift.
Figure 7.4(b) shows the charge distribution of the BN-ML/MAPbI3ML system and por-
trays an electronic charge density difference for BN-ML/MAPbI3ML, highlighting the weak
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interaction and negligible overlap of electron orbitals between the organic component and
inorganic Pb-I octahedra. The charge density shown here is the charge density difference
of BN-ML/MAPbI3ML with respect to BN-ML and MAPbI3ML charge densities. The dis-
torted green blobs near the interface shows charge density that altered due to interlayer
interaction with BN-ML. The pink blobs in charge density comes from BN-sp states, which
is the result of charge-transfer from MAPbI3ML and BN-ML. The MA cation has shown
no direct contribution toward electronic properties.
Hybrid perovskites exhibit strong optical absorbance, allowing for a much-reduced thick-
ness necessary to efficiently facilitate collection of charge carrier. It also gives information
regarding the energy efficiency of the material for solar cell applications. The absorption
coefficient is useful when the value is greater than zero in the visible spectrum of sunlight.
Figure 7.4(c) shows the comparison of the optical absorption coefficient of the three 2D
layers namely the BN layer, 2D MAPbI3 and BN-ML/MAPbI3ML. It is a measure of the
penetration of light at specific wavelength (energy) before it gets absorbed. The optical
absorption increases exponentially in the below bandgap region, with no presence of op-
tically detected (deep) states. The absence of detectable sub-bandgap absorption below
photon energies of 1.5 eV for perovskites makes it a promising candidate for tandem de-
vices, where energy band alignments of commonly employed hybrid perovskite materials.
Both MAPbI3 and BN-ML/MAPbI3ML show positive absorption coefficients in the visible
spectrum and hence are useful for solar cell applications. Although the value is slightly
smaller for BN-ML/MAPbI3ML (maximum = 4.9 x 104 cm
−1 at 2.8 eV photon energy)
compared to MAPbI3 (maximum = 5.2 x 104 cm
−1 at 2.8 eV photon energy), the absorption
coefficient is broader compared to MAPbI3. The absorption peak for BN-ML/MAPbI3ML
is sharp, indicating a direct bandgap as shown for MAPbI3ML too[34, 35, 36]. Absorp-
tion spectra for BN-ML/MAPbI3ML is nearly identical to MAPbI3,[35, 37] where MAPbI3
has a sharp absorption onset with an Urbach energy of 15 meV [38]. The MAPbI3-based
devices typically achieve absorption up to the tail end of the red region of the spectrum,
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approximately 800 nm [38]. In such cases, larger shift in the VBM is observed than that of
the CBM, effectively reducing the band gap.
The electronic transport properties are dependent on the effective mass obtained from
Table 7.1: Effective mass of BN-ML/MAPbI3ML along X - M direction of Brillouin zone.
VB CB
X M X M
mxx 0.916 0.384 0.143 0.156
myy 0.076 0.145 0.050 0.042
the band structure. The effective hole and electron mass of BN-ML/MAPbI3ML in (x,
y) plane at X- and M-point of Brillouin zone are [(0.92;0.076)m∗h; (0.043; 0.25) m
∗
e] and
[(0.384;0.145)m∗h; (0.156; 0.042) m
∗
e], respectively and are shown in Table. 7.1. We ob-
serve an anisotropic nature of the effective mass in the two planar directions, which can
be used to tune directional transport in BN-ML/MAPbI3ML. The values are higher in x
direction compared to y direction. As effective mass directly affects the mobility of the
electrons/holes, we can infer that mobility in the y-direction will be larger relative to the
x-direction. This feature is reflected by the calculated effective masses seen for various
symmetries across the band structure. Thus, it is clear that BN-ML/MAPbI3ML ought to
provide improved hole transport and accordingly reduced electron transport.
In TE materials, a high Seebeck coefficient (S) at a given carrier concentration results from
a high overall DOS effective mass (m∗d). However, σ decreases with increasing m
∗
d, and
also depends on the inertial effective mass, m∗. Ioffe showed empirically that for doped
semiconductors to be good TEs, the sweet-spot for carrier concentration, n ∼ 1018 - 1020
per cm3, corresponding to degenerate semiconductors or semimetals [39]. Here, we predict
a similar range for nhole and nelectron. As the doping concentration increases, σ increases
and S decreases. The contribution to the overall Seebeck coefficient depends on both the
positive and negative charge carriers. At low temperatures the population of minority car-
riers is small, meaning that they will not contribute much to the overall S. At higher
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Figure 7.5: The power factor (= (S2σ)/τ) shown with (a) temperature (K), and (b) number
of charge carriers (cm−3). Power factor increases with temperature, which is an indicative
of the increase in number of charge carriers in conduction band.
temperatures, though, a broadening Fermi distribution leads to an exponential increase in
minority carrier conductivity resulting in a reduction (and therefore peak) in the S. Typi-
cal degenerate thermoelectric semiconductors display magnitude of the Seebeck coefficient,
which rises linearly with temperature to a maximum followed by a decrease.
In Figure 7.5, we present the transport properties in BN-ML/MAPbI3ML heterostructure
in the form of Power factor. Power factor (P = S2σ/τ , where S is Seebeck coefficient,
σ is electrical conductivity and τ is relaxation time) as a function of charge carriers and
temperature is reported to focus on the thermoelectric properties of BN-ML/MAPbI3ML.
In Figure 7.5(a) the value of P increases with increase in the value of temperature. As the
value of temperature increases, the intrinsic carrier concentration may become compara-
ble to the dopant concentration, and significant electrical conduction could occur by both
electrons and holes. Figure 7.5(b) shows the variation of P with carrier concentration (n).
As the intrinsic carrier concentration increases, we see an increasing trend in the value of
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P and then after reaching a limit, it starts decreasing. This can occur since the Seebeck
coefficient for the electrons is negative, the average S is decreased, which affects the value
of Power factor and it decreases after a certain value of charge carrier.
7.5 Conclusions
We systematically investigate the energy stability and electronic-structure of various
organic-inorganic halide perovskite based heterostructures. The BN-ML/MAPbI3ML is
the most stable among six heterostructures for which we perform comprehensive lattice-
structural, electronic-structure and transport analysis. We notice that MAPbI3ML shows
very unique structural arrangement on BN-ML, where Pb-atoms at BN-interface bonds to
specific N -atoms forming periodically arranged Pb(I5N) octahedron. This unique chemical
bonding leads to large energy-stability of BN-ML/MAPbI3ML compared to others. The cal-
culated bandgap and absorption coefficients lie in the optimum performance range, which
is important for the targeted optoelectronic applications. The results are useful to un-
derstand the relationship among various heterostructures of organohalide lead perovskites.
This work also provides a fundamental background for the development of organohalide
lead perovskite with enhanced performance and improved stability.
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CHAPTER 8. RESEARCH SUMMARY AND FUTURE
DIRECTIONS
8.1 Research Summary
The goal of this thesis was to explore the transport mechanisms underlying the energy
conversion processes in engineered structures of organic-inorganic halide perovskites, both
superlattices as well as in their low-dimensional structures. While these perovskites have
gained attention due to their electronic properties relevant for photovoltaic applications,
they hold potential to be considered for thermoelectric energy conversion. Various config-
urations of superlattice structures were analyzed using MAPbI3 and MASnI3 to engineer
band gap and alter the transport properties. The band gaps for all these superlattice
perovskites lay within a range (1.2 - 1.8 eV) that is considered suitable and optimum for
photovoltaic applications. Additionally, all these structures demonstrated reasonable ther-
moelectric properties, although the values for Seebeck coefficient and electrical conductivity
are lower than for simple perovskites. The latter is attributed to the lower average energy of
an enhanced number of carriers in these superlattice structures. However, the reduction in
electronic thermal conductivity is relatively higher than for electrical conductivity and See-
beck coefficient in these superlattice structures. The potential that superlattice perovskites
hold for thermoelectric applications is also reflected in the thermoelectric figure of merit
achieving a value close to unity in all these structures.
A few of these computed superlattice perovskites were synthesized, as least conceptually,
using chemical vapor deposition in the form of thin films. These structures include the pure
perovskites MAPbI3, MASnI3, and superlattice ones formed by the deposition of films in
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order as MASnI3-MAPbI3- MASnI3 and MAPbI3-MASnI3- MAPbI3. Each layer was char-
acterized to corroborate the formation of perovskites using scanning electron microscopy
to analyze the morphology, and energy dispersive X-ray characterization was employed
to confirm the elemental composition. Subsequently, electrical conductivity of these su-
perlattice structures were measured. It was observed that MASnI3-MAPbI3- MASnI3 and
MAPbI3-MASnI3- MAPbI3 had a much higher resistance as compared to simple perovskites,
MAPbI3, MASnI3.
Next, the focus was shifted to understand the contribution of phonons to the thermal
transport in these materials. First principles and lattice dynamics based calculations were
employed to investigate the associated mechanisms. These novel perovskite structures dis-
played negative vibrational frequencies in the phonon dispersion curves. Superlattice struc-
tures showed a higher number of negative frequencies (predominantly caused by the MA+
ion) in comparison to the simple perovskites and the number increased with increase in
the compositional dissimilarity of the lattice. However, thermal conduction in these hy-
brid structures was relatively weaker that the simple perovskite lattices. A strong phonon
incoherence causes significant reductions in the group velocities of the superlattice config-
urations, both parallel to and perpendicular to the interfaces, leading to reduced thermal
conductivities.
Extending further the stability of the superlattice organic-inorganic perovskites comprising
a distribution of Pb/Sn atoms was examined relative to that of simple perovskites (MAPbI3,
MASnI3). A disordered supercell was obtained using SCRAPS(Chapter 9.5) with Pb/Sn
atoms attaining a lattice site with equal probability. The hybrid structures were found
to be energetically less stable compared to simple lattices. Thus, with stability being a
major concern in these materials the dissertation subsequently evolved towards addressing
challenges associated stability of engineered perovskites, using the route of low-dimensional
structures and heterostructure engineering.
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The reduction from three (3D) to two (2D) dimensions revealed an exciting opportunity to
manipulate the band gap and increase the stability in these materials. Deposition of a MoS2
layer on a 2D MAPbI3 stabilized the material without affecting the photovoltaic properties.
It was shown that the heterostructure was considerably more stable compared to both the
3D and 2D counterparts. The energy is approx 1 eV more stable with a direct band gap of
1.27 eV. Furthermore, an insignificantly small reduction in thermoelectric properties such
as Seebeck coefficient and electrical conductivity was noted. This heterostructure exhibited
a high absorption efficiency in the visible range similar to silicon, as is desired for many
photovoltaic applications. Finally, the results also revealed that impurity doping could be
a viable method to engineer the band gap in these materials, albeit with moderate change
in stability.
Encouraged by the results of MoS2-2D MAPbI3 heterostructure, different 2D materials
were computationally deposited on the 2D perovskite: molybdenum-diselenide (MoSe2),
tungsten-disulphide (WS2), tungsten-diselenide (WSe2), boron-nitiride (BN) and graphene.
All these heterostructures but one with graphene displayed favorable binding energy. How-
ever, the formation energy was only favorable only for MoS2, BN and graphene. The results
of formation energy, cohesive energy and bandgap predicted that boron nitride (BN) formed
the most stable heterostructure with 2D MAPbI3 amongst the materials investigated. BN-
2D MAPbI3 has a formation energy of 0.88 eV/atom and a cohesive energy of 0.07 eV/atom
with a band gap of ≈ 1.8 eV, while the thermoelectric properties and absorption spectrum
predictions are also very encouraging. These results are very exciting and pave the way for a




Perovskite solar cells have attained power conversion efficiencies of over 20 % during the
last decade. The concept presented in this dissertation elaborates that enhanced perfor-
mances and improved stability can be realized by a coupled effect combining the reduced
dimensionality of 2D perovskite based structures with surface engineering with other stable
2D materials. While this direction holds promise for future portable and renewable solar-
based power generation systems, a significant amount of ground has to be covered to realize
this potential for practical photovoltaic and thermoelectric applications. Key challenges, in
addition to those highlighted below, include scalable manufacturing, thermal stability, per-
formance when integrated into the circuitry, cyclability of the material for power conversion
operations, to name a few.
8.2.1 Lead free based stable perovskites
Another important aspect that hinders the practical use of perovskite solar cells is the
presence of lead, which is toxic, in the material composition and it is a serious concern for
wide scale applications. One direction to overcome this issue is to explore other material
candidates and test their performance on these heterostructured chemistries. A possible
candidate is tin because of its similar electronic configuration and close effective ionic ra-
dius. Likewise, other elements from the same group can be considered such as Sr, Bi, Ca
and their performance in photovoltaic based applications be evaluated. Nonetheless, when
implementation at the device level and subsequent commercialization is considered, the eco-
nomics and ease of material availability will contribute to the perovskite chemistry.
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8.2.2 Issue of water degradation
In the presence of moisture, the degradation of MAPbI3 is an irreversible process and
has been observed to produce PbI2. A strategy to circumvent this issue is to provide wrap
the perovskite with an insulating layer to protect MAPbI3 from aqueous degradation. How-
ever, such a packaging will affect the overall transport properties of the perovskite based
devices. Designer 2D perovskite heterostructures offer an alternative approach to address
this challenge. The 2D [BN/MoS2] layer can serve as an insulating cover while preserv-
ing the photovoltaic properties of the 2D perovskite. To this end, additional ab-initio and
molecular dynamics simulations on these heterostructures are required to characterize the
solvation process in these novel engineered materials.
Lastly, while this dissertation offered possibilities to improve the properties of organic-
inorganic halide perovskites primarily through computational materials engineering, ex-
perimental validation of the predictions is vital for the field to advance. Synthesis of 2D
chemistries is challenging, and with heterostructured materials, the challenge is significant
at the materials level, let alone the device fabrication. Thus, materials development to-
gether with advanced characterization are required to complement future computational
efforts for an accelerated research progress in this field.
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CHAPTER 9. OTHER COMPUTATIONAL MATERIAL
APPLICATIONS
The experience and ability to perform computational and experimental research has
been gained through a number of projects undertaken by me during my stay at Iowa State.
I have been involved in a range of projects that involved quantum chemistry, nanofluidics,
polymers, multi-component materials. Each of these projects has helped me to gain an
understanding of methods to study and analyze these scientific problems and present sat-
isfactory conclusions. Projects in quantum chemistry allowed me to use and understand
different first principle methods. In addition to this, I have used molecular dynamic sim-
ulations extensively to various systems such as nanofluids, polymers and multi-component
materials. All the completed projects are briefly outlined below and the details of the
subsequent publications.
9.1 An Ab-initio study of merocyanine and its protonated form
Spiropyran is a well known photosensitive molecule that switches to merocyanine in
the ultra-violet light and its protonated form in the presence of acid. The reaction is
reversible and the products switches to spiropyran with specific stimulus. This reaction
and the involved molecules has been researched for optical switching applications. In this
work we calculated the ground state energies, bond lengths, dipole moments and partial
charge of the various conformers involved in the switching of spiropyran to its open form
conformer, merocyanine and its protonated counterparts. The schematic representation of
the reversible chemical reaction is shown in Figure 9.1.
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Figure 9.1: A schematic representation of the reversible thermal switching of spiropyran to
merocyanine and merocyanine ion.
We used two approaches, an ab-initio Hartree-Fock method supplemented by the Møller-
lesset second-order perturbation (MP2) theory and density functional theory (DFT) under
B3LYP parameterization to optimize the geometries of these conformers. Møller Plesset
(MP2) theory is one of the post Hartree Fock methods that improves upon the wavefunction
while DFT solves the electron density. This study can be used to supply parameters to
improve force-field molecular computations. The molecules were optimized under vacuum
and under an aqueous environment. The energetic ordering of the various conformers is
shown in Table 9.1.
The results from this study show that different computational approaches predict different
energetic ordering of the conformers and thus, the need for simulations that go beyond HF
MP2 to get more accurate results. Another important conclusion was that the conformers
of merocyanine and its protonated form are strongly stabilized in solution more than they
are in vacuum. This is due to the different solvent-solute interaction which is visible from
the higher reduction in energies of conformers with higher dipole moments.
R. Singh, M.C. Böhm and G. Balasubramanian, Chemical Physics Letters, 633, 287-291, 2015.
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Table 9.1: Energetic ordering of the conformers of the spiropyran switching.
6-31G(d) Vacuum 6-311G(d,p)++ Vacuum 6-31G(d) Water
DFT MP2 DFT MP2 DFT MP2
TTC 11.82 10.95 12.48 11.22 18.97 19.65
CCC 10.97 10.36 11.58 10.42 16.83 16.33
TTT 10.89 9.53 11.44 8.49 18.11 18.86
CTC 11.50 9.52 12.16 10.29 18.58 18.66
CTT 11.82 9.60 11.60 9.79 18.97 19.04
TCC 10.91 9.60 11.54 9.98 16.76 6.44
9.2 Experimental study of a nanofluid
Nanofluids are fluids with nanoparticles dispersed in them. Extensive research is car-
ried out to engineer these nanofluids for thermal management applications. However, along
with thermal properties rheological properties such as viscosity are also important in these
applications.
This study was done to study the effect of nanoparticles on the rheological properties of
a fluid. We used magnetic nanoparticles and Toluene as the base fluid. The results show
that viscosity is dependent on the concentration of nanoparticles. As you increase the vol-
ume ratio of nanoparticles, the viscosity increases monotonically.(Figure 9.2) However, the
nanoparticles were found to form clusters with increase in concentration but the cluster size
was fairly monodisperse. An empirical model was also developed describing the dependence
of viscosity on the volume fraction of nanoparticles and temperature.
9.3 Pyrolysis - Finding new reaction pathways
Lignin is one of the main component of the biomass. It has a complex heterogenous
structure that has eluded researchers to fully understand the pyrolysis chemistry behind
it. In this work we suggest a reaction pathway for the dissociation reaction of some model
lignin compounds (β-O-4 and α-O-4 linked molecules).
R. Singh, O. Sanchez, S. Ghosh, N. Kadimcherla, S. Sen G. Balasubramanian, Physics Letters A, 379
(40-41), 2641-2644, 2015.
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Figure 9.2: Variation of viscocity of nanofluid with the volume fraction of the nanoparticles.
We use DFT functional theory with four different basis sets to study the reaction mechanism
of different lignin compounds. The basis sets used include B3LYP-6-31G(d), B3LYP-6-
31++G(d,p), B3LYP-6-311(d) and M06-2X-6-311(d,p)++. The extended basis set with
the diffuse and polarization functions was chosen to account for the dispersion effects that
stabilized the lignin model compounds.
The results a pericyclic and free radical transition state for the β-O-4 and α-O-4 linked
molecules. The radical reaction pathway was unstable for β-O-4 because of absence of
electron localization effect and it followed a pericyclic fragmentation of the ether bond.
However, electron localization stabilized the free radical pathway in α-O-4 and that’s why it
took a different route than β-O-4 during pyrolysis. The reaction network of β-O-4 pyrolysis
is shown in Figure 9.3. The study was conducted to support an experimental work.
Y. S. Choi, R. Singh, J. Zhang, G. Balasubramanian, M. R. Sturgeon, R. Katahira, G. Chupka, G. T.
Beckham and B. H. Shanks, Green Chemistry, 18, 1762-1773, 2016. .
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Figure 9.3: Pyrolysis of β-O-4 lignin model compound.
9.4 Copolymers of PNIPAM and polystyrene
Poly(N-isopropylacrylamide) (PNIPAM) is the most widely studied polymer due to its
thermoresponsive properties and because of its applications in biotechnology and medicine.
Because it has a low critical solution temperature (LCST) in water at 32 ◦C, it has a lot of
application in drug delivery also. Polystyrene (PS) is a non-thermosensitive hydrophobic
polymer. Experimentally, it is well known that the presence of PS can lower the LCST of
PNIPAM. By increasing length of the hydrophobic glassy block, the ability of PNIPAM to
swell decreases and this helps in preparing copolymers which are able to incorporate water
without swelling. In this study we performed all-atom molecular dynamics (MD) simula-
tions of the co-polymers of poly(N-isopropylacrylamide) (PNIPAM) and polystyrene (PS)
(PNIPAM-co-PS) to study the effect of PS on the coil-to-globule transition of PNIPAM.
(Figure 9.4) Mainly, effect of chain length of PS and temperature on the coil-to-globule
transition of PNIPAM and structure of proximal water was studied at 275, and 325 K.
Trajectories of simulations are analyzed for various structural and dynamical properties,
including radius of gyration (Rg), radial distribution function (RDF) of key atom pairs
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Figure 9.4: Transition of PNIPAM, Polystyrene and copolymers of PNIPAM-co-polystyrene
from a linear chain to a globule state at 325 K.
involved in hydrogen bonding, hydrogen bond life-times, and residence time probability of
water molecules will be calculated to probe the atomic level structure of PNIPAM and PS
at various temperatures.
We concluded from that study copolymers (Figure 9.5) formed from polymerizing PNIPAM
with hydrophobic monomers have a faster rate of transition from a linear to a globule state.
Using radial distribution function, residence probability and hydrogen bonding characteris-
tic of water , we observed that the PNIPAM chains in copolymers are more dehydrated as
compared to PNIPAM. Also, the dehydration rate increases with the increase in the number
of hydrophobic units. This suggests that the interaction of PNIPAM chains with proximal
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Figure 9.5: Radius of gyration of the four systems shown at 325 K
water is altered because of the presence of hydrophobic units. We confirmed that chain
length of PS can affect the swelling rate of the copolymer. Our results have shown that hy-
drophobic modification affect the behavior of PNIPAM, leading to new thermo-responsive
materials.
9.5 Cuckoo-Search: Applications in material science
9.5.1 Designing materials with targeted properties
Multicomponent alloys like High-entropy alloys (HEAs) and Bulk Metallic Glasses (BMGs)
have generated a lot of curiosity, especially over the last five years, due to their remarkable
mechanical, thermal and electrical properties. The objective of this work was to com-
putationally interrogate the multi-modal design space of a model multicomponent alloy
(quinary: Al-Cr-Co-Fe-Ni). We have developed a robust framework to embed user desired
target properties in the heart of the microstructure of multicomponent alloys. The compu-
tational scheme is based on the metaheuristic optimization algorithm called Cuckoo Search
R. Singh, S.A. Deshmukh, G. Kamath, S.K.R.S. Sankaranarayanan and G. Balasubramanian, Compu-
tational Materials Science, 126, 191-203, 2017.
A. Sharma, R. Singh, P. K. Liaw, G. Balasubramanian, Scripta Materialia, 2016, Accepted.
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Figure 9.6: Results shown for a binary, ternary, and quinary multicomponent alloy.
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(CS) that utilizes the efficient Levy flights techniques to carry out both local and global
design space explorations. We couple the CS framework with classical molecular dynamics
to establish a design paradigm that can reliably predict compositions for multicomponent
systems to achieve higher tensile strength.
The simulation algorithm was able to optimize the concentration of HEAs for the de-
sired ultimate tensile. This was successfully tested for the variation of mechanical strength
under high strain-rate deformation in binary, ternary, and quinary multicomponent alloys.
Our results are completely in agreement with experiments performed on the same mate-
rials. This technique will help in optimizing the search over a vast energy landscape of
multi-component alloys and thus, minimizing the number of experiments to search for an
optimized concentration.
