The homology of Kontsevich's commutative graph complex parameterizes finite type invariants of odd dimensional manifolds. This graph homology is also the twisted homology of Outer Space modulo its boundary, so gives a nice point of contact between geometric group theory and quantum topology. In this paper we give two different proofs (one algebraic, one geometric) that the commutative graph complex is quasi-isomorphic to the quotient complex obtained by modding out by graphs with cut vertices. This quotient complex has the advantage of being smaller and hence more practical for computations. In addition, it supports a Lie bialgebra structure coming from a bracket and cobracket we defined in a previous paper. As an application, we compute the rational homology groups of the commutative graph complex up to rank 7.
Introduction
Graph homology was introduced by Kontsevich [8, 9] , who showed that it computes the homology of a certain infinite dimensional Lie algebra c ∞ , and also parameterizes invariants of certain odd dimensional manifolds. The best understood of these invariants are those associated to (rational) homology three spheres. These are known as "finite type" invariants, and are analogs of the Goussarov-Vassiliev knot invariants. Alternate constructions of these finite type invariants have been found by Le, Murakami and Ohtsuki [11] , Kuperberg and Thurston [10] , and Bar-Natan, Garoufalidis, Rozansky and Thurston [1] .
Graph homology has a very simple definition. The degree k term of the graph complex G is spanned (over a field of characteristic 0) by connected, "oriented" graphs with k vertices, and the boundary operator ∂ : G k → G k−1 is defined on a graph G by adding together all oriented graphs which can be obtained from G by collapsing a single edge. The notion of orientation is the most subtle part of the whole story (see [5, Sec. 2.3 .1] for the many equivalent notions), but suffice it to say that it guarantees that ∂ 2 = 0. Graph homology is then the homology of this complex.
Graph homology is a special case of a more general construction, where the graph complex is spanned by graphs decorated at each vertex by an element of a cyclic operad (see [5] ). Ordinary graph homology corresponds to the commutative operad. Two other important examples, also studied by Kontsevich [8, 9] , are obtained by using the associative operad and the Lie operad; the homology of the resulting graph complexes is closely related to the cohomology of mapping class groups of punctured surfaces and the cohomology of outer automorphisms of free groups, respectively.
Each general graph complex G may be considered as the primitive part of a graded Hopf algebra HG, where the product on HG is given by disjoint union. In [4] we introduced a Lie bracket and cobracket on HG. These do not form a compatible bialgebra structure on HG, and they do not restrict to G. However, in [4] we also introduced the subcomplex B of G spanned by connected graphs with no separating edges, and showed that the Lie bracket and cobracket do restrict to B; furthermore, they are compatible, so give B a Lie bialgebra structure. In the associative and Lie cases, the subcomplex B is quasi-isomorphic to G, but this is not true in the commutative case: B and G do not have the same homology.
In this paper we use a different approach in the commutative case to find a smaller chain complex quasi-isomorphic to G which carries a Lie bialgebra structure. Specifically, we consider the subcomplex C of G spanned by graphs with at least one cut vertex, where a cut vertex is defined as a vertex whose deletion disconnects the graph (Figure 1 ). In Section 2 we use a spectral sequence argument to prove Theorem 1.1. The quotient map of chain complexes G → G/C is an isomorphism on homology.
In section 3 we recall the geometric interpretation of graph homology in terms of Outer space from [5] , and reprove Theorem 1.1 from this point of view. Specifically, we show that the standard deformation retraction of Outer space onto the subspace of graphs with no separating edges extends to the Bestvina-Feign bordification of Outer Space, and we show that the image of the points at infinity consists precisely of the closure of the space of graphs with cut vertices. This deformation retraction induces a homology isomorphism on certain twisted chain complexes, which can be identified with G and G/C.
In section 4 we recall the definition of the Lie bracket and cobracket, and prove Theorem 1.2. The Lie bracket and cobracket on HG induce a compatible graded Lie bialgebra structure on G/C.
Remark. Despite the fact that the entire graph complex HG does not support a Lie bialgebra structure, Wee-Liang Gan [7] has recently shown that it supports a strongly homotopy Lie bialegbra structure, and that this reduces to our Lie bialgebra structure when one mods out by graphs with cut vertices.
Finally, in the last section we exploit the fact that the quotient complex G/C is smaller than G to do some computer-aided calculations of graph homology. Specifically, the elimination of cut vertices reduces the size of the vector spaces involved by about 30%, allowing us to calculate graph homology up to rank 7.
Graphs with cut vertices
Let G be an oriented graph with no separating edges. An oriented graph H is said to retract to G if G can be obtained from H by collapsing each separating edge of H to a point. Denote by R G the subspace of G spanned by all graphs H which retract to G. Notice that according to our definitions, R G is 1 dimensional (with basis G) unless G has a cut vertex. Define a boundary operator Proof. First we prove the lemma under the assumption that G has no automorphisms. Fix a cut vertex v of G, and let c 1 , . . . , c l be the connected components of G \ {v}. Let R v denote the subcomplex of R G spanned by graphs whose separating edges form a tree which collapses to v. Grade R v by the number of edges in the tree that collapses to v. We will show that the positive degree part of this subcomplex, R v + , is the simplicial homology of a contractible simplicial complex, and that the map ∂ s : R v 1 → R v 0 serves as an augmentation map, implying the complex is acyclic. A low degree example is given in Figure 2 , which shows that the simplicial realization of R v + where v is a cut vertex that cuts the graph into three components is in fact a 2-simplex. Notice that face maps correspond exactly to collapsing edges. Finally one needs to consider orientation. One notion of orientation for commutative graphs is an orientation of the vector space R {edges} ⊕ H 1 (Graph; R). The first factor corresponds exactly to an orientation of the above 2-simplex, whereas the orientation of H 1 gets carried along for the ride.
In general the simplicial structure of the blow ups of a vertex is easiest to understand by considering sets of compatible partitions of {c i } as opposed to trees. If H is a graph in R v and T is the tree in H which collapses to v, then each edge e of T partitions the (preimages in H of the) components c i into two disjoint sets. Different edges correspond to different partitions, which are compatible in the following sense:
Conversely, any set of pairwise compatible partitions determines a pair (H, T ) which collapses to (G, v) . Figure 3 shows a tree that blows up a vertex and two compatible partitions corresponding to two edges of the tree.
Note that R v 0 is 1-dimensional, spanned by G. Thus R v is the augmented chain complex of a simplicial complex whose vertices are partitions of the set {c 1 , . . . , c l }. A set of k + 1 partitions forms a k-simplex if partitions in the set are pairwise compatible. The partition P separating c 1 from all other components is compatible with every other set of partitions; thus this simplicial complex is a cone on the vertex P , and is therefore contractible. Thus the augmented chain complex (R v , ∂ s ) is acyclic. If we grade the entire complex (R G , ∂ s ) by the number of edges in the forest formed by all separating edges, then it is the tensor product of the complexes (R v , ∂ s ) for cut vertices v of G. Thus R G is acyclic. Proof. Filter C by the number of separating edges in the graph; i.e. let F p C be the subcomplex of C spanned by graphs with at most p separating edges. Then
The boundary operator ∂ : C k → C k−1 is the sum of two boundary operators ∂ s and ∂ ns , where ∂ s collapses only separating edges, and ∂ ns collapses only non-separating edges. These two boundary operators make C into the total complex of a double complex E 0 , where E 0 p,q = F p (C p+q ), the vertical arrows are given by ∂ s and the horizontal arrows by ∂ ns :
Note that a graph in F p (C) has at least p + 1 vertices, so that E 0 p,q = F p (C p+q ) = 0 for q < 1, and the double complex is a first quadrant double complex.
We consider the spectral sequence associated to the vertical filtration of this double complex. This spectral sequence converges to the homology of the total complex C. The E 1 p,q term is equal to H p (E 0 * ,q , ∂ s ), i.e. the p-th homology of the q-th column.
For each q, the column E 0 * ,q breaks up into a direct sum of chain complexes E G * , one for each graph G with q vertices (at least one of which is a cut vertex) and no separating edges. A graph in F p (C p+q ) is in E G * if G is the result of collapsing all of its separating edges, i.e. E G * = R G . By Lemma 2.1, R G has no homology, so that E 1 p,q = 0 for all p and q, and the complex C is acyclic. Theorem 1.1 now follows immediately by the long exact homology sequence of the pair (G, C).
Geometric Interpretation, in terms of Outer Space
In this section we will sketch a geometric proof of the main theorem. This proof relies on the identification of the graph homology chain complex with a twisted relative chain complex for Outer space, as described in [5] , and also on a generalization of the Borel-Serre bordification of Outer space defined by Bestvina and Feighn [2] . A similar generalization is mentioned as a remark in their paper, but details of proofs are not worked out.
Recall that Outer space X n is a topological space which parameterizes finite metric graphs with (free) fundamental group of rank n (see [12] ). Outer space can be decomposed as a union of open simplices, and there are several ways to add a boundary to this space. The simplest is to formally add the union of all missing faces to obtain a simplicial complex X n , called the simplicial closure of Outer Space. The bordification is more subtle; it is a blown-up version of X n , which we will denote X n . The interiors of X n and X n are both homeomorphic to X n , and the action of Out(F n ) extends to the boundaries ∂X n and ∂ X n . There is a natural quotient map q : X n → X n , which is a homeomorphism on the interiors and in general has contractible point inverses.
In [5] we showed that the subcomplex G (n) of the graph complex G spanned by graphs with fundamental group of rank n can be identified with the relative chains on (X n , ∂X n ), twisted by the non-trivial determinant action of Out(F n ) on R. Blowing up the boundary does not change this picture; G (n) is also identified with the relative chains on ( X n , ∂ X n ), twisted by the same non-trivial action of Out(F n ) on R.
In this section we define an equivariant deformation retraction X n → Y n , where Y n is the subspace of X n consisting of graphs with no separating edges, and Y n denotes the closure of Y n in X n . The image of ∂ X n under this retraction, denoted Z n , is the union of ∂ Y n and the set of graphs with a cut vertex but no separating edges. The deformation retraction induces an isomorphism Tracing through the identification of
ns , where the subscript ns denotes the subcomplex spanned by graphs with no separating edges. Since all graphs with separating edges also have cut vertices, this is naturally isomorphic to
. This completes the sketch of the proof of Theorem 1.1, modulo the definition of the bordfication and the retraction. The remainder of the section is devoted to just that.
It has long been known that Y n is an equivariant deformation retract of X n , but the deformation retraction, which uniformly shrinks all separating edges while uniformly expanding all other edges, does not extend to X n . One can see this even for n = 2 by considering the 2-simplex corresponding to the "barbell" graph (see Figure 4) . The deformation retraction sends each horizontal slice linearly onto the bottom edge of the triangle, so that the deformation cannot be extended continuously to the top vertex of the closed triangle.
This difficulty can be resolved by blowing up the vertex of the triangle to a line, which records the (constant) ratio of the lengths of the two loops of the "barbell" graph along a geodesic in X 2 coming into the vertex (see Fig.  4 ). This is the idea of the Borel-Serre bordification X n . Similar ideas are also used in the Fulton-MacPherson and Axelrod-Singer compactifications of configuration spaces of points in a manifold.
To describe X n in general, we need the notion of a core graph, which is defined to be a (not necessarily connected) graph with no separating edges and no vertices of valence 0 or 1. Every graph has a unique maximal core subgraph, called its core.
A point in X n is a marked, nondegenerate metric graph of rank n with total volume 1, where "nondegenerate" means no edge is assigned the length 0. In the bordification X n , we allow edges of a core subgraph to have length 0, but in this case there is a secondary metric, also of volume 1, given on the core subgraph. The secondary metric may also be zero on a smaller core subgraph, in which case there is a third metric of volume 1 on that core subgraph, etc.
In general, a point of X n consists of marked metric graph Γ 0 and a properly nested (possibly empty) sequence
of core subgraphs of Γ 0 . Each Γ i is equipped with a metric of volume 1; the metric on Γ 0 is the primary metric, the metric on Γ 1 the secondary metric etc. Each Γ i is the subgraph of Γ i−1 spanned by all edges of length 0, and the chain is nondegenerate in the sense that every edge of Γ 0 has non-zero length in exactly one Γ i . The space X n is stratified as a union of open cells; the dimension of the cell containing This construction is illustrated for n = 2 in Fig. 5 . In this figure, the number of circles surrounding an edge length corresponds to the hierarchy of metrics. A sequence of graphs on which the volume of a core subgraph is shrinking to zero will approach a point on the boundary which depends on the relative lengths of edges in the core subgraph. If the metric is shrinking uniformly on the core subgraph, then the limit is the graph whose primary metric vanishes on the core subgraph, and where the secondary metric on the core subgraph is a rescaled version of the metric restricted to the shrinking core subgraph. If parts of the core subgraph are shrinking at a faster rate than others, the sequence will land in a face of higher codimension.
Bestvina and Feighn prove the following theorem. The following theorem shows that X n is also contractible, and identifies the image of the boundary ∂ X n . Proof. Let x = (Γ 0 ⊃ . . . ⊃ Γ k ) be a point in X n . We define an equivariant deformation retraction φ(x, t) as follows.
If Γ 1 is not the maximal core of Γ 0 , then the deformation retraction φ changes the metric on Γ 0 by uniformly shrinking all separating edges and rescaling the primary metric on the rest of the graph by a global factor to retain total volume 1. The metrics on Γ k for k ≥ 1 are not affected. If, on the other hand, Γ 1 is the maximal core of Γ 0 , then the deformation retraction shrinks the separating edges in Γ 0 (i.e. it shrinks Γ 0 \ Γ 1 ) while simultaneously blowing up the initially degenerate Γ 1 by an appropriate factor in the primary metric. In other words, Γ 1 immediately disappears from the filtration. The metrics on Γ i for i ≥ 2 are not affected.
We now give an explicit formula for φ(x, t). Let m i denote the metric on Γ i , let S denote the set of separating edges in Γ 0 , and let (Γ i ) S be the image of Γ i under the map which collapses each edge in S to a point. The formula depends on whether m 0 (S) = 1 (i.e. Γ 1 is the entire core of Γ 0 ) or m 0 (S) < 1.
If m 0 (S) < 1, then for 0 < t < 1 we have φ(x, t) = (
where the new metric n i on Γ i is given by
, where (Γ i ) S is the image of Γ i under the map which collapses each edge in S to a point. The length of each edge e ∈ (Γ 0 ) S is (
) m 0 (e), and the length of e ∈ (Γ i ) S is m i (e).
If m 0 (S) = 1, then for 0 < t < 1 we have φ(x, t) = (Γ 0 ⊃ Γ 2 ⊃ . . . ⊃ Γ k ), where the new metric n i on Γ i is given by
, where the length of each edge e of (Γ i ) S is equal to m i (e) for all i. The deformation retraction restricted to a cell in the case n = 2 is pictured in Figure 5 . The top line corresponds to graphs with a degenerate core, and the flow pushes them into strata of X n of one higher dimension. Everywhere else, the flow stays within strata until t = 1, when the dimension of the stratum may decrease.
The fact that points in ∂ X n land in Z n is clear. Now we attack the question of continuity. For this, it will be convenient to fix a metric on each closed cell ofX n . Every top dimensional cell is associated to a marked trivalent graph, Γ. Call such a closed cellΣ Γ . Let C be a core subgraph of Γ. For every point ofΣ Γ , C has a level, which is the unique i, such that the metric m i is defined on C and is not identically zero on C. (If we are looking at a point on ∂Σ Γ where a subforest has been contracted, then the level is defined for the image of C under this contraction.) Let x, x ′ be two points inΣ Γ , and let C ⊂ Γ be a core subgraph and let l, l ′ be the levels of C in x and x ′ . Then define
Then the metric on onΣ Γ is defined to be
where the sum is over all core subgraphs of Γ including Γ itself. That this metric generates the appropriate topology follows from Lemma 2.3 of [2] . To show that φ is continuous it suffices to show that on each closed cell Σ Γ , the functions φ(x 0 , t) are equicontinuous as a family indexed by x 0 and that each function φ(x, t 0 ) is continuous as a function of x. Recall that equicontinuous means that for every ǫ > 0 there exists a δ > 0 such that
The continuity of φ(x 0 , t) as a function of t is clear except when x 0 represents Γ ⊃ Γ 1 ⊃ . . ., and Γ 1 is the maximal core of Γ. However, here too φ is continuous, since by construction of X n , x 0 := lim t→0 φ(x 0 , t). Note that as functions of t, the formula for how the length of each edge changes is a linear map with coefficients bounded by 1. This ensures that the family of functions is equicontinuous, since
where N is a constant independent of x 0 . Now we wish to show continuity in x. Clearly φ is continuous on the interiors of cells, so we need to consider what happens as we approach the boundary. It will be simpler to analyze what happens as we go from a cell Σ to a codimension one stratum B. Suppose Σ corresponds to the sequence of graphs Γ 0 ⊃ Γ 1 ⊃ . . . ⊃ Γ k . Then the face B comes from one of two processes. Either it corresponds to contracting an edge e: (Γ 0 ) e ⊃ (Γ 1 ) e ⊃ . . . ⊃ (Γ k ) e , or it corresponds to refining the filtration by inserting a new core graph C:
there is a canonical path, P x , into Σ. In the first case, it is defined by expanding the contracted edge in the metric that makes sense, shrinking the other edges in that metric to maintain total volume 1. In the second case, the core C is expanded from length zero in the ith metric, using a scaled version of the metric that had been defined on C. The other edges in Γ i are scaled down to maintain total volume 1.
We will show that, for every ǫ > 0 there is a δ such that
This condition will be called boundary equicontinuity. This is sufficient to ensure continuity. For example, to show continuity at a point z on a codimension 2 face, let x be a nearby point in the top cell. Let y be the projection onto one of the nearby codimension 1 faces (i.e. x ∈ P y ), and z ′ the projection onto the codimension 2 face (i.e. y ∈ P z ′ ). Thus if x is sufficiently close to z, then x, y are close, y, z ′ are close, and z, z ′ are close. Then
and by the boundary equicontinuity hypothesis we can make the first two terms uniformly < ǫ/3 and by continuity on the interior of cells at z we can bound the last term by ǫ/3. So now let us show boundary equicontinuity. Let x be an interior point and x ′ be nearby on a codimension 1 face, such that x ∈ P x ′ . As mentioned above, in one case,
where the metric on edges is unchanged except in the image of the (unique) graph Γ i of the filtration in which e has non-zero length; in (Γ i ) S , edges are scaled by 1 
1−m i (e)
. The fact that x is close to x ′ means that m i (e) is very small. In the other case
times the restriction of m i to C. The metric on Γ i is 0 on C, and
It is now routine to check that φ(x, t) is uniformly close to φ(x ′ , t) in all cases. As an example, we check one of the more complicated cases, when
where C is the core of Γ 0 . Let |e| denote the primary metric on x. Then |S| + |C| = 1. The primary length of e in x ′ is 0 if e ∈ C and |e|/|S| if e ∈ S. The secondary length of e ∈ C in x ′ is |e|/|C|. We now compute φ(x, t) and φ(x ′ , t) using the formulas above. Note that Γ 1 is not the core of Γ 0 , so
for 0 < t < 1. The primary length of e is |e| φ(x,t) = (1 − t)|e| e ∈ S (1 + t
On the other hand, C is the core of Γ 0 so again
for 0 < t < 1. Now the primary length of e is
|e| |S| e ∈ S t |e| |C| e ∈ C Now, to show that equicontinuouity at this boundary, we calculate distances. First, we claim that
If the primary metric of x vanishes on D, then the first nonvanishing metric is the same for both x and x ′ , and so d D (x, x ′ ) = 0. If D does not vanish in x's primary metric, D vanishes in the primary metric of x ′ , and is rescaled in the secondary metric: m
So we have
On the other hand
, which is independent of x.
Lie bialgebra structure on G/C
Recall that HG denotes the Hopf algebra spanned by all oriented graphs (not necessarily connected). In this section, we will show that the Lie bracket and cobracket on HG introduced in [4] induce a Lie bracket and cobracket on G/C, and that these are compatible on G/C.
We first recall the definition of the Lie bracket. Let G be a graph, and let x and y be half-edges of G, terminating at the vertices v and w respectively. Form a new graph as follows: Cut the edges of G containing x and y in half and glue x to y to form a new edge xy, with vertices v and w. If y was not the other half of x (i.e. y =x), there are now two "dangling" half-edgesx andȳ. Glue these to form another new edgexȳ. Finally, collapse the edge xy to a point. We say the resulting graph, denoted G xy , is obtained by contracting the half-edges x and y.
Recall that the Hopf algebra product G · H is the disjoint union of G and H, with appropriate orientation. The bracket of G and H is defined to be the sum of all graphs obtained by contracting a half-edge of G with a half-edge of H in G · H:
For more information about the bracket, we refer to [4] ; there we show, e.g., that there is a second boundary operator on HG, and the bracket measures how far this boundary operator is from being a derivation.
If x and y belong to separating edges of G and H, then (G · H) xy will not be connected, even if G and H are connected. Thus the bracket on HG does not restrict to a bracket on G. It does restrict to a bracket on the subcomplex of G spanned by graphs with no separating edges, but that subcomplex is not quasi-isomorphic to G. However, we will show that it does induce a well-defined bracket on G/C. The quotient G/C has as basis the cosets G + C, where G is connected with no cut vertices. We define the bracket on basis elements by [G + C, H + C] = [G, H] + C, where G and H are connected with no cut vertices. To see that this is well-defined, we need the following lemma. Proof. Since we are restricting to nonzero graphs, we may assume there are no loops at any vertices. A graph without loops is connected with no cut vertices if and only if there are at least two disjoint paths between every pair of vertices. Let v be the vertex of G adjacent to x andv the vertex adjacent tox; similarly, let w,w be the vertices of H adjacent to y,ȳ. Choose a path α in G from v tov which does not contain x, and B a path in H from w tow which does not contain y.
If a and b are two vertices of G, and one of the two disjoint paths between them contains xx, then we can construct a second disjoint path in (G · H) xy by replacing xx by B. Similarly, if a and b are in H, we can replace a path containing yȳ by α. If a is in G and b is in H, then disjoint paths can be constructed as follows: To make the first path, join a to the image of v and the (identical) image of w to b; the second path is obtained by joining a tov, then going acrossxȳ, then joiningw to b.
If a vertex is a cut vertex in G, its image is a cut vertex in (G · H) xy .
Corollary 4.2. The bracket induces a well-defined bracket on G/C.
Proof. The only subtlety here is that the bracket of two graphs with separating edges (and hence cut vertices) may not be connected. Let C 1 , C 2 ∈ C, and let HC be the subspace of HG spanned by graphs with cut vertices.
, by the lemma. We then appeal to the natural isomorphism The cobracket HG → HG ⊗ HG is defined as follows. We say a pair {x, y} of half-edges of a graph G is separating if the number of components of G xy is greater than that of G. If G is connected, define
where G xy = A · B, and a is the number of vertices of A. This gives the coproduct on primitive elements, and extends to all elements in a standard way (see [4] ). We have Proof. The proof is straightforward.
Thus the cobracket induces a cobracket on (G + HC)/HC ∼ = G/C defined on a basis element G+C, where G is a connected graph with no cut vertices, by
We now check that the bracket and cobracket are compatible on G/C, making G/C into a Lie bialgebra: Proposition 4.5. The bracket and cobracket satisfy
where g is the degree of G.
Proof. Let G + C and H + C be basis elements of G/C, i.e. G and H are connected with no cut vertices. We compute
Because both G and H have no cut vertices, they also have no separating edges, so the last sum is zero by Theorem 1 of [4] .
Calculations
In this section we present our computations of the rational homology of G (n) for n ≤ 7, briefly describing the algorithm, but omitting the raw code. Details for a similar algorithm can be found in [6] .
The program first enumerates all trivalent graphs with no cut vertices. There is only one such graph with fundamental group of rank 2, the theta graph: two vertices connected by three edges. If we have a list of all graphs with fundamental group of rank n − 1, we can obtain the list for rank n by applying one of the following two operations to all the graphs in every possible way. The first operation takes two distinct edges of the graph, subdivides them by adding a new vertex at the middle of each, and adds a new edge between the two new vertices. The second operation adds two new vertices in the interior of a single edge and connects the two new vertices by a new edge. It is not hard to see that if G has no cut vertices, then it can be obtained from a lower rank graph which also has no cut vertices using one of these two operations.
The same graph will be listed several times. To eliminate the duplications, we transform each new graph into a normal form; two graphs in normal form are isomorphic if and only if they are identical. The graph is stored as the adjacency matrix a ij for i < j; i.e., a ij = k if vertex i is connected to vertex j by k edges. The normal form of the graph is the ordering of the vertices which yields the matrix latest in the lexicographic ordering. Permutations of the vertices are listed, and the matrices are compared. The number of permutations needed is reduced by distinguishing 3 types of vertices: those contained in a multiple edge, those contained in a triangle, and the rest. Only vertices of the same type need to be permuted among themselves.
Next, we enumerate all graphs of valence 3 or higher, with no cut vertices and with fundamental group of rank at most 7, by successively contracting edges of the trivalent graphs. Cut vertices may develop during this process; in this case the graph is discarded. Then we examine each graph to see whether it has any orientation-reversing automorphisms, and if so, discard it. A graph with an orientation-reversing automorphism is zero in the graph complex since such a graph is equal to minus itself and the base field is of characteristic zero.
Finally, we compute the matrix of the boundary map
by transforming each contracted graph G e into normal form and comparing it to the list of lower rank graphs. The output of the program is a sparse matrix; its rank was computed by simple Gaussian elimination in the case of the smaller matrices and by the software package scilab in the case of the largest ones.
Recall that G (n) denotes the subcomplex of the graph complex spanned by rank n graphs, and that C (n) is the subcomplex spanned by graphs with cut vertices. We obtain the following rank n quotient complexes G (n) /C (n)
for values of n less than 8: The number printed under the chain group C i is its dimension, the number printed above the arrow ∂ i : C i → C i−1 is its rank. Thus we have the following.
