We consider the preconditioning of linear systems arising from four convection-diffusion model problems: scalar convection-diffusion problem, Stokes problem, Oseen problem, and NavierStokes problem. For these problems we identify an explicit Kronecker product structure of the coefficient matrices, in particular for the convection term. For the latter three model cases, the coefficient matrices have a 2 × 2 block structure, where each block is a Kronecker product or a summation of several Kronecker products. We use these structures to design a diagonal block preconditioner, a tridiagonal block preconditioner and a constraint preconditioner. The constraint preconditioner can be regarded as the modification of the tridiagonal block preconditioner and of the diagonal block preconditioner based on the cell Reynolds number. For this reason, the constraint preconditioner is usually more efficient. We also give numerical examples to show the efficiency of these preconditioners.
Introduction
In many applications, we need to solve a linear system Ax = b. When iterative methods are used, a preconditioner P is sought, such that P −1 A has better spectral properties and the linear system P −1 Ax = P −1 b is faster to converge. Even though there exist efficient preconditioners, such as ILU, SPAI, etc [3, 4, 16, 19, 28, 29] , it is difficult to design a preconditioner that is efficient for any linear system. Usually an efficient preconditioner for one class of problem may do not work for another class. Hence a vrey used approach is to seek problem specific methods. For example, in stochastic automata networks (SANs) [20] , the authors choose a Kronecker product preconditioner as P = G ⊗ F .
The Kronecker product has the important property: (G ⊗ F ) −1 = G −1 ⊗ F −1 , if the inversion exists [12] . When G ⊗ F is of order n 2 , G and F can be just of order n. It means that the inversion of a big matrix can be obtained by the inversion of much smaller matrices. Obviously it has great advantage to only work on small matrices. Then the solution of P x = b will be quite easy. For a matrix Z = [z 1 , · · · , z n ] ∈ R m×n with z i ∈ R m×1 (i = 1, · · · , n), we define vec(Z) ∈ R mn×1 by vec(Z) = [z
T , that is, the vec operator stacks the columns of a matrix one underneath the other. Then the matrix-vector product P −1 z can be obtained by P −1 z = vec(F −1 ZG −T ), where vec(Z) = z.
In this paper we will consider four convection-diffusion model problems: scalar convectiondiffusion problem, Stokes problem, Oseen problem and Navier-Stokes problem in a rectangle domain Ω = (0, 1) × (0, 1). After finite element method (FEM) or finite difference method (FDM) discretization, we will arrive at solving a linear system, and this will involve Kronecker product structures. For the latter three cases, their coefficient matrices also have a well-known 2-by-2 block structure, i.e., the saddle point system in the following form.
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We can make full use of its block structure, and design diagonal block preconditioner, tridiagonal block preconditioner, or constraint preconditioner [6, 13, 14, 17, 18, 30, 26] . In our model problems, we will find more detailed structure in each block. In fact, both the convection term and the diffusion term are a summation of a series of Kronecker products, and each block in the coefficient of (1) can be expressed by Kronecker products. To our knowledge, it is the first time that the whole matrix of Stokes problem, Oseen problem, or Navier-Stokes problem is expressed by Kronecker products, though the Kronecker product structure for the diffusion term has appeared in [10] . In this paper, we study, in addition to the block structure in (1), the Kronecker product structure in each block, and use it to construct different preconditioners. We first use one Kronecker product to approximate the convection term and the diffusion term, and then approximate the Schur complement S = −BA −1 B T . Ususally the Schur complement is not easy to approximate. In this paper we use one Kronecker product to approximate it.
The rest of this paper is arranged as follows. In section 2, we investigate the coefficient matrices arising from FEM or FDM discretization of the convection-diffusion problems, and give the explicit Kronecker product structures in the coefficient matrices. In section 3, we design the Kronecker product approximation preconditioners according to the structure of the coefficient matrices. It mainly based on using one Kronecker product approximation to approximate the summation of several Kronecker products. The numerical examples in section 4 show the efficiency of this kind of preconditioner. Conclusion remarks are given in section 5.
Coefficient Matrices
In this section, we use FEM or FDM to discrete the model problems in the domain Ω = (0, 1)×(0, 1) with uniform grids, and obtain the coefficient matrices of these convection-diffusion model problems. We will find Kronecker product structure in the coefficient matrices [32] .
Scalar convection-diffusion problem
We first consider the simple scalar convection-diffusion problem:
with Dirichlet boundary condition on ∂Ω. Here we consider the special case of the horizontal wind, i.e., w = [1, 0] T . We specifically consider the Streamline Upwind Petrov-Galerkin (SUPG) method [23, 25] with bilinear finite elements on a regular grid with square elements of size h × h, where h = 1/(N + 1), and N represents the number of inner nodes along each side. We arrange the nodes from left to right and from bottom to top.
Define M := tridiag(1, 4, 1), K := tridiag(−1, 2, −1), C := tridiag(−1, 0, 1). After discretization we get the discretization form of each term as follows, where u is the discretization of the corresponding variable in (2). Here we also list the corresponding difference stencils.
1) Discretization of the diffusion term:
2) Discretization of the convection term:
3) Discretization of the stabilization term:
Pe , and P e is the Peclet number: P e = h w 2ν .
Similar expressions for these three terms can be found in [21] . For the boundary condition, we take u(x, 1) = 1(k/(N + 1) ≤ x < 1), and u = 0 elsewhere on ∂Ω. We choose k = 7 in
T , and b j = 0 (j = 1, · · · , 5),
. Then the boundary conditions can be expressed by B. At last we need to solve the following linear systems,
Stokes problem
Consider the Stokes flow in a rectangle domain Ω:
where u = (u, v) T denotes the velocity field, and p the pressure. Here we use Dirichlet boundary condition: u = v = 0 on x = 0, x = 1, y = 0; u = 1, v = 0 on the top boundary y = 1.
We discrete the computation domain with Q 1 − P 0 element, where the velocity is located on the node, the pressure is constant in the center of each element, and the cell width is h = 1/n. After discretization of (4), we obtain  
where u, v and p are numbered from left to right and from bottom to top. The coefficient matrix can be given in detail as follows,
1 − e n e T n ∈ R n×n , and H o , H n are bidiagonal matrices with
. Here sparse and ones are Matlab notations. In the right hand side,
, where e 1 and e n are the first and n-th column vector of unit matrix I n , ǫ n−1 is the (n − 1)th column vector of unit matrix
T ∈ R (n−1)×1 . In local stabilization, we take β = 0.25, and take β = 1 for global stabilization.
Oseen problem
We consider the Oseen flow in the rectangular region Ω, with the same Dirichlet boundary conditions on ∂Ω as Stokes problem. Let w = (w 1 , w 2 ) T denote the wind. The governing equations are
We divide the flow region into a uniform n × n grid of cells with width h = 1/n. We use Marker and Cell (MAC) discretization, and the discrete velocities and pressures are defined on a staggered grid [10] . The MAC finite difference discretization of (6) yields 
where A i (i = 1, 2) is the discrete Laplace operator, corresponding to diffusion, and N i (i = 1, 2) relates to the discrete convection operator. In the right hand side, f 1 = 2ν (e n ⊗ u b ) ∈ R n(n−1)×1 , where u b ∈ R (n−1)×1 is the velocity on the top boundary. We know that the diffusion terms A 1 and A 2 can be expressed by Kronecker products [10] . For convection term, we can also express it explicitly by the summation of Kronecker products. Thus we can further give the detail structures of A 1 , A 2 , N 1 and N 2 as follows.
where
T n ∈ R n×n [10] , and
Note that T D has the same form as K defined before, here we use T D to follow the notation used in [10] . Obviously, the diffusion terms A 1 , A 2 are symmetric, while the convection terms N 1 , N 2 are antisymmetric. For the case where the wind is constant, for example, w = (a, b), we can further simplify the convection terms as follows.
INRIA where C n = tridiag(−1, 0, 1), an antisymmetric matrix of order n. For the constant wind, the convection-diffusion term can be expressed as follows.
Navier-Stokes problem
Consider the incompressible flow in Ω, with Dirichlet boundary conditions on ∂Ω. On the boundaries the velocities are zeroes except the horizontal velocity u = 1 on the upper boundary. The governing equations are Navier-Stokes equations:
Here only the Navier-Stokes equation is nonlinear. But we will apply linearization to it. If we use Picard iteration, we need to solve the following Oseen problem at each step.
where the superscript (k − 1) denotes the results obtained by the former Picard iteration step. If we use Picard iteration to solve Navier-Stokes equations, we need to solve an Oseen problem at each time step with the coefficient matrix as in (7) . But the convection terms are different, in which the terms
where H n = sparse(1 : n − 1, 1 : n − 1, ones(1, n − 1), n, n − 1) + sparse(2 : n, 1 : n − 1, ones(1, n − 1), n, n − 1) ∈ R n×(n−1) as defined before, e i , e j , e α , e β are unit vectors with conformal dimensions,
Here we omit the superscript (k − 1) in U and V , which denotes the results of the former time step.
The coefficient matrices of (5) and (7) are rank-one deficient. The null-vector is [0
. So p is defined only up to an additive constant. We can, for example, delete the last row and column to make the coefficient matrix nonsingular. Otherwise, since (7) is range symmetric, if we apply GMRES [27] to solve it, we can get A † b [5] , where A is the coefficient of (7), b is the right hand side, and A † is the Moore-Penrose inverse of A [1, 12, 31] . We observe that the nonzero eigenvalue of the singular case is bounded further away from the origin than the nonsingular case. Sloving the singular case is usually faster than the nonsingular case [8] . The saddle point system (1) with (1,1) singular block is considered in [9, 15] .
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Kronecker Product Approximation Preconditioner
In the coefficient matrices we just obtained, we can find Kronecker product structure. For the first scalar case, the coefficient matrix is a summation of two Kronecker products. For the latter three cases, there exists a 2 × 2 block structure in the coefficient matrices, each block is expressed as a Kronecker product or a summation of several Kronecker products. For the summation of several Kronecker products, we employ an approach that uses one Kronecker product to approximate the sum of several Kronecker products. The problem can be expressed as follows.
Lemma [20] As is stated above, X, Y are the linear combination of G i and F i respectively.
To compute the traces, tr(G 
Note that we only need to operate on small matrices G i , F i to form G and F . With these definitions, we have
Then we need to solve the following minimization problem to find α and β,
We can use the nonlinear optimization method to determine the parameters. For example, we can use function fminunc or fminsearch in Matlab to determine the 2s parameters, α = (
T . In practical problems, s is small, there are only a few parameters. In this paper, s is only 2 or 4.
Based on this basic idea, we construct the Kronecker product approximation preconditioners for the convection-diffusion problems.
Scalar convection-diffusion problem
After SUPG discretization we obtain the linear system in the form of
12 C, and G 2 = ν 6 K. We seek for the Kronecker product approximation G ⊗ F , where
We denote the linear system as Ax = b. The size of the original coefficient matrix is N 2 × N 2 , while G, F are N × N . We need not to form the coefficient explicitly, we just store G 1 , G 2 , F 1 , F 2 . The matrix-vector product can be done like this:
, where vec(X) = x. After preconditoning, we need to compute (G ⊗ F ) −1 z, which can be obtained by solving (G ⊗ F )w = z. Because G and F are both small matrices, we can use the inverse directly. Therefore w = vec(F −1 ZG −T ), where vec(Z) = z. Note that G and F are tridiagonal matrices. The inverse of a tridiagonal matrix can be expressed by two sequences, and there exist efficient algorithms for it ( see [22] and the references therein).
Stokes problem
The preconditioner involves two approximations. The first approximation is used for the first two diagonal blocks:
The second approximation is used for the Schur complement:
Then we can choose a diagonal block preconditioner P d and a tridiagonal block preconditioner P t as following:
We can derive the inverse, for example,
At each iteration step we need to solve P −1
Because we only deal with matrices of order n, we can compute it directly.
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. Note that h/ν is the cell Reynolds number. Hence, the tridiagonal block preconditioner P t can be regarded as a modification of the diagonal block preconditioner P d depending on the cell Reynolds number.
Oseen problem
If we use MAC finite difference discretization on Oseen problem, where the discrete velocities and pressures are defined on a staggered grid, the discrete Laplace operator and the discrete convection operator in one direction will result in a block involving a summation of (2n+1) Kronecker products. We can use the similar approach to Oseen problem. But we first need to approximate the convection term. For example,
Here the convection term is still kept as antisymmetric. Then we have
Hence we can obtain the approximation for convection terms.
where D Secondly we approximate the diffusion and convection term. We assume that
Note that G U , F U , G V and F V are still tridiagonal matrices. Their inverses can be efficiently computed [22] .
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In the third step, we approximate the Schur complement.
As in Stokes problem, we can construct diagonal block preconditioner and tridiagonal block preconditioner as follows.
We can easily check the inverse of P t .
In practical computation we need matrix-vector products P −1
Again we find that the tridiagonal block preconditioner P t is a modification of the diagonal block preconditioner P d based on the cell Reynolds number h/ν.
For Oseen problem, we can construct the constraint preconditioner in the following form,
But this matrix is rank-one deficient, and cannot be used as preconditioner directly. Using previous approximation of Schur complement, we can give its approximate inverse in form as follows.
Here we use approximate Schur complement, and this approximate inverse will be nonsingular. Let's define
Then the matrix-vector product can be expressed as
From this formula, we can see that the constraint preconditioner P c is a modification of the tridiagonal block preconditioner P t . Hence, we can expect that the constraint preconditioner is better than the tridiagonal block preconditioner and diagonal block preconditioner.
Besides, we can delete the last row and column to make the coefficient matrix nonsingular. Then we introduce another kind of constraint preconditioner [32] . First we represent the coefficient matrix of (7) as
, where
Then we use the following constraint preconditioner:
With the preconditioner P c , we need to solve the equation in the form of P c z = y. And the following decomposition is needed.
I .
In the inner iteration, we can use GMRES or BiCGStab to solve (B A
B
T )x = b. But in the numercial examples we do not use this strategy.
For the Navier-Stokes problem, it is a nonlinear case, and it needs the linearization. If we use Picard iteration, we need to solve an Oseen problem at each iteration step. So the similar techniques in this subsection can be applied to Navier-Stokes problem.
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Numerical Tests
In this section we perform numerical tests (Matlab R2006b; Intel(R) Core(TM)2 CPU 6600@2.40GHz, 3.21GB SDRAM) on the scalar convection-diffusion problem, Stokes problem, Ossen problem, and Navier-Stokes problem with our Kronecker product approximation (KPA) preconditoners, and compare KPA with ILU(t) or ILU('0'), where t is the drop tolerance, and ILU('0') is the incomplete LU of a sparse matrix with 0 level of fill-in. When the coefficient matrix is rank-one deficient, ILU often yields a singular upper triangular matrix, and can not be used as a preconditioner. But the KPA preconditoners are almost always nonsingular. Besides, we do not form the coefficient matrix explicitly, one important advantage of KPA is that we only need to process with matrices of order n although the original coefficient matrix is of order n 2 . This results in less memory requirement.
Scalar case
We take ν = 0.0001, n = 30. The spectrum of original coefficient matrix and preconditioned matrix are shown in Figure 1 . The spectrum of the preconditioned matrix is bounded around 1. The spectrum of the original matrix is also bounded, but it is much nearer to the origin, which delays the convergence. The convergence curve of GMRES on the case where ν = 0.0001, n = 15 is given in Figure 2 . The KPA preconditioner is as good as ILU(10 −2 ), but it needs less flops and storage. BiCGStab on the case where ν = 0.0001, n = 49 shows the similar behavior (see Figure 3) . We can see that KPA preconditioner is very efficient for this case. Here we do not use the efficient algorithm for the inverse of the tridiagonal matrix. We use the Matlab function inv directly.
Stokes problem
Here (20) needs about 4000 iteration steps to converge. The number of iteration steps is 6 or 8 times larger than that of KPA preconditioners. Figure 5 (a) shows the corresponding residual curves of GMRES (20) . Compared with its original residual curve, both KPA preconditioner and ILU preconditioner greatly improve the convergence. Here ILU(t) is also quite good, but remember that it will suffer from fill-ins and needs more flops to construct. What's more, since the coefficient matrix is singular here, sometimes ILU yields singular upper triangular U , and cannot be used as a preconditioner. For example, ILU('0') for the case with 16 × 16 grids gives a singular U and cannot be used for preconditioning. ILU(10 −1 ) works, but it is not as good as KPA preconditioners in this case (see Figure 5(b) ). Note that GMRES(20) also converges without preconditioning for this case, but it needs about 1200 iteration steps. The streamlines and pressure contour are given in Figure 6 , which is solved with tridiagonal KPA preconditioner. 
Oseen problem
Let w = (w 1 , w 2 ) T denote the wind. We choose w, such that it is the image of [2y(1 − x 2 ), −2x(1 − y
2 )] under the linear mapping from (−1, 1) × (−1, 1) to Ω. That is,
Here we consider the case where ν = 1 with 32 × 32 grids, and use full GMRES to solve it. With KPA preconditioners, the corresponding spectrum is more compact. Note that the coefficient matrix is rank-one deficient, ILU with larger drop tolerence often generates a singular upper triangular part, and cannot be used as preconditioners. For example, ILU(10 −1 ) and ILU(10 −2 ) do not work in this case, and ILU('0') cannot be used to construct the preconditioner either. In Figure 7 , we need to choose a drop tolerance as small as 5 × 10 −3 , while the number of nonzero elements in the incomplete factors are about 6.5 times larger than the number of nonzeros in the original matrix though the reordering is used to reduce the fill-ins. But the KPA preconditoners are almost always nonsingular and easy to construct. We can also see that the KPA constraint precondtioner is better than the KPA block tridiagonal preconditioner, and the latter is better than the KPA block diagonal preconditioner, which coincides with our former analysis.
Navier-Stokes problem
In every Picard iteration, we need to solve an Oseen problem. So the strategies in Oseen problem can be used here. Since the constraint preconditioner and the block tridiagonal preconditioner are better than block diagonal preconditioner, and are easier to construct than ILU, we only test the constraint preconditioner and the block tridiagonal preconditioner here. For the case where ν = 0.01, with 64 × 64 girds, we need 11 Picard iteration steps. The residual curves of each Picard iteration are illustrated in Figure 8 . Without preconditioning, GMRES(20) needs more than 30000 iterations to converge for the linear systems corresponding to the first Picard iteration step. As the Picard iteration converges, the linear systems converge more quickly, but it still needs about 2000 iterations for the last Picard iteration step. Compared by the computation time, we find that GMRES (20) with tridiagonal preconditioner is 15 times faster than GMRES (20) without preconditioning, and GMRES (20) with constraint preconditioner is 24 times faster. And again the constraint preconditioner has better convergence behavior than the block tridiagonal preconditioner. With the constraint preconditioner, we obtain the converged velocity field and pressure field as shown in Figure 9 .
(a) Streamlines and vertical velocity contour 
Conclusions
In this paper, we investigate the structure of the coefficient matrices of the convection-diffusion model problems, and construct the preconditioners based on the Kronecker product structure. This kind of problem specific preconditioner is efficient. The numerical tests on the scalar convectiondiffusion problem, Stokes problem, Ossen problem, and Navier-Stokes problem show that the Kronecker product approximation (KPA) preconditoners accelerate the convergence. We also find that the constraint preconditioner can be regarded as the modification of the tridiagonal block preconditioner, and the tridiagonal block preconditioner is the modification of the diagonal block preconditioner based on the cell Reynolds number. This explains why the constraint preconditioner is usually better. Our Kronecker product approximation (KPA) preconditioner has several advantages. Firstly, KPA preconditioner is easy to construct. We always operate on small matrices. We even do not need to form the coefficient matrix explicitly. Hence less flops are needed. Secondly, there is no trouble with fill-ins, and less storage is used. We only need to store X and Y , though X ⊗ Y is INRIA dense. What's more, it is robust. The approximations X and Y are always nonsingular in our numerical tests, even though the original coefficient matrix is singular, while ILU often fails and cannot be used because the coefficient matrices arised from Stokes problem, Oseen problem and Navier-Stokes problem are rank-one deficient.
Though we only consider 2D case here, we also have the Kronecker product structure in the coefficient matrix in 3D case, but each term has the form A ⊗ B ⊗ C. For our problems, we can use other difference schemes, or apply it to non-uniform structured grids, but the expressions will not be as neat as uniform grids. Here we only consider the convection-diffusion model problems. For a more general case, we can use A ≈ G i ⊗ F i and DWT [11] , where A comes from typical integral equations of potential theory.
