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Abstract
The Becci-Rouet-Stora-Tyutin (BRST) operator quantization of a finite-
dimensional gauge system featuring two quadratic super Hamiltonian and
m linear supermomentum constraints is studied as a model for quantizing
generally covariant gauge theories. The proposed model “completely” mimics
the constraint algebra of general relativity. The Dirac constraint operators
are identified by realizing the BRST generator of the system as a Hermitian
nilpotent operator, and a physical inner product is introduced to complete a
consistent quantization procedure.
PACS numbers: 04.60.Ds, 11.30.Ly
∗Electronic address: ferraro@iafe.uba.ar
†Electronic address: sforza@iafe.uba.ar
1
I. INTRODUCTION
Generally covariant theories such as Einstein’s theory of gravitation have the peculiar
property of featuring a Hamiltonian that is constrained to vanish. This constraint is asso-
ciated with the invariance of the action under reparametrizations. In the case of general
relativity, the Arnowitt-Deser-Misner (ADM) Hamiltonian is the sum of four constraint func-
tions, three of them are the supermomenta Ha (linear and homogeneous functions of the field
momenta) and the other one is the super-Hamiltonian H (a quadratic function of the field
momenta). The supermomenta generate the change of the field under diffeomorphisms on
the spatial hypersurfaces Σ of the foliated space-time manifold, and express the invariance of
the action under these transformations. The super-Hamiltonian generates the evolution of
the field under displacements that are normal to the hypersurface Σ; this evolution is noth-
ing but a physically irrelevant reparametrization of the dynamical trajectory of the system.
Actually there are four constraint functions in each point of Σ. So the algebra of constraints
is rather complicated, because one should evaluate the Poisson brackets between constraints
at different points. In particular, the Poisson brackets between two super-Hamiltonian take
part in the algebra of constraints. This algebra was calculated by Dirac [1]:
{H(x),H(x′)} = Ha(x)δ,a(x, x
′) +Ha(x′)δ,a(x, x
′), (1.1)
{Ha(x),H(x
′)} = H(x)δ,a(x, x
′), (1.2)
{Ha(x),Hb(x
′)} = Hb(x)δ,a(x, x
′) +Ha(x
′)δ,b(x, x
′), (1.3)
and his first class character guarantees that the dynamical trajectories are consistent with
the constraints
H = 0, Ha = 0. (1.4)
According to Dirac, the quantization of a constrained system requires a factor ordering able
to preserve the algebra of constraints at the level of operators (absence of anomalies). In
the case of general relativity this issue remains unsolved [2,3]. In order to avoid the regu-
larization of operators, it is a common practice to study this question in finite-dimensional
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systems featuring constraints that resemble the algebra of general relativity. Although these
types of systems have been widely studied (see, for example, Refs. [4–7]), it has been pointed
out by Montesimos et al. [8] that an important feature of the algebra (1.1)-(1.3) has not been
sufficiently examined: usually people does not deal with Eq. (1.1) but only with (1.2),(1.3),
i.e. frequently only one super-Hamiltonian is included (however, models with several com-
muting Hamiltonian constraints were considered in Refs. [9–11]). Actually, Montesinos et
al. [8] solved a simple model with two euclidean flat super-Hamiltonians plus a single su-
permomenta satisfying only Eqs. (1.1)-(1.2) with constant structure coefficients; thanks to
the simple structure of the constraints, the ordering problem is trivially solved in this case.
Our aim is to quantize a more complex system in order to deal with a non trival ordering
of constraint operators that mimic the complete algebra (1.1)-(1.3).
It is well known that, besides the Dirac method, the Becchi-Rouet-Stora-Tyutin (BRST)
formalism is a powerful tool to quantize a first class constrained system [12] (see also Ref.
[13] for an account of the Batalin-Fradkin-Vilkovisky formalism). In recent works [5–7],
we have taken advantage of its strength for obtaining the consistently ordered constraint
operators belonging to generally covariant systems including only one super-Hamiltonian
constraint. Here, we will show that the tools there developed are also useful in the treatment
of a nontrivial system featuring two super-Hamiltonian constraints an m supermomenta
constraints.
We will start by defining the model. Then, the system will be quantized within the
framework of the BRST formalism, where the nilpotency of the BRST generator must be
proven in order to guarantee an anomaly free quantization. The Dirac constraint operators
will be identified from the nilpotent BRST generator. In spite of this quantization will be
performed for a system featuring an algebra with constant structure functions, the results
will be extended to more general algebras by means of a unitary transformation. Finally, a
physical inner product will be introduced to complete a consistent quantization procedure.
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II. THE MODEL
Let us consider a system described by 4n canonical coordinates (qi, pi), subjected to two
super-Hamiltonian constraints
H1 =
1
2
gi1j1(qk1)pi1pj1 + υ1(q
k2), (2.1)
H2 =
1
2
gi2j2(qk2)pi2pj2 + υ2(q
k1), (2.2)
where i1 = 1, ..., n and i2 = n+ 1, ..., 2n.
The metrics gi1j1 and gi2j2 are indefinite and non degenerated, and depend on the qi1 ’s
and the qi2s respectively. On the contrary, the potentials exhibit an opposite functional
dependence: υ1 = υ1(q
i2) and υ2 = υ2(q
i1).
In addition, the system is also subjected to m linearly independent supermomentum
constraints
Ha = ξ
i
a pi, a = 3, ..., m+ 2; i = (i1, i2), (2.3)
where
ξi1a = ξ
i1
a (q
k1), ξi2a = ξ
i2
a (q
k2). (2.4)
The special way the geometrical objects in the constraint functions depend on the coordi-
nates, has been chosen for obtaining a constraint algebra which mimics Eqs. (1.1)-(1.3):
{H1,H2} = c
a
12Ha, (2.5)
{H1,Ha} = c
1
1aH1, (2.6)
{H2,Ha} = c
2
2aH2, (2.7)
{Ha,Hb} = C
c
abHc. (2.8)
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It should be noticed that this system describes two interacting particles. In fact, it is
not possible to decouple the system in two subsystems described by (qi1 , pi1) and (q
i2 , pi2).
As long as we know, models of this class in riemannian manifolds have not been studied yet
in the literature.
We will start by quantizing an algebra with constant structure functions. Later, by
taking into account the scaling properties of the super-Hamiltonians, we will extend the
results to some algebras with non constant structure functions.
In order that the constraints (2.1), (2.2), and (2.3) effectively satisfy the algebra (2.5)-
(2.8), metrics, vectors and potentials must fulfill certain relations. By substituting the
constraints in Eq. (2.5) one obtains
gi2k2υ1,k2pi2 − g
i1k1υ2,k1pi1 = c
a
12(ξ
i1
a pi1 + ξ
i2
a pi2), (2.9)
then,1
ca12ξ
i2
a = g
i2k2υ1,k2 (2.10)
and
ca12ξ
i1
a = −g
i1k1υ2,k1. (2.11)
The substitution of the constraints in Eq. (2.6) yields
1
2
(gi1j1,k1 ξ
k1
a − 2g
i1k1ξ
j1
a,k1
)pi1pj1 + υ1,k2ξ
k2
a = c
1
1a(g
i1j1pi1pj1 + υ1) (2.12)
then
g
i1j1
,k1
ξk1a − 2g
i1k1ξ
j1
a,k1
= c11ag
i1j1 (2.13)
and
1It must be noticed that Eqs. (2.10) and (2.11) do not force ca12 to be a constant; they only imply
that ca12 =
(1)ca12(q
i1)− (2)ca12(q
i2), where (1)ca12ξ
i1
a = 0 and
(2)ca12ξ
i2
a = 0.
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ξk2a υ1,k2 = c
1
1aυ1. (2.14)
In geometrical language, the relations (2.13) and (2.14) read
L~ξa g¯1 = c
1
1ag¯1, (2.15)
L~ξaυ1 = c
1
1aυ1. (2.16)
Analogously, the substitution of the constraints in Eq. (2.7) leads to
1
2
(gi2j2,k2 ξ
k2
a − 2g
i2k2ξ
j2
a,k2
)pi2pj2 + υ2,k1ξ
k1
a = c
2
2a(g
i2j2pi2pj2 + υ2) (2.17)
which means
g
i2j2
,k2
ξk2a − 2g
i2k2ξ
j2
a,k2
= c22ag
i2j2 (2.18)
and
ξk1a υ2,k1 = c
2
2aυ2 (2.19)
or, in geometrical language,
L~ξa g¯2 = c
2
2ag¯2, (2.20)
L~ξaυ2 = c
2
2aυ2. (2.21)
Thus, the fulfillment of the algebra means that the supermomenta are conformal Killing
vectors of the super-Hamiltonians.
Finally, by substituting the supermomenta in Eq. (2.8) one obtains that 2
(ξi1a ξ
j1
b,i1
− ξi1b ξ
j1
a,i1
) pj1 + (ξ
i2
a ξ
j2
b,i2
− ξi2b ξ
j2
a,i2
) pj2 = C
c
ab(ξ
i1
c pi1 + ξ
i2
c pi2). (2.22)
2Eq. (2.22) does not imply that the Ccabs are constant, it only imposes the decomposition:
Ccab =
(1)Ccab(q
i1)− (2)Ccab(q
i2) where (1)Ccabξ
i1
c = 0 and
(2)Ccabξ
i2
c = 0.
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III. THE BRST FORMALISM: CLASSICAL AND QUANTUM GENERATORS
Our aim is to find the constraint operators that satisfy the algebra at the quantum level.
The appropriate factor ordering can be found within the framework of the BRST formalism.
For this, the original phase space is extended by including a canonically conjugate pair
of fermionic ghosts (ηa,Pa) for each constraint function. The central object is the BRST
generator, a fermionic function Ω = Ω(qi, pj , η
a,Pb) that captures all of identities satisfied
by the set of first class constraints in a unique identity
{Ω,Ω} = 0. (3.1)
The existence of Ω is guaranteed at the classical level, and Ω is unique up to canonical
transformations in the extended phase space. It can be built by means of a recursive method
[12]. In the present case the result is (a closed algebras has “rank” equal to 1)
Ω = η1H1 + η
2H2 + η
aHa + η
1η2ca12Pa + η
1ηac11aP1 + η
2ηac22aP2 +
1
2
ηaηbCcabPc. (3.2)
In order to quantize the extended system, the classical BRST generator must be realized
as a Hermitian operator. The theory is free from BRST anomalies, if a Hermitian realization
of Ω can be found such that the classical property (3.1) becomes
[Ωˆ, Ωˆ] = 2Ωˆ2 = 0, (3.3)
i.e., Ωˆ must be nilpotent. The BRST physical quantum states belong to the set of equivalence
classes of BRST-closed states (Ωˆψ = 0) moduli BRST-exact ones (ψ = Ωˆχ) (quantum BRST
cohomology).
In order to get the Hermitian and nilpotent operator Ωˆ is helpful to write Ω with the
canonical and ghost momenta on an equal footing. So, let us adopt the notation
ηCs = (qi, ηβ), PCs = (pi,Pβ), (3.4)
where s = −1, 0, and β = (A; a) = (1, 2; 3, ..., m + 2). The index s distinguishes original
variables from the added ghost variables.
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Also, Ω is a sum of a term quadratic in the momenta
Ωquad = ηAHA ≡
1
2
0∑
r,s=−1
ΩArBsPArPBs + η
AυA, (3.5)
plus another term linear in the momenta
Ωlinear = ηaHa + η
1η2ca12Pa + η
1ηac11aP1 + η
2ηac22aP2 +
1
2
ηaηbCcabPc ≡
0∑
s=−1
ΩcsPcs. (3.6)
In general, it is a difficult step to get the Hermitian nilpotent BRST operator from
its classical counterpart because a general method is not available (when not unrealizable:
at the quantum level its mere existence is not guaranteed). Nevertheless, let us begin by
proposing for the linear term the operator [5,6]
Ωˆlinear =
0∑
s=−1
f
1
2 ΩˆcsPˆcsf
− 1
2 (3.7)
where f = f(qi) depends on all of original coordinates.
Ωˆlinear will be Hermitian if f satisfies
C
β
aβ = f
−1(fξia),i, (3.8)
where Cβaβ = C
b
ab+ c
1
a1 + c
2
a2 (please remember that β runs over all constraint labels). In Eq.
(3.8), f behaves as a volume in the gauge orbit of the supermomenta (see Ref. [5]).
The quadratic term can be caught in the Hermitian ordering:
Ωˆquad =
1
2
0∑
r,s=−1
f−
1
2 PˆArfΩ
ArBsPˆBsf
− 1
2 + ηˆAυA. (3.9)
Finally, the proposed Hermitian BRST operator can be rearranged in the ηˆ−Pˆ order by
repeatedly using the ghost (anti)commutation relations. After this procedure is completed,
the classical structure of Eq. (3.2) will be reproduced at the quantum level, although it will
be free of anomalies only if Ωˆ is nilpotent [12]
Ωˆ = ηˆ1Hˆ1 + ηˆ
2Hˆ2 + ηˆ
aHˆa + ηˆ
1ηˆ2ca12Pˆa + ηˆ
1ηˆac11aPˆ1 + ηˆ
2ηˆac22aPˆ2 +
1
2
ηˆaηˆbCcabPˆc. (3.10)
In this case, the result is
Hˆ1 =
1
2
f−
1
2 pˆi1g
i1j1f pˆj1f
− 1
2 + υ1, (3.11)
Hˆ2 =
1
2
f−
1
2 pˆi2g
i2j2f pˆj2f
− 1
2 + υ2, (3.12)
Hˆa = f
1
2 ξiapˆif
− 1
2 . (3.13)
We still need to demand the nilpotency of the proposed Ωˆ. We expect additional condi-
tions over f(qi) since Eq. (3.8) does not completely fix it.
Proof of Ωˆ2 = 0. The proof is done by explicit calculation. Here we give an abridged
demonstration; the full version can be found in Ref. [14]. After the removing of the terms
that cancel out due to the Jacobi identities such as
{{H1,H2},Ha}+ {{H2,Ha},H1}+ {{Ha,H1},H2} = 0
=⇒ cb12C
c
ba − c
c
12(c
1
1a + c
2
2a) = 0, (3.14)
or that are identically null [(ηa)2 ≡ 0, etc.], one finally gets
[Ωˆ, Ωˆ] = 2ηˆ1ηˆ2([Hˆ1, Hˆ2]− ic
b
12Hˆb)
+2ηˆ1ηˆa([Hˆ1, Hˆa]− ic
1
1aHˆ1)
+2ηˆ2ηˆa([Hˆ2, Hˆa]− ic
2
2aHˆ2). (3.15)
Therefore the nilpotency is apparent whenever the constraint operators Hˆ1, Hˆ2, and Hˆa
realize the first class constraint algebra at the quantum level:
[Hˆ1, Hˆ2] = ic
a
12Hˆa, (3.16)
[HˆA, Hˆa] = ic
(A)
Aa Hˆ(A) (3.17)
(there is no sum over label A). Then, let us calculate explicitly Eq. (3.16):
[Hˆ1, Hˆ2] = [
1
2
f−
1
2 pˆi1g
i1j1f pˆj1f
− 1
2 + υ1,
1
2
f−
1
2 pˆi2g
i2j2f pˆj2f
− 1
2 + υ2]
= f
1
2 [
1
2
f−1pˆi1g
i1j1f pˆj1 + υ1,
1
2
f−1pˆi2g
i2j2f pˆj2 + υ2]f
− 1
2
= f
1
2 [
1
2
gi1j1 pˆi1 pˆj1 −
i
2
f−1(gi1j1f),i1 pˆj1 + υ1,
,
1
2
gi2j2 pˆi2 pˆj2 −
i
2
f−1(gi2j2f),i2 pˆj2 + υ2]f
− 1
2 . (3.18)
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In order to satisfy Eq. (3.16) the commutator should not contain quadratic terms in the
momenta, so
[−
i
2
f−1(gi1j1f),i1 pˆj1,
1
2
gi2j2 pˆi2 pˆj2] and [−
i
2
f−1(gi2j2f),i2 pˆj2,
1
2
gi1j1 pˆi1 pˆj1 ]
should be zero. This can be achieved by demanding that f(qi) factorizes as
f(qi) = f1(q
i1)f2(q
i2). (3.19)
It should be remarked that the additional condition (3.19) is fully compatible with (3.8).
As a consequence of the property (3.19), the term
[−
i
2
f−1(gi1j1f),i1 pˆj1,−
i
2
f−1(gi2j2f),i2 pˆj2]
is also zero.
Then it remains
[Hˆ1, Hˆ2] = ic
a
12f
1
2 Hˆaf
− 1
2 − f−11 (g
i1j1υ2,j1f1),i1 + f
−1
2 (g
i2j2υ1,j2f2),i2, (3.20)
where we used the classical relation (2.9) in order to rebuilt Hˆa. The last two terms in Eq.
(3.20) can be rewritten by using the classical relations (2.10) and (2.11)
f−11 (c
a
12ξ
i1
a f1),i1 + f
−1
2 (c
a
12ξ
i2
a f2),i2 = c
a
12f
−1(ξiaf),i = c
a
12(C
b
ab + c
1
a1 + c
2
a2), (3.21)
to cancel out as a consequence of the Jacobi identity (3.14).
To complete the proof, let us now evaluate the Eq. (3.17):
[HˆA, Hˆa] = [
1
2
f−
1
2 pˆiAg
iAjAf pˆjAf
− 1
2 + υA, f
1
2 ξka pˆkf
− 1
2 ]
=
1
2
f−
1
2 (pˆiAg
iAjAf pˆjAξ
k
a pˆk − ξ
k
a pˆkpˆiAg
iAjAf pˆjA)f
− 1
2 + iξkaυA,k
=
1
2
f−
1
2
(
ipˆiA(g
iAjA
,kA
ξkAa − 2g
iAkAξ
jA
a,kA
)pˆjA + fg
iAjA[ξka(lnf),k],iA + ξ
k
a,iAk
pˆjA
)
f−
1
2
+iξkaυA,k. (3.22)
After using Eqs. (2.13),(2.14) or (2.18), (2.19) one obtains
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[HˆA, Hˆa] = ic
A
Aa
1
2
f−
1
2 pˆiAg
iAjAf pˆjAf
− 1
2 + iξkaυA,k
+
1
2
f−
1
2
(
fgiAjA[ξka(lnf),k],iA + ξ
k
a,iAk
pˆjA
)
f−
1
2 . (3.23)
The first two terms in (3.23) are ic
(A)
Aa Hˆ(A) (there no sum over label A). Then we have to
see whether the last term is zero. Actually,
[ξka(lnf),k],iA + ξ
k
a,iAk
= [ξka(lnf),k + ξ
k
a,k],iA = [f
−1(ξkaf),k],iA = C
β
aβ,iA
= 0. (3.24)
Thus the demonstration is completed. Ωˆ is Hermitian thanks to the choice (3.8) and is
nilpotent due to the factorization (3.19).
IV. UNITARY TRANSFORMATION AND CONSTRAINT OPERATORS
The former results can be generalized, whenever one takes into account transformations
leaving the BRST system invariant. In fact, the essential properties of Ωˆ (Hermiticity and
nilpotency) are not modified under a unitary transformation
Ωˆ→ eiCˆ Ωˆ e−iCˆ , (4.1)
This transformation defines a new set of first class constraint operators. By choosing
Cˆ =
1
2
[ηˆ1 F1(q
i) Pˆ1 − Pˆ1 F1(q
i) ηˆ1 + ηˆ2 F2(q
j) Pˆ2 − Pˆ2 F2(q
j) ηˆ2]
= ηˆ1 F1(q
i) Pˆ1 + ηˆ
2 F2(q
j) Pˆ2 +
i
2
F1(q
i) +
i
2
F2(q
i)
= −Pˆ1 F1(q
i) ηˆ1 − Pˆ2 F2(q
j) ηˆ2 −
i
2
F1(q
i)−
i
2
F2(q
i), F1,2(q) > 0, (4.2)
and using the identities
eiηˆ
A FA(q
i) PˆA = 1 + iηˆA (eFA(q
i) − 1) PˆA, (4.3)
eiPˆA FA(q
i) ηˆA = 1 + iPˆA (e
FA(q
i) − 1) ηˆA, (4.4)
one obtains
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Ωˆ = ηˆ1e
F1−F2
2 Hˆ1e
F1+F2
2 + ηˆ1ηˆ2ie
F1+F2
2 [Hˆ1, e
−F2]e
F1+F2
2 Pˆ2
+ ηˆ2e
F2−F1
2 Hˆ2e
F1+F2
2 + ηˆ2ηˆ1ie
F1+F2
2 [Hˆ2, e
−F1 ]e
F1+F2
2 Pˆ1
+
1
2
ηˆ1ηˆ2eF1+F2 cˆa12Pˆa + ηˆ
ae−
F1+F2
2 Hˆae
F1+F2
2
+ ηˆ1ηˆa
(
cˆ11a − ie
F1−F2
2 [Hˆa, e
−F1]e
F1+F2
2
)
Pˆ1
+ ηˆ2ηˆa
(
cˆ22a − ie
−F1+F2
2 [Hˆa, e
−F2 ]e
F1+F2
2
)
Pˆ2 +
1
2
ηˆaηˆbCcabPˆc (4.5)
Thus one can identify constraint operators and structure functions in Eq. (4.5),
Hˆ1 =
1
2
e
F1−F2
2 f
− 1
2
1 pˆi1g
i1j1f1pˆj1f
− 1
2
1 e
F1+F2
2 + eF1υ1, (4.6)
Hˆ2 =
1
2
e
F2−F1
2 f
− 1
2
2 pˆi2g
i2j2f2pˆj2f
− 1
2
2 e
F1+F2
2 + eF2υ2, (4.7)
Hˆa = e
−
F1+F2
2 f
1
2 ξiapˆif
− 1
2 e
F1+F2
2 . (4.8)
The resulting constraint operators, Eqs. (4.6),(4.7), correspond to scaled super-Hamiltonian
constraints HA = e
FAHA. One can name G
iAjA = eFAgiAjA, VA = e
FAυA to write
Hˆ1 =
1
2
e
F1−F2
2 f
− 1
2
1 pˆi1e
−F1Gi1j1f1pˆj1f
− 1
2
1 e
F1+F2
2 + V1, (4.9)
Hˆ2 =
1
2
e
F2−F1
2 f
− 1
2
2 pˆi2e
−F2Gi2j2f2pˆj2f
− 1
2
2 e
F1+F2
2 + V2, (4.10)
with the corresponding structure functions
CˆBAB = ie
F1+F2
2 [HˆA, e
−FB ]e
F1+F2
2
=
1
2
e
FA
2 f−
1
2 [pˆiAfg
iAjAFB,jA + FB,jAfg
iAjA pˆjA]f
− 1
2 e
FA
2 , (4.11)
Cˆa12 = e
F1+F2
2 cˆa12, (4.12)
CˆAAa = cˆ
A
Aa + ξ
i
a(FA),i, (4.13)
Cˆcab = Cˆ
c
ab. (4.14)
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All the operators and structure functions are ordered in such a way they satisfy,
[Hˆ1, Hˆ2] = Cˆ
1
12(q, p)Hˆ1 + Cˆ
2
12(q, p)Hˆ2 + Cˆ
a
12Hˆa, (4.15)
[HˆA, Hˆa] = Cˆ
(A)
Aa Hˆ(A), (4.16)
[Hˆa, Hˆb] = Cˆ
c
abHˆc (4.17)
(there is no sum over label A), i.e., the algebra is free from anomalies at the quantum level.
Of course, the scaling of constraints does not modify the dynamics of the system. How-
ever the constraint algebra looks different: the Eq. (4.16) now involves all constraints and
the structure functions are no longer constant. Since the only consequence of the proposed
unitary transformation is the scaling of the super-Hamiltonians, the commutators among
supermomenta remain unchanged.
V. PHYSICAL INNER PRODUCT
To complete the quantization it is necessary to define a physical inner product where the
spurious degrees of freedom are frozen by means of gauge fixing conditions (see also Ref. [15]).
Here it is relevant to take into account the role played by the invariance transformations of
the theory: (i) general coordinate transformation, (ii) linear combinations of supermomenta
constraints, (iii) scaling of super-Hamiltonian constraints. The physical inner product for
Dirac wave functions
(ϕ1, ϕ2) =
∫
dq [
m+2∏
δ(χ)] J ϕ∗1(q) ϕ2(q) (5.1)
(where J is the Faddeev-Popov determinant and χ represents m + 2 gauge conditions)
must be invariant under any of these transformations. By regarding the behavior of the
constraint operators under transformations (i-iii) one realizes that the Dirac wave functions
should transform according to [5]
13
ϕ→ ϕ′ = (detA)
1
2 e−
F1+F2
2 ϕ, (5.2)
A being the matrix of the combination of linear constraints. Therefore the Faddeev-Popov
determinant J in the physical inner product should change in opposite way, in order that
the inner product remains unchanged.
In Eq. (5.1) there arem functions χ fixingm coordinates associated to the supermomenta
constraints, whose characteristics are very well known. So, let us pay attention to the
remaining two gauge fixing functions, which come from the super-Hamiltonians and are
involved with the scaling transformation. As it was shown in previous works, the scaling
factor can be associated either with a positive definite potential (intrinsic time case [5]) or
with the norm of a conformal Killing vector (extrinsic time case [6]). Up to this point it
has not been necessary to make any assumption on the potentials of the super-Hamiltonians
(except for their functional dependence). However, some care about the type of potential
must be taken to fix the gauge. If the potentials are definite positive, the time is intrinsic and
the scaling factor of the super-Hamiltonians will be the potentials themselves: FA = lnVA
and the associated gauge condition will be the one studied in Ref. [5]. If the time is extrinsic,
the scale factors are associated with the norm of a conformal Killing vector for each super-
Hamiltonian: FA = ln|~ξA|
−2 and the inner product will be the one defined in Ref. [6].
However, there are m + 2 constraints in the theory, so we need one more gauge con-
dition. Since, this finite dimensional model mimics the constraint algebra of general rela-
tivity, the two subspaces (qi1) and (qi2) are interpreted as the field at two different points
of the space-time, and so the super-Hamiltonians H1 and H2 are regarded as “the super-
Hamitonian” evaluated in two diferent points in space-time. Then, we suppose that both
super-Hamiltonian have the same type of time, and in fact, both contain the same time. So,
we propose as the remaining gauge condition
χ = δ(t1 − t2). (5.3)
This gauge condition can be naturally retrieved in the framework of the multiple time
14
formalism [9–11]. Therefore, in both cases -intrinsic and extrinsic time- the inner product
is regularized by including Eq. (5.3) in the already known set of m+ 1 gauge conditions.
VI. CONCLUSIONS
In this work we managed to naturally extend the previous ordering findings of Refs. [5–7]
to the interesting case of systems subject to more than one super-Hamiltonian constraint.
As long as we know, this is the first work that treat ordering problems in such case and
it also prove the power of the BRST formalism for providing the necessary tools for the
treatment of invariance properties at the quantum level. By taking advantage of these
invariance transformations of the theory, in particular the scaling invariance of the super-
Hamiltonians, we were able to raise a nontrivial algebra between the super-Hamiltonians
and to find the anomaly-free ordering, namely Eqs. (4.15)-(4.17). In this case, each scaling
independently contribute with a term, involving also the momenta constraints. The role
played by the invariance transformations, and how they modify the operator ordering, has
been briefly discussed in Sec. V (see also Refs. [5,6] for a more in depth analysis).
When a finite dimensional system is proposed as a model for quantizing a general covari-
ant theory (such as for example, general relativity), always remains the suspicion about the
real competence of the model when it is compared with the infinite dimensional case. How-
ever, we can learn something about the ordering of the constraint operators that must be
applied to both cases: the invariance transformation of the theory substantially modify the
ordering. For example, if one admits that the super-Hamiltonian in the infinite dimensional
case can be scaled, then the ordering for the supermomenta cannot be a simple functional
derivation with respect to the canonical field variable, as usually appears in the literature,
but it must “wear” the scaling factors in both sides of it.
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