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Abstract
Interproximation methods for surfaces can be used to construct a smooth surface interpolating some data points and
passing through speci.ed regions. In this paper we study the use of mixed splines, that is smoothing splines with additional
interpolation constraints, to solve the interproximation problem for surfaces in the case of scattered data. The solution is
obtained by solving a linear system whose structure can be improved by using “bell-shaped” thin plate splines. c© 2001
Elsevier Science B.V. All rights reserved.
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1. Introduction
The study of the interproximation problem for surfaces, i.e., the problem of interpolating given
data {Di}Ni=1, where each Di can either be a point or a region, appears to be of great interest in
many .elds such as computer aided design. However, while various authors have investigated the
interproximation problem for curves (for example [4,5,8,11] and references quoted therein), little has
been done for surfaces so far ([1,11]). In particular, in [11] the authors solved the interproximation
problem for surfaces by minimizing a strain energy based on the squared principal curvatures using
bicubic B-splines. This is done by working with gridded data and parallelepiped regions and using
nonlinear programming techniques with linear constraints.
In this work, mixed splines are used to solve the interproximation problem for surfaces in the
case of scattered data for parallelepiped or spheric regions via the solution of a linear system.
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The idea of a mixed spline is to combine given interpolation constraints with a natural measure
of smoothness and a standard measure of goodness-of-4t. For example, a bidimensional mixed spline
of order 2 can be obtained as the solution of the constrained variational problem
min
f(xi)=zi ; i=1;:::; n



∑
||=2
2
!
∫
R2
(Df(x))2 dx +
m∑
j=1
w2j (f(j)− j)2

 ;
where  ∈ N2 is the multi-index and Df denotes the th derivatives of f. The points {xi ; zi}ni=1
and {j; j}mj=1 with xi ; j ∈ R2 and zi; j ∈ R are the data, {wj}mj=1 are suitable positive weights and

¿0 is a smoothing parameter.
Moreover, in this paper, attention is given to the choice of suitable weights ensuring the solvability
of the interproximation problem and providing a more local approach when the smoothing parameter

 is .xed. Furthermore, the use of “bell-shaped” thin plate splines is proposed to improve the
structure of the linear system resulting from the interproximation problem.
The outline of the paper is as follows. In Section 2, the mixed splines are introduced in the space
D−2L2(R2), the space of all the functions with second derivatives in L2(R2). Their application to the
interproximation problem for the functional case is investigated in Section 3. Furthermore, in that
section, a procedure is given for the choice of suitable weights and the use of “bell-shaped” thin
plate splines is discussed. In Section 4, the parametric case is analyzed. In Sections 3 and 4, some
graphs are given to illustrate the method for the functional and the parametric case.
2. Denition and characterization of mixed splines in D−2L2(R2)
In this section we recall the de.nition of the space D−2L2(R2), then we state a characterization
theorem for a mixed spline in that space. We refer to [3, Sections 1:1:4 and 2:3:3] for all the proofs
of the presented results.
Let D−2L2(R2) be the space of all the functions with second derivatives in L2(R2). This space is
a semi-Hilbert space if equipped with the scalar semi-product
(f; g) =
∫
R2
∑
||=2
2
!
(Df(x))(Dg(x)) dx; (1)
where  ∈ N2 is a multi-index and Df is the th derivatives of f, inducing the semi-norm |f|. It
can be proved that any reproducing kernel of D−2L2(R2) is a map H : R2×R2 → R, H (x; y)=v(x−y)
with v satisfying 2v = , where  is the Laplacian operator and  is the Dirac distribution. The
function v can be, for example,
v(x) =
1
16
‖x‖2log(‖x‖2): (2)
Theorem 2.1. Let k1; : : : ; kn; l1; : : : ; lm be n + m continuous linear independent functionals from
D−2L2(R2) to R and zi; i = 1; : : : ; n; and j; j = 1; : : : ; m be given data. Let H be a reproducing
kernel of D−2L2(R2) and p1; p2; p3 be a basis for P1; the linear polynomial space. In addition; let
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{ki}ni=1 and {lj}mj=1 be such that; if ki(p) = 0; i = 1; : : : ; n and lj(p) = 0; j = 1; : : : ; m with p ∈ P1;
then p= 0. Thus; the variational problem
min
ki(u)=zi ; i=1;:::; n


|u|2 +
m∑
j=1
(lj(u)− j)2

 (3)
has a unique solution  in D−2L2(R2); called mixed spline; with the following expression:
(x) =
n∑
i=1
iki(H (x; •)) +
m∑
j=1
jlj(H (x; •)) +
3∑
r=1
!rpr(x): (4)
The vector = (T; T; T)T ∈ Rn+m+3 with = (1; : : : ; n)T; = (1; : : : ; m)T and = (!1; !2; !3)T is
the solution of the linear system
(G + 
I ′)= e; (5)
where
G =


G11 G12 C1
G21 G22 C2
CT1 C
T
2 0

 ; I ′ =


0 0 0
0 I 0
0 0 0

 : (6)
The block matrices Gij; i; j=1; 2 are obtained by applying the linear operators to the reproducing
kernel and to the basis p1; p2; p3; that is
(G11)ij = kikj(H (•; •)); i = 1; : : : ; n; j = 1; : : : ; n;
(G12)ij = kilj(H (•; •)); i = 1; : : : ; n; j = 1; : : : ; m;
(G21)ji = ljki(H (•; •)); i = 1; : : : ; n; j = 1; : : : ; m;
(G22)ij = lilj(H (•; •)); i = 1; : : : ; m; j = 1; : : : ; m;
(C1)ir = ki(pr); i = 1; : : : ; n; r = 1; : : : ; 3;
(C2)jr = lj(pr); j = 1; : : : ; m; r = 1; : : : ; 3:
(7)
I is the identity matrix of order m and e = (z1; : : : ; zn; 1; : : : ; m; 0; 0; 0)T: Furthermore; the mixed
spline  satis4es the following conditions:
{
ki() = zi; i = 1; : : : ; n;
lj() = j − 
j; j = 1; : : : ; m: (8)
3. Mixed splines interproximating functional data
In this section, .rst we discuss a weight choice procedure which guarantees the solvability of the
interproximation problem in the case of functional data via the solution of the linear system (5).
Then, we introduce a basis to improve the structure of (5).
4 C. Conti, R. Morandi / Journal of Computational and Applied Mathematics 130 (2001) 1–16
Given {xi ; zi}ni=1; xi ∈ R2; zi ∈ R, a set of points to be interpolated and {j; Ij}mj=1, j ∈ R2,
Ij = [aj; bj] and aj; bj ∈ R, a set of regions to be approximated, a function  is a solution of the
interproximation problem for the given data if it satis.es
(xi) = zi; i = 1; : : : ; n;
(j) ∈ Ij; j = 1; : : : ; m:
(9)
To solve this problem, we suppose that {xi}ni=1 and {j}mj=1 are such that if p ∈ P1, p(xi) =
0; i = 1; : : : ; n; p(j) = 0; j = 1; : : : ; m; then p= 0. Furthermore, we de.ne n+ m continuous linear
independent functionals k1; : : : ; kn, l1; : : : ; lm from D−2L2(R2) to R as
ki(f) :=f(xi); i = 1; : : : ; n; lj(f) :=wjf(j); j = 1; : : : ; m;
where {wj}mj=1 are suitable positive weights. With the previous choice, the mixed spline  satis.es
(xi) = zi; i = 1; : : : ; n;
(j) = j − 
j; j = 1; : : : ; m:
(10)
Hence, the choice
j :=
aj + bj
2
; j = 1; : : : ; m (11)
ensures the existence of an interproximating mixed spline at least for 
 = 0. In that case, we are,
actually, dealing with an interpolation problem whose solution is guaranteed by the hypotheses on
the data [10]. Since a not zero smoothing parameter is preferable, Theorem 2.1 is used with 
¿ 0
to obtain an interproximating mixed spline expressed as
(x) =
n∑
i=1
iH (x; xi) +
m∑
j=1
wjjH (x; j) +
3∑
r=1
!rpr(x): (12)
Thus,  = (T; T; T)T ∈ Rn+m+3 with  = (1; : : : ; n)T,  = (1; : : : ; m)T and  = (!1; !2; !3)T is the
solution of the linear system
(G + 
I ′)= e: (13)
Here, the blocks of the matrix G, de.ned as in (6), are
(G11)ij = v(xi − xj); i = 1; : : : ; n; j = 1; : : : ; n;
(G12)ij = wjv(xi − j); i = 1; : : : ; n; j = 1; : : : ; m;
(G21)ji = wjv(xi − j); i = 1; : : : ; n; j = 1; : : : ; m;
(G22)ij = wiwjv(j; j); i = 1; : : : ; m; j = 1; : : : ; m;
(C1)ir = pr(xi); i = 1; : : : ; n; r = 1; 2; 3;
(C2)jr = wjpr(j); j = 1; : : : ; m; r = 1; 2; 3
(14)
with v given in (2) and e = (z1; : : : ; zn; w11; : : : ; wmm; 0; 0; 0)T.
3.1. Choosing the weights for functional data
In [8] the authors proved that the interproximation problem for curves can be solved by means
of a suitable choice of the smoothing parameter 
¿ 0. A similar proof could be given for surfaces
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too. However, if 
 is .xed, it is essential to determine suitable weights ensuring the solvability of
the interproximation problem. Furthermore, the modi.cation of some of the weights can provide us
additional degrees of freedom for design and a more local approach. Therefore, we now discuss a
strategy to select suitable weights.
Let  be the mixed spline de.ned by (12). As (xi)=zi; i=1; : : : ; n; to solve the interproximation
problem,  has to satisfy
(j) ∈ Ij; j = 1; : : : ; m; (15)
that is
aj6(j)6bj; j = 1; : : : ; m: (16)
Using (10) and (11), conditions (16) can be written as
|j|6wj(bj − aj)2
 ; j = 1; : : : ; m: (17)
Let d = minj=1; :::;m{(bj − aj)=2} and w = minj=1; :::;m{wj}. A condition for the previous inequality is
given by
‖‖∞6wd
 : (18)
Let G∗ ∈ R(n+m+3)×(n+m+3) be the following matrix:
G∗ =


G∗11 G
∗
12 C
∗
1
G∗21 G
∗
22 C
∗
2
(C∗1 )
T (C∗2 )
T 0

 ; (19)
where G∗ij ; i; j = 1; 2 are de.ned as in (14) with wj = 1; j = 1; : : : ; m. Let W
∗ ∈ R(n+m+3)×(n+m+3) be
the matrix
W ∗ =

 I 0 00 W 0
0 0 I

 ; (20)
where W = diag(w1; : : : ; wm) is a diagonal matrix of order m, and let I ′ be the matrix of order
n+ m+ 3
I ′ =

 0 0 00 I 0
0 0 0

 (21)
and I is the identity matrix of order m. Thus, the linear system (5) can be written as
(W ∗G∗W ∗ + 
I ′)=W ∗e∗; (22)
where e∗ = (z1; : : : ; zn; 1; : : : ; m; 0; 0; 0)T.
After a little algebra, the previous system becomes
(G∗ + 
I ′(W ∗)−2)	 = e∗; (23)
where 	=W ∗, that is 	=(; W; )T. The existence of the solution of the interproximation problem,
if 
 is .xed, is guaranteed by the following theorem. From now on, for the sake of simplicity, the
symbol ‖ · ‖ will denote ‖ · ‖∞.
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Theorem 3.1. Let 
 be the smoothing parameter 4xed a priori; d = minj=1; :::;m{(bj − aj)=2}, w =
minj=1; :::;m{wj}; with w¿1 and 	0 such that G∗	0=e∗ with G∗ de4ned by (19). Let * be the positive
solution of the equation
l+2 − 
‖	0‖+ − 
l‖(G∗)−1‖= 0:
If w¿max{1; *; (
‖(G∗)−1‖)1=2}; then the interproximation problem is solved via mixed spline.
Proof. Let 	0 be such that
G∗	0 = e∗: (24)
Regarding the matrix 
I ′(W ∗)−2 as a perturbation of the matrix G∗, it can be easily shown that, if

‖I ′(W ∗)−2‖61=‖(G∗)−1‖, we can write (see, for example, [2, Chapter 4])
‖	 − 	0‖6‖(G
∗)−1‖(‖
I ′(W ∗)−2‖‖	0‖)
(1− ‖(G∗)−1‖‖
I ′(W ∗)−2‖) : (25)
Thus, we get
‖	‖6 ‖	
0‖
(1− ‖(G∗)−1‖‖
I ′(W ∗)−2‖) : (26)
Because ‖
I ′(W ∗)−2‖= 
=w2, it holds that
‖	‖6 ‖	
0‖
(1− (
=w2)‖(G∗)−1‖) : (27)
Using (27), condition (18) is satis.ed if
‖	0‖
(1− (
=w2)‖(G∗)−1‖)6
wd


: (28)
After a little algebra, we arrive at
dw2 − 
‖	0‖w − 
d‖(G∗)−1‖¿0: (29)
Thus, in conclusion, w has to satisfy
w¿max{(
‖(G∗)−1‖)1=2; *}; (30)
where * denotes the positive solution of the equation
d+2 − 
‖	0‖+ − 
d‖(G∗)−1‖= 0:
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A weight choice procedure: Now a procedure is proposed for the choice of suitable weights, for
a .xed value of 
:
1. Set k = 1; w1j = 1; j = 1; : : : ; m
2. initialize the matrix W with diagonal entries {wkj }mj=1 and kk = 0
3. solve (G∗ + 
I ′(W ∗)−2)	 = e∗
4. for j = 1; : : : ; m
if wkj ¡ 2
|j|=(bj − aj)
set wkj =max{2wkj ; 2
|j|=(bj − aj)} and set kk = 1
otherwise continue
5. if kk = 0
stop the procedure
otherwise
set k = k + 1; and go to step 2
It should be noted that as the weights tend to in.nity, the matrix in the linear system (23) tends
to the matrix in (19), that is the interproximation problem reduces to the interpolation problem.
3.2. Bell-shaped thin plate splines
It is known that solving (13) is not recommended from a computational point of view. Thus,
conforming to the approach presented in [9], we here point out that suitable basis functions can
be chosen to improve the structure of the linear system (13). To this purpose, we state a theorem
which is a particular case of the results presented in [6] characterizing the so-called “bell-shaped”
thin plate splines.
We .rst need the following de.nition.
Denition 3.1. Let A be a P4-unisolvent subset of R2, that is ∀{ya}a∈A, ya ∈ R, ∃!p ∈ P4: ∀a ∈
A; p(a) = ya: Let b ∈ A and  ∈ N2 be a multi-index such that || = 4. Let us denote by 2 the
bi-Laplacian operator. Then, 2A;b is called a P4-exact A-discretization of 2 at b if and only if
(i) ∃.= (.a)a∈A| ∀f; 2A;b(f) =
∑
a∈A
.af(• − (b− a));
(ii) ∀p ∈ P4; 2A;b(p) = 2(p):
(31)
In the following, bell-shaped thin plate splines are de.ned.
Theorem 3.2. Let v(x) = (1=16)‖x‖2log(‖x‖2) which satis4es 2v =  where  is the Laplace
operator and  the Dirac distribution. Let 2A;b be the P4-exact discretization of 2 where A is a
P4-unisolvent set. The function
Bb = 2A;bv (32)
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is a thin plate spline and satis4es
Bb(x) =‖x‖→∞ O(‖x‖−3): (33)
For the proof we refer to [6].
Fig. 1 shows the graph of a bell-shaped thin plate spline along with its knots.
As a bell-shaped thin plate spline de.ned in (32) can be written in terms of the reproducing
kernel, it is possible to de.ne a matrix transformation T so that a mixed spline  becomes
(x) =
n∑
i=1
˜iBxi(x) +
m∑
j=1
˜jBj
(x) +
3∑
r=1
!˜rpr(x) (34)
with ˜T = ((˜)T; (˜)T; (˜)T) solution of the linear system
G T ˜= e: (35)
Obviously, the bell-shaped thin plate splines de.ned on the boundary points use suitable additional
knots.
3.3. Numerical results for functional data
In this section some graphs are given to illustrate the method for the functional case with 
= 1.
The 17 interpolation points denoted by the symbol ‘o’ in Fig. 4 are obtained by evaluating the
Franke function
f(x; y) =
3
4
exp
(
−(9x − 2)
2 + (9y − 2)2
4
)
+
3
4
exp
(
−(9x + 1)
2
49
+
(9y + 1)
10
)
+
1
2
exp
(
−(9x − 7)
2 + (9y − 3)2
4
)
− 1
5
exp
(
−(9x − 4)2 − (9y − 7)2
1
)
; (36)
displayed in Fig. 2 at the points {xi}17i=1 represented with the same symbol in Fig. 3. Concerning the
approximation regions {j; Ij}20j=1, with Ij =[aj; bj], the j points are shown in Fig. 3 by the symbol
‘∗’ while aj and bj are shown in Fig. 4 by the symbol ‘+’.
Fig. 4 shows the interproximating mixed spline with weights determined using the strategy pre-
sented in Section 3.1.
4. Mixed spline interproximating nonfunctional data
When dealing with parametric surfaces, the interproximation problem can be formulated as follows.
Given n points {Pi}ni=1; Pi ∈ R3 and m regions {Rj}mj=1; Rj ∈ R3; a surface : [0; 1] × [0; 1] → R3
is a solution of the interproximation problem if it satis.es the following conditions:
∃si ∈ [0; 1]× [0; 1]: (si) = Pi ; i = 1; : : : ; n;
∃tj ∈ [0; 1]× [0; 1]: (tj) ∈ Rj; j = 1; : : : ; m:
(37)
To obtain such a , the technique described in the previous section is applied to each component of
the parametric surface. For the sake of simplicity, we use the same smoothing parameter 
 and the
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Fig. 1. A bell-shaped thin plate spline and its knots.
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Fig. 2. Function (36).
Fig. 3. {xi}17i=1 and {j}20j=1 points.
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Fig. 4. The interproximating function.
same weights for each component of the surface even though diOerent smoothing parameters and=or
diOerent weights can be chosen.
In the following, we provide a theorem ensuring the solvability of the interproximation problem
for the case of parallelepiped regions, Rj = [a1j ; b
1
j ]× [a2j ; b2j ]× [a3j ; b3j ]; j = 1; : : : ; m; using the same
arguments as for Theorem 3.1.
Theorem 4.1. Let 
 be the smoothing parameter. Let
di = min
j=1;:::;m
{(bij − aij)=2}; i = 1; 2; 3; w = minj=1;:::;m{wj}; with w¿1
and *i; i = 1; 2; 3 be the positive solutions of the equations
di+2 − 
‖	0i ‖+ − 
di‖(G∗)−1‖= 0; i = 1; 2; 3;
where the matrix G∗ is given by (19) and the vectors 	0i ; i = 1; 2; 3; are analogous to 	
0 in (24);
for the 4rst; second and third components of the surface; respectively.
If
w¿max{1; *1; *2; *3; (
‖(G∗)−1‖)1=2} (38)
then conditions (37) are satis4ed.
In the case of spheric regions, with center Qj and radius rj, the mixed spline has to satisfy
min
u∈[0;1]2
{‖(u)− Qj‖2}6rj; j = 1; : : : ; m: (39)
12 C. Conti, R. Morandi / Journal of Computational and Applied Mathematics 130 (2001) 1–16
Fig. 5. (a)–(b).
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Fig. 5. (c)–(d).
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Fig. 6. (a)–(b).
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Fig. 6. (c)–(d).
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A theorem analogous to the previous one can be stated taking into account ‖ · ‖2 instead of the
in.nity norm ‖ · ‖. Concerning the weight choice, a procedure analogous to the one presented in
Section 3.2 can be used, where the absolute value has to be substituted by the in.nity norm for the
case of parallelepiped regions or by the Euclidean norm for the case of spheric regions.
4.1. Numerical results for nonfunctional data
The following .gures show the application of mixed splines to interproximate nonfunctional data
deduced by the data sets given in [7]. The parameter values are obtained using the algorithm proposed
in [7]. For all the examples, in the .rst .gure the interpolation data points are denoted by the symbol
‘∗’, while the spheres represent the approximation regions. Furthermore, the second and the third
.gure show the approximation surfaces obtained after some iterations of the weight choice procedure
described in Section 3.1. Finally, the fourth .gure shows the surface meeting the interproximation
conditions. The value of 
 is equal to 1 for all the tests. The procedure iteration number for
Figs. 5(b) and (c) is equal to 1 and 3, for Figs. 6(b) and (c), it is equal to 1 and 4, respectively.
Finally, the procedure iteration number is equal to 6 and 8 for Figs. 5d and 6d, respectively.
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