A standard technique in nonlinear analysis, for establishing that an equation has a solution, consists of finding a mapping whose fixed points correspond to the solutions of the equation and then applying a topological fixed point theorem. A fixed point theory initiated by Jakob Nielsen in the 1920s is concerned with the number (rather than just the existence) of fixed points [8] . In 1950, Jean Leray [11] suggested that Nielsen fixed point theory might therefore be useful in proving that equations have multiple solutions. In this paper, we apply Neilsen fixed point theory to a class of parametrized equations in which the parameter space is finite-dimensional.
Section 1 is concerned with the modification of some techniques from [1] , to obtain a form of Nielsen theory suited to the analytic problem. Section 2 presents a description of the problem in operator theoretic language and contains the main result of the paper (Theorem 2.3) which gives sufficient conditions for the topological methods of the first section 52 ROBERT F. BROWN to be applicable to this problem. Some specfic types of problems for parametrized nonlinear differential systems which can be formulated as operator theory problems of the type of §2 are described in §3. In §4 we examine more closely one of the problem types of §3: the three-point boundary value problem for a second-order system of parametrized nonlinear ordinary differential equations. The final section presents the analysis of two specific problems which illustrate the characteristics and the techniques of the Nielsen fixed point theory method.
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Fixed point theory.
Let F:X -+ X be a map (that is, a continuous function) of a topological space. Suppose that for some subset S oί X and for Wcontaining S U F(S) there exists a retraction p\W-> S, that is, a map such that ρ\S, the restriction of p to S, is the identity. Then the retract /: S -> S of the map F with respect to p is defined by / = p(F\S). The map F is retractable onto S with respect to p if Fix(/) = Fix(jp) Π S, where Fix( ) denotes the set of fixed points. (For a more leisurely exposition of these definitions, see the first three sections of [1].) It will be convenient to have the following alternative definitions of retractability which are easily shown to be equivalent: PROPOSITION 1.1. Let F:X -> X be a map, then the following are equivalent:
(a) Fis retractable onto S with respect to p:
A subset of a space is called precompact if its closure is compact. Now suppose that X is a normed linear space and that F:X -* X is completely continuous, that is, F is continuous and, for any bounded subset B of X, the set F(B) is precompact. Thus if such an F is retractable onto a bounded set S, then its retract / is a compact map, that is, its image f(S) is precompact. If, moreover, S is an absolute neighborhood retract (ANR), then there is a fixed point index theory that applies to / [5] and therefore the Nielsen number N(f) can be defined as in [12] . Maps /, g: S -> S are said to be compactly homotopic if there is a compact map Jίf:S X [0,1] -> S such that Jίf(x, 0) = /(JC) and Jί?(x, 1) = g(x) for all x G S. The Nielsen number is a compact homotopy invariant, that is, if / and g are compactly homotopic maps on an ANR, then N(f) = N(g). The other property of the Nielsen number we will need in the next section is: PROPOSITION 1.2. Let X be a normed linear space, let S be an ANR imbedded as a bounded subset of X, and let F:X -> X be a completely continuous map retractable onto S with retract f: S -> S, then F has at least N(f) fixed points in S.
In order to make use of the retractability concept in the analytic problems below, we will need to employ a stronger hypothesis based on form (b) of Proposition 1.1. For μ > 0 and Q a subset of a normed linear space X, with norm denoted by || ||, let
A map F: X -> X will be called μ-retractable onto a subset S oΐ X if there exists W containing S U jV μ {F(S)) and a retraction p: W -> S such that if y e W\ S and p(y) = x then \\y -F(x)|| > μ. The relationship between retractability and μ-retractability we will exploit is described by: PROPOSITION 1.3. // U,V:X -> X are maps on a normed linear space such that, for some μ > 0, the map U is μ-retractable onto a subset S with respect to a retraction p and ||F(JC)|| < μ for all x e S, then the map F = (/ -f V: X -> X is retractable onto S with respect to the same retraction.
Proof. Suppose y = F(x) for some xeS, then \\y -U(x)\\ = ||F(x)|| < μ by hypothesis. Since U is μ-retractable, we know Λ^(ί7(S)) c W so y e W and we have shown that S U F(S) c W. Now if y is a point of W\S and x = p(y), then y Φ F(x) because otherwise ||F(JC)|| = \\y -U(x)\\> μ, contrary to hypothesis. Therefore F is retractable with respect to p by Proposition l.l (b) . D
The examples in §5 will make use of two easily-established results concerning μ-retractability of maps F: X -> X, where X = R", n = 1,2.
Let S = [r, i?] be a closed interval where r > 0, let W = (0, oo) and define p r R : W -> S by It is convenient at this point to establish the notation we will use for vectors in R". Let XJG R" SOI = (x l9 x 2 ,..., x n ) and similarly for y; then x y = x x y λ + x 2 y 2 + +x ;? j w and | JC| = (x x) ι/2 . Now taking n = 2, suppose we have real numbers 0 < r < R and we define the annulus 2. Operator theory. Let E and F be Banach spaces, let L: E -» F be an isomorphism, let H: E X R" -> F be a completely continuous map, and let B: E -> R w be a bounded linear operator onto R". We will be concerned with the problem: find (y,λ) ^ E X R n such that Ly = H(y,λ), By = 0.
We will define a self-mapping T oϊ E X R" whose fixed points are the solutions of (*). For that purpose, we let E o denote the kernel of B and (u,λ 
It is not difficult to show that if H is a completely continuous function, then T is also completely continuous. THEOREM 
The fixed points of T are the solutions to (*).
Proof. Suppose T(y,λ) = (y, λ); then i?y = 0 because the image of T is in 2s 0 X R". Furthermore, by the definition of T we are assuming that yL' ι H + (y, λ) = (y, λ) which is the same as by the lemma. If we apply the linear function L to both sides, the equation becomes H + (y,λ) = Ly + Lσ(λ). Since we defined H + (y,λ) = i/(.y, λ) 4-Lσ(λ), we have shown that Ly = i/(j, λ) also holds. Conversely, suppose (y 9 λ) satisfies Ly = H(y,λ); then from the definition we have L~ιH + (y, λ) = y 4-σ(λ). If we also suppose that By = 0, then y 4-σ(λ) = y~ι(y, λ) by the lemma and thus T(y, λ) = (y, λ). D
We wish to find conditions on the problem (*) so that T is retractable onto an ANR imbedded as a bounded subset of £ X R n . Then Proposition 1.2 will, in principle at least, produce multiple solutions to (*). For that purpose, we introduce a condition on H which we require for the rest of the paper:
HYPOTHESIS: if(0, λ) Φ 0 for some λeR". (2) ), let us focus for a moment on the map T {2) :E XR n -> R". From the definitions and the linearity of B it follows that we can write
The hypothesis assures us that this is a useful definition at least to the extent that Φ λ Φ H λ for some λ. Then we write Γ (2) in the form (2.2) where Π : R /7 -> R' 2 is defined by
As a final preliminary to our main result, we say that a map F: X -> X on a normed linear space satisfies the Leray-Schauder condition (cf. [9] ) for some v > 0 if ||x|| = v implies F(x) Φ ωx for all ω > 1. More briefly, we will write that "F is v -LS".
The result that permits us to apply §1 to problems of the form (*) is:
. Suppose there exist positive real numbers μ and v and an ANR S a compact, locally contractible subset of W such that (a) Π is μ-retr'actable onto S with respect to a retraction ρ s : W -> S\ call its retract π\S->S, (b) for each AGS, the map L ι H λ :E -> E is v -LS, (c) λ e S and \\y\\ < v imply
Then (*) has at least N(π) solutions (y, λ) with \\y\\ < v and λeS.
REMARKS. Before giving the proof of the theorem, we present a brief analysis which offers some insight into why the hypotheses above might lead to the stated conclusion. It is enough to know from hypothesis (a) that Π is retractable to deduce by Proposition 1.2 that it has fixed points λ ; with j = 1,2,..., JV(ττ). Since H λ is completely continuous, we can use the Schauder Fixed Point Theorem to conclude that the v -LS condition (b) produces a solution ^λ to Ly λ = H(y λ ,λ) for each λeS, where ||j>λll ^ v -We might then propose (j> ; , λ y ), j = 1,2,..., N(π), where Ly f = H(y λ y ), as N(π) distinct solutions to (*). But they are usually not solutions because Π(λ y ) = λ y implies only that BL~ιH{Q, λ y ) = 0 whereas the condition we require is that By j = 0 or, equivalently in this case (note equation (2.1)), that BL~ιH(y j9 \j) = 0. The point is that in order for hypotheses (a) and (b) really to produce the predicted number N(π) of solutions to (*), they must be related by a hypothesis such as (c). In §5, we will analyse a problem concerning a parametrized differential equation (Proposition 5.1) which is of type (*). We will show that the problem satisfies hypotheses (a) and (b) of Theorem 2.3, yet there are no nontrivial solutions. In another example (5.2), we will consider a parametrized differential system giving rise to a problem of type (*) and satisfying all the hypotheses of Theorem 2.3, so there are at least N(π) solutions (y 9 λ). In fact, Π has exactly N(π) fixed points in S in this example. However, if Π(λ 0 ) = λ 0 , it turns out that there is no y G E such that (y, λ 0 ) is a solution to the system. Thus the solutions provided by Theorem 2.3 are not obtained merely by solving the finite-dimensional topological fixed point problem for Π and then combining that solution mechanically with the solution to an analytic problem arising from an a priori estimate. As Proposition 5.2 demonstrates, there is a more subtle interplay between the topology and the analysis, identified through the use of a compact-homotopy invariant: the Nielsen number. We prove Theorem 2.3 in two steps, of which the first is: :E -* E defined by T£\y) = T {l \y,λ\ except, as we saw in the proof above, when T (2) (y, λ) = λ for some y e D. For an arbitrary λ G S, we have no need to demand that Γ λ (1) satisfy any Leray-Schauder type conditions. This is an important distinction because a priori estimates implying Leray-Schauder conditions are available in the literature for the operators of the form L~ιH λ (see Theorem 4.5 below) but not for those of the type of Γ λ (1) . The rest of the proof of Theorem 2.3 is carried out in the next lemma. We note that D X S is an ANR because D is [2] , and S is [7] , and the cartesian product of two ANRs is an ANR [3] .
Since by Lemma 2.4 we know that T is retractable onto D X S, then Propositions 1.2 and 2.2 tell us there are at least N(τ) solutions to (*), where r:D X S -> D X S is the retract of T with respect to p. Thus Theorem 2.3 is immediate from: LEMMA 2.5. Under the hypotheses of Theorem 2.3, N(τ) = N(π).

Proof. Define JίT:D X S X [0,1]-^ D X S by jr(y,λ,t)
= p(^1>( 7 ,λ),Π(λ) + tBL-ι Φ λ (y)). The next type is called a "three-point boundary value problem" (compare [13] ). 
The mapping J(? is well-defined because hypotheses (a) and (c) of Theorem 2.3 imply that Π(λ) + tBL~ιΦ λ (y) is in
G(t,s)y(s)ds
where G:
t{s -1) iΐO < t < s <1.
We again use the superposition operator for H but now we set By = a
The following type of problem comes from [4] , where it is viewed as a control problem with finite-dimensional control space. The next type of problem is based (when n = 1) on a model of an adiabatic tubular chemical reactor [10] , in which case we could be trying to choose a value of one of the parameters λ of the input so that the effluent leaves the reactor at a required temperature A. Proof. We still have E c Q 2 [0,l] but now y e E if it satisfies the condition £y'(0) = j>(0). Again F = C π°[ 0,1] X R" but here Ly = (βy" -y\ y(l)). The operator H is exactly as in the previous proposition while we set By = y\\).
• Let Ω be a region of R w whose boundary 3Ω is a smooth, compact (ra -l)-manifold. Let H^ be the Sobolev space of L 2 -functions y:Ω -> R' 7 with L 2 first and second derivatives and let E be the subspace of Hĉ onsisting of functions that are zero on 3Ω. The Laplacian Δ: E -> L 2 (Ω) = F is an isomorphism. Define B:E -> R" by 5y = f Ω y(x) dx. Making use of the superposition operator as before, we have 
Three-point boundary value problems.
We will discuss problems of the form
where h: [0,1] X R 3n -> R" is a map, as in Proposition 3.2. The main result of this section, Corollary 4.6, presents sufficient conditions on h so that hypothesis (b) of Theorem 2.3 is satisfied by these three-point boundary value problems. We will make use of this result in the final section. In addition, the result on which it is based (Theorem 4.5) illustrates how estimates in the literature may be modified to verify hypothesis (b).
From the proof of Proposition 3.2, we observe that where the last inequality depends on Holder's Inequality because we then have that 1 < p < p f implies \\y\\ (p) < \\y\\( P >y Now suppose that σ < 1/2. Then similarly,
•
Now we are ready to establish an a priori estimate for solutions to a class of Dirichlet boundary value problems for ordinary differential systems. The argument follows one in [6] , but we give it in some detail because we need an explicit description of the a priori bound whereas all that was required for [6] was a proof that some bound exists. In order to obtain an easily-stated result, we considerably strengthen the hypotheses of the original result, Theorem 8.1, in particular limiting ourselves to second-order systems in which no first-derivative terms appear. (2) The argument for the last inequality is that \\y\\ {2) ^ \\yIIo an d the condition y(0) = 0, the Fundamental Theorem of Calculus, and Schwarz's Inequality imply that \y(x)\ < 11/11(2) for all x.
We have shown that ||/|| (2 ) Proof. Suppose y £ E such that L~ιH λ (y) = ωy for some ω > 1 and some λeS. Then y(0) = j(l) = 0 by the definition of E in Proposition 3.2, and also ωy"(x) = h(x, y 9 λ). Thus y is a solution to [y(0) On the other hand, certainly H-SL" (a,-β) shows that Π | S is homotopic to reflection of S about the horizontal axis, which is a map of degree -1. Thus 77 is a map of degree -1. On the other hand, N(π) = |(degree of 77) -1| by [8] , so N(π) = 2. We note for later use that Fix(7τ) = Fix(Π) Π S (since Π is retractable onto £), which in this particular case consists of precisely two points: ( (-4η) Thus L '// λ is 3f -LS for all λ e 5 where f is the positive zero of /(x) = x -105 -(.29)x 1/3 . We may take ζ = 107.
