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On non-abelian Lubin-Tate theory for GL(2)
in the odd equal characteristic case
Takahiro Tsushima
Abstract
In this paper, we define a family of affinoids in the tubular neighborhoods of CM points
in the Lubin-Tate curve with suitable level structures, and compute the reductions of them
in the equal characteristic case. By using e´tale cohomology theory of adic spaces due to
Huber, we show that the cohomology of the reductions contributes to the cohomology
of the Lubin-Tate curve. As an application, with the help of explicit descriptions of the
local Langlands correspondence and the local Jacquet-Langlands correspondence due to
Bushnell-Henniart via the theory of types, we prove the non-abelian Lubin-Tate theory
for GL(2) in the odd equal characteristic case in a purely local manner. Conversely, if we
admit the non-abelian Lubin-Tate theory, we can recover the explicit descriptions of the
two correspondences geometrically.
1 Introduction
It is known that the cohomology of Lubin-Tate spaces simultaneously realizes the local Lang-
lands correspondence (LLC, shortly) and the local Jacquet-Langlands correspondence (LJLC,
shortly) for general linear groups over non-archimedean local fields. This is conjectured in [Ca2].
This is called the Deligne-Carayol conjecture or the non-abelian Lubin-Tate theory (NALT, for
shortly). This has been proved in [Bo] in the equal characteristic case and [HT] in the mixed
characteristic case respectively. The proofs depend on global automorphic representations, and
Shimura variety or Drinfeld modular variety. In [St2], [Mi] and [Mi3], by a purely local and
geometric method, the LJLC is proved to be realized in the cohomology of the Lubin-Tate
space. A purely local and geometric proof of the corresponding assertion for the LLC is not
known. Since the NALT is a generalization of the Lubin-Tate theory, it is hoped that it is
proved in a local approach.
To obtain such a proof, it is necessary to understand the cohomology of the Lubin-Tate
space with respect to the cohomology of the reductions of some affinoid subdomains in it (cf.
[Ha]). In this paper, in the odd equal characteristic case, we define a family of affinoids near
CM points in the Lubin-Tate tower, determine the reductions of them, and analyze the middle
cohomology of them. By relating such analysis to the cohomology of the Lubin-Tate curve using
e´tale cohomology theory of rigid analytic varieties given in [Hu2], we obtain a new geometric
proof of the NALT for GL(2) without depending on global automorphic representations and
geometry of Drinfeld modular curves.
In [We4], Weinstein defines a family of affinoids in the Lubin-Tate perfectoid curve, and
determines the reductions of them. As a result, with the help of the NALT, he classifies
2010 Mathematics Subject Classification. Primary: 11G25; Secondary: 11F80.
1
irreducible components into four types in the stable reductions of the Lubin-Tate curves with
Drinfeld level structures up to purely inseparability.
In this paper, without using perfectoid space, we explicitly compute the reductions of affi-
noids in the Lubin-Tate curves with finite level structures of two types in the equal characteristic
case. In the unramified case, we use the Lubin-Tate curve with Drinfeld level structures. This
curve has a nice simple formal model (2.2), which is very compatible with the points which have
complex multiplication by the ring of integers in the quadratic unramified extension. In the
ramified case, we use the Lubin-Tate curve with Iwahori level structures whose formal model
is given in [GL]. Its natural formal model (2.31) is very compatible with the points which
have complex multiplication by the rings of integers in quadratic ramified extensions. In the
equal characteristic case, the formal model (2.31) is described through the theory of coordinate
modules, which is developed in [Ge]. A group action on this model is very explicitly described
in [GL]. This model is originally used to explicitly compare Lubin-Tate tower with Drinfeld
tower. Also for our purpose, this model plays a very nice role.
The image of the affinoid by the level lowering map between Lubin-Tate curves equals a
closed disk. This fact implies that the reductions are considered to be “new components”
in each level. It seems difficult to determine all “old components” in the stable reduction of
Lubin-Tate tower without cohomological understanding of Lubin-Tate tower. In our proof of
the NALT for GL(2), it is unnecessary to compute all irreducible components in the stable
reduction of Lubin-Tate tower. This is a key point in our proof.
In §2, we define affinoids near CM points and compute the reductions of the affinoids. The
reductions are classified into three types (cf. Lemma 2.9, Proposition 2.10 and Proposition 2.12).
This classification fits into the one given in [We4, Theorem 1.0.1]. The other one except for
the three is a projective line. Since the middle cohomology of it is trivial, we will not consider.
As for several previous works on types of irreducible components in the stable reductions of
modular curves or Lubin-Tate curves, see [We4, Introduction]. The idea to study affinoids
near CM points in order to understand stable coverings of modular curve or Lubin-Tate curve
appears in [CMc, Corollary 4.2] first in the literature. This idea is used also in [We4] at infinity
level in a general setting. Originally, CM points on Lubin-Tate spaces are studied in [Gr] and
[GH] (cf. [Fa]).
In §3, we calculate the group action on the reductions in §2, which is induced by the
group action on the Lubin-Tate tower. Similar descriptions are predicted in [We3]. In [We3],
he constructs a stable curve over a finite field with appropriate group action, whose middle
cohomology realizes the NALT for GL(2).
In §4, we collect some known facts on the first cohomology of some curves. To relate the co-
homology of the reductions of the affinoids to the cohomology of the Lubin-Tate curve, Lemma
4.5 plays a key role. Let K be a non-archimedean local field. Let p be the residue characteristic
of K. By this lemma, for a rigid analytic variety X over K and its affinoid subdomainW, ifW
has good reduction, under some condition on the cohomology of the canonical reduction W of
W, we can relate the cohomology of the reduction W to the cohomology of the total space X.
This fact is an immediate consequence of a comparison theorem between formal nearby cycles
and usual nearby cycles in [Hu2, Theorem 0.7.7] (cf. (4.12)). Note that Lemma 4.5 works for any
dimensional case. It could be possible to prove it also by using Berkovich’s results in [Be] and
[Be2]. Let ℓ 6= p be a prime number. For the reductionsW of the affinoidsW in the Lubin-Tate
curve in §2 except for the level zero case, the canonical map f : H1c (WFp ,Qℓ)→ H
1(WFp,Qℓ)
is an isomorphism. This follows from the fact that the reduction is isomorphic to a curve
of Artin-Schreier type associated to a monomial (cf. Corollary 4.11). For the level zero case,
the map f becomes an injection on the cuspidal part of H1c (WFp,Qℓ) by Lemma 4.18.1. The
cuspidal part is well-understood through a small part of the Deligne-Lusztig theory in [DL].
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To apply Lemma 4.5, we use these properties of the reductions. The depth zero case, in any
dimensional case, is studied in [Yo].
Let WK denote the Weil group of K, and let D denote the quaternion division algebra over
K. In the following, we assume that K has odd characteristic. In Theorem 5.17.2, on the basis
of the theory of types for GL(2) and results in [Mi] and [St], we give explicit and geometric
one-to-one correspondences between the following three sets:
• G0(K): the set of isomorphism classes of two-dimensional irreducible smooth representa-
tions of WK ,
• A01(D): the set of isomorphism classes of irreducible smooth representations of D
× of
degree > 1, and
• A0(K): the set of isomorphism classes of irreducible cuspidal representations of GL2(K),
in the first cohomology of the Lubin-Tate curve. This is our main result in this paper. Theorem
5.17 is reduced to the assertion for special cases (Proposition 5.16). To do so, we need to
understand group action on the set of geometrically connected components of Lubin-Tate tower.
In §5.2.2, this is done by using results on the Lubin-Tate side in [GL, V.5]. Roughly speaking,
the result, which we use, asserts that the action of G = GL2(K) × D
× ×WK on the set of
geometrically connected components of the Lubin-Tate tower realizes the Lubin-Tate theory
(cf. the proof of Corollary 5.15). Note that the action of an open compact subgroup of G on
π0 of the Lubin-Tate space with Drinfeld level structures is studied in [St2] in a purely local
manner. Since we need an information on the action of a larger subgroup of G on the set,
we need to use determinant morphisms explicitly constructed in [GL]. It is known that the
cohomology of Lubin-Tate curve realizes the LJLC with multiplicity two by [Mi] and [St] (cf.
the proof of Theorem 5.18). Their proofs do not depend on any global method. To prove
Theorem 5.17.2, their results play an important role. On the basis of the analysis in §2, §3
and §4, Proposition 5.16 will be proved in a purely local manner in §6. In §6, we describe
representations appearing in the middle cohomology of the reductions. To describe them in the
unramified case, we use linking orders studied in [We] and [We4].
By the work of Bushnell-Henniart in [BH], the three sets G0(K) A01(D), and A
0(K) are
simply parametrized by admissible pairs (L/K, χ), where L/K is a quadratic separable exten-
sion and an appropriate character χ of L× (cf. (5.7)). For example, starting from an admissible
pair (L/K, χ), we can construct a smooth representation πχ of an open compact-mod-center
subgroup Jχ of GL2(K) through representation theory of a finite Heisenberg group. Then, the
compact induction of πχ from Jχ to GL2(K) is an irreducible cuspidal representation of GL2(K)
(cf. §5.1). As above, the theory of types gives a recipe to construct irreducible cuspidal repre-
sentations. An explicit description of the LLC and the LJLC via the theory of types is given
in [BH]. We call the description the explicit LLC and the LJLC. See Theorem 5.8 for precise
statements of them. This theory is established in a purely local and representation-theoretic
method without geometry. See [Hen] for more developments in this direction.
In §5.2, we introduce a direct consequence of Theorem 5.17. In Theorem 5.19, we show that
under Theorem 5.17, the explicit LLC and the LJLC is equivalent to the NALT for GL(2). In
this sense, a new proof of the NALT for GL(2) is obtained in a local approach.
We emphasize that, in the proof of our main theorem, it is unnecessary to understand a
whole shape of the stable reduction of the Lubin-Tate curve with each finite level structure.
To prove it, it is enough to understand the first cohomology of the affinoids in this paper. To
justify this, the e´tale cohomology theory in [Hu2] is needed. To apply this theory, we need to
work at finite levels. It has been an anxious problem for us to relate the cohomology of the
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reductions of affinoids to the one of Lubin-Tate tower. As explained above, this is settled by
understanding the shape of the reductions of affinoids and by just applying Huber’s theory. It
makes possible for us to obtain a geometric proof of NALT for GL(2) without depending on
global automorphic representations. Our approach will be applied to higher dimensional case
in a subsequent paper. We note that the analysis given in §2 and 3 is elementary and explicit.
In the case where the residual characteristic equals two, it seems unknown to define a
family of affinoids in a systematic or conceptual way. An example of a semi-stable model of
some Lubin-Tate curve in the residual characteristic two case is found in [IT]. In [IT2], the
LLC for primitive representations of conductor three over dyadic fields is proved.
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Notation. For a non-archimedean valued field K, let OK denote the valuation ring of K, and
let pK denote the maximal ideal of OK . We set FK = OK/pK . For a non-archimedean local
field K, let U0K = O
×
K and, for a positive integer n ≥ 1, let U
n
K = 1 + p
n
K . Let vK(·) denote the
normalized valuation of K. For a prime number p and a positive integer r ≥ 1, let Fpr denote
the finite field of cardinality pr.
2 Reductions of affinoids
In this section, we define affinoids of two types in the Lubin-Tate curve and determine the
reductions of them over some finite extension of a base field. One is contained in tubular neigh-
borhoods of points which have complex multiplication by the ring of integer in the unramified
quadratic extension of the base field. The other is contained in tubular neighborhoods of points
which have complex multiplication by the rings of integers in ramified quadratic extensions.
Except for the depth zero case, their reductions are isomorphic to some Artin-Schreier curves as
in Proposition 2.10 and Proposition 2.12. In the depth zero case, the reduction of the affinoid
is isomorphic to the Deligne-Lusztig curve for a special linear group of degree two over finite
fields.
2.1 Preliminary on the canonical reduction
In this subsection, we recall several known facts on the canonical reduction of an affinoid. Let
K be a complete non-archimedean valued field of height one. Let X = SpA be a reduced
affinoid variety over K. Let | · |sup be the supremum norm on A. We set
A◦ = {x ∈ A | |x|sup ≤ 1} : the set of all power-bounded elements,
A◦◦ = {x ∈ A | |x|sup < 1} : the set of all topologically nilpotent elements
(cf. [BGR, Propositions 1 and 2 in §6.2.3]). Then, A◦ is a subring of A, and A◦◦ is an ideal of
A◦. Then, we set
A = A◦/A◦◦.
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This is called the canonical reduction of A (cf. [BGR, §6.3] and [BL, §1]). We write X for
SpecA, which we simply call the reduction of X. This is reduced, because | · |sup is a power-
multiplicative norm. Let
Tn,K = K〈X1, . . . , Xn〉
be the free Tate algebra in n indeterminates over K (cf. [BGR, §5.1.1]). Then, we have
T ◦n,K = OK〈X1, . . . , Xn〉,
where the right hand side denotes the pK-adic completion of OK [X1, . . . , Xn]. We take a
surjective morphism of K-affinoid algebras α : Tn,K ։ A. Let | · |α be the residue norm on A
associated to α. We write Aα for the image of T
◦
n,K by α. Then, we have
Aα = {x ∈ A | |x|α ≤ 1}.
This is a subring of A◦, because we have |x|sup ≤ |x|α for any x ∈ A.
We keep the following lemma in mind whenever we compute the reductions of affinoids in
the proceeding sections.
Lemma 2.1. We assume that Aα ⊗OK FK is reduced. Then, we have | · |sup = | · |α on A.
Furthermore, we have
A◦ = Aα ⊃ A
◦◦ = pKAα,
A = Aα ⊗OK FK = A
◦ ⊗OK FK .
Proof. By [BLR, Proposition 1.1], we obtain | · |sup = | · |α on A, and hence A
◦ = Aα. By
[BGR, Proposition 3 (i) in §6.4.3], we have A◦ = α(T ◦n,K) and A
◦◦ = α(T ◦◦n,K). Hence, we obtain
A◦◦ = α(pKT
◦
n,K) = pKAα. Hence, the claims follow.
Remark 2.2. By the reduced fiber theorem in [BLR, Theorem 1.3], for any geometrically
reduced affinoid K-algebra A, there exist a finite separable extension K ′ over K, and an
epimorphism α : Tn,K ′ → A⊗K K
′ such that Aα ⊗OK′ FK ′ is reduced.
2.2 Morphisms between formal schemes
In this subsection, we fix some terminology on formal geometry (cf. [Be] and [Be2]).
Let K be a complete non-archimedean valued field. A morphism of affine formal schemes
Spf A → S = Spf OK is topologically finitely generated if A is OK-isomorphic to T
◦
n,K/J ,
where J is a finitely generated ideal of T ◦n,K . A morphism of formal schemes X → S is locally
finitely presented if it is locally isomorphic to Spf A, where Spf A→ S is topologically finitely
presented.
Let OK-Fsch denote the category of formal schemes which are locally finitely presented
over S. Assume that the valuation of K is non-trivial. Let a ∈ pK \ {0}. For an object
X ∈ OK-Fsch and a positive integer n, let Xn denote the scheme (X ,OX/a
nOX ), which is
locally finitely presented over Spec(OK/a
n).
Definition 2.3. A morphism Y → X in OK-Fsch is said to be e´tale if for any positive integer
m, the induced morphism of schemes Ym → Xm is e´tale.
Clearly, this notion is independent of the choice of a.
Let ÂnS be an n-dimensional formal affine space Spf T
◦
n,K .
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Definition 2.4. A morphism Y → X in OK-Fsch is said to be smooth if locally the map
factors through an e´tale morphism Y → ÂnS×̂SX .
Assume that K has a discrete valuation.
Definition 2.5. Let X ∈ OK-Fsch. We say that X → Spf OK is smoothly algebraizable if
there exists a scheme X which is smooth, separated and of finite type over SpecOK , and whose
formal completion along the special fiber Xs = X ⊗OK FK is isomorphic to X over S.
A smoothly algebraizable formal scheme X → Spf OK is smooth in the sense of Definition
2.4.
2.3 Unramified components
In the following, we fix a non-archimedean local field F . We simply write p for pF . We write
q for the cardinality of FF . Assume that the characteristic of F equals p. We fix a separable
algebraic closure of F , for which we write F . Let F ur be the maximal unramified extension
of F in F . We write F̂ ur for the completion of F ur. We write F for the residue field of OF̂ ur.
Every formal module considered in this paper is assumed to be one-dimensional. Let F0 be
the formal OF -module over F of height two, which exists uniquely up to isomorphism. We take
a uniformizer ̟ of F . We choose a coordinate of F0 such that
[̟]F0(X) = X
q2 , X +F0 Y = X + Y, [a]F0(X) = aX for a ∈ Fq. (2.1)
Let C be the category of complete noetherian local OF̂ ur-algebras A with residue field F. Let
pA denote the maximal ideal of A. For n ≥ 0, let R(p
n) denote the functor which associates to
A ∈ C the set of isomorphism classes of triples (FA, ρ, φ), where FA is a formal OF -module
over A with an isomorphism of OF -modules ρ : F0
∼
−→ FA ⊗A F and the OF -homomorphism
φ : (OF/p
n)2 → FA[p
n](A) ⊂ pA is a Drinfeld level p
n-structure in the sense of [Dr, Definition
in p. 572]. This means that the polynomial
∏
x∈(OF /pn)
2(X−φ(x)) divides [̟′n]FA(X) in A[[X ]]
for any prime element ̟′ of F . The functor R(pn) is representable by a regular local ring R(pn)
by [Dr, Proposition 4.3].
We can choose an isomorphism OF̂ ur[[u]] ≃ R(1) such that the universal formal OF -module
F univ over Spf R(1) has the form:
[̟]Funiv(X) = X
q2 + uXq +̟X,
X +Funiv Y = X + Y, [a]Funiv(X) = aX for a ∈ Fq
(cf. [St, Proposition 5.1.1 (ii)] and [We2, (2.2.1)]). We simply write [a]u for [a]Funiv for a ∈ OF .
We set µ1(S, T ) = S
qT − ST q ∈ Z[S, T ].
For a formal scheme M, we write Mrig for the rigid analytic variety associated to M. The
rigid analytic variety Mrig is called the generic fiber of M. For an integer n ≥ 0, we write
X(pn) for Spf R(pn)rig (cf. [Ca2, §1.2]). For a positive integer n ≥ 1, we have the natural
explicit description of R(pn):
R(pn) = OF̂ ur[[u,Xn, Yn]]/In, (2.2)
where In is generated by
[̟n]u(Xn), [̟
n]u(Yn), µ1
(
[̟n−1]u(Xn), [̟
n−1]u(Yn)
)q−1
−̟. (2.3)
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The parameters Xn and Yn are regarded as sections of F
univ[pn]. The final relation in (2.3)
comes from the condition that (Xn, Yn) makes a Drinfeld basis of F
univ[pn]. We simply write
X1 and Y1 for [̟
n−1]u(Xn) and [̟
n−1]u(Yn) respectively. Then, we have
µ1 (X1, Y1)
q −̟µ1 (X1, Y1) ∈ ([̟]u(X1), [̟]u(Y1)) = ([̟
n]u(Xn), [̟
n]u(Yn))
in OF̂ ur[[u,Xn, Yn]]. Hence, we have an isomorphism
R(pn) ≃ OF̂ ur [[u,Xn, Yn]] [µ1(X1, Y1)
−1]/ ([̟n]u(Xn), [̟
n]u(Yn)) .
The formal model (2.2) is used in [We2]. In [We2, §3.3], the formal model is described via an
explicit description of determinant of higher level structure.
Note that (2.2) is the base change of Spf OF [[u,Xn, Yn]]/In to Spf OF̂ ur. For 1 ≤ i ≤ n, we
set
[̟]u(Xi) = Xi−1, [̟]u(Yi) = Yi−1, (2.4)
where we set X0 = Y0 = 0.
Let F2 denote the quadratic unramified extension of F . Let F be the formal OF2-module
over OF2 such that
[̟]F (X) = X
q2 +̟X, X +F Y = X + Y, [a]F (X) = aX for a ∈ Fq2 (2.5)
(cf. [Gr] or [GH, §13]). Note that the isomorphism class of the pair
(
F ⊗̂OF2OF̂ ur, ρ
)
with the
natural isomorphism ρ : F0
∼
−→ F ⊗OF2 F corresponds to the OF̂ ur-valued point Spf OF̂ ur →֒
Spf OF̂ ur[[u]] defined by u 7→ 0. We consider the set of primitive ̟
n-torsion points of F :
F [pnF2]prim =
{
̟n ∈ F | [̟
n]F (̟n) = 0, [̟
n−1]F (̟n) 6= 0
}
. (2.6)
Let ̟n ∈ F [p
n
F2
]prim. We set ̟i = [̟
n−i]F (̟n) for 1 ≤ i ≤ n − 1. Let ζ ∈ Fq2 \ Fq. For
1 ≤ i ≤ n, we set
Xi = ̟i + S̟i, Yi = ζ̟i + T̟i. (2.7)
The parameters S̟i and T̟i depend on ̟i. However, we simply write Si and Ti for S̟i and
T̟i respectively. By (2.4) and (2.6), for 1 ≤ i ≤ n, we obtain
Sq
2
i +̟Si + u(̟
q
i + S
q
i ) = Si−1,
T q
2
i +̟Ti + u((ζ̟i)
q + T qi ) = Ti−1,
(2.8)
where S0 = T0 = 0. We put ζ1 = ζ
q − ζ . We have ζq1 + ζ1 = 0. By ζ /∈ Fq, we have ζ1 6= 0 and
ζq−11 = −1. We set
U̟i = ζ
qSi − Ti for any 1 ≤ i ≤ n. (2.9)
We simply write Ui for U̟i. By using (2.8), for 1 ≤ i ≤ n, we acquire
Sq
2
i +̟Si + u(̟
q
i + S
q
i ) = Si−1, (2.10)
U q
2
i +̟Ui + u (ζ1S
q
i + U
q
i ) = Ui−1, (2.11)
where U0 = 0.
Let k be a positive integer. We set m =
[
k+1
2
]
and h = (q2−1)−1. Let C be the completion
of F . We simply write v for the normalized valuation vF on F . We write also v for the unique
extension of v to C. Let Xn,k,ζ,̟n ⊂ X(p
n) be the affinoid defined by{
v(u) ≥ m, v(Sk) ≥ h/q
k−1, v(Uk) ≥ h if k is even,
v(u) ≥ m− 1
q+1
, v(Sk) ≥ h/q
k−1, v(Uk) ≥ h if k is odd.
(2.12)
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Lemma 2.6. On Xn,k,ζ,̟n, we have
v(u) ≥ m, v(Sm+i) ≥ h/q
2i−1 for 1 ≤ i ≤ m, v(Sm−i) ≥ i+ hq for 0 ≤ i ≤ m− 1,
v(Uk−i) ≥ i+ h for 0 ≤ i ≤ m, v(Ui) = v(uS
q
i /̟) for 1 ≤ i ≤ m
(2.13)
if k is even, and
v(u) ≥ m−
1
q + 1
, v(Sm−i), v(Uk−i) ≥ i+ h for 0 ≤ i ≤ m− 1,
v(Ui) = v(uS
q
i /̟), v(Sm+i) ≥ h/q
2i for 1 ≤ i ≤ m− 1
(2.14)
if k is odd.
Proof. These assertions immediately follow from (2.10) and (2.11).
In the following, we focus on the case where n = k.
Lemma 2.7. Let k ≥ 1 be a positive integer.
1. Assume that k = 1. The affinoid X1,1,ζ,̟1 is independent of ζ and ̟1.
Assume that k = 2. Let ̟k, ̟
′
k ∈ F [p
k
F2
]prim.
2. If v(̟k −̟
′
k) < h, we have Xk,k,ζ,̟k ∩Xk,k,ζ,̟′k = ∅ in X(p
k).
3. If v(̟k −̟
′
k) ≥ h, we have Xk,k,ζ,̟k = Xk,k,ζ,̟′k.
Proof. We prove the first assertion. The affinoid X1,1,ζ,̟1 is defined only by v(u) ≥
q
q+1
. Hence,
the required assertion follows.
We set ̟′i = [̟
k−i]F (̟
′
k) for 1 ≤ i ≤ k − 1. By (2.9), we have U̟i = −ζ1̟i + ζ
qXi − Yi
for 1 ≤ i ≤ k. Hence, in particular, we have
U̟k − U̟′k = −ζ1(̟k −̟
′
k). (2.15)
On Xk,k,ζ,̟k ∩Xk,k,ζ,̟′k, we have v(U̟k − U̟′k) ≥ h. Hence, the second assertion follows from
(2.15).
Assume that v(̟k − ̟
′
k) ≥ h. This implies that ̟i = ̟
′
i for 1 ≤ i ≤ k − 1. Hence, the
third assertion follows from the assumption, (2.7), (2.12) and (2.15).
Remark 2.8. Let ̟k, ̟
′
k ∈ F [p
k
F2
]prim. There exists a unique element a ∈ U
0
F2
/UkF2 such that
̟′k = [a]F (̟k). Note that
v(̟k − [a]F (̟k)) ≥ h ⇐⇒ a ∈ U
k−1
F2
/UkF2 .
For k ≥ 1, we put Kk = F̂
ur(̟k). By Lemma 2.7.1, we simply write X1,1 for X1,1,ζ,̟1. For
a field extension L/F̂ ur in C and a rigid analytic variety X over F̂ ur, we write XL for the base
change of X to L.
Lemma 2.9. We set
A1 = Γ
(
X1,1,K1,OX1,1,K1
)
.
Then, the formal scheme Spf A◦1 → Spf OK1 is smoothly algebraizable in the sense of Definition
2.5. Furthermore, we have isomorphisms
X1,1,K1 ≃ Spec
(
A◦1 ⊗OK1 F
)
≃ SpecF[X, Y ]
/(
(XqY −XY q)q−1 + 1
)
.
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Proof. In the sequel, we discuss onX1,1,K1. By setting u = ̟
q(q−1)
1 u0, X1 = ̟1X and Y1 = ̟1Y
with v(u0), v(X), v(Y ) ≥ 0, we have
(XqY −XY q)q−1 = −1
by µ1(X1, Y1)
q−1 = ̟. Hence, we obtain v(X) = v(Y ) = 0. Furthermore, we have
u0 = X
−(q−1) −Xq(q−1) = Y −(q−1) − Y q(q−1)
by [̟]u(X1) = [̟]u(Y1) = 0. We set f = (X
qY −XY q)q−1 + 1. Let
A′1 = OK1〈u0, X
±1, Y ±1〉
/ (
f, u0 −X
−(q−1) +Xq(q−1), u0 − Y
−(q−1) + Y q(q−1)
)
∼
←− OK1〈X
±1, Y ±1〉
/
(f) .
Then, A′1 ⊗OK1 F is reduced and A1 = A
′
1 ⊗OK1 K1. Hence, by Lemma 2.1, we obtain
A◦1 = A
′
1,
A1 ≃ A
◦
1 ⊗OK1 F ≃ F[X
±1, Y ±1]/(f).
(2.16)
We set
X = SpecOK1[X
±1, Y ±1]
/
(f) .
Then, X is smooth over SpecOK1 , and Spf A
◦
1 is isomorphic to the formal completion of X
along the special fiber Xs = X⊗OK1 FK1. Hence, the required assertions follow from (2.16).
Proposition 2.10. Assume that k ≥ 2. We set
Ak = Γ
(
Xk,k,ζ,̟k,Kk ,OXk,k,ζ,̟k,Kk
)
.
Then, the formal scheme Spf A◦k → Spf OKk is smoothly algebraizable. Furthermore, we have
isomorphisms
Xk,k,ζ,̟k,Kk ≃ Spec
(
A◦k ⊗OKk F
)
≃ SpecF[X, Y ]
/(
Xq
2
−X −
(
Y q(q+1) − Y q+1
)qk−1)
.
(2.17)
Proof. For any α ∈ Q≥0, we write f ≡ g mod α+ if v(f − g) > α. In the following, we always
consider on Xk,k,̟k,Kk . Assume that k is even. We write k = 2m. By (2.10), (2.11) and (2.13),
if m = 1, we have
U q
2
2 +̟U2 + uζ1S
q
2 ≡ U1 mod (1 + h)+,
̟U1 + uζ1S
q
1 ≡ 0 mod (2 + h)+,
Sq
2
2 ≡ S1 mod hq+,
̟S1 +̟
q
1u ≡ 0 mod (1 + hq)+,
(2.18)
and, if m > 1,
U q
2
k +̟Uk ≡ Uk−1 mod (1 + h)+,
̟Uk−i ≡ Uk−i−1 mod (i+ 1 + h) + for 1 ≤ i ≤ m− 2,
̟Um+1 + uζ1S
q
m+1 ≡ Um mod (m+ h)+,
̟Ui + uζ1S
q
i ≡ 0 mod v(̟Ui) + for 1 ≤ i ≤ m,
Sq
2i
m+i ≡ Sm mod hq + for 1 ≤ i ≤ m,
̟mSm +̟
q
1u ≡ 0 mod (m+ hq) + .
(2.19)
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By (2.18) and (2.19), we obtain
U q
2
k +̟Uk ≡
{
U1 − uζ1S
q
2 if m = 1,
Uk−1 ≡ Um+1/̟
m−2 if m > 1
≡
−uζ1S
q
m+1 + Um
̟m−1
≡ −
uζ1
̟m
(
̟Sqm+1 + S
q
m
)
≡
ζ1
̟q1
(
̟S
q(q+1)
m+1 + S
q+1
m
)
≡
ζ1
̟q1
(
̟S
qk−1(q+1)
k + S
qk(q+1)
k
)
mod (1 + h) + .
(2.20)
We set
u = ̟mu0 with v(u0) ≥ 0,
Uk = ζ1̟1X, Sk = ̟
q
m+1Y with v(X), v(Y ) ≥ 0.
(2.21)
By (2.18) and (2.19), we have
u0 ≡ −
Sm
̟q1
≡ −
Sq
k
k
̟q1
≡ −Y q
k
mod 0+,
where we use ̟q
k
m+1 ≡ ̟1 mod h+ at the third congruence. Hence, by (2.21), we obtain
f1,k(u0, X, Y ) = u0 + Y
qk − Fk(u0, X, Y ) = 0 (2.22)
with some polynomial Fk(u0, X, Y ) ∈ OKk [u0, X, Y ] such that v(Fk(u0, X, Y )) > 0. By substi-
tuting (2.21) to (2.20) and dividing it by ̟q
2
1 , we obtain
f2,k(u0, X, Y ) = X
q2 −X −
(
Y q(q+1) − Y q+1
)qk−1
−Gk(u0, X, Y ) = 0 (2.23)
with some polynomial Gk(u0, X, Y ) ∈ OKk [u0, X, Y ] such that v(Gk(u0, X, Y )) > 0. We con-
sider the subring in Ak:
A′k = OKk〈u0, X, Y 〉
/
(f1,k(u0, X, Y ), f2,k(u0, X, Y )) . (2.24)
Then, A′k ⊗OKk F is reduced, and Ak = A
′
k ⊗OKk Kk. Hence, by Lemma 2.1, we obtain
A◦k = A
′
k,
Ak ≃ A
◦
k ⊗OKk F ≃ F[X, Y ]
/(
Xq
2
−X −
(
Y q(q+1) − Y q+1
)qk−1)
.
(2.25)
Assume that k is odd. We write k = 2m− 1. Then, by (2.10), (2.11) and (2.14), we have
U q
2
k +̟Uk ≡ Uk−1 mod (1 + h)+,
̟iUk−1 ≡ Uk−i−1 mod (i+ 1 + h) + for 0 ≤ i ≤ m− 2,
̟Ui + uζ1S
q
i ≡ 0 mod v(̟Ui) + for 1 ≤ i ≤ m,
Sq
2i
m+i ≡ Sm mod h+ for 1 ≤ i ≤ m− 1,
Sq
2
m +̟Sm ≡ Sm−1 mod (1 + h)+,
̟iSm−1 ≡ Sm−i−1 mod (i+ 1 + h) + for 0 ≤ i ≤ m− 2,
̟S1 +̟
q
1u ≡ 0 mod (m+ h) + .
(2.26)
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Hence, we obtain
U q
2
k +̟Uk ≡
Um
̟m−2
≡ −
uζ1S
q
m
̟m−1
≡
ζ1Sm−1S
q
m
̟q1
≡
ζ1
̟q1
(
Sq
2
m +̟Sm
)
Sqm ≡
ζ1
̟q1
(
S
qk(q+1)
k +̟S
qk−1(q+1)
k
)
mod (1 + h) + .
(2.27)
We set
u = ̟m−1̟
q(q−1)
1 u0 with v(u0) ≥ 0,
Uk = ζ1̟1X, Sk = ̟mY with v(X), v(Y ) ≥ 0.
(2.28)
By (2.26) and (2.27), we have
f1,k(u0, X, Y ) = u0 +
(
Y q
2
− Y
)qk−1
− Fk(u0, X, Y ) = 0,
f2,k(u0, X, Y ) = X
q2 −X −
(
Y q(q+1) − Y q+1
)qk−1
−Gk(u0, X, Y ) = 0
with some elements Fk(u0, X, Y ), Gk(u0, X, Y ) ∈ OKk [u0, X, Y ] such that
v(Fk(u0, X, Y )), v(Gk(u0, X, Y )) > 0.
Let
A′k = OKk〈u0, X, Y 〉
/
(f1,k(u0, X, Y ), f2,k(u0, X, Y )) ⊂ Ak. (2.29)
Since A′k ⊗OKk F is reduced, and A
′
k ⊗OKk Kk = Ak, we obtain
A′k = A
◦
k,
Ak = A
◦
k ⊗OKk F ≃ F[X, Y ]
/(
Xq
2
−X −
(
Y q(q+1) − Y q+1
)qk−1) (2.30)
by Lemma 2.1. We set
∆k =
∣∣∣∣∣
∂f1,k
∂u0
∂f1,k
∂X
∂f2,k
∂u0
∂f2,k
∂X
∣∣∣∣∣ ∈ OKk [u0, X, Y ]
and
Vk = SpecOKk
[
u0, X, Y,∆
−1
k
] /
(f1,k, f2,k) .
Note that ∆k ≡ −1 mod pKk . Then, Vk → SpecOKk [Y ] is e´tale and hence Vk → SpecOKk is
smooth. By (2.24) and (2.29), the formal scheme Spf A◦k is isomorphic to the formal completion
of Vk along (Vk)s over Spf OKk . Hence, the required assertions follow from (2.25) and (2.30).
2.4 Ramified components
In this subsection, we assume that p 6= 2. Whenever we treat the ramified case, we always
assume this. We simply write 2 for Z/2Z. We consider the following formal scheme in [GL,
II.2.1]:
Spf OF̂ ur[[x1, x2]][(si,j)i∈2, 0≤j≤n]/Jn, (2.31)
where Jn is generated by
x1x2 −̟, s
q−1
i,0 − xi, s
q
i,j − xi−jsi,j − si,j−1 for i ∈ 2, 1 ≤ j ≤ n. (2.32)
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The model (2.31) is the base change of SpfOF [[x1, x2]][(si,j)i∈2, 0≤j≤n]/Jn to Spf OF̂ ur. We
write Y(pn) for the generic fiber of this formal scheme (2.31). If n = 2m − 1 is odd, the
formal scheme (2.31) equals
(
MLT ,B×m in the notation of [GL, Remarque II.2.3]. Hence, the
rigid analytic curve Y(pn) is the quotient of X(pm+1) by B×m = U
n+1
I in the notation of §3.5.
Let ((xi)i∈2, (si,j)i∈2, 0≤j≤n) ∈ Y(p
n). We set
ti,0 =
si,0
sqi−1,0
, ti,j =
si,j
si−j,0
for i ∈ 2 and 1 ≤ j ≤ n. (2.33)
Then, for i ∈ 2, we have
t1,0t2,0 = (s1,0s2,0)
−(q−1) = ̟−1,
tqi,j − ti,j =
{
ti,0 if j = 1,
ti,j−1ti−j+1,0 if 2 ≤ j ≤ n.
(2.34)
We take a second root of ̟, for which we write ̟E ∈ F . We set E = F (̟E). Let G be the
formal OE-module over OE such that
[̟E ]G (X) = X
q +̟EX, X +G Y = X + Y, [ξ]G (X) = ξX for ξ ∈ Fq (2.35)
(cf. [Gr]). For any positive integer i, we set
G [piE]prim =
{
̟E,i ∈ F | [̟
i
E]G (̟E,i) = 0, [̟
i−1
E ]G (̟E,i) 6= 0
}
. (2.36)
Let ̟E,n+1 ∈ G [p
n+1
E ]prim. We put
θi =
{
̟E,1 if i = 1,
[̟n+1−iE ]G (̟E,n+1)/̟E,1 if 2 ≤ i ≤ n.
Then, we have
θq−11 = −̟E , θ
q
2 − θ2 = −̟
−1
E
θqi − θi = −θi−1̟
−1
E for 3 ≤ i ≤ n+ 1.
(2.37)
The extension En+1 = E(̟E,n+1) = E(θ1, θn+1) is a Lubin-Tate extension of E of degree
qn(q − 1). Assume that s1,0s2,0 = θ
2
1. Then, for i ∈ 2, we have
ti,0 =
sq+1i,0
θ2q1
. (2.38)
Let k be a positive integer. For i ∈ 2, we set
si,0 = θ1 + θ
q
1u
0
i ,
ti,j =
{
−̟−1E + ui if j = 0,
θj+1 + ui,j if 1 ≤ j ≤ n.
(2.39)
By (2.34), (2.37), (2.38) and (2.39), for i ∈ 2, we have
ui = u
0
i +̟
q−1
E (u
0
i )
q(1−̟Eu
0
i ), (2.40)
u1 + u2 = ̟Eu1u2, (2.41)
uqi,j − ui,j =
{
ui if j = 1,
−̟−1E ui,j−1 + (θj + ui,j−1)ui−j+1 if 2 ≤ j ≤ n.
(2.42)
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We put
Ui =
{
u1 + u2 if i = 0,
u1,i + u2,i if 1 ≤ i ≤ n,
Qi =
{
̟Eu1u2 if i = 1,
u1,i−1ui + u2,i−1ui−1 if 2 ≤ i ≤ n.
(2.43)
By summing up equations (2.42) through i ∈ 2 respectively, and using (2.41) and (2.43), we
obtain
U qi − Ui =
U0 = Q0 if i = 1,−̟−1E Ui−1 + θiU0 +Qi if 2 ≤ i ≤ n. (2.44)
We define an affinoid subdomain Zn,k,̟E,k+1 by
v(u01) ≥
k − 2
4
, v
(
u1,[ k2 ]
)
≥ 4−1
(
k − 2
[
k
2
])
,
v(u1,j) = q
−1v (u1,j−1/̟E) for [k/2] + 1 ≤ j ≤ k, v(Uk) ≥ 0.
By (2.38)–(2.44), on Zn,k,̟E,k+1, we can check that
• for each i ∈ 2, v(xi +̟E) ≥ (k + 2)/4, v(u
0
i ) = v(ui) ≥ (k − 2)/4,
v(ui,j) ≥ (k−2j)/4 for 1 ≤ j ≤ [k/2], v(ui,j) = q
−1v (ui,j−1/̟E) for [k/2] + 1 ≤ j ≤ k,
and
• v(U0) ≥ (k − 1)/2, v(Ui) ≥ (k − i)/2 for 1 ≤ i ≤ k,
and
v(Qi) ≥
k − i
2
for 1 ≤ i ≤
[
k
2
+ 1
]
, v(Qi) >
k − i
2
for
[
k
2
+ 1
]
< i ≤ k. (2.45)
In the following, we consider only the case where n = k.
Lemma 2.11. Assume that p 6= 2. Let ̟E,k+1, ̟
′
E,k+1 ∈ G [p
k+1
E ]prim.
1. If v(̟E,k+1 −̟
′
E,k+1) < (q − 1)
−1, we have Zk,k,̟E,k+1 ∩ Zk,k,̟′E,k+1 = ∅ in Y(p
k).
2. If v(̟E,k+1 −̟
′
E,k+1) ≥ (q − 1)
−1, we have Zk,k,̟E,k+1 = Zk,k,̟′E,k+1.
Proof. The parameter Ui on Zk,k,̟E,k+1 actually depends on ̟E,i+1. So, in this proof, we write
U̟E,i+1 for Ui. We have U̟E,i+1 = t1,i + t2,i − 2θi+1. Hence, we have
U̟E,k+1 − U̟′E,k+1 = −2(θk+1 − θ
′
k+1). (2.46)
On Zk,k,̟E,k+1∩Zk,k,̟′E,k+1, we have v(U̟E,k+1−U̟′E,k+1) ≥ 0. Hence, the first assertion follows.
Assume that v(̟E,k+1 − ̟
′
E,k+1) ≥ (q − 1)
−1. This implies that θi = θ
′
i for 1 ≤ i ≤ k and
v(θk+1 − θ
′
k+1) ≥ 0. Therefore, the second assertion follows from the definition of Zk,k,̟E,k+1
and (2.46).
Proposition 2.12. Let k = 2m− 1 be an odd positive integer. We set Lk = F̂
ur(̟E,k+1). We
set
Bk = Γ
(
Zk,k,̟E,k+1,Lk ,OZk,k,̟E,k+1,Lk
)
.
Then, Spf B◦k → SpfOLk is smoothly algebraizable. Furthermore, we have isomorphisms
Zk,k,̟E,k+1,Lk ≃ Spec
(
B◦k ⊗OLk F
)
≃ SpecF[a, s]
/ (
aq − a− s2q
m)
.
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Proof. In the following, we always consider on Zk,k,̟E,k+1,Lk . By (2.44), we have
U1 ≡ −U0 ≡ −Q1 mod
k − 1
2
+,
Ui ≡
Ui−1
̟E
−Qi mod
k − i
2
+ for 2 ≤ i ≤ m,
Ui ≡
Ui−1
̟E
mod
k − i
2
+ for m+ 1 ≤ i ≤ k − 1,
U qk − Uk ≡ −
Uk−1
̟E
mod 0 + .
(2.47)
By (2.41), (2.40) and (2.42), for i ∈ 2, we have
−ui,1 ≡ ui ≡ u
0
i mod
k − 2
4
+,
ui,j ≡
ui,j−1
̟E
mod
k − 2j
4
+ for 2 ≤ j ≤ m− 1,
uqi,j ≡ −
ui,j−1
̟E
mod qv(ui,j) + for m ≤ j ≤ k.
(2.48)
We choose a second root (−1)(m−1)/2 ∈ F×q2 of (−1)
m−1. We set as follows:
U0 = ̟
k−1
E U0,0, Ui = ̟
k−i
E Ui,0 for 1 ≤ i ≤ k,
ui = (−1)
m−1
2 ̟m−2E θ
q−1
2
1 bi, u
0
i = (−1)
m−1
2 ̟m−2E θ
q−1
2
1 b
0
i ,
ui,j = (−1)
m−1
2 ̟m−1−jE θ
q−1
2
1 bi,j for 1 ≤ j ≤ m− 1,
ui,m = (−1)
m−1
2 ̟
− q−1
2
E,2 bi,m,
ui,m+j = (−1)
m−1
2
(
̟E,j+2
j+1∏
l=2
̟2E,l
)− q−1
2
bi,m+j for 1 ≤ j ≤ m− 1
(2.49)
with v(b0i ), v(bi), v(bi,j), v(Ui,0) ≥ 0. By using (2.48) and (2.49), we have
Q1 ≡ ̟
k−2
E u1,m−1u2,m−1 = (−1)
m̟k−1E b1,m−1b2,m−1 mod
k − 1
2
+,
Qi ≡ −̟
k−i−1
E
2∑
j=1
uj,m−1uj−i+1,m−1 = (−1)
m−1̟k−iE
2∑
j=1
bj,m−1bj−i+1,m−1 mod
k − i
2
+
for 2 ≤ i ≤ m. Hence, by (2.47), (2.48) and (2.49), we obtain
h1 = U0,0 + U1,0 −G0 = 0,
hi+1 = Ui,0 − (−1)
m
(
−b1,m−1b2,m−1 +
i∑
j=2
2∑
l=1
bl,m−1bl−j+1,m−1
)
−Gi = 0 for 1 ≤ i ≤ m,
hi+1 = Ui,0 − Ui−1,0 −Gi = 0 for m+ 1 ≤ i ≤ k − 1,
hk+1 = U
q
k,0 − Uk,0 + Uk−1,0 −Gk = 0,
hk+2 = b
0
1 − b1 −H0 = 0, hk+3 = b1,1 + b1 +H1 = 0,
hk+i+2 = b1,i − b1,i−1 −Hi = 0 for 2 ≤ i ≤ m− 1,
hk+i+2 = b
q
1,i − b1,i−1 −Hi = 0 for m ≤ i ≤ k,
(2.50)
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with some polynomials
Gi, Hi ∈ OLk
[
(Ui,0)0≤i≤k, b
0
1, b1, (b1,j)1≤j≤k
]
such that v(Gi), v(Hi) > 0. We consider the subring in Bk:
B′k = OLk
〈
(Ui,0)0≤i≤k, b
0
1, b1, (b1,j)1≤j≤k
〉
/Jk,
where Jk is generated by (2.50). Since B
′
k ⊗OLk F is reduced, and B
′
k ⊗OLk Lk ≃ Bk, we obtain
B′k ≃ B
◦
k , Bk = B
′
k ⊗OLk F (2.51)
by Lemma 2.1. We write a and s for Uk,0 and b1,k respectively. By b1,m−1 ≡ −b2,m−1 ≡ s
qm
mod 0+ and (2.50), we can check that
aq − a ≡ −Um,0 ≡ (−1)
m
(
−b1,m−1b2,m−1 +
m∑
i=2
2∑
j=1
bj,m−1bj−i+1,m−1
)
≡ s2q
m
mod 0 + .
Therefore, the reduction B′k ⊗OK FK is isomorphic to the affine curve defined by a
q − a = s2q
m
by (2.50). Hence, by (2.51), we obtain
Bk = B
◦
k ⊗OLk F ≃ F[a, s]
/ (
aq − a− s2q
m)
. (2.52)
We write (zi)1≤i≤2k+3 for ((Ui,0)0≤i≤k, b
0
1, b1, (b1,i)1≤i≤k). Let
∆′k = det
(
∂hi
∂zj
)
1≤i,j≤2k+2
∈ OLk [z1, . . . , z2k+3] .
Note that ∆′k ≡ −1 mod pLk . We put
Zk = SpecOLk
[
z1, . . . , z2k+3,∆
′−1
k
] /
(h1, . . . , h2k+2) .
Then, the natural map Zk → SpecOLk [z2k+3] is e´tale and hence Zk is smooth over SpecOLk .
Furthermore, the formal completion of Zk along (Zk)s is isomorphic to Spf Bk over SpfOLk .
Hence, the required assertions follow from (2.52).
Remark 2.13. We can prove that, if k is even, the affinoid Zk,k,̟E,k+1,Lk reduces to a disjoint
union of q copies of an affine line. Since we will not use this fact later, we omit the details of
the proof.
Remark 2.14. It is difficult to compute the reductions of Xn,k,ζ,̟n and Zn,k,̟E,n+1 for k < n in
general. In a representation-theoretic view point, the cohomology of Xn,n,ζ,̟n and Zn,n,̟E,n+1
is most interesting among {Xn,k,ζ,̟n}k≤n and {Zn,n,̟E,n+1}k≤n respectively. These realize “new
parts” in the cohomology of the Lubin-Tate curve. On the other hand, the cohomology of
Xn,k,ζ,̟n and Zn,k,̟E,n+1 for k < n is contained in “old parts” in the cohomology of the Lubin-
Tate curve. These things will be understood in this paper. In [T], we have computed the stable
reduction ofX(p2). Actually, in the stable reduction ofX(p2), many old irreducible components
appear. Similar examples in the mixed characteristic case can be found in [CMc2] and [T2].
For n > k, we expect that Xn,k,ζ,̟n has several connected components and, the restriction
of the canonical level lowering map X(pn) → X(pk) to each connected component induces a
purely inseparable map between their reductions. We expect that similar things happen for
Zn,k,̟E,n+1. In the tower of modular curves {X0(p
n)}n≥0, such a phenomenon in a special case
is observed in [T3].
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2.4.1 Relation with stable reduction of Lubin-Tate curve
The following corollary is a direct consequence of the analysis in the previous subsections. By
this, we obtain a partial information on the stable reduction of the Lubin-Tate curve. However,
we will not use this fact later.
Corollary 2.15. For each n ≥ 1, ̟n ∈ F [p
n
F2
]prim and ̟E,n+1 ∈ G [p
n+1
E ]prim, the reductions
of Xn,n,ζ,̟n and Zn,n,̟E,n+1 appear as open dense subschemes of irreducible components in the
stable reductions of X(pn) and of Y(pn) respectively.
Proof. By Propositions 2.10 and 2.12, the reductions of Xn,n,ζ,̟n,Kn and Zn,n,̟E,n+1,Ln are
smooth, and their smooth compactifications have positive genera. Hence, by [IT, Proposition
7.11], the required assertion follows.
3 Group action on the reductions
In this section, we give an explicit description of some group action on the reductions of the
affinoids in §2, which is induced by the group action on the Lubin-Tate tower summarized in
§3.1.
Let K be a non-archimedean local field, and K its algebraic closure. Let WK denote the
Weil group of K. Let aK : W
ab
K
∼
−→ K× be the Artin reciprocity map normalized such that a
geometric Frobenius is sent to a prime element in K. For σ ∈ W abK , let nσ ∈ Z be the image
of σ by the composite of aK and the normalized valuation vK : K
× → Z. For any Galois field
extension L/K, we write Gal(L/K) for the Galois group of the extension.
3.1 Review on group action on Lubin-Tate curve
We briefly recall a group action on Lubin-Tate curves. In the following, we always consider a
right action on spaces. Our main references are [Ca2], [Da], [Fa], [GL] and [St].
For any integer h ∈ Z, let R(h)(pn) denote the functor which associates to A ∈ C the
set of isomorphism classes of triples (FA, ρ, φ), where FA is a formal OF -module over A,
ρ : F0 → FA ⊗A F is a quasi-isogeny of height h, and φ : (OF/p
n)2 → FA[p
n](A) is a Drinfeld
level pn-structure. This is representable by a regular local ring R(h)(pn) by [Dr, Proposition
4.3]. Let X(h)(pn) denote the generic fiber of M(h)(pn) = Spf R(h)(pn). We set
LT(pn) =
∐
h∈Z
X(h)(pn).
Let OD = EndF(F0). Let ϕ ∈ OD be the endomorphism of F0 defined by X 7→ X
q. Then,
D = OD[ϕ
−1] is the quaternion division algebra over F . Let D× act on LT(pn) by
d : X(h)(pn)→ X(h+v(NrdD/F (d)))(pn); (FA, ρ, φ) 7→ (FA, ρ ◦ d, φ)
for any d ∈ D×. Let GL2(OF ) act on LT(p
n) by
g : X(h)(pn)→ X(h)(pn); (FA, ρ, φ) 7→ (FA, ρ, φ ◦ g)
for any g ∈ GL2(OF ). This action extends to an action of GL2(F ) on the projective sys-
tem {LT(pn)}n≥0 (cf. [Da, §3.2.4], [GL, II.2.2] or [St, §2.2]). Let U
n
M = ker(GL2(OF ) →
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GL2(OF/p
n)) for n ≥ 0. For an open compact subgroup M ⊂ GL2(OF ), we take n such that
UnM ⊂M . We write X
(h)
M for the quotient X
(h)(pn)/M . Furthermore, we set
LTM =
∐
h∈Z
X
(h)
M .
The extended action of g ∈ GL2(F ) induces morphisms
g : LTM → LTg−1Mg,
g : X
(h)
M → X
(h−v(det(g)))
g−1Mg .
The subgroup {(x, x, 1) | x ∈ F×} ⊂ GL2(F )×D
× acts trivially on LT(pn).
Finally, we recall the action of WF on LT(p
n)C (cf. [Da, §3], [Fa, I.1.4] and [RZ, Theorem
3.49]). We fix an isomorphism
M(h)(pn)
∼
−→M(0)(pn); (FA, ρ, φ) 7→ (FA, ρ ◦ ϕ
−h, φ). (3.1)
There exists a formal scheme M(0)(pn)0 over Spf OF such that
M(0)(pn) ≃M(0)(pn)0⊗̂OFOF̂ ur. (3.2)
The formal scheme M(0)(pn)0 equals MLT ,n in the notation of [GL, p. 335]. We write X(p
n)0
for (M(0)(pn)0)rig. Let σ ∈ WF . By (3.1) and (3.2), we identify as follows:
LT(pn)C =
∐
h∈Z
X(h)(pn)C ≃
∐
h∈Z
X(0)(pn)C ≃
∐
h∈Z
X(pn)0h ×SpF SpC,
where X(pn)0h = X(p
n)0. Let σ ∈ WF . This gives the automorphism σ
∗ : SpC→ SpC. Let σ
denote the automorphism of LT(pn)C defined by
1× σ∗ : X(pn)0h ×SpF SpC→ X(p
n)0h ×SpF SpC
for each h ∈ Z. Then, let σ ∈ WF act on LT(p
n)C as the composite
ϕnσ ◦ σ : LT(pn)C → LT(p
n)C.
We set
G = GL2(F )×D
× ×WF .
Let
δ : G→ Z; (g, d, σ) 7→ v(det(g) NrdD/F (d)
−1aF (σ)
−1)
and G0 = ker δ. As above, the tower {LT(pn)C}n≥0 admits a G-action. The subgroup G
0 is
the stabilizer of the tower {X(pn) = X(0)(pn)}n≥0.
3.2 Action of Weil group on the reductions
3.2.1 Unramified case
Let n ≥ 2. Let F be as in (2.5). We choose an element ̟n ∈ F [p
n
F2
]prim. By the Lubin-
Tate theory, we have the isomorphism ι̟n : U
0
F2
/UnF2
∼
−→ F [pnF2]prim; a 7→ [a]F (̟n) and the
commutative diagram
U0F2/U
n
F2
can.

≃
ι̟n
//F [pnF2]prim
[̟]F

U0F2/U
n−1
F2
≃
ι̟n−1
//F [pn−1F2 ]prim.
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Let ζ ∈ Fq2 \Fq. For a ∈ U
0
F2
/Un−1F2 , we take a lift a˜ in U
0
F2
/UnF2. Then, the affinoid Xn,n,ζ,ι̟n(a˜)
is independent of the choice of the lift a˜ by Lemma 2.7 and Remark 2.8. Hence, we write
Xn,n,ζ,a,̟e for this affinoid. We consider the union of the affinoids
Xn,ζ =
⋃
̟′n∈F [p
n
F2
]prim
Xn,n,ζ,̟′n =
∐
a∈U0F2
/Un−1F2
Xn,n,ζ,a,̟n ⊂ X(p
n). (3.3)
We write Sn for the index set U
0
F2
/Un−1F2 in (3.3). In the following, we compute the action of
W ′F2 = {(1, ̟
−nσ , σ) ∈ G | σ ∈ WF2}
on the reduction Xn,n,ζ,̟n. We identify W
′
F2
with WF2 by (1, ̟
−nσ , σ) 7→ σ. For an integer
n ≥ 1, let ̟n ∈ F [p
n
F2
]prim, and set F2,0 = F2 and F2,n = F2(̟n) for n ≥ 1. We consider the
homomorphism
aF2,n : Gal(F2,n/F2)→ U
0
F2/U
n
F2 ; σ 7→ aσ,
where aσ is characterized by σ(̟n) = [aσ]F (̟n). By the Lubin-Tate theory (cf. [Iw]), the map
aF2,n is an isomorphism. We have the commutative diagram
WF2 //W
ab
F2
res. // Gal(F2,n/F2)
aF2,n
≃
// U0F2/U
n
F2
WF2,n−1 //
can.
OO
W abF2,n−1
can.
OO
res. // Gal(F2,n/F2,n−1)
⋃
≃ // Un−1F2 /U
n
F2
.
⋃
(3.4)
Note that the composite of the homomorphisms on the upper line equals the composite of the
canonical map WF2 ։ W
ab
F2
, aF2 : W
ab
F2
∼
−→ F×2 and F
×
2 → U
0
F2
/UnF2; x 7→ x/̟
vF2(x) by the
Lubin-Tate theory. We identify Un−1F2 /U
n
F2
with F×q2 by x 7→ x¯ for x ∈ U
0
F2
if n = 1, and Fq2
by 1 + ̟n−1x 7→ x¯ for any x ∈ OF2 if n ≥ 2. We write pin−1 for the composite of the three
homomorphisms on the lower line in (3.4).
Lemma 3.1. 1. The group WF2 acts on X1,1 as follows:
σ : X1,1 → X1,1; (X, Y ) 7→
(
pi0(σ
−1)Xq
2nσ
,pi0(σ
−1)Y q
2nσ
)
for σ ∈ WF2.
2. Let n ≥ 2 be a positive integer. The induced action of WF2 on the set Sn is transitive. The
stabilizer of Xn,n,ζ,̟n in WF2 equals the subgroup WF2,n−1. Let σ ∈ WF2,n−1. Then, σ acts on
Xn,n,ζ,̟n as follows:
σ : Xn,n,ζ,̟n → Xn,n,ζ,̟n; (X, Y ) 7→
(
Xq
2nσ
+ pin−1(σ
−1), Y q
2nσ
)
.
Proof. The assertion 1 is easily checked on the basis of the computations in the proof of Lemma
2.9. We omit the details.
We prove the assertion 2. The first assertion follows from the Lubin-Tate theory over F2.
We have
v(σ−1(̟n)−̟n) ≥ h ⇐⇒ σ ∈ WF2,n−1 .
The second assertion follows from this and Lemma 2.7. Finally, we prove the third assertion.
Let σ ∈ WF2,n−1 and P ∈ Xn,n,̟n(C). Then we have pin−1(σ
−1) = σ−1(̟n) − ̟n in Fq2 . We
have Xn(Pσ) = σ
−1(Xn(P )) and Yn(Pσ) = σ
−1(Yn(P )). Therefore, by (2.7), we have
Sn(Pσ) = pin−1(σ
−1) + σ−1(Sn(P )),
Tn(Pσ) = ζpin−1(σ
−1) + σ−1(Tn(P )).
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Hence, by (2.9), we obtain
Un(Pσ) = ζ1pin−1(σ
−1) + σ−1(Un(P )).
By (2.21), we have X(Pσ) = ζ1pin−1(σ
−1) + σ−1(X(P )) ≡ ζ1pin−1(σ
−1) +X(P )q
2nσ
mod 0+.
We can check that Y (Pσ) ≡ σ−1(Y (P )) ≡ Y (P )q
2nσ
mod 0+.
3.2.2 Ramified case
Let n be an odd positive integer. As in (3.3), by using Lemma 2.11 and choosing ̟E,n+1 ∈
G [pn+1E ]prim, we can define Zn,n,a,̟E,n+1 for any a ∈ U
0
E/U
n
E. We consider the affinoid
Z̟E ,n =
⋃
̟′E,n+1∈G [p
n+1
E ]prim
Zn,n,̟′E,n+1 =
∐
a∈U0E/U
n
E
Zn,n,a,̟E,n+1 ⊂ Y(p
n). (3.5)
We write Tn for the index set U
0
E/U
n
E in (3.5). In the following, we determine the action of
WE = {(1, ϕ
−nσ , σ) ∈ G | σ ∈ WE}
on the reduction Z̟E ,n. We identify W
′
E with WE by (1, ϕ
−nσ , σ) 7→ σ.
Let G be as in (2.35). For an integer n ≥ 1, let ̟E,n ∈ G [p
n
E]prim and set En = E(̟E,n).
We consider the homomorphism
aE,n : Gal(En/E)→ U
0
E/U
n
E ; σ 7→ aσ,
where aσ is characterized by σ(̟E,n) = [aσ]G (̟E,n). By the Lubin-Tate theory, this is an
isomorphism. For n ≥ 2, we consider the commutative diagram
WE //W
ab
E
res. // Gal(En/E) ≃
aE,n // U0E/U
n
E
WEn−1 //
can.
OO
W abEn−1
can.
OO
res. // Gal(En/En−1)
≃ //
⋃
Un−1E /U
n
E.
⋃
(3.6)
We identify Un−1E /U
n
E with Fq by 1 + ̟
n−1
E x 7→ x for any x ∈ Fq. For any n ≥ 2, we write
piE,n−1 for the composite of the three homomorphisms on the lower line in (3.6).
As before, we set
θ1 = ̟E,1, θn = ̟E,n/̟E,1 for n ≥ 2.
Then, we have the equality piE,n−1(σ) = σ(θn)− θn in Fq for n ≥ 2 and σ ∈ W
ab
En−1
.
Lemma 3.2. Let n = 2m− 1 ≥ 1 be an odd integer. The induced action of WE on the set Tn
is transitive. The stabilizer of Zn,n,̟E,n+1 in WE equals WEn. Let σ ∈ WEn. Then, σ acts on
Zn,n,̟E,n+1 as follows:
σ : Zn,n,̟E,n+1 → Zn,n,̟E,n+1; (a, s) 7→
(
aq
nσ
+ 2piE,n(σ
−1),
(
−1
Fq
)(m−1)nσ
sq
nσ
)
.
Proof. The first assertion follows from the Lubin-Tate theory over E. We have
v(σ−1(θn+1)− θn+1) ≥ 0 ⇐⇒ σ ∈ WEn.
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The second assertion follows from this and Lemma 2.11.2 and 3. We prove the third assertion.
Let P ∈ Zn,n,̟E,n+1(C). For i ∈ 2, we have
ui,n(Pσ) = piE,n(σ
−1) + σ−1(ui,n(P )).
Hence, by Un = u1,n + u2,n, we have
Un(Pσ) = 2piE,n(σ
−1) + σ−1(Un(P )) ≡ 2piE,n(σ
−1) + Un(P )
qnσ mod 0 + .
By (2.49), we can check that
s(Pσ) ≡
σ−1((−1)
m−1
2 )
(−1)
m−1
2
σ−1(s(P )) ≡
(
−1
Fq
)(m−1)nσ
s(P )q
nσ
mod 0 + .
Hence, the required assertion follows.
3.3 Action of GL(2) on unramified components
In the following, we describe the action of some elements, which stabilizes the affinoid Xn,n,ζ,̟n.
Let n ≥ 2 be a positive integer until the end of §3.4.1. Let ζ ∈ Fq2 \ Fq. We consider the
F -embedding
ιζ : F2 →֒ M2(F ); a+ bζ 7→
(
a −bζq+1
b a + b(ζ + ζq)
)
(3.7)
for a, b ∈ F . We consider the non-degenerate symmetric F -bilinear form (·, ·) on M2(F ) defined
by (g1, g2) = Tr(g1g2) for g1, g2 ∈ M2(F ). We set
C1 = {g ∈ M2(F ) | (x, g) = 0 for x ∈ F2}, C1 = C1 ∩M2(OF ).
Then C1 and C1 are stable under the left and right actions of F2 and OF2 respectively. Explicitly,
we have
C1 =
{
g(a, b) =
(
a a(ζ + ζq) + bζq+1
b −a
)
∈ M2(F )
∣∣∣ a, b ∈ F} .
We write M for M2(OF ). Then, we have decompositions
M2(F ) = F2 ⊕ C1, M = OF2 ⊕ C1 (3.8)
as F2-vector spaces and OF2-modules respectively. We can check that C1C1 = OF2 (cf. [We,
Lemma 4.1]). For m ≥ 1, we set UmM = 1 + p
mM and
Hnζ = 1 + p
n−1
F2
+ p[
n
2
]C1 ⊂ U
[n
2
]
M . (3.9)
This is an open compact subgroup of GL2(F ), because it contains U
n−1
M . Clearly, F
×
2 normalizes
Hnζ . We consider the action of the group U
0
F2
Hnζ on the reduction of the affinoid Xn,ζ in (3.3).
For an element α =
∑∞
i=0 ai̟
i ∈ O×F with ai ∈ Fq, we set
[α](X) =
∞∑
i=0
aiX
q2i .
For g =
(
a b
c d
)
∈ GL2(OF ), we have
g∗Xn ≡ [a](Xn) + [c](Yn) mod (̟, u),
g∗Yn ≡ [b](Xn) + [d](Yn) mod (̟, u),
(3.10)
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because [̟]u(X) ≡ X
q2 mod (̟, u). Let ζ ∈ Fq2 \ Fq and set ζ1 = ζ
q − ζ . It is not difficult to
check that U0F2H
n
ζ acts on the affinoid Xn,ζ by using (3.10). For an element x ∈ OF , we write
x¯ for its image by the canonical map OF → F.
Proposition 3.3. The subgroup U0F2H
n
ζ acts on the index set Sn transitively. Let ̟n ∈
F [pnF2 ]prim. The stabilizer of Xn,n,ζ,̟n in U
0
F2
Hnζ equals H
n
ζ . Let 1 + g = 1 + ̟
[n
2
]g(a, b) +
̟n−1
(
a2 b2
c2 d2
)
∈ Hnζ . We define elements β(g), γ(g) ∈ Fq2 as follows:
β(g) = a+ bζ, γ(g) = ζ−11 (ζ
q(a2 + c2ζ)− (b2 + d2ζ)). (3.11)
Then, 1 + g acts on Xn,n,ζ,̟n as follows:
1 + g : Xn,n,ζ,̟n → Xn,n,ζ,̟n;
(X, Y ) 7→
{(
X + β(g)qY q
n−1
+ γ(g), Y + β(g)
)
if n is odd,
(X + γ(g), Y ) if n is even.
In particular, if g = ̟n−1x for x ∈ OF2, we have γ(g) = x¯.
Proof. We put m0 = [n/2]. We write
(
a1 b1
c1 d1
)
for the matrix g(a, b). By (3.10), we have
(1 + g)∗Xn ≡ Xn + ([a1](Xn−m0) + [c1](Yn−m0)) + ([a2](X1) + [c2](Y1)) mod h+,
(1 + g)∗Yn ≡ Yn + ([b1](Xn−m0) + [d1](Yn−m0)) + ([b2](X1) + [d2](Y1)) mod h+ .
(3.12)
Hence, by (2.7) and (2.9), we obtain
(1 + g)∗Sn ≡ Sn + [a1 + c1ζ ] (̟n−m0) mod h/q
n−1+,
(1 + g)∗Un ≡ Un + ζ1 (a1 + c1ζ
q)Sn−m0 + (ζ
q(a2 + c2ζ)− (b2 + d2ζ))̟1 mod h+ .
Therefore, the required assertion follows from (2.21), (2.28) and β(g) = a+ bζ .
3.4 Action of D× on unramified components
Let F0 and F be as in (2.1) and (2.5) respectively. Since we have F0 = F ⊗OF2 Fq2, the
reduction mod pF2 induces the injective OF -homomorphism
OF2 = EndOF2 (F ) →֒ EndF(F0) = OD (3.13)
by [GH, Proposition 4.2]. We have OD = OF2⊕OF2ϕ by [GH, Proposition 13.10]. We have ϕ
2 =
̟ and ϕα = αqϕ for α ∈ Fq2. Let pD = (ϕ) be the two-sided maximal ideal of OD. We consider
the closed subscheme Spf OF̂ ur →֒ Spf OF̂ ur[[u]]; u 7→ 0 corresponding to
(
F ⊗̂OF2OF̂ ur, ρ
)
. The
O×F2-action, which is induced by (3.13) and the O
×
D-action on Spf OF̂ ur[[u]], fixes the closed
subscheme Spf OF̂ ur.
We set C2 = ϕF2 ⊂ D and C2 = C2 ∩OD. We consider the non-degenerate F -bilinear form
(·, ·)D on D defined by (d1, d2)D = TrdD/F (d1d2) for d1, d2 ∈ D. Then, we have
C2 = {d ∈ D | (d, x)D = 0 for any x ∈ F2}.
Further we have natural decompositions
D = F2 ⊕ ϕF2, OD = OF2 ⊕ C2. (3.14)
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Let UmD = 1 + p
m
D for a positive integer m. We set
Hnζ,D = 1 + p
n−1
F2
+ p[
n−1
2
]C2 ⊂ U
2[n−1
2
]+1
D . (3.15)
For an element d =
∑∞
i=0 diϕ
i ∈ O×D with di ∈ Fq2, we set
[d](X) =
∞∑
i=0
diX
qi.
Then, we have
d∗Xn ≡ [d
−1](Xn) mod (̟, u), d
∗Yn ≡ [d
−1](Yn) mod (̟, u) (3.16)
(cf. [GH, Proposition14.7]). We describe the action of U0F2H
n
ζ,D on the reduction of Xn,ζ in
(3.3). For an element d ∈ OD, we write d¯ for its image by the canonical map OD → Fq2 .
Proposition 3.4. The induced action of U0F2H
n
ζ,D on Sn is transitive. Let ̟n ∈ F [p
n
F2
]prim.
The stabilizer of Xn,n,ζ,̟n in U
0
F2
Hnζ,D equals H
n
ζ,D. Let (1+d)
−1 = 1+̟[
n−1
2
]ϕx+̟n−1y ∈ Hnζ,D.
We set
β(d) = x¯, γ(d) = y¯ ∈ Fq2.
Then, 1 + d acts on Xn,n,ζ,̟n as follows:
1 + d : Xn,n,ζ,̟n → Xn,n,ζ,̟n;
(X, Y ) 7→
{(
X + β(d)qY q
n−1
+ γ(d), Y + β(d)q
)
if n is even,
(X + γ(d), Y ) if n is odd.
Proof. We set m1 = [(n− 1)/2]. By (3.16), we have
(1 + d)∗Xn ≡ Xn + (xXn−m1)
q + yX1 mod h+,
(1 + d)∗Yn ≡ Yn + (xYn−m1)
q + yY1 mod h+ .
(3.17)
Hence, by (2.7) and (2.9), we have
(1 + d)∗Sn ≡ Sn + (x̟n−m1)
q mod h/qn−1+,
(1 + d)∗Un ≡ Un + ζ1(xSn−m1)
q + ζ1y̟1 mod h+ .
(3.18)
The required assertion follows from (2.21), (2.28), (3.17) and (3.18).
3.4.1 Action of some diagonal elements on unramified components
We simply write GD for GL2(F )×D
×. In this subsubsection, we describe the actions of some
diagonal elements in GD and WF ×D
× on Xn,n,ζ,̟n in (3.3).
Lemma 3.5. We consider the F -embedding ∆ζ : F
×
2 →֒ GD; α 7→ (ιζ(α), α). Then, ∆ζ(F
×
2 )
stabilizes Xn,n,ζ,̟n. Let α ∈ F
×
2 . Then, ∆ζ(α) acts on Xn,n,ζ,̟n as follows:
Xn,n,ζ,̟n → Xn,n,ζ,̟n; (X, Y ) 7→
(
X,
(
α/̟vF2(α)
)q−1
Y
)
.
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Proof. Since ∆ζ(F
×) acts trivially, we may assume that α ∈ O×F2. We write α = a+ bζ ∈ O
×
F2
with a, b ∈ OF . Let σ ∈ Gal(F2/F ) be the non-trivial element. By (2.7), (3.10) and (3.16), we
have
α∗Xn ≡ [α
−1] ([a](Xn) + [b](Yn)) ≡ ̟n + [α
σ/α](Sn) mod h+,
α∗Yn ≡ [α
−1]
(
[−bζq+1](Xn) + [a+ b(ζ
q + ζ)](Yn)
)
mod h+ .
Hence, by (2.9), we have
α∗Sn ≡ [α
σ/α](Sn) mod h/q
n−1+, α∗Un ≡ Un mod h+ .
Therefore, the required assertion follows from (2.21) and (2.28).
Let L be a non-archimedean local field. We take a uniformizer ̟L of L. For σ ∈ WL, we
set a0L,̟L(σ) = aL(σ)/̟
vL(aL(σ))
L ∈ O
×
L . We write IL for the inertia subgroup of L. For σ ∈ IL,
the value a0L,̟L(σ) is independent of the choice of the uniformizer, for which we write a
0
L(σ).
We consider the subgroup
I
(n)
F2
=
{
{(1, d, σ) ∈ G | d ∈ O×F2 , σ ∈ IF2, a
0
F2
(σ)d = 1} if n is odd,
{(g, 1, σ) ∈ G | g ∈ O×F2 , σ ∈ IF2, a
0
F2
(σ) = g} if n is even.
(3.19)
Lemma 3.6. The subgroup I
(n)
F2
acts on Xn,n,ζ,̟n trivially.
Proof. Let (1, d, σ) ∈ G be an element such that d ∈ O×F2, σ ∈ IF2 and a
0
F2
(σ)d = 1. Let
P ∈ Xn,n,ζ,̟n(C). By (3.16), we have
(d∗Xn)(Pσ) ≡ [a
0
F2
(σ)](σ−1(Xn(P ))) mod h+ . (3.20)
We have σ−1(̟n) = [a
0
F2
(σ−1)]F0(̟n) ≡ [a
0
F2
(σ−1)](̟n) mod 1 by the Lubin-Tate theory.
Hence, by (2.7) for i = n and (3.20), we obtain
(d∗Sn)(Pσ) ≡ [a
0
F2(σ)](σ
−1(Sn(P ))) mod h+ . (3.21)
We consider the case where n = 2m − 1 is odd. By (2.28), (3.21) and the Lubin-Tate theory,
we obtain
(d∗Y )(Pσ) ≡ a0F2(σ)
σ−1(̟m)
̟m
σ−1(Y (P )) ≡ Y (P ) mod 0 + .
In the same way, we have (d∗X)(Pσ) ≡ X(P ) mod 0+.
We consider the case where n = 2m is even. By (2.21), we have
(d∗Y )(Pσ) ≡ a0F2(σ)
σ−1(̟qm+1)
̟qm+1
σ−1(Y (P )) ≡ dq−1Y (P ) mod 0 + . (3.22)
For an element (g, 1, σ) ∈ I
(n)
F2
, we write (g, 1, σ) = ∆ζ(g)(1, g
−1, σ). Then, by Lemma 3.5 and
(3.22), the element (g, 1, σ) acts on the parameter Y trivially. In the same way, we can check
that the action of it on the parameter X trivially.
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3.5 Action of GL(2) on ramified components
As in [GL, II.2.2], an action of GD on the tower {Y(p
n)}n≥0 is explicitly described.
Let E = F (̟E) be as before. We consider the F -embedding
∆
(1)
E : E →֒ M2(F ); a + b̟E 7→
(
a b
b̟ a
)
for a, b ∈ F . (3.23)
Let
C1,E = {g ∈ M2(F ) | (g, x) = 0 for x ∈ E}
=
{
h(x, y) =
(
x y
−̟y −x
)
∈ M2(F )
∣∣∣ x, y ∈ F} ,
C1,E = C1,E ∩M2(OF ).
The former is a one-dimensional left and right E-vector space, and the latter is a free left and
right OE-module of rank one. We set
B =
(
p OF
p p
)
⊂ I =
(
OF OF
p OF
)
⊂ M2(F ).
Then, I is an OF -order in M2(F ) and B is its Jacobson radical. The order I is called the
standard Iwahori order. We have natural decompositions
M2(F ) ≃ E ⊕ C1,E , I ≃ OE ⊕ C1,E (3.24)
as E-vector spaces and OE-modules respectively. For m ≥ 1, we set U
m
I = 1 + B
m. Let
n = 2m− 1 be an odd positive integer until the end of §3.6.1. We set
HnE = 1 + p
n
E + p
m
EC1,E ⊂ U
m
I . (3.25)
Then E× normalizes HnE. We simply write Spf Rn for the formal scheme (2.31). We set
R = (lim
−→n
Rn)̂, where (·)̂ denote the (x1, x2)-adic completion. We set z = ̟ ⊗ 1 ∈ OF ⊗̂FqR
and
̟E,z =
(
0 1
z 0
)
∈ I⊗̂FqR.
We consider
S =
∞∑
i=0
diag(s1,i, s2,i)
t̟iE,z =
( ∑∞
i=0 s1,2iz
i
∑∞
i=1 s1,2i−1z
i∑∞
i=1 s2,2i−1z
i−1
∑∞
i=0 s2,2iz
i
)
∈ tI⊗̂FqR.
For an element g =
∑∞
i=0 diag(g1,i, g2,i)̟
i
E ∈ I
× = (diag(F2q)[[̟E]])
× with gk,i ∈ Fq, we regard
it as an element of I⊗̂FqR, for which we write gz. As in [GL, p. 347], we define an action of I
×
on R by
g∗S = S tgz. (3.26)
By regarding S modulo zm
(
tI⊗̂FqR
)
, we obtain an action of I× on Rn.
For an element α =
∑∞
i=0 αi̟
i with αi ∈ Fq, we set
[α](si,j) =
[j/2]∑
k=0
αksi,j−2k
for i ∈ 2. Note that E× normalizes HnE. We describe the action of U
0
EH
n
E on the reduction of
Z̟E ,n in (3.5).
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Lemma 3.7. The induced action of U0EH
n
E on the index set Tn is transitive. Let ̟E,n+1 ∈
G [pn+1E ]prim. The stabilizer of Zn,n,̟E,n+1 in U
0
EH
n
E is H
n
E. Let 1 + g = 1 + ̟
m
E h(a1, b1) +
̟nE
(
a
(2)
1,1 a
(2)
1,2
̟a
(2)
2,1 a
(2)
2,2
)
∈ HnE. We set γE(g) = a
(2)
1,1 + a
(2)
2,2. Then, 1 + g acts on Zn,n,̟E,n+1 as
follows:
1 + g : Zn,n,̟E,n+1 → Zn,n,̟E,n+1; (a, s) 7→ (a+ γE(g), s) .
In particular, for g = ̟nEx with x ∈ OE, we have γE(g) = 2x¯.
Proof. Set h0 = (2(q − 1))
−1. Note that
diag(x, y)t̟E,z =
t̟E,zdiag(y, x). (3.27)
Let g′ =
∑
i=0̟
i
Ediag(g1,i, g2,i). By using (3.26), for ι ∈ 2, we can check that
g′∗si,k =
k∑
j=0
gi+j,k−jsi,j
for any 0 ≤ k ≤ n. Hence, we obtain
(1 + g)∗si,n ≡ si,n + si,0a
(2)
i,i + (−1)
m+i ([a1](si,m−1) + [b1](si,m−2)) mod h0+
for i ∈ 2. By dividing this by si+1,0, we acquire
(1 + g)∗ti,n ≡ ti,n +
si,0
si+1,0
a
(2)
i,i + (−1)
m+i [a1](si,m−1) + [b1](si,m−2)
si+1,0
mod 0+
for i ∈ 2. Therefore, by (2.39) and (2.43), we have
(1 + g)∗u1,n ≡ u1,n mod v(u1,n)+,
(1 + g)∗Un ≡ Un +
s1,0
s2,0
a
(2)
1,1 +
s2,0
s1,0
a
(2)
2,2 mod 0 + .
The required assertion follows from s1,0/s2,0 ≡ 1 mod 0+.
3.6 Action of D× on ramified components
We consider the F -embedding
∆
(2)
E : E →֒ D; a + b̟E 7→ a + bϕ (3.28)
for a, b ∈ F . We take an element ζ0 ∈ F
×
q2 satisfying ζ
q−1
0 = −1. We consider an E-vector space
C2,E = ζ0E ⊂ D. Set C2,E = C2,E ∩ OD, which is a free OE-module of rank one. Note that
C2,E = {d ∈ D | (d, x)D = 0 for any x ∈ E}.
We have decompositions
D = E ⊕ C2,E, OD = OE ⊕ C2,E (3.29)
as E-vector spaces and OE-modules respectively. We set
HnE,D = 1 + p
n
E + p
m
EC2,E ⊂ U
m
D . (3.30)
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Let ι : OF̂ ur →֒ R be the natural inclusion. For d =
∑∞
i=0 diϕ
i ∈ O×D with di ∈ Fq2 , we set
dz =
∞∑
i=0
diag (ι(di), ι(d
q
i ))̟
i
E ∈ I⊗̂FqR.
We briefly recall [GL, II.2]. Let Nilp OF̂ ur be the category of OF̂ ur-schemes on which ̟ is
locally nilpotent. For S ∈ Nilp OF̂ ur, let S0 denote the closed subscheme S⊗OF̂urF. Let
(
MLT ,B×
be the functor which associates to S ∈ Nilp OF̂ ur the set of isomorphism classes of triples
(FS, ρ,H), where FS is a formal OF -module over S with a quasi-isogeny ρ : F0 ×F S0 → FS0 ,
and H is a finite flat group subscheme of FS of degree q with Fq-action. Then, by [Dr], this
functor is pro-representable. For h ∈ Z, let
(
M
(h)
LT ,B× denote the open and closed subscheme of
(
MLT ,B×, on which the universal quasi-isogeny has height h. We set
R0 = OF̂ ur[[x1, x2]]/(x1x2 −̟).
Then, we have
(
M
(0)
LT ,B× ≃ Spf R0. We consider the OÊur-valued point:
Spf OÊur → Spf R0; xi 7→ −̟E for i ∈ 2. (3.31)
As a point of
(
MLT ,B×, this corresponds to the isomorphism class of the triple (G
′, ρ,H1), where
G ′ is the base change of the formal OE-module in (2.35) to SpfOÊur, ρ : F0
∼
−→ G ′⊗O
Êur
F is an
isomorphism as formalOF -modules over F, andH1 is the closed subscheme Spf OÊur[[X ]]/([̟E ]G ′(X))
of G ′. The isomorphism ρ induces the embedding O×E →֒ O
×
D in (3.28). Then, we consider the
action of O×E which is the restriction of the action of O
×
D on
(
M
(0)
LT ,B×. Then, O
×
E fixes the point
(3.31), because the subscheme H1 is stable under the O
×
E -action. Let OF̂ ur[[u]] = R(1) be as in
§2.3. Then, we have the natural map induced by forgetting the level structure of
(
M
(0)
LT ,B×:
R(1) = OF̂ ur[[u]]→ R0; u 7→ −(x
q
1 + x2).
Let RFuniv be the matrix RX when h = 0 in the notation of [GL, The´ore`me II.2.1]. Let
d ∈ O×D and let ∆d ∈ (
tI⊗̂FqR0)
× = (diag(R20)[[
t̟E,z]])
× be the unique element ∆ in the
notation of [GL, p. 348]. Then, by the description of the action of D× given in [GL, p. 348],
the element d induces
d∗RFuniv = ∆dRFuniv
tdz, (3.32)
d∗S = ∆dS. (3.33)
By [GL, The´ore`me II.2.1], we have
∆d ≡
td−1z mod (x1, x2). (3.34)
For an element α =
∑∞
i=0 αi̟
i
E ∈ O
×
E with αi ∈ Fq, we set
[α](si,j) =
j∑
k=0
αksi,j−k
for i ∈ 2. We describe the action of U0EH
n
E,D on Z̟E ,n in (3.5).
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Lemma 3.8. The induced action of U0EH
n
E,D on the index set Tn is transitive. Let ̟E,n+1 ∈
G [pn+1E ]prim. The stabilizer of Zn,n,̟E,n+1 is H
n
E,D. Let (1 + d)
−1 = 1 + ϕmζ0x + ϕ
ny ∈ HnE,D
with x ∈ OE and y ∈ OD. Then, 1 + d acts on Zn,n,̟E,n+1 as follows:
1 + d : Zn,n,̟E,n+1 → Zn,n,̟E,n+1; (a, s) 7→
(
a + TrFq2/Fq(y¯), s
)
.
Proof. For i ∈ 2, we have v(xi) = 1/2 on Zn,n,̟E,n+1. Let σ ∈ Gal(F2/F ) be the non-trivial
element. Let i ∈ 2. By (3.33) and (3.34), we can check that
(1 + d)∗si,n ≡ si,n + (−1)
i−1ζ0[x](si,m−1) + y
σi−1si,0 mod h0+
By dividing it by si+1,0, we obtain
(1 + d)∗ti,n ≡ ti,n + (−1)
i−1 ζ0[x](si,m−1)
si+1,0
+
si,0
si+1,0
yσ
i−1
mod 0 + .
Therefore, by (2.39) and (2.43), we have
(1 + d)∗u1,n ≡ u1,n mod v(u1,n)+,
(1 + d)∗Un ≡ Un +
s1,0
s2,0
y +
s2,0
s1,0
yσ mod 0 + .
The required assertion follows from s1,0/s2,0 ≡ 1 mod 0+ and y
σ ≡ yq mod 0+.
3.6.1 Action of some diagonal elements on ramified components
We consider the diagonal F -embedding
∆E : E →֒ M2(F )×D; x 7→
(
∆
(1)
E (x),∆
(2)
E (x)
)
, (3.35)
where ∆
(1)
E and ∆
(2)
E are in (3.23) and (3.28) respectively. Let ̟E,n+1 ∈ G [p
n+1
E ]prim.
Lemma 3.9. Let x ∈ E×. The element ∆E(x) acts on Zn,n,̟E,n+1 by (a, s) 7→
(
a, (−1)vE(x)s
)
.
Proof. By using (3.27), we can directly check that
∆E
(
̟jE
)∗
si,n ≡ si+j,n mod h0 + .
Hence, by (2.33), (2.39), (2.43) and (2.49), we have
∆E
(
̟jE
)∗
s ≡ (−1)js mod 0+,
∆E
(
̟jE
)∗
a ≡ a mod 0 + .
(3.36)
Let α =
∑∞
i=0 ai̟
i
E ∈ O
×
E with ai ∈ Fq. We set α
−1 =
∑∞
i=0 bi̟
i
E with bi ∈ Fq. By (3.26),
(3.33) and (3.34), for any ι ∈ 2 and l ≥ 1, we have
∆E(α)
∗sι,l ≡
∑
i+j+k=l, i,j,k≥0
ajbksι+k,i mod h0 + . (3.37)
Note that s1,0/s2,0 ≡ 1 mod (k/4). By (2.33), (2.39), (2.43), (2.49) and (3.37), the element
∆E(α) acts on Zn,n,̟E,n+1 trivially. Hence, the required assertion follows from (3.36).
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We consider the subgroup of G:
I ′′E =
{
(1, d, σ) ∈ G | σ ∈ IE , d ∈ O
×
E , a
0
E(σ)d = 1
}
. (3.38)
For x ∈ F×q , let
(
x
Fq
)
∈ {±1} denote the quadratic residue symbol.
Lemma 3.10. The I ′′E acts on Zn,n,̟E,n+1 by
(1, d, σ) : Zn,n,̟E,n+1 → Zn,n,̟E,n+1; (a, s) 7→
(
a,
(
d¯
Fq
)
s
)
for any (1, d, σ) ∈ I ′′E.
Proof. Let P ∈ Zn,n,̟E,n+1(C) and (1, d, σ) ∈ I
′′
E . We write d
−1 =
∑∞
i=0 aiϕ
i ∈ O×E with ai ∈ Fq.
Let ι ∈ 2. We have
d∗sι,n(Pσ) ≡
n∑
i=0
aiσ
−1(sι+i,n−i(P )) mod h0 + . (3.39)
By the Lubin-Tate theory and a0E(σ)d = 1, we have σ
−1(̟E,n−i+1) = [d]G (̟E,n−i+1) for 0 ≤
i ≤ n. Hence, by (2.39) and (3.39), we obtain
d∗uι,n(Pσ) ≡
n∑
i=0
aiσ
−1(uι+i,n−i(P )) mod 0 + . (3.40)
By (2.43) and σ ∈ IE , we acquire d
∗Un(Pσ) ≡ σ
−1(Un(P )) ≡ Un(P ) mod 0+. By (2.49) and
(3.40), we have
d∗bι,n(Pσ) ≡
(
σ−1(θ1)
θ1
)(q−1)/2
bι,n(P ) mod 0 + .
Hence, the required assertion follows from σ−1(θ1)/θ1 = d¯.
4 Preliminaries on e´tale cohomology
In this section, we collect several known facts on the cohomology in the form needed in this
paper. In §4.1, we give a simple criterion whether the cohomology of the reductions of affinoids
in a rigid analytic variety contributes to the cohomology of the rigid analytic variety. This
criterion is a direct consequence of e´tale cohomology theory of adic spaces in [Hu2]. In §4.2
and §4.3, we collect classically well-known facts on the cohomology of Artin-Schreier curves
and the Deligne-Lusztig curve for GL2(Fq) respectively.
4.1 Preliminary on e´tale cohomology of rigid analytic varieties
We recall several general facts on e´tale cohomology of rigid analytic varieties from [Hu2].
Let K be a non-archimedean complete discrete valued field. Assume that its residue field is
separably closed field of characteristic p > 0. We fix a separable algebraic closure K of K. Let
C denote the completion of K. Let ℓ 6= p be a prime number. In the following, we consider
ℓ-adic e´tale cohomology (with compact support) of taut and separated rigid analytic varieties
(cf. [Hu2, §0 and §5.6]). We regard a rigid analytic variety as an adic space as in [Hu2, (1.1.11)].
Let X be a taut and separated rigid analytic variety over K. For a taut and separated
morphism of rigid analytic varieties f : X → Y, we write Rf! for the functor R
+f! in the
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notation of [Hu2, (5.6.10)]. We briefly recall the definition of Rf!. Let f : X → Y be a taut
and separated morphism of rigid analytic varieties. Then, by [Hu2, Proposition 0.4.9 and
Corollary 5.1.12], there exists a commutative diagram of adic spaces
X
  j //
f

X ′
f ′~~⑤⑤
⑤
⑤
⑤
⑤
⑤
⑤
Y,
(4.1)
where j is an open immersion and f ′ is partially proper (cf. [Hu2, Definition 1.3.3 ii)]). Note
that partially proper is taut (cf. [Hu2, Lemma 5.1.10 i)]). Let Rf ′! be the right derived functor
of the left exact functor f ′! (cf. [Hu2, §0.4 A), §5.2 and §5.3]). Then, we set
Rf! = Rf
′
! ◦ j!. (4.2)
This definition is independent of the choice of the compactification j : X →֒ X ′. Note that
Rf! does not correspond to the right derived functor of f! in general (cf. [Hu2, §0.4 B)]). The
natural transformations Rf ′! → Rf
′
∗ and j! → Rj∗ induce Rf! → Rf∗.
We set Λn = Z/ℓ
nZ for n ≥ 1. For a taut and separated rigid analytic variety f : X →
Spa(K,OK), we set
Hn(XC,Qℓ) =
(
lim
←−
n
(Rf∗Λn)Spa(C,OC)
)
⊗Zℓ Qℓ,
Hnc (XC,Qℓ) =
(
lim←−
n
(Rf!Λn)Spa(C,OC)
)
⊗Zℓ Qℓ
(cf. [Hu2, Example 2.6.2 and Corollary 5.4.8]). By the natural transformation Rf! → Rf∗, we
have the canonical map
can. : Hnc (XC,Qℓ)→ H
n(XC,Qℓ).
We consider a commutative diagram of taut and separated rigid analytic varieties
W
  j //
fW &&▼▼
▼▼
▼▼
▼▼
▼▼
▼ X
f

Spa(K,OK),
where j is an open immersion. By applying Rf! to the adjunction map j!Λn → Λn and using a
natural isomorphism RfW !Λn
∼
−→ Rf!j!Λn in [Hu2, Theorem 5.4.3], we have RfW !Λn → Rf!Λn.
This induces the canonical map
H ic(WC,Qℓ)→ H
i
c(XC,Qℓ). (4.3)
By applying Rf∗ to the adjunction map Λn → Rj∗Λn, we have Rf∗Λn → RfW ∗Λn. This induces
the restriction map
H i(XC,Qℓ)→ H
i(WC,Qℓ). (4.4)
Lemma 4.1. For each i, we have the commutative diagram
H ic(WC,Qℓ)
(4.3) //
can.

H ic(XC,Qℓ)
can.

H i(WC,Qℓ) H
i(XC,Qℓ).
(4.4)oo
(4.5)
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Proof. By [Mi2, Proposition 4.16], we have the commutative diagram
Rf!j!Λn
(1) //
≃

Rf!Rj∗Λn
(2) // Rf∗Rj∗Λn
♦♦
♦♦
♦♦
♦♦
♦♦
♦
♦♦
♦♦
♦♦
♦♦
♦♦
♦
RfW !Λn
(3) // RfW ∗Λn,
(4.6)
where (1), (2) and (3) are induced by the natural transformations j! → Rj∗, Rf! → Rf∗ and
RfW ! → RfW ∗ respectively. Note that the composite of the two adjoint maps j!j
∗ → id and
id→ Rj∗j
∗ equals the natural transformation j!j
∗ → Rj∗j
∗. We have the commutative diagram
Rf!Λn
(2)′ //
(b)

Rf∗Λn
(b)′

Rf!j!Λn
(1) //
(a)
88♣♣♣♣♣♣♣♣♣♣
Rf!Rj∗Λn
(2) // Rf∗Rj∗Λn,
(4.7)
where (a) is induced by j!j
∗ → id, (b) and (b)′ are induced by id → Rj∗j
∗, and (2)′ is induced
by Rf! → Rf∗. By considering the stalk at Spa(C,OC) of the diagrams (4.6) and (4.7), we
obtain the commutative diagram
H ic(WC,Λn) //
can.

H ic(XC,Λn)
can.

H i(WC,Λn) H
i(XC,Λn).oo
By taking lim
←−n
of this diagram and applying (−)⊗Zℓ Qℓ, we obtain the claim.
4.1.1 Formal nearby cycle functor
Let K be a non-archimedean valued field of height one. Let K̂ denote the completion of
K. Let X be a formal scheme which is locally finitely presented over S = Spf OK̂ . We set
Xs =
(
X ,OX/pK̂OX
)
. Then, we have the morphism of e´tale sites
λX : (X
rig)e´t → Xe´t ≃ (Xs)e´t,
which is given in [Hu2, (0.7.1) and Lemma 3.5.1].
Definition 4.2. We write RΨadX for RλX ∗, which we call the formal nearby cycle functor.
Let K be as in the beginning of §4.1. Let W = SpA be an affinoid variety over K. We
consider the formal scheme W = Spf A◦ → S. We regard it as an object in OK-Fsch, because
K has a discrete valuation (cf. [BLR, Introduction]).
We assume that the formal scheme W is isomorphic to the formal completion of a scheme
W , which is separated and of finite type over S = SpecOK , along the special fiber Ws. Let
WS denote the base change of W to S = SpecOK . Let Wη¯ denote the generic fiber of WS. Let
WS denote the completion of WS along the special fiber Ws. Then we have W = W
rig and
WC =W
rig
S
.
Let WS ⊂W
c be a compactification of WS over S. LetW
c
S
be the formal completion of W c
along the special fiber. Then, we have the commutative diagram of formal schemes
WS
  j //
f

Wc
S
fczz✈✈
✈✈
✈✈
✈✈
✈
SpfOC,
(4.8)
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where j is an open immersion (cf. [Hu2, the proof of Corollary 0.7.9] and [Mi2, Example 4.22
ii)]). We write Wc
C
for the rigid analytic variety (Wc
S
)rig over C. The diagram (4.8) induces
the commutative diagram of rigid analytic varieties
WC
  jη¯ //
fη¯

Wc
C
fcη¯xxqqq
qq
qq
qq
q
Spa(C,OC),
where f cη¯ is proper. By (4.8), we have the commutative diagram of schemes
Ws
  js //
fs

Wcs
fcs{{✈✈
✈✈
✈✈
✈✈
✈
SpecF.
We have
H i(Ws, RΨ
ad
WS
(Λn)) = H
i(WC,Λn). (4.9)
We recall a natural isomorphism
ξ : H ic(Ws, RΨ
ad
WS
(Λn))
∼
−→ H ic(WC,Λn).
We define ξ to be the composite of the following isomorphisms:
H ic(Ws, RΨ
ad
WS
(Λn)) = H
i(Wcs , js!RΨ
ad
WS
(Λn))
G
−→ H i(Wcs , RΨ
ad
Wc
S
(jη¯ !Λn)) = H
i(Wc
C
, jη¯ !Λn) = H
i
c(WC,Λn),
where G is induced by the natural isomorphism js!RΨ
ad
WS
(Λn)
∼
−→ RΨadWc
S
(jη¯ !Λn) in [Hu2, Corol-
lary 0.7.5 and Corollary 3.5.11], and the last equality follows from properness of f cη¯ and (4.2).
The isomorphism ξ is independent of the choice of the compactification j : WS →֒ W
c
S
by [Mi2,
Lemma 4.25 i)]. In [Mi2, Definition 4.24], the map ξ is defined for a more general formal
scheme.
Lemma 4.3. We have the commutative diagram
H ic(Ws, RΨ
ad
WS
(Λn)) ξ
≃ //
can.

H ic(WC,Λn)
can.

H i(Ws, RΨ
ad
WS
(Λn))
(4.9)
H i(WC,Λn).
Proof. We have the commutative diagram of e´tale sites
(WC)e´t
jη¯ //
λW
S

(Wc
C
)e´t
λWc
S

fcη¯ //

(Spa(C,OC))e´t
λOC

(Ws)e´t
js // (Wcs )e´t
fcs // (SpecF)e´t.
(4.10)
31
Hence, we have the commutative diagram
js!RΨ
ad
WS
(Λn)
≃ //

RΨadWc
S
(jη¯ !Λn)

Rjs∗RΨ
ad
WS
(Λn)
≃ // RΨadWc
S
(Rjη¯∗Λn),
(4.11)
where the above horizontal isomorphism follows from [Hu2, Corollary 0.7.5], and the left vertical
and the right vertical morphisms are induced by js! → Rjs∗ and jη¯ ! → Rjη¯∗ respectively. By
applying Rf cs ∗ to the diagram (4.11) and using (4.10), we obtain the commutative diagram
Rfs!RΨ
ad
WS
(Λn)

Rf cs ∗js!RΨ
ad
WS
(Λn)
≃ //

Rf cs ∗RΨ
ad
Wc
S
(jη¯ !Λn)

Rfs∗RΨ
ad
WS
(Λn) Rf
c
s ∗Rjs∗RΨ
ad
WS
(Λn)
≃ // Rf cs ∗RΨ
ad
Wc
S
(Rjη¯∗Λn)
RλOC∗Rf
c
η¯ ∗
jη¯ !Λn

RλOC∗Rfη¯ !Λn

RλOC∗Rf
c
η¯ ∗
Rjη¯∗Λn RλOC∗Rfη¯∗Λn.
Hence, the required assertion follows.
Let RΨW (Λn) denote the nearby cycle complex of the constant sheaf Λn on the scheme
W over S in [Del2, §2.1]. By [Hu2, Theorem 0.7.7 or Theorem 3.5.13], we have the natural
isomorphism
RΨW (Λn)
∼
−→ RΨadWS(Λn). (4.12)
Hence, we have natural isomorphisms induced by (4.9) and ξ:
H i(Ws, RΨW (Λn)) ≃ H
i(WC,Λn),
H ic(Ws, RΨW (Λn)) ≃ H
i
c(WC,Λn)
(4.13)
as in [Hu2, Corollary 0.7.9, Corollary 3.5.14 and Theorem 5.7.6]. Note that the latter isomor-
phism is generalized in [Hu3, Lemma 2.13].
Corollary 4.4. We have the commutative diagram
H ic(Ws, RΨW (Λn))
≃ //
can.

H ic(WC,Λn)
can.

H i(Ws, RΨW (Λn))
≃ // H i(WC,Λn).
Proof. The required assertion follows from Lemma 4.3 and (4.13).
4.1.2 Key lemma
We state a key lemma to relate the cohomology of the reductions of the affinoids in the Lubin-
Tate curve in §2 to the cohomology of the Lubin-Tate curve. We consider the following situation.
Let K be as in the beginning of §4.1. Let X be a taut and separated rigid analytic variety over
K. Let W = SpA ⊂ X be an affinoid subdomain. Assume that
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1. the morphism Spf A◦ → Spf OK is smoothly algebraizable, and
2. W = Spec (A◦ ⊗OK F).
By the first assumption, we take a scheme W which is separated, smooth and of finite type
over S and whose formal completion along Ws is isomorphic to W = Spf A
◦. Since W → S is
smooth, the natural morphism Λn → RΨW (Λn) is an isomorphism by the smooth base change
theorem as in [Del2, Reformation 2.1.5]. By the second assumption, we have W ≃ Ws. Hence,
by Corollary 4.4, we have the commutative diagram
H ic(W,Qℓ)
≃ //
can.

H ic(WC,Qℓ)
can.

H i(W,Qℓ)
≃ // H i(WC,Qℓ).
(4.14)
Lemma 4.5. Let the notation and the assumption be as above.
1. We have the following commutative diagram:
H ic(W,Qℓ)
≃ //
can.

H ic(WC,Qℓ)
(4.3) //
can.

H ic(XC,Qℓ)
can.

H i(W,Qℓ)
≃ // H i(WC,Qℓ) H
i(XC,Qℓ).(4.4)
oo
(4.15)
Let
H ic(W,Qℓ)→ H
i
c(XC,Qℓ) (4.16)
be the composite of the maps in the above horizontal maps in (4.15).
2. Assume that the canonical map H ic(W,Qℓ) → H
i(W,Qℓ) is injective on a subspace W ⊂
H ic(W,Qℓ). Then, the restriction map W → H
i
c(XC,Qℓ) of the canonical map (4.16) to W is
an injection.
Proof. A quasi-compact and quasi-separated rigid analytic variety is taut by [Hu2, Lemma
5.1.3 iv)]. Hence, any affinoid rigid analytic variety is taut. The first assertion follows from
Lemma 4.1 and the commutative diagram (4.14). The second assertion immediately follows
from (4.15).
Remark 4.6. Let the assumption be as in Lemma 4.5. The composite of the map W →
H ic(XC,Qℓ) in Lemma 4.5 and the canonical map H
i
c(XC,Qℓ)→ H
i(XC,Qℓ) is also injective.
Remark 4.7. One could probably rewrite results in this subsection in Berkovich’s language in
[Be] and [Be2] through comparison theorems in [Hu2, §8.3].
Remark 4.8. An open unit polydisk in rigid geometry is taut and separated. Note that a finite
morphism is taut and separated, and tautness and separatedness are stable under composition.
Since a Lubin-Tate space is a finite e´tale covering of an open unit polydisk, it is taut and
separated.
Remark 4.9. We note that the reductions of formal models of affinoids in the Lubin-Tate
perfectoid space in [IT3] and [IT4] also satisfy the property in Lemma 4.5.2. Recently, in [To],
Tokimoto generalizes [IT3]. The reductions of formal models of affinoids in the Lubin-Tate per-
fectoid space in [To] also satisfy it. In a subsequent paper, we will study corresponding affinoids
in the Lubin-Tate space and prove the NALT for ramified essentially tame representations in
some case.
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4.2 Review on ℓ-adic cohomology of Artin-Schreier curves
Let p be a prime number, and let q be a power of p. For a finite abelian group A, we write A∨
for HomZ
(
A,Q
×
ℓ
)
.
Let A1 be an affine line over Fq. For ψ ∈ F
∨
q , let Lψ denote the smooth Qℓ-sheaf of rank
one on A1 defined by the Artin-Schreier covering aq − a = x and ψ. Note that Lψ is equal to
F(ψ) in the notation of [Del, 1.8(i) in Sommes trig.]. For a variety Y over Fq and a function
f : Y → A1, let Lψ(f) denote the pull-back f
∗Lψ to Y .
We set Gm = A
1 \ {0}. Let n be a positive integer which is prime to p. Let m be a
positive integer such that µn(F) ⊂ F
×
qm . We simply write µn for µn(F). For c0 ∈ F
×
qm and
χ ∈ µ∨n , let Kχ,c0 be the smooth Qℓ-sheaf of rank one on Gm defined by the Kummer torsor
Kn,c0 = Gm → Gm; y 7→ c0y
n and χ. Note that Kχ,c0 equals χ
−1(Kn,c0) in the notation of [Del,
1.2 in Sommes trig.].
We consider the Gauss sum
Gm,n,c0(χ, ψ) = −
∑
x∈F×
qm
χ
(
(x/c0)
qm−1
n
)
ψ
(
TrFqm/Fq(x)
)
. (4.17)
Lemma 4.10. 1. We have H ic(A
1
F,Lψ(c0y
n)) = 0 except for i = 1, and an isomorphism
H1c (A
1
F,Lψ(c0y
n)) ≃
⊕
χ∈µ∨n\{1}
H1c (Gm,F,Lψ ⊗Kχ,c0). (4.18)
Furthermore, we have dimQℓ H
1
c (Gm,F,Lψ⊗Kχ,c0) = 1. The geometric Frobenius element over
Fqm acts on H
1
c (Gm,F,Lψ ⊗Kχ,c0) as multiplication by Gm,n,c0(χ, ψ).
2. The canonical map H1c (A
1
F,Lψ(c0y
n))→ H1(A1F,Lψ(c0y
n)) is an isomorphism.
Proof. By [Del, Remarques 1.8 b), c) in Sommes trig.], we have
H ic(A
1
F,Lψ(c0y
n)) = 0
for i = 0, 2. We prove (4.18). Let f : A1 → A1 be the morphism defined by y 7→ c0y
n. Since f
is e´tale over Gm, by the projection formula, we have a decomposition
f∗Lψ(c0y
n) ≃ Lψ ⊗ f∗Qℓ ≃
⊕
χ∈µ∨n
Lψ ⊗Kχ,c0 on Gm. (4.19)
We have short exact sequences
0→ H0({0}F,Qℓ) ≃ Qℓ → H
1
c (Gm,F,Lψ(c0y
n))→ H1c (A
1
F,Lψ(c0y
n))→ 0,
0→ H0({0}F,Qℓ) ≃ Qℓ → H
1
c (Gm,F,Lψ)→ H
1
c (A
1
F,Lψ) = 0→ 0.
(4.20)
Hence, the required assertion for the cohomology with compact support follows from (4.19) and
(4.20). We prove the second and the third assertions in 1. These follow from the Grothendieck-
Ogg-Shafarevich formula in [SGA5, The´ore`m 7.1 in Expose´ X] and the Grothendieck trace
formula respectively (cf. [Del, Proposition 4.3 in Sommes trig.]).
We prove 2. In the same way as above, we have an isomorphism
H1(A1F,Lψ(c0y
n)) ≃
⊕
χ∈µ∨n\{1}
H1(Gm,F,Lψ ⊗Kχ,c0),
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and the commutative diagram
H1c (A
1
F,Lψ(c0y
n))
can.

≃ //
⊕
χ∈µ∨n\{1}
H1c (Gm,F,Lψ ⊗Kχ,c0)
can.

H1(A1F,Lψ(c0y
n))
≃ //
⊕
χ∈µ∨n\{1}
H1(Gm,F,Lψ ⊗Kχ,c0).
(4.21)
By [Del, Proposition 4.3 in Sommes trig.], for any χ ∈ µ∨n \ {1}, the canonical map
H1c (Gm,F,Lψ ⊗Kχ,c0)→ H
1(Gm,F,Lψ ⊗Kχ,c0) (4.22)
is an isomorphism. Hence, by (4.21) and (4.22), the canonical map H1c (A
1
F,Lψ(c0y
n)) →
H1(A1F,Lψ(c0y
n)) is an isomorphism. Therefore, the required assertion 2 follows.
Corollary 4.11. Let Xm,n,c0 be the affine smooth curve defined by a
q − a = c0y
n over Fqm.
1. We have an isomorphism
H1c (Xm,n,c0,F,Qℓ) ≃
⊕
ψ∈F∨q \{1}, χ∈µ∨n\{1}
H1c (Gm,F,Lψ ⊗Kχ,c0).
Furthermore, we have dimQℓ H
1
c (Xm,n,c0,F,Qℓ) = (q − 1)(n− 1).
2. The canonical map H1c (Xm,n,c0,F,Qℓ)→ H
1(Xm,n,c0,F,Qℓ) is an isomorphism.
Proof. We have an isomorphism
H1c (Xm,n,c0,F,Qℓ) ≃
⊕
ψ∈F∨q \{1}
H1c (A
1
F,Lψ(c0y
n)). (4.23)
Hence, the required assertions follow from Lemma 4.10.
We consider the case (m,n, c0) = (1, 2, 1) in the notation of Corollary 4.11.
Lemma 4.12. We consider the automorphism i : X1,2,1 → X1,2,1 defined by (a, y) 7→ (a,−y).
Then, i acts on H1c (X1,2,1,F,Qℓ) as scalar multiplication by −1.
Proof. Let ψ ∈ F∨q \ {1}. By Lemma 4.10.1, we have
dimQℓ H
1
c (A
1
F,Lψ(y
2)) = 1.
Hence, by the Grothendieck trace formula, i acts on H1c (A
1
F,Lψ(y
2)) as scalar multiplication
by −1. Therefore, the required assertion follows from (4.23) for (m,n, c0) = (1, 2, 1).
It is easy to directly calculate the Gauss sum in some special cases.
Lemma 4.13. Let ζ1 ∈ F
×
q2 satisfying ζ
q−1
1 = −1. Then, we have G2,q+1,ζ1(χ, ψ) = −q.
Proof. We have equalities
G2,q+1,ζ1(χ, ψ) = −
∑
xq−1=−1
χ
(
(x/ζ1)
q−1
)
−
∑
µ∈F×q
∑
xq+x=µ
χ
(
(x/ζ1)
q−1
)
ψ(µ)
= −(q − 1)−
∑
µ∈F×q
∑
yq+y=1
χ
(
−yq−1
)
ψ(µ),
(4.24)
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where we change a variable y = x/µ and use ζq−11 = −1 at the second equality. The map
f : F×q2 → µq+1; x 7→ x
q−1 is injective on the subset S = {y ∈ F×q2 | y
q + y = 1}. Since S
consists of q elements satisfying f(S) ∩ {−1} = ∅, we obtain f(S) = µq+1 \ {−1}. Hence, we
have
∑
y∈S χ(−y
q−1) = −1. Since we have
∑
µ∈F×q
ψ(µ) = −1, we obtain the required assertion
by (4.24).
We consider the affine curve X0 defined by X
q2 −X = Y q(q+1) − Y q+1 over Fq2 . Let
Q =
g(α, β, γ) =
α β γαq βq
α
 ∈ GL3(Fq2)
 ,
which is a subgroup of GL3(Fq2). This group appears also in [We, the proof of Proposition
4.3.4]. We identify the center Z = {g(1, 0, γ) | γ ∈ Fq2} ⊂ Q with Fq2 by g(1, 0, γ) 7→ γ. Let Q
act on X0 by
g(α, β, γ) : X0 → X0; (X, Y ) 7→
(
X +
βq
α
Y +
γ
α
, αq−1Y +
β
α
)
. (4.25)
We regard F×q as a normal subgroup of Q by α 7→ g(α, 0, 0) for α ∈ F
×
q . By (4.25), the group
Q acts on X0 factoring through Q→ Q/F
×
q . We regard F
∨
q as a subset of F
∨
q2 via Tr
∨
Fq2/Fq
. We
simply write C for F∨q2 \F
∨
q . Let Q0 be the subgroup of Q consisting of all elements of the form
g(1, β, γ). The subgroup Z is the center of Q0, and the quotient V = Q0/Z is isomorphic to
Fq2 . Therefore, Q0 is a finite Heisenberg group. The following lemma is a well-known fact in a
representation theory of finite groups.
Lemma 4.14. Let ψ ∈ C. There exists a unique representation τ 0ψ of Q such that
τ 0ψ|F×q = 1
⊕q, τ 0ψ|Z ≃ ψ
⊕q, Tr τ 0ψ(g(α, 0, 0)) = −1 for any α ∈ Fq2 \ Fq, (4.26)
where 1 denotes the trivial representation of Q. Furthermore, τ 0ψ is irreducible.
Proof. Let µq+1 act on Q0 by
ζ : g(1, β, γ) 7→ g
(
ζ˜ , 0, 0
)−1
g(1, β, γ)g
(
ζ˜ , 0, 0
)
for ζ ∈ µq+1 and g(1, β, γ) ∈ Q0,
where ζ˜ ∈ F×q2 is an element such that ζ˜
q−1 = ζ . The center Z is fixed by this action. For
each non-trivial element a ∈ µq+1, then a has only the trivial fixed point in V . We have an
isomorphism Q/F×q ≃ µq+1 ⋉ Q0. Let ψ ∈ C. By taking (µq+1, Q0/ kerψ) as (A,G) in the
notation of [BH, §22.1] and applying [BH, Lemma in §22.2] to this situation, we obtain the
µq+1⋉ (Q0/ kerψ)-representation η1 in the notation of [BH, Lemma in §22.2]. The inflation of
η1 to Q by the composite
Q→ Q/F×q ≃ µq+1 ⋉Q0 → µq+1 ⋉ (Q0/ kerψ)
satisfies (4.26) by [BH, Lemma 2 (1) in §16.4]. The uniqueness and irreducibility of τ 0ψ follows
again from [BH, Lemma 2 in §16.4].
Remark 4.15. The principle in [BH, Lemma 2 in §16.4] and [BH, Lemma in §22.2] plays an
important role in the theory of types for GL(2) (cf. [BH, Proposition 19.4 and §22.4] or §5.1).
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Lemma 4.16. 1. We have an isomorphism
H1c (X0,F,Qℓ) ≃
⊕
ψ∈C
τ 0ψ (4.27)
as Q-representations. Furthermore, we have dimQℓ H
1
c (X0,F,Qℓ) = q
2(q − 1).
2. The geometric Frobenius element over Fq2 acts on H
1
c (X0,F,Qℓ) as scalar multiplication by
−q.
3. The canonical map H1c (X0,F,Qℓ)→ H
1(X0,F,Qℓ) is an isomorphism.
Proof. We prove the first assertion. The curve X0 is isomorphic to
∐
µ∈Fq
Yµ over Fq2 , where
Yµ is defined by X
q + X = Y q+1 + µ. Let ζ1, ξ ∈ F
×
q2 be elements such that ζ
q−1
1 = −1 and
ξq+ ξ = µ respectively. By setting a = −ζ1(X− ξ), the curve Y0 is defined by a
q− a = ζ1Y
q+1.
The stabilizer of Y0 in Z ≃ Fq2 equals ζ1Fq. Hence, we have an isomorphism
H1c (X0,F,Qℓ) ≃ Ind
Fq2
ζ1Fq
H1c (Y0,F,Qℓ) (4.28)
as Fq2-representations. By Corollary 4.11.1, we have an isomorphism
H1c (Y0,F,Qℓ) ≃
⊕
ψ0∈(ζ1Fq)∨\{1}
ψ⊕q
as ζ1Fq-representations. For ψ ∈ F
∨
q2 , we have ψ|ζ1Fq 6= 1 ⇐⇒ ψ ∈ C. Hence, we have an
isomorphism H1c (X0,F,Qℓ) ≃
⊕
ψ∈C ψ
⊕q as Fq2-representations. Let H
1
c (X0,F,Qℓ)ψ denote the
ψ-part, on which Fq2 acts by ψ. We consider the subgroup A = F
×
q2/F
×
q ⊂ Q/F
×
q . By Corollary
4.11.1, as A-representations, we have an isomorphism H1c (X0,F,Qℓ)ψ ≃
⊕
χ∈A∨\{1} χ. Since Z
is the center of Q, we can regard H1c (X0,F,Qℓ)ψ as a Q-representation. The Q-representation
H1c (X0,F,Qℓ)ψ satisfies (4.26). Hence, this is isomorphic to τ
0
ψ. Therefore, (4.27) follows. The
latter assertion follows from dimQℓ τ
0
ψ = q and |C| = q(q − 1).
The second assertion follows from Lemma 4.10.1, Corollary 4.11.1, Lemma 4.13 and (4.28).
The third assertion follows from Corollary 4.11.2.
Remark 4.17. A similar analysis to the one in this subsection is found in [We3, §7] or [IT,
§7.1].
4.3 Review on ℓ-adic cohomology of Deligne-Lusztig curve for GL2(Fq)
We keep the same notation in §4.2. We take an element ζ1 ∈ F
×
q2 such that ζ
q−1
1 = −1. Let W
be the affine smooth curve over Fq2 defined by S
qT − ST q = ζ1, which is called the Drinfeld
curve (cf. [DL, p.117]). The isomorphism class of W over Fq2 does not depend on the choice
of ζ1. Let W be the smooth compactification of W , which is defined by X
qY −XY q = ζ1Z
q+1
in P2Fq2 . We consider the open immersion j : W →֒ W ; (S, T ) 7→ (S : T : 1). Let µq+1 act on
W by [X : Y : Z] 7→ [ξX : ξY : Z] for ξ ∈ µq+1. The open subscheme W is stable under this
µq+1-action. The closed subscheme DW = W \W with reduced scheme structure consists of
q + 1 closed points, and it is fixed by the action of µq+1. Let 1 be the trivial character of µq+1
valued in Qℓ. We have a µq+1-equivariant short exact sequence
0→ 1⊕q → H1c (WF,Qℓ)→ H
1(W F,Qℓ)→ 0.
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By this and the Riemann-Hurwitz formula, we have
dimQℓ H
1(W F,Qℓ) = q(q − 1),
dimQℓ H
1
c (WF,Qℓ) = q
2.
(4.29)
Let i : DW →֒ W be the closed immersion. By the distinguished triangle i∗Ri
!j!Qℓ → j!Qℓ →
Rj∗Qℓ
+1
−→ on W , we have a µq+1-equivariant long exact sequence
0→ 1 ≃ H0(WF,Qℓ)→ H
1
DW,F
(W F, j!Qℓ)→ H
1
c (WF,Qℓ)
can.
−−→ H1(WF,Qℓ)→ H
2
DW,F
(W F, j!Qℓ)→ H
2
c (WF,Qℓ) ≃ 1(−1)→ 0.
(4.30)
By the distinguished triangle j!Qℓ → Qℓ → i∗Qℓ
+1
−→ on W , we have a µq+1-equivariant long
exact sequence
0→ H0(DW,F,Qℓ)→ H
1
DW,F
(W F, j!Qℓ)→ H
1
DW,F
(W F,Qℓ)
→ H1(DW,F,Qℓ) = 0→ H
2
DW,F
(W F, j!Qℓ)→ H
2
DW,F
(W F,Qℓ)→ 0.
Since we have H1DW,F(W F,Qℓ) = 0 by the purity theorem, we obtain isomorphisms
H1DW,F(W F, j!Qℓ)
∼
←− H0(DW,F,Qℓ) ≃ 1
⊕(q+1),
H2DW,F(W F, j!Qℓ)
∼
−→ H2DW,F(W F,Qℓ) ≃ 1(−1)
⊕(q+1)
(4.31)
as µq+1-representations again by the purity theorem. By (4.30) and (4.31), we obtain a µq+1-
equivariant long exact sequence
0→ 1⊕q → H1c (WF,Qℓ)→ H
1(WF,Qℓ)→ 1(−1)
⊕q → 0. (4.32)
Let XDL be the affine curve over Fq defined by (S
qT − ST q)q−1 = −1, which is called the
Deligne-Lusztig curve for GL2(Fq). Let F
×
q2 act on XDL by ξ : (S, T ) 7→ (ξ
−1S, ξ−1T ) for ξ ∈ F×q2.
Let GL2(Fq) act on XDL by g : (S, T ) 7→ (aS+cT, bS+dT ) for g =
(
a b
c d
)
∈ GL2(Fq). Clearly,
the actions of F×q2 and GL2(Fq) commute. The curve XDL is isomorphic to a disjoint union of
q − 1 copies of W over Fq2 . The stabilizer of each connected component of XDL in F
×
q2 equals
µq+1. Hence, by inducing (4.32) from µq+1 to F
×
q2 , we acquire an F
×
q2-equivariant long exact
sequence
0→
(
Ind
F
×
q2
µq+1
1
)⊕q
ϕ
−→ H1c (XDL,F,Qℓ)
can.
−−→ H1(XDL,F,Qℓ)→
((
Ind
F
×
q2
µq+1
1
)
(−1)
)⊕q
→ 0.
(4.33)
LetH1c (XDL,F,Qℓ)cusp ⊂ H
1
c (XDL,F,Qℓ) be the cuspidal part regarded as a GL2(Fq)-representation.
We say that a character χ ∈ (F×q2)
∨ is in general position if χ does not factor through
NrFq2/Fq : F
×
q2 → F
×
q . We write C ⊂ (F
×
q2)
∨ for the set of all characters in general position.
By the Deligne-Lusztig theory for GL2(Fq) in [DL, Theorem 6.2], we have a decomposition
H1c (XDL,F,Qℓ)cusp =
⊕
χ∈C
H1c (XDL,F,Qℓ)χ (4.34)
as GL2(Fq)×Fq2-representations, and the χ-part H
1
c (XDL,F,Qℓ)χ is an irreducible and cuspidal
GL2(Fq)-representation (cf. [BH, §6.4] and [Yo, Corollary 6.9]).
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Lemma 4.18. 1. The canonical map H1c (XDL,F,Qℓ) → H
1(XDL,F,Qℓ) is injective on the cus-
pidal part.
2. Let χ ∈ C. Then, the geometric Frobenius element over Fq2 acts on H
1
c (XDL,F,Qℓ)χ as scalar
multiplication by −q.
Proof. Since H1c (XDL,F,Qℓ)χ is irreducible, the geometric Frobenius element over Fq2 acts on
it as scalar multiplication by Schur’s lemma. Hence, the second assertion follows from the
Grothendieck trace formula.
We prove the first assertion. By [BH, Theorem (1) in §6.4], any irreducible and cuspidal
representation of GL2(Fq) is (q − 1)-dimensional. Clearly, we have |C| = q(q − 1). Hence, by
(4.34), we have
dimQℓ H
1
c (XDL,F,Qℓ)cusp = q(q − 1)
2. (4.35)
Since Ind
F
×
q2
µq+1
1 contains no character of F×q2 in general position, we have
Imϕ ∩H1c (XDL,F,Qℓ)cusp = {0} (4.36)
by (4.34). By (4.35) and (4.36), we obtain H1c (XDL,F,Qℓ) ≃ Imϕ⊕H
1
c (XDL,F,Qℓ)cusp. Hence,
the required assertion follows from (4.33).
Remark 4.19. By setting a = S/T and t = 1/T , the curve XDL is isomorphic to the affine
curve defined by aq − a = ζ1t
q+1 with t 6= 0. By using this fact, Lemma 4.10.1 and Lemma
4.13, we can deduce Lemma 4.18.2.
5 Statement of main theorem
In this section, we state our main theorem in Theorem 5.17. This theorem is reduced to
Proposition 5.16. A proof of Proposition 5.16 will be given in §6 in a purely local manner. In
§5.1, we give a summary of the theory of types for GL(2), and introduce a statement of the
explicit LLC and LJLC. In §5.2, admitting Proposition 5.16, we deduce Theorem 5.17. To do
so, we need to show Corollary 5.15. To prove this, we need to understand some group action
on π0 of the Lubin-Tate tower. We can do this by using determinant morphisms given in [GL,
V.4]. These are done in §5.2.2. Furthermore, in §5.2.3, by using Proposition 5.16 and Theorem
5.17, we will show the equivalence of the explicit LLC and LJLC, and the NALT for GL(2) (cf.
Corollaries 5.18 and 5.19).
For a character χ of L×, we often identify it with a character ofWL via the Artin reciprocity
map aL.
5.1 Theory of types for GL(2)
For any admissible pair (L/F, χ), one can explicitly construct an irreducible cuspidal rep-
resentation of GL2(F ), an irreducible smooth representation of D
×, and a two-dimensional
irreducible smooth representation of WF so that they match under the LLC and the LJLC. In
this subsection, in the odd residue characteristic case, we briefly recall the construction in [BH,
§19, §34.1, §56] and a main statement of explicit LLC and LJLC. Under this assumption, this
theory is described with respect to admissible pairs.
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5.1.1 Admissible pair
We briefly recall admissible pairs from [BH, Definition in §18.2]. We consider a pair (L/F, χ),
where L/F is a tamely ramified quadratic field extension and χ is a smooth character of L×.
Definition 5.1. ([BH, Definition 18.2]) The pair (L/F, χ) is admissible if
• χ does not factor through the norm map NrL/F : L
× → F×, and
• if χ|U1L factors through NrL/F , then L/F is unramified.
Admissible pairs (L/F, χ) and (L′/F, χ′) are said to be F -isomorphic if there is an F -isomorphism
φ : L
∼
−→ L′ such that χ = χ′ ◦ φ. We write P2(F ) for the set of F -isomorphism classes of ad-
missible pairs.
The level of χ means the least integer n ≥ 0 such that χ|Un+1L
is trivial, which is denoted by
l(χ). We say that an admissible pair (L/F, χ) such that l(χ) = n is minimal if χ|UnL does not
factor through NrL/F .
By the local class field theory, the level of χ equals the Swan conductor exponent of χ
regarded as a character of WL.
For a character φ of F×, we write φL for the composite φ ◦ NrL/F . For any admissible pair
(L/F, χ) is F -isomorphic to one of the form (L/F, χ′ ⊗ φL), with a character φ of F
× and a
minimal admissible pair (L/F, χ′).
5.1.2 Level and conductor
For an irreducible smooth representation π of GL2(F ), let l(π) ∈ 2
−1Z denote the normalized
level of π in [BH, §12.6].
Definition 5.2. For an irreducible cuspidal representation π of GL2(F ), we define a conductor
of π to be 2(l(π) + 1) ∈ Z, which we denote by c(π).
For an irreducible smooth representation ρ of D×, let m(ρ) be the largest integer i such
that ρ|U iD is non-trivial. If ρ|O×D is trivial, we set m(ρ) = −1. If dim ρ > 1, the integer m(ρ)
equals the level of ρ in [BH, §54.1].
Definition 5.3. ([Tu, p. 185]) We define a conductor of ρ to be m(ρ) + 2, which we denote by
c(ρ).
5.1.3 Unramified case
Let n ≥ 1 be a positive integer. Let (F2/F, χ) be a minimal admissible pair such that l(χ) =
n− 1. We take F -embeddings F2 →֒ M2(F ) and F2 →֒ D. We set
J1,n = F
×
2 U
[n
2
]
M ⊂ GL2(F ),
J2,n = F
×
2 U
n−1
D ⊂ D
×,
with U0M = GL2(OF ) and U
0
D = O
×
D. Let ψ0 ∈ F
∨
q \ {1}. Let ψF be a character of F such that
ψF (x) = ψ0(x¯) for x ∈ OF . For a finite extension L/F , let ψL denote the composite ψF ◦TrL/F .
For n ≥ 2, let α ∈ p
−(n−1)
F2
be an element such that χ(1 + x) = ψF2(αx) for x ∈ p
[(n−1)/2]+1
F2
.
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Level zero case First, we consider the case n = 1. We naturally identify U0F2/U
1
F2
with F×q2.
Let C be as in §4.3. Then, χ is a tamely ramified character of F×2 such that χ|U0F2/U
1
F2
∈ C.
We write χ0 for χ|U0F2/U
1
F2
. We take an Fq-embedding Fq2 →֒ M2(Fq). There exists a unique
irreducible cuspidal representation πχ0 of GL2(Fq) which satisfies
Ind
GL2(Fq)
F
×
q2
χ0 ≃ St⊗ πχ0 , (5.1)
where St is the Steinberg representation of GL2(Fq). Note that dim πχ0 = q − 1 and dim St =
q. The isomorphism class of the representation (5.1) is independent of the choice of the Fq-
embedding Fq2 →֒ M2(Fq), and depends only on χ0.
Let Λχ be the irreducible smooth representation of J1,1 such that
• the restriction Λχ|GL2(OF ) is isomorphic to the inflation of πχ0 by GL2(OF ) → GL2(Fq),
and
• Λχ|F×2 is a multiple of χ.
Let Λ′χ be the character of J2,1 satisfying Λ
′
χ|U1D = 1 and Λ
′
χ|F×2 = χ. Let ∆0 denote the
unramified character of F×2 of order two.
Unramified case of positive level We consider the case n ≥ 2. We define smooth rep-
resentations Λχ and Λ
′
χ of J1,n and J2,n respectively as follows. First, we define Λχ (cf. [BH,
§19.4]). Assume that n is even. We define Λχ by
Λχ(x(1 + y)) = χ(x)ψF (Tr(αy)) for x ∈ F
×
2 and 1 + y ∈ U
[n
2
]
M .
Assume that n is odd. We write n = 2m− 1. Let θ be the character of U1F2U
m
M which satisfies
θ(x(1 + y)) = χ(x)ψF (Tr(αy)) for x ∈ U
1
F2
and 1 + y ∈ UmM.
There exists a unique q-dimensional irreducible representation ηθ of U
1
F2
Um−1M such that the
restriction to U1F2U
m
M is a multiple of θ by [BH, Lemma 15.6] (cf. [BH, §16.4]). We define Λχ to
be the irreducible representation of J1,n such that
• Λχ|U1F2U
m−1
M
= ηθ,
• Λχ|F× is a multiple of χ|F×, and
• TrΛχ(µ) = −χ(µ) for µ ∈ µq2−1(F2) \ µq−1(F )
as in [BH, Corollary 19.4] (cf. [BH, §22.4]).
Secondly, we define Λ′χ (cf. [BH, §56]). Assume that n is odd. We define Λ
′
χ by
Λ′χ(x(1 + y)) = χ(x)ψF (TrdD/F (αy)) for x ∈ F
×
2 and 1 + y ∈ U
n−1
D .
Assume that n is even. We define a character θ′ of U1F2U
n
D by
θ′(x(1 + y)) = χ(x)ψF (TrdD/F (αy)) for x ∈ U
1
F2 and 1 + y ∈ U
n
D.
There exists a unique q-dimensional irreducible representation ηθ′ of U
1
F2
Un−1D whose restric-
tion to U1F2U
n
D is a multiple of θ
′. We define Λ′χ to be the unique q-dimensional irreducible
representation of J2,n such that
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• Λ′χ|U1F2U
n−1
D
= ηθ′,
• Λ′χ|F× is a multiple of χ|F×, and
• TrΛ′χ(µ) = −χ(µ) for µ ∈ µq2−1(F2) \ µq−1(F ).
For a positive integer n, we set
πχ = c-Ind
GL2(F )
J1,n
Λχ,
ρχ = Ind
D×
J2,n
Λ′χ,
τχ = IndF2/F (∆0χ).
These are irreducible (cf. [BH, Theorems 11.4, 15.1 and 54.4]). They are independent of the
choice of the F -embeddings F2 →֒ M2(F ) and F2 →֒ D. The representation πχ is cuspidal by
[BH, Theorem 14.5]. By the conductor-discriminant formula in [Se, Corollary in IV §2], the
Artin conductor exponent of τχ equals 2n.
5.1.4 Ramified case
Let E be a totally tamely ramified separable quadratic extension of F . Let n = 2m − 1 be
a positive odd integer. Let (E/F, χ) be a minimal admissible pair such that l(χ) = n. Let
α ∈ p−nE be an element such that χ(1+x) = ψE(αx) for 1+x ∈ U
m
E . We choose F -embeddings
E →֒ M2(F ) and E →֒ D. Let
JE,1,n = E
×UmI ⊂ GL2(F ),
JE,2,n = E
×UmD ⊂ D
×.
We define a character ΛE,χ of J1,E,n by
ΛE,χ (x(1 + y)) = χ(x)ψF (Tr(αy)) for x ∈ E
× and 1 + y ∈ UmI .
Similarly, we define a character Λ′E,χ of JE,2,n by
Λ′E,χ (x(1 + y)) = (−1)
vE(x)χ(x)ψF
(
TrdD/F (αy)
)
for x ∈ E× and 1 + y ∈ UmD .
Let κE/F be the non-trivial character of F
× factoring through F×/NrE/F (E
×) ≃ U0F/NrE/F (U
0
E).
This character is tamely ramified of order two. Hence, we have
κE/F (x) =
(
x¯
Fq
)
for any x ∈ U0F . (5.2)
We consider the quadratic Gauss sum
τ(κE/F , ψF ) =
∑
x∈(OF /p)×
κE/F (x)ψF (x) =
∑
x∈F×q
(
x
Fq
)
ψ0(x),
where we use (5.2) at the second equality. Recall that
τ(κE/F , ψF )
2 =
(
−1
Fq
)
q. (5.3)
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Let λE/F (ψF ) denote the Langlands constant of the extension E/F (cf. [BH, §34.3]). Then, we
have
λE/F (ψF ) = τ(κE/F , ψF )q
− 1
2 ,
λE/F (ψF )
2 = κE/F (−1)
(5.4)
by [BH, Proposition 34.3 (2)] and (5.3). We choose a uniformizer ̟E of E. Let ζ(α, χ) =
̟nEα ∈ Fq. As in [BH, §34.4], we define a tamely ramified character ∆E,χ of E
× by
• ∆E,χ(x) =
(
x¯
Fq
)
for x ∈ U0E ,
• ∆E,χ(̟E) = κE/F (ζ(α, χ))λE/F (ψF )
n.
The order of ∆E,χ is divisible by 4. By (5.2) and (5.4), we have
λE/F (ψF )
n = κE/F (−1)
m−1λE/F (ψF ) =
(
−1
Fq
)m−1
λE/F (ψF ). (5.5)
We set
πχ = c-Ind
GL2(F )
JE,1,n
ΛE,χ,
ρχ = Ind
D×
JE,2,n
Λ′E,χ,
τχ = IndE/F (∆E,χχ).
These are irreducible. They are independent of the choice of the F -embeddings E →֒ M2(F )
and E →֒ D. The representation πχ is cuspidal by [BH, Theorem 14.5]. By the conductor-
discriminant formula, the Artin conductor exponent of τχ is equal to n + 2.
Let
• A0(F ) be the set of equivalent classes of irreducible cuspidal representations of GL2(F ),
• A01(D) the set of equivalent classes of irreducible smooth representations of D
× whose
dimension is greater than one, and
• G0(F ) the set of equivalent classes of irreducible smooth representations of WF of degree
two.
Let (L/F, χ) be an admissible pair. We choose a minimal admissible pair (L/F, χ′) and a
smooth character φ of F× such that χ = χ′ ⊗ φL. Then, we set
πχ = πχ′ ⊗ (φ ◦ det),
ρχ = ρχ′ ⊗ (φ ◦ NrdD/F ),
τχ = τχ′ ⊗ φ.
(5.6)
The equivalent classes of them are independent of the choice of the pair (χ′, φ). Under the
assumption p 6= 2, it is known that the above construction induces bijections
P2(F )
∼
−→ A0(F ); (L/F, χ) 7→ πχ,
P2(F )
∼
−→ A01(D); (L/F, χ) 7→ ρχ,
P2(F )
∼
−→ G0(F ); (L/F, χ) 7→ τχ
(5.7)
(cf. [BH, Theorem 20.2, §54, Theorem 34.1]). The last bijection is different from that in [BH,
Theorem 34.1]. The correspondences (5.7) are modified so that they are compatible with the
LLC and the LJLC as in [BH, p. 219, §56]. For a smooth representation π of a locally profinite
group, let π∨ denote its contragredient.
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Lemma 5.4. For any (L/F, χ) ∈ P2(F ), we have
π∨χ = πχ∨ , ρ
∨
χ = ρχ∨ , τ
∨
χ = τχ∨ , (5.8)
πχ⊗φL ≃ πχ ⊗ (φ ◦ det), ρχ⊗φL ≃ ρχ ⊗ (φ ◦ NrdD/F ), τχ⊗φL ≃ τχ ⊗ φ (5.9)
for any character φ of F×.
Proof. We prove (5.8). The required assertion for πχ follows from [BH, Theorem 20.2 (3)].
Similarly, the claim for ρχ is proved by using results in [BH, §54.4]. The claim for τχ is clear
by the construction of it.
The claim (5.9) follows from the construction (5.6).
Lemma 5.5. For (L/F, χ) ∈ P2(F ), we have c(πχ) = c(ρχ).
Proof. We can directly compute the both sides by using [BH, (19.6.2)].
5.1.5 Explicit LLC and LJLC
Let
LL: A0(F )
∼
−→ G0(F ); π 7→ LL(π),
JL: A0(F )
∼
−→ A01(D); π 7→ JL(π)
denote the LLC and the LJLC respectively (cf. [BH, p. 219, §56.1]).
Lemma 5.6. For any irreducible cuspidal representation π of GL2(F ), we have c(π) = c (JL(π)).
Proof. For an irreducible smooth representation of ρ of D×, let l(ρ) denote the level of ρ in [BH,
§54.1]. By [BH, §56.1], we have l(JL(π)) = 2l(π). Hence, the required assertion follows.
Remark 5.7. For any π ∈ A0(F ), the Artin conductor exponent of LL(π) equals c(π). We
will not use this fact later.
The following theorem is stated in [BH, p. 219, p. 334], which we call the explicit LLC and
LJLC. This theorem is due to Bushnell and Henniart.
Theorem 5.8. (Explicit LLC and LJLC) Assume that p 6= 2. Let the notation be as in (5.7).
For any admissible pair (L/F, χ), we have
JL(πχ) = ρχ, LL(πχ) = τχ.
5.2 Main theorem and its application
5.2.1 Local fundamental representation
We have introduced Lubin-Tate curves in the previous sections. In the following, only in §5.2.1
and §5.2.2, we consider any dimensional Lubin-Tate spaces. We introduce a main subject,
which is called local fundamental representation, in the non-abelian Lubin-Tate theory. Main
references are [Bo, §2.4], [Ca2, §1.5], [Da, §3.5], [Fa2, §4.5] and [St, §2.5].
We choose an isomorphism ι : C
∼
−→ Qℓ. Let q
1
2 ∈ Qℓ denote the second root of q such that
ι−1(q
1
2 ) is positive in R. Let d ≥ 1. For each n ≥ 1, let Xd(pn) be the (d − 1)-dimensional
Lubin-Tate space with Drinfeld level pn-structure. We consider
Hdc = lim−→
n
Hd−1c (X
d(pn)C,Qℓ)
(
d− 1
2
)
,
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where
(
1
2
)
means the Tate twist on which the geometric Frobenius automorphism over Fq acts
as scalar multiplication by q−
1
2 . Let D be the central division algebra over F of invariant 1/d.
We consider the homomorphism
δd : Gd = GLd(F )×D
× ×WF → Z; (g, x, σ) 7→ v
(
det(g) NrdD/F (x)
−1aF (σ)
−1
)
. (5.10)
Let G0d be the kernel of this homomorphism. Then, there exists an action of G
0
d on the tower
{Xd(pn)C}n≥0 by [Ca2, §1.3]. Hence, H
d
c can be regarded as a representation of G
0
d. This is
a smooth/continuous representation of G0d (cf. [Bo, §3.1], [HT, Lemma II.2.8] and [St, Lemma
2.5.1 and Remark after it]). In the below definition, we consider the usual topology on GLd(F )×
D×, the discrete topology on WF , and the product topology on Gd. Then, we regard H
d
c as a
smooth representation of G0d.
Definition 5.9. We define a Gd-representation
Udc = c-Ind
Gd
G0d
Hdc ,
which we call the local fundamental representation.
5.2.2 Geometrically connected components of Lubin-Tate spaces
We recall group action on π0 of Lubin-Tate spaces. To do so, we give complements on [GL].
As a result, we show Corollary 5.15. To show this, we use also a result in [St2].
We recall notations and results in [GL, V]. Let d ≥ 1. We simply write d for Z/dZ. Let
BdLT ,m = OF̂ ur[[(xi)i∈d]][(si,j)i∈d, 0≤j≤md−1]
/
Im,d,
where Im,d is generated by
d∏
k=1
xk − (−1)
d̟, sq−1i,0 − xi, s
q
i,j − xi−jsi,j − si,j−1 for i ∈ d and 1 ≤ j ≤ md− 1.
We set Zd(pm) =
(
Spf BdLT ,m
)rig
, which is a (d − 1)-dimensional rigid analytic variety over
F̂ ur. Note that Z2(pm) equals Y(p2m−1) in §2.4. As in [GL, Remarque II.2.3], Zd(pm) is an
intermediate covering between Xd(pm) and Xd(pm+1). Then, the tower {Zd(pm)C}m≥0 admits
an action of G0d. Let I be the inverse image of the subring consisting of all upper triangular
matrices in Md(Fq) by the canonical map Md(OF )→ Md(Fq), which isB in the notation of [GL,
I.1]. Then, Zd(pm) is the quotient of Xd(pm+1) by UmdI = 1 + ̟
mI. Let OF ⊗̂FqB
d
LT ,m denote
the completion of OF ⊗Fq B
d
LT ,m for the ̟⊗1-adic topology. We set z = ̟⊗1 ∈ OF ⊗̂FqB
d
LT ,m
and Pz =
(
0d−1 Ed−1
z t0d−1
)
∈ Md
(
OF ⊗̂FqB
d
LT ,m
)
. Let
Sm =
md−1∑
j=0
diag(s1,j , . . . , sd,j)
tP jz ∈ Md
(
OF ⊗̂FqB
d
LT ,m
)
.
We set
∞∑
i=0
siz
i = detSm.
We take an element µ ∈ F×q2 such that µ
q−1 = −1. We have the injective ring homomorphism
detm,µ : B
1
LT ,m →֒ B
d
LT ,m; s0,i 7→ µsi for each 1 ≤ i ≤ m− 1. (5.11)
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For m ≥ 1, we have the trivial commutative diagram
BdLT ,m
  can. // BdLT ,m+1
B1LT ,m
  can. //
?
detm,µ
OO
B1LT ,m+1.
?
detm+1,µ
OO
(5.12)
Let L T denote the formal OF -module over OF defined by
[̟]L T (X) = X
q +̟X, X +L T Y = X + Y, [ζ ]L T (X) = ζX for ζ ∈ Fq.
Let
L T [pm]prim =
{
x ∈ F | [̟m]L T (x) = 0, [̟
m−1]L T (x) 6= 0
}
,
and FL T ,m = F̂
ur(L T [pm]prim). By the Lubin-Tate theory, we have the isomorphism
Gal
(
FL T ,m/F̂
ur
)
≃ (OF/p
m)×; σ 7→ aσ, (5.13)
where [aσ]L T (x) = σ(x) for x ∈ L T [p
m]prim. Note that we have an isomorphism
B1LT ,m = OF̂ ur[s1,m−1]/([̟
m]L T (s1,m−1)/[̟
m−1]L T (s1,m−1)) ≃ OFL T ,m
for m ≥ 1. The map (5.11) induces the morphism of rigid analytic varieties
Zd(pm)→ SpFL T ,m. (5.14)
For a rigid analytic variety Y over C, let π0(Y) be the set of the connected components of Y.
The map (5.14) induces
π0(Z
d(pm)C)→ π0
(
Sp
(
FL T ,m ×F̂ ur C
))
≃ (OF/p
m)×, (5.15)
where the isomorphism is given by (5.13). By [St2, Theorem 4.4 (i)] and detUmdI = U
m
F , the
cardinality of π0(Z
d(pm)C) equals q
m−1(q − 1). Hence, the map (5.15) is bijective. Therefore,
by taking the projective limit of (5.15), we have
lim
←−
m
π0(Z
d(pm)C)
∼
−→ O×F .
As in [GL, p. 398], we set
B̂dLT ,∞ =
( ∞⋃
m=1
BdLT ,m
)̂
,
where (·)̂ denotes the (x1, . . . , xd)-adic completion. By (5.11) and (5.12), we have the injective
homomorphism
d̂et∞,µ : B̂
1
LT ,∞ → B̂
d
LT ,∞. (5.16)
Let AdInt be as in [GL, V.1]. By [GL, pp. 398–399], we have the injective ring homomorphism
(∗) : B̂dLT ,∞ →֒ A
d
Int. (5.17)
By [GL, V.4], we have the determinant map
detµ : A
1
Int → A
d
Int. (5.18)
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Proposition 5.10. For m ≥ 1, we have the commutative diagram
BdLT ,m
  can. // B̂dLT ,∞
  (∗) // AdInt
B1LT ,m
?
detm,µ
OO
  can. // B̂1LT ,∞
≃ //
?
d̂et∞,µ
OO
A1Int.
?
detµ
OO
(5.19)
Proof. The left commutativity in (5.19) is clear. Hence, we prove the right commutativity. By
definition, we have A1Int = F((t
1/q∞)) as in [GL, V.1]. The inverse map of B̂1LT ,∞ → A
1
Int is
given by t 7→ limj→+∞ s
qj
0,j (cf. [GL, p. 384]). Let Â
d
LT ,∞ be as in [GL, pp. 370–371]. We have
the natural injective map
B̂dLT ,∞ →֒ Â
d
LT ,∞, (5.20)
and the isomorphism
(de´composition)∗ : ÂdLT ,∞
∼
−→ AdInt (5.21)
in [GL, p. 398] (cf. The inverse map of (5.21) is given in [GL, V.2.1]). The composite of (5.20)
and (5.21) equals the injective map (5.17). By [GL, V.4], we have the determinant map
detµ : Â
1
LT ,∞ →֒ Â
d
LT ,∞.
By the definition of this and the definition of d̂et∞,µ in (5.16), we have the commutative diagram
B̂dLT ,∞
  (5.21) // ÂdLT ,∞
B̂1LT ,∞
d̂et∞,µ
OO
Â1LT ,∞.
detµ
OO
Furthermore, by [GL, p. 404], we have the commutative diagram
ÂdLT ,∞ ≃
(de´composition)∗// AdInt
Â1LT ,∞
detµ
OO
≃
(de´composition)∗// A1Int.
detµ
OO
The required assertion follows from the above two commutative diagrams.
Remark 5.11. A similar determinant morphism is studied in [We4, (2.7.3)] by using [He],
which is based on the theory of displays due to Zink in [Zi]. In [GL], formal models of Lubin-Tate
tower are described on the basis of the theory of coordinate modules, because the characteristic
of F is positive.
Let
δ1d : Gd → F
×; (g, d, σ) 7→ det(g) NrdD/F (d)
−1aF (σ)
−1
and G1d = ker δ
1
d. The restriction of δ
1
d to G
0
d induces the surjective homomorphism
δ1d : G
0
d → O
×
F .
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Corollary 5.12. 1. The subgroup G1d acts on lim←−m π0(Z
d(pm)C) trivially.
2. Let
Hd = GLd(OF )×O
×
D × IF ⊂ G
0
d.
Then, Hd acts on lim←−m π0(Z
d(pm)C) ≃ O
×
F via δ
1
d.
Proof. We prove the first assertion. Let (g, d, σ) ∈ G1d. We can write (g, x, σ) = (g, x1, 1)(1, x2, σ)
with det(g) = NrdD/F (x1) and NrdD/F (x2)aF (σ) = 1. We set
F ⊗̂FqB̂
d
LT ,∞ =
(
OF ⊗̂FqB̂
d
LT ,∞
) [
z−1
]
.
For an element d′ =
∑
i∈Z aiϕ
i ∈ D× with ai ∈ Fqd, we set
d′z =
∑
i∈Z
diag
(
1⊗ ai, 1⊗ a
q
i , . . . , 1⊗ a
qd−1
i
)
P iz ∈ Md(F ⊗̂FqB̂
d
LT ,∞),
Note that NrdD/F (d
′)z = det(d
′
z) in B̂
1
LT ,∞. For an element g ∈ Md(F ), let gz denote the image
of g by the natural map id⊗1: Md(F )→ Md(F ⊗̂FqB̂
d
LT ,∞). Let TLT be as in [GL, IV.1]. Then,
by [GL, Remarque II.2.4 or the proof of Corollaire IV.2.5], the group GLd(F )×D
× acts on the
matrix TLT by
TLT 7→
td′−1z TLT
tgz for (g, d
′) ∈ GLd(F )×D
×. (5.22)
The determinant morphism (5.18) is given by
Spf AdInt → Spf A
1
Int; TLT 7→ µ detTLT .
Hence, by (5.22), the element (g, x1, 1) acts onA
1
Int trivially. By the diagram (5.19), the element
(g, x1, 1) acts on B̂
1
LT ,∞ trivially. We write (1, x2, σ) = (1, x
′
2, 1)(1, ϕ
−nσ , σ) with x′2 ∈ O
×
D. Let
a0F,̟(σ) = aF (σ)/̟
nσ ∈ O×F . By the Lubin-Tate theory, (1, ϕ
−nσ , σ) acts on B̂1LT ,∞ as scalar
multiplication by a0F,̟(σ)
−1. Hence, by (5.22), the element (1, x2, σ) acts on B̂
1
LT ,∞ trivially.
Therefore, the required assertion follows.
The second assertion follows from (5.22) and the proof of the first assertion.
Remark 5.13. By Xd(pm+1)→ Zd(pm)→ Xd(pm) for each m ≥ 1, we have an isomorphism
lim
←−
m
π0(Z
d(pm)C) ≃ lim←−
m
π0(X
d(pm)C).
Then, Corollary 5.12.2 is proved in [St2, Theorem 4.4 (i)].
Corollary 5.14. The group G0d acts on
lim
←−
m
π0(Z
d(pm)C)
∼
−→ O×F
via δ1d.
Proof. We have G0d = G
1
dHd, because the restriction δ
1
d|Hd : Hd → O
×
F is surjective. Hence, by
Corollary 5.12, the required assertion follows.
Corollary 5.15. The Gd-representation U
d
c is invariant under twisting by any character of Gd
factoring through δ1d : Gd → F
×.
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Proof. For each m ≥ 1, we have the natural morphisms of rigid analytic varieties Xd(pm+1)→
Zd(pm)→ Xd(pm). This induces the isomorphism
Hdc = lim−→
m
Hd−1c (X
d(pm)C,Qℓ)
(
d− 1
2
)
∼
−→ lim−→
m
Hd−1c (Z
d(pm)C,Qℓ)
(
d− 1
2
)
. (5.23)
Let α ∈ O×F . For an integer m ≥ 1, let αm denote the image of α by the canonical map
O×F → O
×
F /U
m
F . Let Z
d,αm(pm) denote the connected component of Zd(pm) corresponding to
αm in π0(Z
d(pm)) ≃ O×F /U
m
F . Then, {Z
d,αm(pm)}m≥1 makes a projective system. Let ξ be a
character of F×. Let ξ0 = ξ|O×F
. The image of ξ0 equals µn(Qℓ) with some integer n ≥ 1. We
put Uξ = ker ξ0. We consider the composite
ξ′ : G0d
δ1d−→ O×F
ξ0
−→ µn(Qℓ).
Let G0ξ = ker ξ
′. For m ≥ 1, we write Uξ,m for the image of Uξ by O
×
F → O
×
F /U
m
F . We
consider the projective system {Zdξ,m}m≥1 =
{∐
αm∈Uξ,m
Zd,αm(pm)
}
m≥1
. By Corollary 5.14,
the stabilizer of {Zdξ,m}m≥1 in G
0
d equals G
0
ξ . Since the quotient G
0
d/G
0
ξ is cyclic, we have
G0d-equivariant isomorphisms
Hdc ≃ lim−→
m
Hd−1c (Z
d(pm)C,Qℓ)
(
d− 1
2
)
∼
−→ Ind
G0d
G0ξ
(
lim−→
m
Hd−1c (Z
d
ξ,m,Qℓ)
)(
d− 1
2
)
by (5.23). Hence, we have an isomorphism
Hdc ⊗ ξ
′ ≃ Hdc
as G0d-representations. Therefore, we have isomorphisms
Udc ⊗ (ξ ◦ δ
1
d) ≃ c-Ind
Gd
G0d
(
Hdc ⊗ ξ
′
)
≃ c-IndGd
G0d
Hdc = U
d
c
as Gd-representations. Hence, the required assertion follows.
5.2.3 Main results
In the following, we always assume that d = 2. We omit the indices d in the notations in §5.2.1
and 5.2.2.
We have an isomorphism
lim
−→
n
H1c (LT(p
n)C,Qℓ)
(
1
2
)
≃
⊕
h∈Z
(
lim
−→
n
H1c (X
(h)(pn)C,Qℓ)
)(
1
2
)
≃ Uc (5.24)
as G-representations (cf. [Da, (3.5.2)] or [Fa2, §4.5]). Let LT(pn)/̟Z denote the quotient of
LT(pn) by the action of ̟ ∈ D×. Note that the subgroup {(x, x) ∈ GD | x ∈ F
×} ⊂ GD acts
on (5.24) trivially. We set
U c = lim−→
m
H1c ((LT(p
m)/̟Z)C,Qℓ)
(
1
2
)
, (5.25)
which is regarded as a GL2(F )/̟
Z×D×/̟Z×WF -representation. As a GL2(F )/̟
Z×D×/̟Z-
representation, this is smooth (cf. [St, Lemma 2.5.1]). By (5.24), the representation (5.25) is
regarded as a G-subrepresentation of Uc.
We will prove the following proposition in a purely local manner in §6.
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Proposition 5.16. Let char F denote the characteristic of F . Assume that char F = p 6= 2.
For any admissible pair (L/F, χ), let πχ, τχ and ρχ be as in (5.7). We choose a uniformizer
̟ of F . Assume that (L/F, χ) is minimal and χ(̟) = 1. Then, there exists a G-equivariant
injection
πχ ⊗ ρ
∨
χ ⊗ τ
∨
χ →֒ U c.
By admitting Proposition 5.16 and using Corollary 5.15, we obtain our main theorem in
this paper.
Theorem 5.17. Let (L/F, χ) be an admissible pair.
1. We have a G-equivariant injection
πχ ⊗ ρ
∨
χ ⊗ τ
∨
χ →֒ Uc. (5.26)
2. The injection (5.26) induces the isomorphism
HomGL2(F )(Uc, πχ)
∼
−→ ρχ ⊗ τχ
as D× ×WF -representations.
Proof. We prove the first assertion. Let (L/F, χ) be an admissible pair. We take a minimal
admissible pair (L/F, χ′) and a character ξ of F× such that χ = χ′ ⊗ ξL. We take a second
root c0 ∈ Q
×
ℓ of χ
′(̟). Let λ be the unramified character of F× which sends ̟ to c0. Then,(
L/F, χ⊗ (ξλ)−1L
)
is a minimal admissible pair such that
(
χ⊗ (ξλ)−1L
)
(̟) = 1. Let φ be the
character of G which is the composite of δ1 and the character ξλ of F×. By Lemma 5.4 and
Proposition 5.16, we have a G-equivariant injection(
πχ ⊗ ρ
∨
χ ⊗ τ
∨
χ
)
⊗ φ−1 ≃ πχ⊗(ξλ)−1L ⊗ ρ
∨
χ⊗(ξλ)−1L
⊗ τ∨
χ⊗(ξλ)−1L
→֒ U c ⊂ Uc. (5.27)
By twisting this by φ and using Corollary 5.15, we obtain the G-equivariant injection
πχ ⊗ ρ
∨
χ ⊗ τ
∨
χ →֒ Uc ⊗ φ ≃ Uc. (5.28)
Hence, we obtain the claim.
We prove the second assertion. We simply write π, ρ and τ for πχ, ρχ and τχ respectively.
We simply write ξ1, ξ2 and ξ3 for φ|GL2(F )×{1}×{1}, φ|{1}×D××{1} and φ|{1}×{1}×WF respectively.
Clearly, we have φ = ξ1 ⊗ ξ2 ⊗ ξ3 as G-representations. We have D
× ×WF -equivariant homo-
morphisms
HomGL2(F )(Uc, π) ≃ HomGL2(F )
(
Uc ⊗ ξ
−1
1 , π ⊗ ξ
−1
1
)
≃ HomGL2(F )
(
Uc, π ⊗ ξ
−1
1
)
⊗ (ξ2 ⊗ ξ3)
∼
−→ HomGL2(F )/̟Z
(
U c, π ⊗ ξ
−1
1
)
⊗ (ξ2 ⊗ ξ3)
→ ρ⊗ τ,
(5.29)
where we use Uc ≃ Uc ⊗ φ by Corollary 5.15 at the second isomorphism, the third isomor-
phism follows from the same argument as the proof of [St, Theorem 2.5.2], and the fourth
homomorphism is induced by (5.27). The fourth map in (5.29) is surjective, because U c is
a smooth GL2(F )/̟
Z-representation, and π ⊗ ξ−11 is an injective object in the category of
smooth GL2(F )/̟
Z-representations by [Cs, Theorem 5.4.1]. Hence, (5.29) gives the D××WF -
equivariant surjection
HomGL2(F ) (Uc, π)։ ρ⊗ τ, (5.30)
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which corresponds to the one induced by (5.28). By [Mi, Theorem 3.7] and [St, Theorem 2.5.2
(ii)] (cf. [Mi2] and [IT2, Proposition 1.1]), it is shown that
dimQℓ HomGL2(F )(Uc, π) = 2 dimQℓ JL(π)
in a purely geometric manner. Hence, it suffices to show
dimQℓ JL(π) = dimQℓ ρ (5.31)
to prove that (5.30) is a bijection. By Lemmas 5.5 and 5.6, we have c(ρ) = c (JL(π)). Since
the JL preserves character twists, to prove (5.31), it suffices to show it in the case where π is
minimal by (5.9). By the construction of the middle bijection in (5.7) in the minimal case, the
dimension of a minimal irreducible smooth representation of D× depends only on its conductor
and the number q. Hence, we obtain the claim.
We recall the non-abelian Lubin-Tate theory for GL(2). This is proved by Deligne if F = Qp
and p 6= 2 in a letter to Piatetskii-Shapiro, and by Carayol in general (cf. [Ca] and [Ca2]).
Theorem 5.18. (NALT for GL(2))
1. For any irreducible cuspidal representation π of GL2(F ), there exists a G-equivariant injec-
tion
π ⊗ JL(π)∨ ⊗ LL(π)∨ →֒ Uc. (5.32)
2. Let the notation be as in 1. The inclusion (5.32) induces the isomorphism
HomGL2(F )(Uc, π)
∼
−→ JL(π)⊗ LL(π)
as D× ×WF -representations.
In the following, we introduce a consequence of Theorem 5.17.
Theorem 5.19. We assume that char F = p 6= 2. Then, Theorem 5.8 is equivalent to Theorem
5.18.
Proof. By using (5.7) and Theorem 5.17, we immediately obtain the required assertion.
Remark 5.20. Let (F×)∨ denote the set of all smooth characters of F×. We have an isomor-
phism
lim
−→
m
H2c (LT(p
m)C,Qℓ) ≃
⊕
χ∈(F×)∨
χ ◦ δ1 (5.33)
as G-representations by Poincare´ duality and results in §5.2.2. Let St denote the Steinberg
representation of GL2(F ). For a character χ of F
×, let Stχ denote the twist of St by χ ◦ det.
By using (5.33), we can prove that
HomGL2(F )(Uc, Stχ) ≃ χ ◦ NrdD/F ⊗χ
as D× ×WF -representations by applying [Fa2, Corollary 4.8] to the case where n = 2, q = 1
and i(s) = 1 (cf. [IT, Proposition 2.1]).
6 Proof of Proposition 5.16
In this section, on the basis of the analysis given in §2, §3 and §4, we will give a proof of
Proposition 5.16 case by case.
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6.0.4 Unramified case of level zero
Let ̟1 ∈ F [pF2]prim. We recall the group action on X1,1. By Lemma 2.9, the reduction X1,1 is
isomorphic to the curve XDL in §4.3.
Lemma 6.1. Let (g, d) ∈ GL2(OF ) × O
×
D. Then, the induced action of (g, d) on X1,1 ≃ XDL
equals the action of (g¯, d¯) ∈ GL2(Fq)× F
×
q2 given in §4.3.
Proof. It is well-known (cf. [Yo]). We omit its proof.
Let χ ∈ C. Let π0χ be the inflation of the irreducible cuspidal GL2(Fq)-representation
H1c (XDL,F,Qℓ)χ in §4.3 by the reduction map GL2(OF )։ GL2(Fq). We regard χ as a character
of O×D via the canonical map O
×
D → F
×
q2 , for which we write χD.
Let
W ′F2 =
{
(1, ̟−nσ , σ) ∈ G | σ ∈ WF2
}
.
Let ∆′0χ
′ denote the character of W ′F2 defined by
∆′0χ
′(1, ̟−nσ , σ) = ∆0(σ)χ
(
a0F2,̟(σ)
)
for σ ∈ WF2 .
Lemma 6.2. We have an isomorphism
H1c (X1,1,Qℓ)cusp
(
1
2
)
≃
⊕
χ∈C
(
π0χ∨ ⊗ χD ⊗∆
′
0χ
′
)
(6.1)
as GL2(OF )×O
×
D ×W
′
F2
-representations.
Proof. The required assertion follows from Lemma 3.1, (4.34), Lemmas 4.18.2 and 6.1.
The subgroup F× ⊂ GD acts on the Lubin-Tate tower trivially (cf. [Ca2, p. 20 in §1.3]).
We regard the both sides in (6.1) as (F×(GL2(OF )×O
×
D))×W
′
F2
-representations with trivial
F×-action. We set
G1 = (F
×(GL2(OF )×O
×
D))W
′
F2
≃ (F×(GL2(OF )×O
×
D))×W
′
F2
,
J1 = (1, ̟
Z, 1)G1 = J1,1 × J2,1 ×WF2.
We consider the affinoid X1,1 ⊂ X
(0)(p) ⊂ LT(p), for which we write X
(0)
1 . Let ̟ : LT(p) →
LT(p) be the automorphism induced by the action of ̟ ∈ F× ⊂ D× (cf. [St, §2.2.2]). Then,
we consider
∐
i∈Z̟
iX
(0)
1 , on which (1, ̟
Z, 1)G1 acts. Recall that GL2(OF )×D
××WF acts on
LT(p)C as in §3.1. Then, we have a (1, ̟
Z, 1)G1-equivariant injection
X1,1,C ≃
(∐
i∈Z
̟iX
(0)
1,C
)/
̟Z →֒
(
LT(p)/̟Z
)
C
, (6.2)
where X1,1,C admits a trivial action of the element ̟ ∈ F
× ⊂ D×. The right hand side of (6.2)
is isomorphic to a disjoint union of two copies of X(p).
Proposition 6.3. Let (F2/F, χ) be a minimal admissible pair such that l(χ) = 0 and χ(̟) = 1.
We have a J1-equivariant injection
πχ∨ ⊗ ρχ ⊗ τχ →֒ U c.
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Proof. By applying Lemma 4.5.2 with W = H1c (X1,1,Qℓ)cusp by Lemma 4.18.1, (5.24) and
(6.2), we have J1-equivariant injections
H1c (X1,1,Qℓ)cusp →֒ H
1
c ((LT(p)/̟
Z)C,Qℓ)
(
1
2
)
⊂ U c. (6.3)
We set χ0 = χ|U0F2/U
1
F2
. We have χ0 ∈ C. We regard πχ∨0 ⊗ χ0D ⊗∆
′
0χ
′
0 as a J1-representation
with trivial (1, ̟, 1)-action. Then, this is clearly isomorphic to Λχ∨ ⊗ Λ
′
χ ⊗ ∆0χ in §5.1.3 as
J1-representations. Hence, by Lemma 6.2 and (6.3), we have a J1-equivariant injection
Λχ∨ ⊗ Λ
′
χ ⊗∆0χ →֒ U c.
We consider the usual topology on GD, and the discrete topology onWF . Then, we regard U c as
a smooth representation of G. Hence, the required assertion follows from Frobenius reciprocity
and irreducibility of
πχ∨ ⊗ ρχ ⊗ τχ = c-Ind
G
J 1
(
Λχ∨ ⊗ Λ
′
χ ⊗∆0χ
)
.
Remark 6.4. In [Yo], he constructs a semi-stable model of X(p) in any dimensional case. As
a result, restricted to the height two case, he proves that
H1c (XDL,F,Qℓ) ≃ H
1
c (X(p)C,Qℓ).
Hence, the kernel H of the canonical map H1c (XDL,F,Qℓ)→ H
1(XDL,F,Qℓ) also contributes to
the cohomology of the generic fiber X(p)C. For χ ∈ (F
×
q )
∨, let Stχ denote the twist by χ ◦ det
of the Steinberg representation St of GL2(Fq). Then, by (4.33), the kernel H is isomorphic to⊕
χ∈(F×q )∨
(
Stχ∨ ⊗ χ ◦ NrFq2/Fq
)
as GL2(Fq) × F
×
q2-representations. Since we focus on cuspidal
representations, the analysis in this subsection is enough for our purpose.
6.0.5 Unramified case of positive level
Let n ≥ 2 be a positive integer. We choose an element ζ ∈ Fq2 \ Fq. We consider the F -
embeddings F2 →֒ M2(F ) and F2 →֒ D as in (3.7) and (3.13) respectively. Let H
n
ζ and H
n
ζ,D
be as in (3.9) and (3.15) respectively. We put
V nζ = p
[n
2
]C1 × p
[n−1
2
]C2 ⊂ M2(OF )×OD,
Knζ = 1 + p
n−1
F2
+ p[
n+1
2
]C1 ⊂ H
n
ζ ,
Knζ,D = 1 + p
n−1
F2
+ p[
n
2
]C2 ⊂ H
n
ζ,D.
Then F×2 × F
×
2 normalizes K
n
ζ ×K
n
ζ,D and H
n
ζ ×H
n
ζ,D in GD. We set
Ln,ζ = F
×U1F2
(
Hn+1ζ ×H
n+1
ζ,D
)
⊂ Pn,ζ = F
×U1F2
(
Knζ ×K
n
ζ,D
)
⊂ Kn,ζ = F
×
2
(
Hnζ ×H
n
ζ,D
)
⊂ GD.
These subgroups are studied in [We, §4.3] and [We3, §3.6]. It is not difficult to check that Ln,ζ
is a normal subgroup of Kn,ζ . Any element of Kn,ζ has the form ̟
k (x, x+̟n−1y) + v with
k ∈ Z, x ∈ O×F2, y ∈ OF2 and v ∈ V
n
ζ .
In the sequel, we define an isomorphism φn : V
n
ζ = V
n
ζ /V
n+1
ζ
∼
−→ Fq2 such that
φn(xvy) = (xy
q)q
n−1
φn(v) for x, y ∈ Fq2 and v ∈ V
n
ζ . (6.4)
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Assume that n is odd. We set n = 2m− 1. Let v0 =
(
1 ζ + ζq
0 −1
)
. We can easily check that
v0ζ = ζ
qv0, g(a, b) = (a+ bζ) v0 for any g(a, b) ∈ C1,
(c+ dζ)−1g(a, b) = (c+ dζ)−(q+1)g
(
ac+ ad(ζ + ζq) + bdζq+1, bc− ad
)
for c+ dζ ∈ F×q2 .
(6.5)
We have Vnζ
∼
←− pm−1C1/p
mC1 ≃ Fq2̟m−1v0. We define φn by
φn
(
x̟m−1v0
)
= x (6.6)
for x ∈ Fq2. We can easily check (6.4) by (6.5).
Assume that n is even. We set n = 2m. We have Vnζ
∼
←− pm−1C2/p
mC2 ≃ Fq2̟m−1ϕ. We
define φn by
φn
(
̟m−1ϕx
)
= x (6.7)
for x ∈ Fq2. Then we have (6.4).
We have V nζ V
n
ζ ⊂ p
n−1
F2
× pn−1F2 . We consider the map p
n−1
F2
× pn−1F2 → Fq2 defined by
(x1, x2) 7→ (x1 − x2)/̟n−1. For v, w ∈ V
n
ζ , we write v · w for the image of vw by this map.
Then, we can check that v · w = (φn(v)φn(w)
q)q
n−1
for v, w ∈ V nζ . Hence, we obtain the
isomorphism
Kn,ζ/Ln,ζ
∼
−→ Q;
((
x, x+̟n−1y
)
+ v
)(−1)n−1
7→ g (x¯, φn(v), (−1)
ny¯) (6.8)
(cf. [We, the proof of Proposition 4.3.4]). Let ν : Kn,ζ ։ Q denote the composite of Kn,ζ →
Kn,ζ/Ln,ζ and the isomorphism (6.8). The image of the subgroup Pn,ζ by the map ν equals
the center Z of Q. Let s1 : M2(F ) → F2 be the projection and s2 : D → F2; a + ϕb 7→ a for
a, b ∈ F2 (cf. (3.8) and (3.14)). We set s : M2(F )×D → F2; (x, y) 7→ s1(x)− s2(y). Let ψ ∈ C.
We define a character ψ˜ζ of the subgroup Pn,ζ ⊂ Kn,ζ by
ψ˜ζ (x(1 + w)) = ψ
(
̟−(n−1)s(w)
)
for x ∈ F×U1F2 and 1 + w ∈ K
n
ζ ×K
n
ζ,D.
Let τζ,ψ denote the inflation of the irreducible Q-representation τ
0
ψ in Lemma 4.16.1 by ν. Then,
τζ,ψ is the q-dimensional irreducible representation of Kn,ζ satisfying
τζ,ψ|F× = 1
⊕q, τζ,ψ|Pn,ζ = ψ˜
⊕q
ζ , Tr τζ,ψ(x) = −1 for x ∈ µq2−1(F2) \ µq−1(F ), (6.9)
where 1 is the trivial character of Kn,ζ.
Remark 6.5. The representation τζ,ψ appears in [We, Theorem 5.0.3] and [We3, Proposition
3.8].
We consider the subgroup of G:
W
(n)
F2
=
{
{(1, ̟−nσ , σ) ∈ G | σ ∈ WF2} if n is odd,
{(̟nσ , 1, σ) ∈ G | σ ∈ WF2} if n is even.
We have a natural isomorphism a(n) : WF2
∼
−→ W
(n)
F2
. Let I
(n)
F2
be as in (3.19). The subgroup
W
(n)
F2
normalizes I
(n)
F2
. We consider the subgroups W˜
(n)
F2,n−1
= W
(n)
F2,n−1
I
(n)
F2
⊂ W˜
(n)
F2
= W
(n)
F2
I
(n)
F2
in
G. We have
W
(n)
F2
∩ I
(n)
F2
=
{
(1, 1, σ) | σ ∈ IF2 , a
0
F2(σ) = 1
}
.
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We define a character ψ′ζ of W˜
(n)
F2,n−1
by
ψ′ζ
(
a(n)(σ)y
)
= (−1)nσψ (pin−1(σ)) for σ ∈ WF2,n−1 and y ∈ I
(n)
F2
.
In the following, we often regard a subgroup H ⊂ GD as a subgroup of G by GD →֒ G; (g, d) 7→
(g, d, 1). Then, W˜
(n)
F2
normalizes Kn,ζ. We set Hn,ζ = Kn,ζW˜
(n)
F2,n−1
. Note that
Kn,ζ ∩ W˜
(n)
F2,n−1
=

{
(1, d, 1) | d ∈ Un−1F2
}
if n is odd,{
(g, 1, 1) | g ∈ Un−1F2
}
if n is even.
Then, the representation τζ,ψ of Kn,ζ and the character ψ
′
ζ of W˜
(n)
F2,n−1
are consistent. Further
W˜
(n)
F2,n−1
normalizes τζ,ψ, because we have ν(w
−1hw) = ν(h) for any w ∈ W˜
(n)
F2,n−1
and h ∈ Kn,ζ.
We set
τ ′ζ,ψ(hw) = ψ
′
ζ(w)τζ,ψ(h) for h ∈ Kn,ζ and w ∈ W˜
(n)
F2,n−1
,
which is a representation of Hn,ζ .
Let ̟n ∈ F [p
n
F2
]prim. Then, Hn,ζ stabilizes the affinoid Xn,n,ζ,̟n, and the action on the
reduction Xn,n,ζ,̟n is described in §3.
Proposition 6.6. We have an isomorphism
H1c (Xn,n,ζ,̟n,Qℓ)
(
1
2
)
≃
⊕
ψ∈C
τ ′ζ,ψ
as Hn,ζ-representations.
Proof. By using (6.5), in the notation of Proposition 3.3, we have
β
(
1 +̟[
n
2
](c+ dζ)−1g(a, b)
)
= (a + bζ)/(c+ dζ) for c + dζ ∈ F×q2 and g(a, b) ∈ C1.
Let X0 be the curve in §4.2. Let Kn,ζ act on X0 through the isomorphism (6.8). Then, by
Propositions 2.10, 3.3, 3.4, Lemma 3.5, (4.25), (6.5), (6.6) and (6.7), we have a Kn,ζ-equivariant
purely inseparable map
Xn,n,ζ,̟n → X0; (X, Y ) 7→
(
X, Y q
n−1
)
.
Hence, by Lemma 4.16.1, we have isomorphisms
H1c (Xn,n,ζ,̟n,Qℓ)
∼
←− H1c (X0,F,Qℓ) ≃
⊕
ψ∈C
τζ,ψ
as Kn,ζ-representations. The claim on the action of Weil group follows from Lemmas 3.1, 3.6
and 4.16.2.
The group U0F2 × U
0
F2
normalizes Kn,ζ and W˜
(n)
F2
respectively. We set
Gn,ζ =
(
U0F2 × U
0
F2
)
Kn,ζW˜
(n)
F2
⊂ G.
Then, we have
Gn,ζ = ∆ζ(̟)
Z
((
U0F2H
n
ζ × U
0
F2
Hnζ,D
)
W
(n)
F2
)
. (6.10)
Note that (
U0F2H
n
ζ × U
0
F2H
n
ζ,D
)
W
(n)
F2
≃ U0F2H
n
ζ × U
0
F2H
n
ζ,D ×W
(n)
F2
.
The group Gn,ζ acts on Xn,ζ by §3.
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Lemma 6.7. We have an isomorphism
H1c (Xn,ζ ,Qℓ) ≃ Ind
Gn,ζ
Hn,ζ
H1c (Xn,n,ζ,̟n,Qℓ)
as Gn,ζ-representations.
Proof. We can check that
[Gn,ζ : Hn,ζ ] =
∣∣U0F2/Un−1F2 ∣∣ . (6.11)
By Frobenius reciprocity, we have a Gn,ζ-equivariant injection
H1c (Xn,ζ,Qℓ) →֒ Ind
Gn,ζ
Hn,ζ
H1c (Xn,n,ζ,̟n,Qℓ). (6.12)
By (3.3) and (6.11), the both sides of (6.12) have the same dimension. Hence, the required
assertion follows.
We identify Un−1F2 /U
n
F2
with Fq2 by 1+̟
n−1x 7→ x¯ for x ∈ OF2 . Let C be as in §4.2. We set
I =
{
χ0 ∈ (U
0
F2/U
n
F2)
∨
∣∣ χ0|Un−1F2 /UnF2 ∈ C} .
Let χ0 ∈ I. We set ψ = χ0|Un−1F2 /U
n
F2
∈ C. Let (F2/F, χ) be the minimal admissible pair such
that
l(χ) = n− 1, χ|U0F2/U
n
F2
= χ0, χ(̟) = 1.
Let Λχ∨ and Λ
′
χ denote the irreducible representations of J1,n and J2,n in §5.1.3 respectively.
Note that
U0F2H
n
ζ = U
0
F2
U
[n
2
]
M ⊂ F
×
2 U
[n
2
]
M = J1,n,
U0F2H
n
ζ,D = U
0
F2
Un−1D ⊂ F
×
2 U
n−1
D = J2,n,
because U0F2U
2k+1
D = U
0
F2
U2kD for any integer k ≥ 0. We set
τζ,χ0 = Λχ∨|U0F2H
n
ζ
, τDζ,χ0 = Λ
′
χ|U0F2H
n
ζ,D
. (6.13)
Note that one of (6.13) is one-dimensional, and the other is q-dimensional. Let ξ′ζ,χ0 denote the
character of W
(n)
F2
defined by
ξ′ζ,χ0
(
a(n)(σ)
)
= (−1)nσχ0
(
a0F2,̟(σ)
)
for σ ∈ WF2.
We put
piζ,χ0 = τζ,χ0 ⊗ τ
D
ζ,χ0
⊗ ξ′ζ,χ0,
which can be regarded as a Gn,ζ-representation with trivial action of ∆ζ(̟) (cf. (6.10)).
Remark 6.8. Let χ be a character of F×2 such that l(χ) = n − 1 and χ|U0F2/U
n
F2
∈ I. Then,
(F2/F, χ) is a minimal admissible pair by [Se, Proposition 2 ii) in V§2].
Proposition 6.9. We have an isomorphism
H1c (Xn,ζ ,Qℓ)
(
1
2
)
≃
⊕
χ0∈I
piζ,χ0 (6.14)
as Gn,ζ-representations.
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Proof. We set ψ = χ0|Un−1F2 /U
n
F2
∈ C. We will check piζ,χ0|Hn,ζ ≃ τ
′
ζ,ψ. As mentioned in §5.1.3,
the restrictions Λχ∨|
U1F2
U
[m+12 ]
M
and Λ′χ|U1F2U
n
D
are multiples of characters. Note that
Hn+1ζ ⊂ U
[n+1
2
]
M , H
n+1
ζ,D ⊂ U
n
D.
By §5.1.3, we can check that the restriction (τζ,χ0 ⊗ τ
D
ζ,χ0
)|Ln,ζ is trivial, and the representation
(τζ,χ0 ⊗ τ
D
ζ,χ0
)|Kn,ζ satisfies (6.9). Hence, by Lemma 4.14, we have an isomorphism τζ,ψ ≃
(τζ,χ0 ⊗ τ
D
ζ,χ0
)|Kn,ζ as Kn,ζ-representations. The restriction piζ,χ0|I(n)F2
is trivial. Clearly, we have
ξ′ζ,χ0|W (n)F2,n−1
= ψ′ζ . Hence, we have piζ,χ0|Hn,ζ ≃ τ
′
ζ,ψ.
The representations {piζ,χ0}χ0∈I are different from each other. Hence, by Proposition 6.6,
Lemma 6.7 and Frobenius reciprocity, we have a Gn,ζ-equivariant injection⊕
χ0∈I
piζ,χ0 →֒ H
1
c (Xn,ζ,Qℓ)
(
1
2
)
. (6.15)
We have |I| = q2n−3(q − 1)(q2 − 1) and dimQℓ piζ,χ0 = q. Since the both sides of (6.15) are
q2(n−1)(q − 1)(q2 − 1)-dimensional by Proposition 2.10, (3.3) and Lemma 4.16.1, the required
assertion follows.
We consider the affinoidXn,ζ ⊂ X
(0)(pn) ⊂ LT(pn), for which we writeX(0)n,ζ. Let̟ : LT(p
n)→
LT(pn) be the automorphism induced by the action of ̟ ∈ F× ⊂ D×. We set
Jn = (1, ̟
Z, 1)Gn,ζ = J1,n × J2,n ×WF2 ⊂
(
F×GL2(OF )
)
×D× ×WF .
Then, we consider
∐
i∈Z̟
iX
(0)
n,ζ,C, on which Jn acts. Then, we have a Jn-equivariant injection
Xn,ζ,C ≃
(∐
i∈Z
̟iX
(0)
n,ζ,C
)/
̟Z →֒
(
LT(pn)/̟Z
)
C
, (6.16)
where Xn,ζ,C admits the trivial action of the element ̟ ∈ F
× ⊂ D×. The right hand side of
(6.16) is non-canonically isomorphic to a disjoint union of two copies of X(pn).
Proposition 6.10. Let (F2/F, χ) be a minimal admissible pair such that l(χ) ≥ 1 and χ(̟) =
1. Then we have a G-equivariant injection
πχ∨ ⊗ ρχ ⊗ τχ →֒ U c.
Proof. Let l(χ) = n − 1 with n ≥ 2. By Proposition 2.10, Lemmas 4.5.2, (4.16), (5.24) and
(6.16), we have a Jn-equivariant injection
H1c (Xn,ζ,Qℓ)
(
1
2
)
→֒ H1c ((LT(p
n)/̟Z)C,Qℓ)
(
1
2
)
⊂ U c. (6.17)
We put χ0 = χ|U0F2/U
n+1
F2
. We have χ0 ∈ I. We regard piζ,χ0 as a Jn-representation with trivial
(1, ̟, 1)-action. Let
piζ,χ0 ≃ Λχ∨ ⊗ Λ
′
χ ⊗∆0χ
be as in §5.1.3, for which we write Λχ. It is clear that
Λχ(1, ̟, 1) = 1, Λχ|U0F2H
n
ζ ×U
0
F2
Hnζ,D
≃ τζ,χ0 ⊗ τ
D
ζ,χ0. (6.18)
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For σ ∈ WF2 , we have
Λχ
(
a(n)(σ)
)
= ∆0(σ)χ(σ) = (−1)
nσχ(σ) = (−1)nσχ0
(
a0F2,̟(σ)
)
= ξ′ζ,χ0
(
a(n)(σ)
)
. (6.19)
By (6.18) and (6.19), we have an isomorphism piζ,χ0 ≃ Λχ as Jn-representations. Hence, by
Proposition 6.9 and (6.17), we obtain a Jn-equivariant injection Λχ →֒ U c. The required
assertion follows from Frobenius reciprocity.
6.0.6 Ramified case
Let E be a totally ramified quadratic extension of F . We take a uniformizer ̟E of E such
that ̟2E ∈ F . We write ̟ for ̟
2
E. Let n be an odd positive integer. Let H
n
E and H
n
E,D be as
in (3.25) and (3.30) respectively. We regard E× as a subgroup of GD via ∆E in (3.35). We set
PE,n = F
×U1E
(
HnE ×H
n
E,D
)
⊂ KE,n = E
×PE,n ⊂ GD.
We consider the projections sE,1 : M2(F ) → E and sE,2 : D → E which are induced by (3.24)
and (3.29) respectively. We set sE : M2(F ) × D → E; (x, y) 7→ sE,2(y) − sE,1(x). Let ψ ∈
F∨q \ {1}. We set
ψ˜ (x(1 + y)) = ψ
(
2̟−nE sE(y)
)
for x ∈ F×U1E and 1 + y ∈ H
n
E ×H
n
E,D. (6.20)
This is well-defined and determines a character of PE,n. Furthermore, E
× normalizes the
character ψ˜. This character extends uniquely to a character ψ˜′ of KE,n such that ψ˜
′(̟E) = −1.
Let
W ′En = {(1, ϕ
−nσ , σ) ∈ G | σ ∈ WEn} ⊂W
′
E = {(1, ϕ
−nσ , σ) ∈ G | σ ∈ WE}.
Let I ′′E be as in (3.38). Note that W
′
E normalizes I
′′
E . We set W˜En = W
′
EnI
′′
E ⊂ W˜E = W
′
EI
′′
E .
Let κ : {±1} → Q
×
ℓ be the non-trivial character. Then, we have G1,2,1(κ, ψ) = −τ(κE/F , ψF ) in
the notation of (4.17). We define a character ψ′ of W˜En by
• ψ′(1, ϕ−nσ , σ) =
{
−
(
−1
Fq
)m−1
λE/F (ψF )
}nσ
ψ(2piE,n(σ)) for σ ∈ WEn, and
• ψ′(1, d, σ) =
(
d¯
Fq
)
for (1, d, σ) ∈ I ′′E .
We set HE,n = KE,nW˜En. Note that
KE,n ∩ W˜En = {(1, d, 1) | d ∈ U
n
E},
ψ˜′|KE,n∩W˜En
= ψ′|KE,n∩W˜En
.
Hence, ψ˜′ and ψ′ determines the character Φψ of HE,n.
Let ̟E,n+1 ∈ G [p
n+1
E ]prim. Then, HE,n stabilizes the affinoid Zn,n,̟E,n+1, and the action on
the reduction Zn,n,̟E,n+1 is described in §3.
Proposition 6.11. We have an isomorphism
H1c (Zn,n,̟E,n+1,Qℓ)
(
1
2
)
≃
⊕
ψ∈F∨q \{1}
Φψ
as HE,n-representations.
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Proof. By Proposition 2.12, Lemma 3.2, all the results in §3.5 and §3.6, Lemma 4.10.1, Corollary
4.11.1 and Lemma 4.12, we have the claim.
We set
GE,n =
((
U0E × U
0
E
)
KE,n
)
W˜E =
(
E×
(
U0EH
n
E × U
0
EH
n
E,D
))
W ′E ⊂ G.
Lemma 6.12. Let n be an odd positive integer. Then, we have an isomorphism
H1c (Z̟E ,n,Qℓ) ≃ Ind
GE,n
HE,n
H1c (Zn,n,̟E,n+1,Qℓ)
as GE,n-representations.
Proof. We can check that
[GE,n : HE,n] =
∣∣U0E/UnE∣∣ . (6.21)
We have a GE,n-equivariant injection
H1c (Z̟E ,n,Qℓ) →֒ Ind
GE,n
HE,n
H1c (Zn,n,̟E,n+1,Qℓ). (6.22)
Since the both sides of (6.22) have the same dimension by (3.5) and (6.21), the claim follows.
We identify UnE/U
n+1
E with Fq by 1 +̟
n
Ex 7→ x¯ for x ∈ OE . We set
IE =
{
χ0 ∈
(
U0E/U
n+1
E
)∨ ∣∣∣ χ0|UnE/Un+1E ∈ F∨q \ {1}} .
Let χ0 ∈ I
E . For a character φ ∈ F∨q \{1}, let φ2 denote the character defined by x 7→ φ(2x) for
x ∈ Fq. Let ψ ∈ F
∨
q \{1} be the character such that ψ2 = χ0|UnE/U
n+1
E
. Recall that the character
ψ˜ of PE,n is normalized by E
×. We define characters ψχ0 of U
0
EH
n
E and ψ
D
χ0
of U0EH
n
E,D by
ψχ0(xg) = χ
∨
0 (x)ψ˜(g, 1) for x ∈ U
0
E and g ∈ H
n
E ,
ψDχ0(xd) = χ0(x)ψ˜(1, d) for x ∈ U
0
E and d ∈ H
n
E,D
respectively (cf. (6.20)). Note that(
E×(U0EH
n
E × U
0
EH
n
E,D)
)
∩W ′E = {1}.
We define a character ΦE,χ0 of GE,n by
• ΦE,χ0|U0EHnE×U0EHnE,D = ψχ0 ⊗ ψ
D
χ0 ,
• ΦE,χ0(̟E) = −1, and
• ΦE,χ0(1, ϕ
−nσ , σ) =
{
−
(
−1
Fq
)m−1
λE/F (ψF )
}nσ (a0E,̟E (σ)
Fq
)
χ0
(
a0E,̟E(σ)
)
for σ ∈ WE .
We can directly check that
ΦE,χ0|KE,n = ψ˜
′, ΦE,χ0|W˜En
= ψ′.
Hence, we have
ΦE,χ0|HE,n = Φψ. (6.23)
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Remark 6.13. Let χ be a character of E× such that l(χ) = n and χ|U0E/U
n+1
E
∈ IE. Then,
(E/F, χ) is a minimal admissible pair, because any character of E×, which factors through the
norm map NrE/F , has an even level by [Se, Corollary 3 in V§3].
Proposition 6.14. We have an isomorphism
H1c (Z̟E ,n,Qℓ)
(
1
2
)
≃
⊕
χ0∈IE
ΦE,χ0 (6.24)
as GE,n-representations.
Proof. Let χ0 ∈ I
E. Let ψ ∈ F∨q \ {1} be the character such that ψ2 = χ0|UnE/U
n+1
E
. By
Proposition 6.11, Lemma 6.12, (6.23) and Frobenius reciprocity, we have a GE,n-equivariant
injection ⊕
χ0∈IE
ΦE,χ0 →֒ H
1
c (Z̟E ,n,Qℓ)
(
1
2
)
. (6.25)
Since the both sides of (6.25) are qn−1(q − 1)2-dimensional by Proposition 2.12, (3.5) and
Lemma 4.11.1, we obtain the claim.
We set
LT′(pn) = LT(pm+1)/Un+1I , Y
(h)(pn) = X(h)(pn)/Un+1I .
Then, we have
LT′(pn) =
∐
h∈Z
Y(h)(pn).
Note that Un+1I is a normal subgroup of the standard Iwahori subgroup I
×, and ̟−1E U
n+1
I ̟E =
Un+1I . Thereby, the product group
(
̟ZEI
×
)
× D× × WF acts on LT
′(pn)C (cf. §3.1). Let
̟ : LT′(pn) → LT′(pn) be the automorphism induced by the action of ̟ ∈ D×. We consider
the affinoid Z̟E ,n ⊂ Y
(0)(pn) ⊂ LT′(pn), for which we write Z
(0)
̟E ,n. We have
(1, ϕZ, 1)GE,n ⊂
(
̟ZEI
×
)
×D× ×WF .
Hence, we have a (1, ϕZ, 1)GE,n-equivariant injection
Z′̟E ,n =
(∐
i∈Z
ϕiZ
(0)
̟E ,n,C
)/
̟Z →֒
(
LT′(pn)/̟Z
)
C
. (6.26)
We set
J ′E,n = (1, ̟
Z, 1)GE,n ⊂ JE,n = (1, ϕ
Z, 1)GE,n = JE,1,n × JE,2,n ×WE .
We have [JE,n : J
′
E,n] = 2.
Proposition 6.15. Let (E/F, χ) be a minimal admissible pair such that χ(̟) = 1. Then, we
have a G-equivariant injection
πχ∨ ⊗ ρχ ⊗ τχ →֒ U c.
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Proof. Let n be the level of χ. Note that Z′̟E ,n is isomorphic to a disjoint union of two copies
of Z̟E ,n,C. By Proposition 2.12, Lemma 4.5.2, Corollary 4.11.2, (5.24) and (6.17), we have an
injective JE,n-equivariant homomorphism
H1c (Z
′
̟E ,n
,Qℓ)
(
1
2
)
→֒ H1c ((LT
′(pn)/̟Z)C,Qℓ)
(
1
2
)
⊂ U c. (6.27)
We have an isomorphism
H1c (Z
′
̟E ,n
,Qℓ)
(
1
2
)
≃ Ind
JE,n
J
′
E,n
H1c (Z̟E ,n,Qℓ)
(
1
2
)
(6.28)
as JE,n-representations. We set χ0 = χ|U0E/UnE . We have χ0 ∈ I
E. For ι ∈ {±1}, let ΦιE,χ0 be
the character of JE,n such that Φ
ι
E,χ0|GE,n = ΦE,χ0 and Φ
ι
E,χ0(1, ϕ, 1) = ι. Then, by Proposition
6.14, (6.27) and (6.28), we have
ΦιE,χ0 ⊂ H
1
c (Z
′
̟E ,n
,Qℓ)
(
1
2
)
⊂ U c. (6.29)
Assume that χι(̟E) = ι. Let
ΛE,χ∨ι ⊗ Λ
′
E,χι ⊗∆E,χιχι
be the JE,n-representation defined in §5.1.4. We simply write Λχι for it. Then, we easily check
that
Λχι(1, ϕ, 1) = −ι, Λχι|U0EHnE×U0EHnE,D = ψχ0 ⊗ ψ
D
χ0 , Λχι(̟E, ̟E, 1) = −1. (6.30)
The element ζ(α, χι) in the notation of §5.1.4 equals 1. Hence, for σ ∈ WE , we have
Λχι(1, ϕ
−nσ , σ) = (−ι)nσ∆E,χ(σ)χ(σ)
=
(
−λE/F (ψF )
n
)nσ
∆E,χ
(
a0E,̟E(σ)
)
χ0
(
a0E,̟E(σ)
)
= ΦιE,χ0(1, ϕ
−nσ , σ),
(6.31)
where we use the definition of ∆E,χι and (5.5) at the second and the last equalities. By (6.30)
and (6.31), as JE,n-representations, Φ
ι
E,χ0
is isomorphic to Λχι. Therefore, by (6.29) and
Frobenius reciprocity, we obtain the claim.
6.0.7 Conclusion
As a result of the analysis in this section, we obtain Proposition 5.16.
Corollary 6.16. Proposition 5.16 holds.
Proof. The required assertion follows from Propositions 6.3, 6.10 and 6.15.
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