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Resumen
Con la irrupcio´n de las CPU multicores (Chip-level MultiProcessor -
CMPs-) se hace imprescindible desarrollar te´cnicas que aprovechen las ven-
tajas de los CMPs para aumentar el rendimiento de las aplicaciones, hacien-
do uso de la computacio´n paralela.
En esta tesis se propone el disen˜o de una ma´quina de bu´squeda capaz
de explotar el nivel de paralelismo disponibles en los los CMPs, para el pro-
cesamiento de miles de consultas por unidad de tiempo. En particular, para
esta aplicacio´n y dada la enorme cantidad de recursos computacionales que
demanda, es importante desarrollar estrategias paralelas que sean capaces
de aprovechar eficientemente el hardware disponible.
El disen˜o propuesto utiliza te´cnicas de computacio´n paralela y distri-
buida para organizar y procesar las consultas. Se propone un esquema de
paralelizacio´n h´ıbrida basado en los paradigmas de programacio´n BSP y
OpenMP que ha sido disen˜ado para sacar el ma´ximo provecho de las ca-
racter´ısticas multi-threading de los CMPs para ma´quinas de bu´squeda. Se
describen implementaciones y experimentos realizados sobre dos tipos de
procesadores: UltraSPARC T1 de Sun Microsystem y dos nodos Intel Quad-
Xeon.
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Cap´ıtulo 1
Introduccio´n
La Web es cada vez ma´s un inmenso repositorio de informacio´n textual
[3, 9, 20]. El volumen de datos y el tra´fico de consultas sobre esos datos es
por lo general muy grande, incluso en buscadores especializados a un pa´ıs
determinado [7, 18], lo cual hace evidente la necesidad de utilizar te´cnicas
de computacio´n paralela [10]. La plataforma de hardware de uso comu´n en
este contexto son los clusters de PCs, lo cual conlleva a investigar el disen˜o
de algoritmos capaces de trabajar sobre datos distribuidos con cualidades de
eficiencia y escalabilidad. Esto representa nuevos desaf´ıos en la investigacio´n
de temas tales como el disen˜o e implementacio´n de ma´quinas de bu´squeda.
En este contexto, la implementacio´n de una ma´quina de bu´squeda impli-
ca juntar en un mismo disen˜o la solucio´n eficiente de varios problemas tales
como: (1) algoritmos de distribucio´n de tareas, los cuales son ejecutados por
las ma´quinas broker encargadas de rutear las consultas de los usuarios a las
ma´quinas del cluster (servidor o ma´quina de bu´squeda), (2) algoritmos de
balance dina´mico de carga del trabajo realizado por los procesadores, (3) me-
canismos de control de concurrencia para operaciones de lectura/escritura
sobre la base de datos de texto, (4) algoritmos de compresio´n de datos dis-
tribuidos en varios procesadores, (5) te´cnicas de indexacio´n para acelerar
tiempos de respuesta a consultas, y (6) distribucio´n de estructuras de datos
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para ı´ndices y sus respectivos algoritmos de procesamiento paralelo de con-
sultas y actualizaciones. En este u´ltimo, la estructura de datos ampliamente
utilizada como ı´ndice es el llamado ı´ndice invertido [8, 27, 53, 65, 66].
Actualmente la forma ma´s difundida de realizar computacio´n parale-
la es mediante el uso de bibliotecas de comunicaciones tales como PVM
[29, 37, 39] o MPI [38]. Estas bibliotecas apoyan el modelo de computacio´n
de paso de mensajes el cual es utilizado en arquitecturas de memoria distri-
buida tales como los clusters de PCs [31]. Sin embargo, como alternativa al
paso de mensaje ha surgido el modelo de computacio´n paralela BSP (Bulk-
Synchronous Parallel Model) [64] el cual tiene una estructura y metodolog´ıa
de disen˜o de algoritmos bien definida. Este modelo presenta ventajas tales
como prediccio´n del desempen˜o y simplicidad, y a la vez proporciona eficien-
cia similar a programas desarrollados bajo el esquema de paso de mensajes.
Los programas pueden ser implementados utilizando bibliotecas de comuni-
cacio´n desarrolladas para BSP as´ı como tambie´n bibliotecas desarrolladas
para MPI o PVM. En este u´ltimo caso las primitivas de comunicacio´n MPI
o PVM se utilizan para construir las primitivas de BSP.
Sobre este contexto, existe una API llamada BSPonMPI, la cual tiene
las caracter´ısticas de BSP, pero utiliza las primitivas de comunicacio´n de
MPI. En MPI au´n existen muchos problemas relacionados de “deadlock”, y
en nuestro caso, vamos a trabajar en un escenario, donde es fundamental
evitar estos problemas. En particular, este proyecto tiene como finalidad
estudiar la paralelizacio´n eficiente de ma´quinas de bu´squeda para la Web
en el contexto de computacio´n paralela sobre sistemas de alto rendimiento,
como son los multicores. Ma´s especif´ıcamente, se pueden tener dos escenarios
de paralelizacio´n, que dependen del tra´fico de la consultas que lleguen a la
ma´quina de bu´squeda:
Modo S´ıncrono, donde la tasa de llegada es muy alta; para este caso,
el modelo de programacio´n paralela utilizado fue BSPonMPI. En este
contexto, cada vez que mencionemos BSP, nos estamos refiriendo a
MPI en modo s´ıncrono.
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Modo As´ıncrono, donde la tasa de llegada es muy baja. En este punto
es mejor utilizar un modo de programacio´n de paso de mensajes, MPI.
El problema de “deadlook” no se presenta en este esquema.
1.1. Objetivos cumplidos y metodolog´ıa empleada
1.1.1. Objetivo General
El presente trabajo de tesis tiene como objetivo el disen˜o, implementa-
cio´n y evaluacio´n experimental de una ma´quina de bu´squeda para la Web,
aprovechando las ventajas de los multicores (Chip-level MultiProcessor -
CMPs-). Esta propuesta esa basada en un esquema de paralelizacio´n h´ıbri-
do con los paradigmas de programacio´n BSPonMPI y OpenMP, que ha sido
disen˜ado para sacar el ma´ximo provecho de las ma´quinas multi-threading.
1.1.2. Objetivos Espec´ıficos
Evaluar las ventajas y desventajas del modelo BSP para los requeri-
mientos dados por ma´quinas de bu´squeda en la Web.
Proponer el disen˜o e implementacio´n de una ma´quina de bu´squeda
para la Web con un alto y bajo tra´fico de consultas.
Estudiar y analizar la manera ma´s apropiada de explotar eficientemen-
te las ventajas de los procesadores CMPs para ma´quinas de bu´squeda;
en particular analizar el procesador Sun Microsystems’ UltraSPARC
T1 y el procesador multicore Intel Quad-Xeon.
1.1.3. Metodolog´ıa
En general, se pretende disen˜ar y evaluar algoritmos implementados en
BSP y OpenMP, midiendo tiempos de ejecucio´n sobre un escenario lo ma´s
realista que sea posible.
3
Estudio de la biblioteca de comunicacio´n de BSPonMPI y completar
bibliograf´ıa en el tema.
Estudio del paradigma de programacio´n OpenMP y completar biblio-
graf´ıa sobre el tema.
Creacio´n de base de datos de texto y log de consultas tomando una
muestra de la Web Chilena desde el sitio www.todocl.cl.
Implementacio´n de algoritmos BSP y OpenMP.
Comparacio´n cuantitativa mediante tiempos de ejecucio´n procesadores
tipo multicores.
El desarrollo de este proyecto dio lugar a las siguientes publicaciones:
C. Bonacic, M. Marin, C. Garcia, M. Prieto, F. Tirado “Exploiting
Hybrid Parallelism in Web Search Engines”, 14th European Conference
on Parallel and Distributed Computing (Europar 2008), Las Palmas de
Gran Canaria, Espan˜a, Aug. 26-29 2008 (Lecture Notes in Computer
Science, Springer-Verlag).
C. Bonacic, C. Garcia, M. Marin, M. Prieto, F. Tirado, “Improving
Search Engines Performance on Multithreading Processors”, 8th Inter-
national Meeting on High Performance Computing for Computational
Science (VECPAR 2008), Toulouse, Francia, 24-27 Junio 2008.
C. Bonacic, M. Marin, “Comparative Study of Concurrency Control
on Bulk Synchronous Parallel Search Engines”, Parallel Computing
2007 (ParCo 2007), Alemania, Sept. 2007.
M. Marin, C. Bonacic, G.V. Costa, C. Gomez, “A Search Engine Ac-
cepting On-Line Updates”, 13th European Conference on Parallel and
Distributed Computing (EuroPar 2007), IRISA, Rennes, Francia, Aug.
28-31, pp. 340-349, 2007 (LNCS 4641, Springer-Verlag).
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C. Bonacic and M. Mar´ın, “BSP Crawling sobre Clusters de Compu-
tadores”, XVIII Jornadas de Paralelismo (JP 2007), Zaragoza, Es-
pan˜a, 12-14 Sept. 2007.
1.2. Organizacio´n de la tesis
Este trabajo esta´ organizado de la siguiente forma:
Cap´ıtulo 2 Se describe el modelo computacional utilizado para la parale-
lizacio´n de los algoritmos propuestos; se describen los to´picos ba´sicos
para el desarrollo de este proyecto de tesis. Tambie´n se describe la
bibliograf´ıa que sirve de base para este proyecto.
Cap´ıtulo 3 Se describe el disen˜o general de la ma´quina de bu´squeda
para la Web. Se definen los componentes ba´sicos de la ma´quina de
bu´squeda; se describe un modelo orientado a objeto propuesto para la
implementacio´n describiendo su estructura de clases y los co´digos C++
principales.
Cap´ıtulo 4 Se describe un modelo de paralelizacio´n, donde dependiendo
del tra´fico de las consultas, se aplica un modo as´ıncronico o s´ıncronico
sobre una ma´quina de bu´squeda.
Cap´ıtulo 5 Se describe un modelo de paralelizacio´n h´ıbrida que utiliza
paso de mensajes para la comunicacio´n entre los nodos y OpenMP
para el proceso de ranking de las consultas.
Cap´ıtulo 6 Se presentan las conclusiones de este trabajo teniendo pre-
sente los resultados obtenidos de cada estrategia propuesta.
Ape´ndice A Se detallan las caracter´ısticas te´cnicas de las plataformas
donde fueron ejecutados los algoritmos de esta tesis; las me´tricas de
desempen˜o utilizadas y la validacio´n de las bases de datos utilizadas
en cada experimento.
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Cap´ıtulo 2
Trabajo Relacionado
En este cap´ıtulo se describen los to´picos considerados como base para
desarrollar este trabajo de tesis.
2.1. Modelo de Computacio´n Paralela
2.1.1. The Bulk-Synchronous Parallel Model: BSP
El modelo BSP (The Bulk-Synchronous Parallel Model) [62, 64] es un
modelo de memoria distribuida que organiza el co´mputo paralelo en una
secuencia de pasos llamados supersteps. BSP puede ser visto como un modelo
de programacio´n, donde se describe el punto de vista del programador del
sistema distribuido o paralelo, o como un modelo de computacio´n utilizado
en el disen˜o de algoritmos, el cual tiene asociado un modelo de costos que
permite predecir el desempen˜o de los algoritmos.
BSP puede ser expresado en una gran variedad de sistemas y lenguajes de
programacio´n. Los programas BSP pueden ser escritos utilizando librer´ıas
de comunicacio´n existentes como PVM [37, 39] o´ MPI [38]. Lo u´nico que
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requiere, es que provean un mecanismo de comunicacio´n no bloqueante y
una forma de implementar la sincronizacio´n por barreras.
Un programa BSP es iniciado por el usuario en una ma´quina, y luego
este programa se duplica automa´ticamente en las ma´quinas restantes que
conforman el cluster. Cada uno ejecuta el mismo co´digo pero con sus datos
locales. Entre las librer´ıas de comunicacio´n especialmente escritas para el
modelo BSP se encuentran: BSP lib [36], BSP pub [40] y la utilizada en este
trabajo de tesis BSPonMPI [35].
La idea fundamental de BSP es la divisio´n entre computacio´n y comu-
nicacio´n. Se define un step como una operacio´n ba´sica que se realiza sobre
datos locales de un computador. Todo programa BSP consiste en un con-
junto de steps que dan forman a los supersteps. Durante cada superstep los
computadores trabajan sobre datos almacenados en su memoria y env´ıan
mensajes hacia otros computadores. El fin de cada superstep esta´ dado por
la sincronizacio´n de todos los computadores, punto en el cual se produce el
env´ıo efectivo de los mensajes. Los computadores continu´an con el siguiente
superstep una vez que todos han alcanzado el punto de sincronizacio´n y los
mensajes han sido entregados en sus destinos.
La figura 2.1 muestra una ma´quina BSP gene´rica, la cual se define como:
Un conjunto de pares procesador-memoria.
Una red de comunicaciones que permite la entrega de mensajes punto
a punto.
Un mecanismo de sincronizacio´n de los procesadores en los supersteps.
Una ma´quina BSP queda caracterizada por el ancho de banda de la
red de interconexio´n, el nu´mero de procesadores, sus velocidades y por el
tiempo de sincronizacio´n de los procesadores. Todas estas caracter´ısticas
forman parte de los para´metros de una ma´quina BSP.
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COMPUTACIONES 
        (BARRIER)
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COMUNICACIÓN
SINCRONIZACIÓN
Figura 2.1: Modelo BSP
2.2. Ma´quinas de Bu´squeda y Clusters
Lo que hacen los buscadores actuales es utilizar muchos computadores
para resolver los distintos pasos involucrados en la produccio´n de una res-
puesta a una consulta de usuario. A este conjunto de computadores se les
llama cluster.
Un cluster esta´ compuesto de un conjunto de computadores interconec-
tados mediante una red de alta eficiencia que les permite enviarse mensajes
entre ellos (ver figura 2.2).
Estos mensajes se utilizan para recolectar la informacio´n necesaria para
resolver una determinada tarea como por ejemplo la solucio´n a una consulta
de un usuario. En el cluster cada computador tiene su propia memoria RAM
y disco para almacenar informacio´n. Cada computador puede leer y escribir
informacio´n en su propia memoria y si necesita informacio´n almacenada en
otro computador debe enviarle un mensaje y esperar la respuesta.
En un cluster utilizado como ma´quina de bu´squeda, cada computador
almacena una parte de la informacio´n del sistema completo. Por ejemplo, si
tenemos una coleccio´n de texto que ocupa n bytes y tenemos un cluster con P
computadores, entonces podemos asignar a cada uno de los P computadores
una fraccio´n n/P de los bytes de la coleccio´n. En la pra´ctica si la coleccio´n
completa tiene nd documentos o pa´ginas Web, entonces a cada nodo del
cluster se le asignan nd/P documentos.
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Figura 2.2: Arquitectura de memoria distribuida.
En una ma´quina de bu´squeda las consultas de los usuarios llegan a una
ma´quina recepcionista llamada broker, el cual distribuye las consultas entre
los P nodo que forman el cluster.
Dado que cada nodo del cluster tiene un total de nd/P documentos al-
macenados en su memoria, lo que hacen las ma´quinas de bu´squeda ma´s
conocidas, es construir un ı´ndice invertido (detalles en la siguiente seccio´n)
en cada nodo con los documentos almacenados localmente en cada uno de
ellos. Un ı´ndice invertido permite acelerar de manera significativa las opera-
ciones requeridas para calcular las respuestas a las consultas de los usuarios.
Cada vez que el broker recibe una consulta de un usuario, este env´ıa una
copia de la consulta a todos los nodos del cluster. El broker puede agrupar
nq consultas y tratarlas como un conjunto el cual puede ser enviado a to-
dos los procesadores utilizando el algoritmo de broadcast O(nq + nq G+ L)
donde G y L representan el costo de comunicacio´n y sincronizacio´n respec-
tivamente. En el siguiente paso, todos los nodos en paralelo leen desde su
memoria las listas invertidas asociadas con las palabras 1 que forman la con-
sulta del usuario. Luego se realiza la interseccio´n de las listas invertidas para
determinar los documentos que contienen todas las palabras de la consulta.
1En varios puntos del texto nos referimos a estas palabras como te´rminos, en general
usamos este nombre para las palabras relevantes en la base de texto.
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Al finalizar este paso todos los nodos tienen un conjunto de respuestas
para la consulta. Sin embargo, la cantidad de respuestas puede ser inmen-
samente grande puesto que las listas invertidas pueden llegar a contener
miles de identificadores de documentos que contienen todas las palabras de
la consulta. Es necesario hacer un ranking de los resultados para mostrar
los mejores K resultados al usuario como solucio´n a la consulta.
Para realizar el ranking final de documentos es necesario colocar en uno
de los nodos del cluster los resultados obtenidos por todos los otros. Esto con
el fin de comparar esos resultados unos con otros y determinar los mejores K.
Sin embargo, enviar mensajes conteniendo una gran cantidad de resultados
entre dos procesadores puede consumir mucho tiempo. Es deseable reducir
la cantidad de comunicacio´n entre nodos.
Ahora, si cada procesador ha calculado los mejores resultados para la
consulta considerando los documentos (listas invertidas) que tiene almace-
nados en su disco, entonces no es necesario enviarlos todos al nodo encargado
de realizar el ranking final. Basta con enviar a este procesador los K mejores
de cada uno de los P-1 procesadores restantes. Es decir, el ranking final se
puede hacer encontrando los K mejores entre los K × P resultados aportados
por los P procesadores.
Pero esto se puede mejorar ma´s aun y as´ı reducir al ma´ximo la cantidad
de comunicacio´n entre los procesadores [46]. Dado que los documentos esta´n
uniformemente distribuidos en los P procesadores es razonable pensar que
cada nodo tendra´ ma´s o menos una fraccio´n K/P de los mejores K resulta-
dos mostrados al usuario. Entonces, lo que se puede hacer es trabajar por
ciclos repetitivos o iteraciones. En la primera iteracio´n todos los computado-
res env´ıan sus mejores K/P resultados al procesador encargado de hacer el
ranking final. Este nodo hace el ranking y luego determina si necesita ma´s
resultados desde los otros nodos. Si es as´ı entonces pide nuevamente otros
K/P resultados y as´ı hasta obtener los K mejores. En el peor caso podr´ıa
ocurrir que para esa consulta en particular uno de los procesadores posea los
K mejores resultados que se le van a entregar al usuario, caso en que se ne-
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cesitan P iteraciones para calcular la respuesta al usuario. Pero es muy poco
probable que esto ocurra para todas las consultas que se procesan en una
ma´quina de bu´squeda grande. En la pra´ctica hemos observado [46] que se
requieren una o a lo ma´s dos iteraciones para la inmensa mayor´ıa de las con-
sultas, lo cual permite reducir considerablemente el costo de comunicacio´n
entre los nodos del cluster.
Las ma´quinas de bu´squeda deben ser capaces de resolver de manera efi-
ciente una consulta cuando el tra´fico es muy elevado. La mayor parte de
las consultas frecuentes, son respondidas con rapidez porque se encuentran
almacenadas en la cache de las ma´quinas. No obstante, aquellas consultas
que no se encuentran en la cache del sistema, han de ser resueltas por el con-
junto de procesadores. El reto es resolver lo ma´s ra´pido posible una consulta
y devolver al usuario los documentos asociados ma´s relevantes (top-K). Sin
embargo, un alto tra´fico de consultas y gran volumen de datos asociados
con la web, supone una demanda elevada de recursos hardware (utilizacio´n
de procesadores, disco y ancho de banda). Por este motivo, las ma´quinas de
bu´squeda actuales incorporan una redundancia de hardware con el fin de
amortizar estos efectos.
La tendencia tecnolo´gica actual hace pronosticar que los CMPs (Chip-
level MultiProcessor) tendra´n au´n mayor importancia y el nu´mero de cores
en un u´nico chip se ira´ incrementando paulatinamente tal y como hacen
referencia la mayor´ıa de las previsiones de fabricantes ma´s importantes de
procesadores. En la actualidad, la mayor´ıa de los sistemas ya incorporan
esta tecnolog´ıa. AMD ofrece chips de cuatro cores (Native Quad technology)
e Intel ha comenzado a incorporar el Intel CoreTM Extreme en su gama
servidores. Por estos motivos y por el hecho de que a fecha de hoy no cono-
cemos que existan trabajos que evalu´en las bondades de esta arquitectura
en el contexto de los servidores Web, es conveniente realizar un estudio en
profundidad sobre la configuracio´n ma´s adecuada para obtener la mejor tasa
de consultas procesadas por segundo.
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2.3. Indices Invertidos
Consiste en una estructura de datos formada por dos partes. La tabla
del vocabulario que contiene todas las palabras (te´rminos) relevantes encon-
tradas en la coleccio´n de texto. Por cada palabra o te´rmino existe una lista
de punteros a los documentos que contienen dichas palabras junto con infor-
macio´n que permita realizar el ranking de las respuestas a las consultas de
los usuarios tal como el nu´mero de veces que aparece la palabra en el docu-
mento. Ver figura 2.3. Dicho ranking se realiza mediante distintos me´todos
[8]. En este trabajo utilizamos el llamado me´todo del vector [8, 55].
azul perro rojocasa
doc 3   1 
doc 2   1 doc 1   2
doc 2   1
doc 3   1 doc 1   1
Figura 2.3: Estructura de un ı´ndice invertido
Para construir un ı´ndice invertido secuencial [28, 33, 59], es necesario
procesar cada documento para extraer las palabras o te´rminos de importan-
cia, registrando su posicio´n y la cantidad de veces que e´ste se repite. Una vez
que se obtiene el te´rmino, con su informacio´n correspondiente, se almacena
en el ı´ndice invertido.
El mayor problema que se presenta en la pra´ctica, es la memoria RAM.
Esta se termina antes de procesar toda la coleccio´n de texto. Cada vez que
la memoria RAM se agota, se graba en disco un ı´ndice parcial, se libera la
memoria y se comienza de cero con un nuevo conjunto de documentos. Al
final de esta operacio´n, se realiza un merge de los ı´ndices parciales, el cual
no requiere demasiada memoria por ser un proceso en que se unen las dos
listas invertidas para cada te´rmino y resulta relativamente ra´pido.
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Respecto de la paralelizacio´n eficiente de ı´ndices invertidos existen varias
estrategias. Las ma´s utilizadas consisten (1) dividir la lista de documentos
en P procesadores y procesar consultas de acuerdo a esa distribucio´n y (2)
en distribuir cada te´rmino con su lista completa uniformemente en cada
procesador.
2.3.1. Distribucio´n por documentos
Los documentos se distribuyen uniformemente al azar en los procesa-
dores. El proceso para crear un ı´ndice invertido aplicando esta estrategia,
consiste en extraer todos los te´rminos de los documentos asociados a cada
ma´quina y con ellos formar una lista invertida por procesador. Es decir,
las listas invertidas se construyen basa´ndose en los documentos que cada
ma´quina posee. Cuando se resuelve una consulta, e´sta se debe enviar a cada
procesador (broadcast).
2.3.2. Distribucio´n por te´rminos
Consiste en distribuir uniformemente entre los procesadores, los te´rmi-
nos del vocabulario junto con sus respectivas listas invertidas. Es decir, la
coleccio´n completa de documentos es utilizada para construir un u´nico voca-
bulario para luego distribuir las listas invertidas completas uniformemente al
azar entre todos los procesadores. En esta estrategia, no es conveniente orde-
nar lexicogra´ficamente las palabras de la tabla vocabulario, si se mantienen
desordenadas, se obtiene un mejor balance de carga durante el procesamien-
to de las consultas. En este caso la consulta es separada en los te´rminos que
la componen, los cuales son enviados a los procesadores que los contienen.
2.3.3. Diferencias entre ambas estrategias
En el ı´ndice particionado por te´rminos la solucio´n de una consulta es
realizada de manera secuencial por cada te´rmino de la consulta, a diferencia
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de la estrategia por documentos donde el resultado de la consulta es cons-
truido en paralelo por todos los procesadores. Entonces, la estrategia por
documentos soporta ma´s paralelismo (i.e., cada consulta se resuelve en pa-
ralelo), mientras que la estrategia por te´rminos soporta mayor concurrencia
(i.e., dos o ma´s consultas pueden ser resueltas en paralelo).
Por otra parte, la estrategia de indexacio´n por documentos permite ir
ingresando nuevos documentos de manera fa´cil, el documento se env´ıa a la
ma´quina iddoc% proc y se modifica la lista local de ese procesador. Sin
embargo, para el caso de ranking mediante el me´todo del vector (descrito
en la siguiente seccio´n), se requiere que las listas se mantengan ordenadas
por frecuencia, entonces no es tan sencillo modificar la lista. No obstante,
para la estrategia por te´rminos, tambie´n es necesario hacer esa actualizacio´n
cuando se modifican las listas. La gran desventaja del ı´ndice particionado
por te´rminos esta´ en la construccio´n del ı´ndice debido a la fase de comuni-
cacio´n global que es necesario realizar para distribuir las listas invertidas.
Inicialmente el ı´ndice puede ser construido en paralelo como si fuese un ı´ndi-
ce particionado por documentos para luego re-distribuir los te´rminos con sus
listas invertidas.
2.4. Ranking de documentos
El me´todo vectorial [8] es bastante utilizado en recuperacio´n de infor-
macio´n para hacer ranking de documentos que satisfacen una consulta. Las
consultas y documentos tienen asignado un peso para cada uno de los te´rmi-
nos (palabras) de la base de texto (documentos). Estos pesos se usan para
calcular el grado de similitud entre cada documento almacenado en el sis-
tema y las consultas que puedan hacer los usuarios. El grado de similitud
calculado, se usa para ordenar de forma decreciente los documentos que el
sistema devuelve al usuario, en forma de clasificacio´n (ranking).
Se define un vector para representar cada documento y consulta:
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El vector dj esta´ formado por los pesos asociados de cada una de los
te´rminos en el documento dj .
El vector q esta´ compuesto por los pesos de cada una de los te´rminos
en la consulta q.
As´ı, ambos vectores estara´n formados por tantos pesos como te´rminos
se hayan determinado en la coleccio´n, es decir, ambos vectores tendra´n la
misma dimensio´n.
El modelo vectorial evalu´a el grado de similitud entre el documento dj y
la consulta q, utilizando una relacio´n entre los vectores dj y q. Esta relacio´n
puede ser cuantificada. Un me´todo muy habitual es calcular el coseno del
a´ngulo que forman ambos vectores Cuanto ma´s parecidos sean, ma´s cercano
a 0 sera´ el a´ngulo que formen y en consecuencia, el coseno de este a´ngulo se
aproximara´ ma´s a 1. Para a´ngulos de mayor taman˜o el coseno tomara´ valores
que ira´n decreciendo hasta −1, as´ı que cuanto ma´s cercano de 1 este´ el
coseno, ma´s similitud habra´ entre ambos vectores, luego ma´s parecido sera´ el
documento dj a la consulta q.
La frecuencia interna de un te´rmino en un documento, mide el nu´mero de
ocurrencias del te´rmino sobre el total de te´rminos del documento y sirve para
determinar cuan relevante es ese te´rmino en ese documento. La frecuencia
del te´rmino en el total de documentos, mide lo habitual que es ese te´rmino
en la coleccio´n, as´ı, sera´n poco relevantes aquellos te´rminos que aparezcan
en la mayor´ıa de documentos de la coleccio´n. Invirtie´ndola, se consigue que
su valor sea directamente proporcional a la relevancia del te´rmino.
Una de las fo´rmulas utilizadas para el ranking vectorial es la siguiente:
Sea {t1...tn} el conjunto de te´rminos y {d1...dn} el conjunto de docu-
mentos, un documento di se modela como un vector:
di → ~di = (w(t1, di), ..., w(tk , di))
donde w(tr, di) es el peso del te´rmino tr en el documento di.
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En particular una consulta puede verse como un documento (formada
por esas palabras) y por lo tanto como un vector.
La similitud entre la consulta q y el documento d esta´ dada por:
0 <= sim(d, q) =
∑
t(wq,t ∗ wd,t)/Wd <= 1.
Se calcula la similitud entre la consulta q y el documento d como
la diferencia coseno, que geome´tricamente corresponde al coseno del
a´ngulo entre los dos vectores. La similitud es un valor entre 0 y 1.
Notar que los documentos iguales tienen similitud 1 y los ortogonales
(si no comparten te´rminos) tienen similitud 0. Por lo tanto esta fo´rmula
permite calcular la relevancia del documento d para la consulta q.
El peso de un te´rmino para un documento es:
0 <= wd,t = fd,t/maxk ∗ idft <= 1.
En esta fo´rmula se refleja el peso del te´rmino t en el documento d (es
decir que´ tan importante es este te´rmino para el documento).
fd,t/maxk es la frecuencia normalizada. fd,t es la cantidad de veces
que aparece el te´rmino t en el documento d. Si un te´rmino aparece
muchas veces en un documento, se supone que es importante para ese
documento, por lo tanto fd,t crece. maxk es la frecuencia del te´rmino
mas repetido en el documento d o la frecuencia mas alta de cualquier
te´rmino del documento d. En esta fo´rmula se divide por maxk para
normalizar el vector y evitar favorecer a los documentos ma´s largos.
idft = log10(N/nt), dondeN es la cantidad de documentos de la colec-
cio´n, nt es el nu´mero de documentos donde aparece t. Esta fo´rmula
refleja la importancia del te´rmino t en la coleccio´n de documentos. Le
da mayor peso a los te´rminos que aparecen en una cantidad pequen˜a
de documentos. Si un te´rmino aparece en muchos documentos, no es
u´til para distinguir ningu´n documento de otro (idft decrece). Lo que se
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intenta medir es cuanto ayuda ese te´rmino a distinguir ese documen-
to de los dema´s. Esta funcio´n asigna pesos altos a te´rminos que son
encontrados en un nu´mero pequen˜o de documentos de la coleccio´n. Se
supone que los te´rminos raros tienen un alto valor de discriminacio´n
y la presencia de dicho te´rmino tanto en un documento como en una
consulta, es un buen indicador de que el documento es relevante para
la consulta.
Wd = (
∑
(w2d,t))
1/2. Es utilizado como factor de normalizacio´n. Es
el peso del documento d en la coleccio´n de documentos. Este valor
es precalculado y almacenado durante la construccio´n de los ı´ndices
para reducir las operaciones realizadas durante el procesamiento de las
consultas.
wq,t = (fq,t/maxk) ∗ idft, donde fq,t es la frecuencia del te´rmino t en
la consulta q y maxk es la frecuencia del te´rmino mas repetido en la
consulta q, o dicho de otra forma, es la frecuencia mas alta de cualquier
te´rmino de q. Proporciona el peso del te´rmino t para la consulta q.
2.5. Multiprocesadores
La industria informa´tica, ha tenido siempre un objetivo primordial (fa-
bricantes de semiconductores, fabricantes de sistemas y usuarios): la bu´sque-
da de la velocidad.
La velocidad va unida a las prestaciones, y por lo general, la primera ha
sido la principal medida para decidirse por un sistema u otro. Sin embargo,
por muy evidente que parezca, y dados los l´ımites f´ısicos de los semiconduc-
tores, las prestaciones pueden no estar forzosamente unidas a la velocidad.
Hoy es posible construir sistemas, que au´n teniendo procesadores ma´s “len-
tos” que otros, ofrezcan unas prestaciones significativamente superiores. Son
los sistemas multiprocesador, que como su denominacio´n indica, incorporan
varios procesadores para llevar a cabo las mismas funciones.
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Evidentemente, estas mejoras en el hardware, para ser funcionales, re-
quieren importantes desarrollos en el software, y de hecho, muchos sistemas
operativos admiten extensiones multiproceso (Match, SCO, Solaris, System
V, etc.), que proporcionan paralelismo “en bruto” (asignando mu´ltiples ta-
reas a mu´ltiples procesadores) a nivel del sistema operativo.
Las aplicaciones escritas para facilitar el paralelismo en su ejecucio´n,
incrementan significativamente las prestaciones globales del sistema; esto es
lo que se denomina “multithreading”, que implica dividir una sola aplicacio´n
entre varios procesadores. Sin embargo, los desarrolladores de software y
programadores de aplicaciones so´lo han comenzado a explorar las vastas
posibilidades de incremento de prestaciones que ofrecen los sistemas con
capacidades reales de proceso en paralelo.
Un conjunto de tareas puede ser completado ma´s ra´pidamente si hay
varias unidades de proceso ejecuta´ndolas en paralelo. Es necesario conocer
ampliamente como esta´n interconectados los procesadores, y la forma en
que el co´digo que se ejecuta en los mismos ha sido escrito para escribir
aplicaciones y software que aproveche al ma´ximo sus prestaciones.
Para lograrlo, es necesario modificar varias facetas del sistema operativo,
la organizacio´n del co´digo de las propias aplicaciones, as´ı como los lenguajes
de programacio´n.
Los multiprocesadores pueden ser clasificados como ma´quinas con mu´lti-
ples y auto´nomos nodos de proceso, cada uno de los cuales opera sobre su
propio conjunto de datos. Todos los nodos son ide´nticos en funciones, por lo
que cada uno puede operar en cualquier tarea o porcio´n de la misma.
El sistema en que la memoria esta´ conectada a los nodos de proceso esta-
blece el primer nivel de distincio´n entre diferentes sistemas multiprocesador:
Multiprocesadores de memoria distribuida (distributed-memory mul-
tiprocessors). Se caracterizan porque cada procesador so´lo puede acce-
der a su propia memoria. Se requiere la comunicacio´n entre los nodos
de proceso para coordinar las operaciones y mover los datos. Los da-
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tos pueden ser intercambiados, pero no compartidos. Dado que los
procesadores no comparten un espacio de direcciones comu´n, no hay
problemas asociados con tener mu´ltiples copias de los datos, y por
tanto los procesadores no tienen que competir entre ellos para obtener
sus datos. Ya que cada nodo es un sistema completo, por si mismo
(incluso sus propios dispositivos de entrada/salida si son necesarios),
el u´nico l´ımite pra´ctico para incrementar las prestaciones an˜adiendo
nuevos nodos, esta dictado por la topolog´ıa empleada para su interco-
nexio´n. De hecho, el esquema de interconexio´n, tiene un fuerte impacto
en las prestaciones de estos sistemas. Adema´s de la complejidad de las
interconexiones, una de las principales desventajas de estos sistemas,
como es evidente, es la duplicacio´n de recursos caros como memoria,
dispositivos de entrada/salida, que adema´s esta´n desocupados en gran
parte del tiempo.
Multiprocesadores de memoria compartida (shared-memory multipro-
cessors). Son sistemas con mu´ltiples procesadores que comparten un
u´nico espacio de direcciones de memoria. Cualquier procesador puede
acceder a los mismos datos, al igual que puede acceder a ellos cual-
quier dispositivo de entrada/salida. El sistema de interconexio´n ma´s
empleado para estos casos, es el de bus compartido (shared-bus). Tener
muchos procesadores en un u´nico bus tiene el inconveniente de limitar
las prestaciones del sistema a medida que se an˜aden nuevos procesa-
dores. La razo´n es la saturacio´n del bus, es decir, su sobre utilizacio´n.
2.5.1. Procesador UltraSPARC T1
El procesador UltraSPARC T1 [50], previamente conocido como Niagara,
es el u´ltimo desarrollo de Sun Microsystems. Este procesador se caracteriza
por integrar mu´ltiples cores en un u´nico “die” y su capacidad de ejecucio´n
de mu´ltiples threads simulta´neamente. Esta´ orientado a un mercado muy
espec´ıfico formado por aplicaciones que demanden gran capacidad de pro-
cesamiento orientado a red. Tı´picamente, los servidores que aprovechara´n
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de manera o´ptima las caracter´ısticas del T1 son: servidores de base de da-
tos, servidores web, etc. Adema´s, ofrece otra gran ventaja que es su bajo
consumo.
2.5.1.1. Caracter´ısticas
El UltraSparc T1 es un microprocesador multicore y multithread. A
continuacio´n, se muestran sus caracter´ısticas ma´s importantes:
Hasta 8 cores.
4 Threads por core.
Cache´ L1 por core.
Cache´ L2 integrada en el propio chip.
48 bits direcciones virtuales, 40 bits direcciones reales.
Soporta pa´ginas de taman˜o: 8k, 64k, 4M, 256M.
No soporta SMP.
Prediccio´n de saltos esta´tica.
Una u´nica FPU.
No es superescalar.
Segmentado. Pipeline de 6 etapas.
Consumo moderado: normal 72 Watios, ma´ximo 79 Watios.
Frecuencia reloj 1.0 Ghz o 1.2 Ghz.
Arquitectura UltraSPARC 2005 de 64 bits (compatible con SPARC
V9).
Criptograf´ıa por hardware. Capaz de realizar encriptacio´n RSA.
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TCP Oﬄoad Engine (TOE).
Virtualizacio´n.
Interrupciones precisas.
Niagara ha sido disen˜ado con una jerarqu´ıa de memoria bastante at´ıpi-
ca. En e´l no se busca aumentar simplemente la capacidad de las cache´s para
as´ı minimizar el nu´mero de fallos de cache´; sino que se ha mejorado sus-
tancialmente los buses de comunicacio´n, para as´ı permitir mayor cantidad
de concurrencia posible. Para ello se ha implementado un crossbar para las
comunicaciones y se ha modularizado tanto la cache´ L2 como el acceso a
memoria principal.
La cache´ L1 esta´ dividida en Cache´ de instrucciones y Cache´ de datos.
Esta´ compartida por 4 threads ya que so´lo incorpora una cache´ por core.
La principal diferencia entre la cache´ de instrucciones y de datos es que
la primera tiene el doble de taman˜o que la segunda. Esto es debido a que
la cache´ L1 de instrucciones lee dos instrucciones sucesivas por ciclo. La
cache´ L2 esta dividida en 4 bancos para facilitar la concurrencia en las
operaciones de lectura y escritura.
2.6. Revisio´n bibliogra´fica
En [5] se presentan resultados de una tesis doctoral dedicada a estudiar
la paralelizacio´n eficiente de ı´ndices invertidos utilizando PVM sobre un
cluster de PCs. El problema estudiado en esa tesis tiene relacio´n con el
procesamiento paralelo de consultas de so´lo lectura sobre un ı´ndice invertido
distribuido y el ranking de las soluciones a dichas consultas [55, 58, 60].
Trabajos de caracter´ısticas similares han sido presentados en [19, 41, 43, 57,
63].
Se han estudiado varias te´cnicas sobre la paralelizacio´n de ı´ndices inver-
tidos [2, 26], en particular, utilizando el modelo de computacio´n paralela
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BSP [23, 45] sobre clusters de PCs [36, 40, 62, 64]. Los resultados expe-
rimentales muestran que es factible alcanzar desempen˜o eficiente. Algunas
variantes propuestas en este trabajo, tienen relacio´n con permitir realizar
en la ma´quina broker acciones de balance de tareas donde la me´trica que se
pretende optimizar es el balance del ranking final de las consultas. El algo-
ritmo de balance utilizado, es uno basado en una de las primeras heur´ısticas
propuestas para resolver el problema de asignacio´n de tareas a un conjunto
de ma´quinas [30]. No se han estudiado otras heur´ısticas de balance de carga
[12, 13, 14, 44].
En [22] se analizan estrategias de bu´squedas mediante el estudio del
disen˜o de servidores que trabajan sobre base de datos textuales y sus apli-
caciones pra´cticas. Para ello se toma como punto de partida, las estrategias
de indexacio´n por documentos y por te´rminos [24, 25]; se proponen nuevas
estrategias que permiten acelerar los tiempos de respuestas de los servidores,
as´ı como reducir el espacio en memoria principal requerido para mantener
dichas estructuras y conocer la unidad de trabajo para poder predecir la car-
ga de trabajo que tendra´ cada procesador cuando se realice la distribucio´n de
las consultas. Los algoritmos implementados presentan una situacio´n inter-
media entre la distribucio´n por te´rminos y documentos, utilizando buckets
que se encuentran distribuidos entre los procesadores. Con estas te´cnicas se
logra un alto grado de paralelismo durante las operaciones de disco, necesa-
rias para recuperar los datos del ı´ndice invertido. A su vez, esta estrategia
permite obtener una reduccio´n del costo de hacer broadcast para las consul-
tas y as´ı poder alcanzar un alto grado de escalabilidad.
En relacio´n a los CMPs, la tendencia tecnolo´gica actual, hace pronosticar
que las CPU multicores tendra´n au´n mayor importancia y el nu´mero de cores
en un u´nico chip se ira´ incrementando [1, 52]. En la actualidad la mayor´ıa de
los sistemas ya incorporan esta tecnolog´ıa. AMD ofrece chips de cuatro cores
(Native Quad technology) e Intel ha comenzado a incorporar el Intel Core TM
Extreme en su gama de servidores. Por estos motivos y por el hecho de que
a fecha de hoy no conocemos que existan trabajos que evalu´en las bondades
de esta arquitectura en el contexto de los servidores Web, es conveniente
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realizar un estudio en profundidad sobre la configuracio´n ma´s adecuada
para obtener la mejor tasa de consultas procesadas por segundo [15, 16].
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Cap´ıtulo 3
Arquitectura Propuesta
3.1. Conceptos ba´sicos
La arquitectura cla´sica para una ma´quina de bu´squeda en la Web contie-
ne los siguientes componentes ba´sicos: (1) “crawler” el cual esta´ encargado
de recorrer la Web recuperando los documentos a indexar, (2) “indexador”
encargado de organizar los documentos de una manera tal que reduzca el
tiempo de respuesta para las bu´squedas de informacio´n, y (3) la “ma´quina
de bu´squeda” propiamente tal la cual se construye sobre un ı´ndice invertido
[8, 17]. Ver figura 3.1.
Un crawler esta´ compuesto de un “scheduler” (planificador) que decide
cua´les documentos sera´n recuperados, un conjunto de “robots” los cuales se
conectan a los sitios Web para recuperar (bajar) los documentos, y una cola
de URLs la cual es utilizada por el scheduler para priorizar los documentos
a ser recuperados.
El crawler se puede ejecutar locamente en la ma´quina de bu´squeda, reco-
rriendo la Web mediante solicitudes a los servidores y recuperando el texto
de las pa´ginas Web que va encontrando. El indexador se ejecuta localmente
y mantiene un ı´ndice sobre las pa´ginas que recupera el crawler. La ma´quina
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Figura 3.1: Componentes de una ma´quina de bu´squeda
de consulta, tambie´n se ejecuta localmente y realiza la bu´squeda en el ı´ndi-
ce, retornando las URLs ordenadas. La interfaz se ejecuta en el cliente (en
cualquier parte de la Web) y se encarga de recibir la consulta y mostrar los
resultados.
Un ı´ndice invertido consiste en una estructura de datos formada por dos
partes. La tabla del vocabulario contiene todas las palabras (te´rminos) rele-
vantes encontradas en la coleccio´n de texto [32]. Por cada palabra o te´rmino
existe una lista (invertida) de punteros a los documentos que contienen di-
chas palabras junto con informacio´n que permita realizar el ranking de las
respuestas a las consultas de los usuarios. Dicho ranking se realiza mediante
distintos me´todos.
3.2. Disen˜o del Buscador
El disen˜o del buscador sigue una metodolog´ıa orientada a objetos. El
buscador operando en modo BSP tiene un thread principal que ejecuta un
ciclo repetitivo infinito con los siguientes pasos:
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while( true )
{ //------ Inicio de superstep
// Recibe nuevas consultas/documentos desde el broker.
query->rcvBroker(processor, q);
// Recibe mensajes desde otros procesadores
processor->recvMessagesCluster();
// Procesa mensajes de consultas/documentos.
processor->run();
// Envia mensajes generados entre procesadores del cluster.
processor->sendMessagesCluster();
// Responde al broker las consultas finalizadas.
processor->sendBroker();
bsp_sync(); // Sincronizacion de procesadores.
//------ Fin de superstep
} //end while()
El buscador posee un thread encargado de gestionar la conexio´n TCP/IP
con la ma´quina broker y recibir strings que representan consultas (secuencia
de te´rminos) y nuevos documentos representados como un id doc seguido
de una secuencia de te´rminos relevantes del documento. Para gestionar los
threads se utiliza la biblioteca phtreads. Los nuevos mensajes son puestos
en una lista de mensajes la cual se encuentra protegida mediante sema´foros
(pmutex).
El thread principal se apoya en instancias de las clases Processor y Query,
y a su vez la clase Processor se apoya en otras clases auxiliares. Ver diagra-
ma 3.2. A continuacio´n se presenta una descripcio´n de estas clases:
Query En cada ciclo del thread principal el objeto “query” retira los nue-
vos mensajes desde la lista de nuevos mensajes que llegan desde la
ma´quina broker. Se utiliza un sema´foro del tipo pmutex para sincro-
nizar los accesos concurrentes realizados por el thread encargado de la
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Figura 3.2: Clases de la arquitectura propuesta
comunicacio´n con el broker y el thread principal. Las dema´s clases no
requieren sincronizacio´n mediante sema´foros.
Processor En esta clase se realizan los pasos asociados a la solucio´n de las
consultas. La clase Processor se apoya en las clases Comm, Message y
Searcher. Cada objeto de clase Processor mantiene una cola de men-
sajes de entrada “msgin” y una cola de mensajes de salida “msgout”.
Durante el proceso de consultas, los nuevos mensajes destinados a otros
procesadores son depositados en la cola msgout. Tambie´n existe una
cola similar para los mensajes de respuesta al broker (“msgoutbkr”
protegida con pmutex). El me´todo Processor::recvMenssagesCluster()
almacena todos los mensajes recibidos por la clase Comm en la cola de
mensajes de entrada msgin. Adema´s, el objeto de clase Query inserta
los mensajes nuevos llegados desde el broker a la cola msgin.
Comm La cual gestiona la comunicacio´n entre procesadores. Mantiene una
estructura de buffers destinada a empaquetar en un so´lo gran mensaje
todos los mensajes enviados desde un procesador a otro. Los mensajes
son copiados byte a byte a los buffers y posteriormente se utilizan las
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primitivas de la biblioteca de comunicacio´n para realizar el env´ıo de
los mensajes grandes a sus procesadores de destino.
Message La cual es una jerarqu´ıa de clases orientada a mantener la in-
formacio´n que se env´ıa entre procesadores. Dependiendo de la fase en
que se encuentra el proceso de una consulta dada, es necesario en-
viar distintos tipos de informacio´n. La clase Comm determina, segu´n
el tipo de clase en la jerarqu´ıa, la cantidad de informacio´n (bytes) a
copiar desde el espacio de direcciones del objeto de la clase Message y
el buffer destinado a mantener los mensajes.
Searcher Destinada a realizar el procesamiento de las consultas de los usua-
rios lo cual implica hacer un parsing de la consulta para extraer los
identificadores de los te´rminos, recuperar las listas de posteo desde los
distintos procesadores, realizar el ranking de documentos y hacer el
merge de los resultados, para luego retornar la respuesta a la ma´quina
broker. Durante este proceso se generan uno o mas mensajes destina-
dos a otros procesadores. Dichos mensajes quedan en los buffers de la
clase Comm para su posterior env´ıo al final del superstep.
3.3. Descripcio´n de una ma´quina de bu´squeda
3.3.1. Distribucio´n del ı´ndice invertido
Las ma´quinas de bu´squeda para la Web, utilizan un ı´ndice invertido
como estructura de datos, para indexar una coleccio´n de texto y as´ı acele-
rar el procesamiento de las consultas. En varios art´ıculos se han publicado
experimentos y propuestas para un procesamiento eficiente de consultas con
ı´ndices invertidos [4, 6, 11, 47, 48, 49, 51, 65]. Es evidente que la eficiencia en
cluster de computadores, solo se logra mediante el uso de estrategias que re-
ducen la comunicacio´n entre los procesadores y mantienen un balance entre
la computacio´n y la comunicacio´n, en el proceso de resolver una consulta.
28
Un ı´ndice invertido, esta formado por una tabla de vocabulario y un
conjunto de listas. El vocabulario, contiene un conjunto de te´rminos que
esta´n en la coleccio´n de texto. Cada uno de los te´rminos se asocia a una
lista que contiene el identificador del documento, cuando el te´rmino aparece
en la coleccio´n, junto con datos adicionales utilizados para fines del proce-
samiento. Para resolver una consulta, es necesario obtener el conjunto de
documentos asociados a los te´rminos de la consulta y, a continuacio´n, reali-
zar una clasificacio´n de estos documentos seleccionando los K mejores como
respuesta a la consulta
Las actuales ma´quinas de bu´squeda, utilizan una particio´n por docu-
mentos para distribuir el ı´ndice invertido en un conjunto de P procesadores.
En este caso, la coleccio´n de documentos esta uniformemente distribuida en
los procesadores y el ı´ndice invertido se construye a partir de ellos en cada
procesador. Resolver una consulta implica (a) tener una copia del mismo en
cada procesador, (b) cada procesador extrae de manera local, los mejores
K documentos asociados a los te´rminos de la consulta y (c) se realiza un
merge de los resultados de todos los procesadores, para calcular las mejores
respuesta de una consulta.
Las consultas que llegan a una ma´quina de bu´squeda, suelen ser de so´lo
lecturas. Esto significa que no ocurrira´ que mu´ltiples usuarios escriban al
mismo tiempo informacio´n sobre el texto de la coleccio´n. Por lo tanto, no
habra´ problemas de concurrencia sobre los datos. La insercio´n de nuevos
documentos se efectu´a de manera off-line.
3.3.2. Procesamiento de una consulta
En la parte paralela del servidor, las consultas llegan desde una ma´quina
recepcionista que llamamos “broker”. La ma´quina broker, se encarga de
enviar las consultas a los procesadores del cluster (para este trabajo, cada
procesador es un CMPs del cluster) y recepcionar las respectivas respuestas.
El broker distribuye las consultas, de acuerdo a heur´ısticas de balance de
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carga. Cada heur´ıstica depende del me´todo de particio´n del ı´ndice invertido.
En general, el broker tiende a distribuir de manera uniforme las consultas
sobre los procesadores.
Ma´s en detalle, el procesamiento de una consulta se compone ba´sicamen-
te de una fase en la que es necesario buscar todas las listas de documentos
asociadas a un te´rmino de la consulta, y realizar una clasificacio´n (ranking)
de estos documentos, con el fin de obtener una respuesta. Nos centraremos en
situaciones en la que es relevante optimizar el rendimiento de las consultas.
Un punto importante, es la forma de organizar el procesamiento de una
consulta en cada procesador. Ba´sicamente, aplicamos la combinacio´n de dos
estrategias que hemos disen˜ado para manejar de manera ma´s eficiente los
recursos de hardware, frente a variaciones del tra´fico de las consultas:
Distribucio´n tipo Round Robin permitimos que la consulta use
un “quantum” de computacio´n, comunicacio´n y acceso a disco antes
de entregar los recursos a otra consulta.
Modo operacional dina´micamente intercambiamos el modo opera-
cional de una ma´quina de bu´squeda entre paso de mensajes asincro´nico
y sincro´nico, dependiendo del tra´fico de consultas observado.
3.3.3. Ranking iterativo
El “ranker” es el procesador que recibe el conjunto de consultas desde
broker. Todos los procesadores actu´an como ranker para un subconjunto
de consultas y en cada uno de ellos se extraen los documentos (fecthing)
de las listas invertidas y el proceso de ranking. Cada consulta es procesada
iterativamente siguiendo los siguientes dos pasos:
Fetching: Este primer paso consiste en extraer los K mejores elemen-
tos de todas las listas de los te´rminos de una consulta y enviar esta
informacio´n al ranker. Es decir, el ranker env´ıa una copia de cada
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consulta a todos los P procesadores. A continuacio´n, todos los proce-
sadores env´ıan los K/P pares (doc id, frecuencia) obtenidos del ranker.
Ranking: Se realiza la interseccio´n final de los documentos propor-
cionados del paso anterior. Utilizamos un modelo vectorial para la
ejecucio´n del ranking, con las te´cnicas de filtrado propuestas en [56].
Si fuese necesario obtener ma´s informacio´n para formar la respues-
ta final de una consulta, el ranker solicita una nueva iteracio´n hasta
obtener los mejores K elementos y finalizar as´ı el proceso.
Para realizar con e´xito el proceso de ranking puede ser necesario una
o ma´s iteraciones. En cada iteracio´n, los nuevos pares (doc id, frecuencia)
por cada te´rmino que conforman la consulta, forman la lista invertida que
es enviada al ranker. El concepto de iteracio´n es esencial para distribuir
equitativamente el acceso a los recursos del sistema (tipo Round Robin): se
procesan trozos de consultas de taman˜o K y los documentos son organizados
en iteraciones.
3.4. Esquemas de paralelizacio´n
Con el fin de hacer un buen uso de la tecnolog´ıa actual, organizamos el
procesamiento de las consultas en supersteps que son ejecutados por todos
los procesadores en paralelo. Asumimos que existe un tra´fico de consultas
que llegan al broker con t te´rminos por consulta. El algoritmo propuesto
puede ser resumido de la siguiente manera:
SuperStep i (Broadcast) Cada procesador P recibe Q-m consultas del
broker donde m son las consultas pendientes que necesitan una nueva
iteracio´n. Los t te´rminos de una consulta son enviados a todos los
nodos.
SuperStep i+ 1 (Fetching) Cada procesador P obtiene t·Q listas inver-
tidas de taman˜o K/P cada una, y las env´ıa al procesador ranker.
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SuperStep i+ 2 (Ranking)
Parte 1 Cada procesador P recibe t·Q·P listas de taman˜o K/P y rea-
liza una interseccio´n de esta informacio´n por te´rminos y consulta.
Esta informacio´n es almacenada en estructuras de datos contiguas
en memoria que faciliten su procesamiento.
Parte 2 Cada procesador utiliza T≤Q threads en la fase del ranking
sobre un grupo de Q consultas.
Parte 3 Se actualiza el estado de la consulta, es decir, se solicita una
nueva iteracio´n si es necesaria ma´s informacio´n de lista o´ se env´ıan
los mejores R (R=K/2) resultados al broker.
Decir que es importante la organizacio´n de las consultas dentro de la
ma´quina de bu´squeda, se debe a las caracter´ısticas actuales de los procesa-
dores. Es un hecho evidente de los multicores presentan ventajas apropiadas
para explotar el paralelismo de las aplicaciones. Por este motivo, esta tesis
se basa en dos estudios principalmente.
En el primero de ellos, estudiamos la factibilidad de incorporar threads
OpenMP al procesamiento de consultas; donde pueden llegar un nu´mero de
consultas mayor a la cantidad de threads disponibles, o el caso contrario,
donde el conjunto de consultas es menor que el nu´mero de threads. Este
estudio fue realizado en un procesador UltraSPARC T1 y el ana´lisis hecho
se encuentra en el cap´ıtulo 4.
Dados los resultados obtenidos en el primer ana´lisis, nos dimos cuenta
que es factible hacer una combinacio´n de esquemas de programacio´n pa-
ralela para resolver de manera eficiente, una consulta en una ma´quina de
bu´squeda explotando al ma´ximo el paralelismo que ofrecen los multicores.
Entonces, en el cap´ıtulo 5 presentamos un modelo h´ıbrido de programacio´n
BSP y OpenMP capaz de procesar un tra´fico alto de consultas. En este caso,
trabajamos con dos nodos multicores Intel Quad Xeon y vimos el compor-
tamiento dentro de un nodo, y la comunicacio´n entre ambos.
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Cap´ıtulo 4
Esquemas de paralelizacio´n:
Sync/Async
El disen˜o y ejecucio´n de los actuales motores de bu´squeda para la Web,
se basa en un esquema de mensaje as´ıncrono, es decir, llega una consulta la
cual es atendida por un thread en un esquema cla´sico maestro/esclavo.
Por otro lado, la cantidad de trabajo necesario para la resolucio´n de
una consulta, sigue la llamada ley de Zipf, que en la pra´ctica significa que
algunas consultas, en particular, las compuestas por los te´rminos ma´s po-
pulares, van a requerir ma´s tiempo de procesamiento, mientras que las que
contengan te´rminos menos frecuentes, demandara´n un tiempo mucho menor
de procesamiento.
Dado este enfoque, podemos determinar que resolver un conjunto muy
grande consultas, va a consumir un nu´mero considerable de recursos por
procesador, como son el disco, ciclos del procesador, ancho de banda, entre
otros.
Sin embargo, hemos encontrado un disen˜o donde las principales etapas
para procesar una consulta, son distribuidas de una manera en que e´stas
comparten los recursos del cluster uniformemente aplicando un esquema
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Round Robin[48, 49]. Este esquema puede ser realmente u´til cuando el tra´fico
de consultas es muy variable, dentro de una ma´quina de bu´squeda.
En particular, hemos observado que para un esquema esta´ndar as´ıncrono
de procesamiento de consultas, cuando el tra´fico de las mismas es muy ele-
vado, puede ser perjudicial para el rendimiento en general, debido a la dis-
tribucio´n de Zips de las cargas de trabajo. Tambie´n hemos observado, que el
me´todo Round Robin de procesamiento de consultas, resuelve este problema
de manera eficiente. Hemos validado esta hipo´tesis a trave´s de experimentos
realizados sobre un log real de consultas de un 1 TB de la Web.
En este cap´ıtulo, hemos hecho un estudio de diferentes esta´ndares, im-
plementando una ma´quina de bu´squeda, basados en el modelo de distribu-
cio´n de consultas Round Robin, sobre un sistema ChipMultithreading [54]
y OpenMP.
Como plataforma experimental, hemos optado por un procesador UltraS-
PARC T1 de Sun Microsystem (Niagara)[42]. Este procesador, simboliza el
reciente cambio de los CMPs en los servidores y presenta un enfoque radical
que permite aprovechar el rendimiento de computacio´n y escalabilidad con
un bajo consumo de electricidad.
Para fines de programacio´n, T1 puede ser visto como un conjunto de pro-
cesadores lo´gicos que comparten algunos recursos. Se podra´ pensar que otros
esquema de paralelizacio´n de memoria compartida, tales como los sistemas
SMP, que tambie´n son buenos candidatos para este proceso. Sin embar-
go, la distribucio´n de los recursos introducidos en el T1 para aumentar la
utilizacio´n de e´stos, puede causar serios cuellos de botella, y por lo tanto,
estrategias que son apropiadas para estas ma´quinas pueden ser inadecuadas
o menos eficientes. Uno de los objetivos que motivan este estudio es anali-
zar una aplicacio´n paralela para ma´quinas de bu´squeda, bajo este punto de
vista.
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4.1. Plataforma experimental
Como plataforma de experimentacio´n, hemos optado por un procesador
UltraSPARC T1 de Sun Microsystems, cuyas caracter´ıscas ma´s importantes
se encuentran en el cap´ıtulo 2 y ape´ndice A.
En esencia, el T1 es un procesador multithreading de grano fino (FGM) [34]
que cambia los threads de ejecucio´n de cada ciclo para ocultar las ineficien-
cias provocadas por largas latencias, como accesos a memoria [61]. Un u´nico
thread de aplicacio´n, funciona mejor en procesadores tradicionales, pero los
multithreading puede beneficiarse de esta arquitectura: cada thread es ma´s
lento, pero esta arquitectura mejora el rendimiento del uso de recursos.
En nuestra implementacio´n, el nivel de paralelismo, ha sido explotado
por medio de OpenMP, que es soportado por los compiladores nativos de
Sun.
4.1.1. Ranking en punto fijo
El procesador UltraSPARC T1, solo proporciona una unidad de punto
flotante compartida por sus 8 cores en el chip, es decir, un solo thread puede
utilizarlo a la vez. Por otra parte, aunque so´lo un thread utiliza la unidad
de punto flotante, existe una penalizacio´n de 40 ciclos de acceso a la unidad.
La mayor´ıa de las aplicaciones comerciales tienen poco contenido de punto
flotante, por lo tanto no es una desventaja. Sin embargo, en nuestra aplica-
cio´n, una de las fases ma´s costosas del proceso del ranker, utiliza aritme´tica
de punto flotante para clasificar los documentos ma´s relevantes para una
consulta.
Por tal motivo, hemos modificado el ranker, para evitar aritme´tica de
punto flotante. Nuestra aplicacio´n utiliza 32 bits de punto fijo de repre-
sentacio´n de datos para las listas invertidas, y realiza ca´lculos usando una
configuracio´n de la aritme´tica de punto fijo. El introducir punto fijo en nues-
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Figura 4.1: Eficiencia de un benchmark que simula el ca´lculo del proceso de
ranking utilizando aritme´tica de punto fijo y flotante.
tra aplicacio´n, produce un overflow de un 20 a 40%, pero el generado por el
punto flotante (la instruccio´n “sqrt” tarda mil ciclos) compensa este costo.
La figura 4.1 ilustra los beneficios potencias de esta optimizacio´n. Se
muestra la escalabilidad de un benchmark sinte´tico que intenta simular el
tipo de ca´lculo realizado por el proceso de ranking, que mezcla diferen-
tes operaciones aritme´ticas como divisiones, multiplicaciones, logaritmos y
ra´ıces cuadradas. Como era de esperar, los resultados de la versio´n de pun-
to flotante no son buenos, en cambio la versio´n de punto flotante, escala
razonablemente.
4.1.2. Datos de entrada
Todos los resultados de este trabajo se han obtenido utilizando una base
de datos de la web chilena, muestra tomada de www.todocl.cl. La coleccio´n
de texto, contiene alrededor de un millo´n de te´rminos en espan˜ol (1,5 GBytes
de taman˜o). Las consultas han sido seleccionadas al azar del log, que contiene
127,000 consultas. Ma´s informacio´n, ver ape´ndice A.
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4.2. Esquemas de paralelizacio´n
Como se menciono´ anteriormente, las arquitecturas de chip multithrea-
ding introducen un nuevo escenario a nivel de paralelismo, donde los threads
se convierten en la clave para lograr un buen rendimiento. En este sentido,
algo fundamental es el modo de funcionamiento de una ma´quina de bu´sque-
da:
Modo asincro´nico: para un bajo tra´fico, cada consulta es atendida
por un u´nico thread (master). Dicho thread puede comunicarse con
otros P thread (slave), localizados en los P nodos del cluster.
Modo sincro´nico: para un alto tra´fico, todos los threads activos son
bloqueados y solo un thread tiene el control del proceso de un conjunto
de consultas. En este caso, los mensajes son insertados en el buffer
de todos los nodos del cluster, que son enviados al comienzo de cada
iteracio´n, punto en el cual todos los procesadores son sincronizados. En
esta estrategia, los recursos del sistema son utilizados de mejor manera
por la forma de distribuir los threads y el costo de sincronizacio´n que
se reduce significativamente y la comunicacio´n, que es ejecutada en
bloques.
A continuacio´n, describimos estos dos modos, con mayor precisio´n.
4.2.1. Modo Sincro´nico
El paralelismo de grano grueso, presentado para el modo s´ıncrono puede
ser fa´cilmente expresado por medio de directivas de OpenMP y utilizando
me´todos convencionales de distribucio´n de consultas. Sin embargo, ejecutar
el mismo co´digo con diferentes threads para resolver una sola consulta, puede
causar problemas de los recursos compartidos de procesador T1, sobre todo
el espacio de cache´ y el ancho de banda de la memoria. Hemos tratado de
minimizar esto, distribuyendo consultas con te´rminos similares en el mismo
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procesador. En esencia, nuestra idea es aprovechar la localidad, a fin de
aumentar la cooperacio´n entre los threads y evitar los costosos accesos a
memoria, tanto como sea posible.
El algoritmo 1 muestra el pseudo-co´digo de nuestra propuesta. Como
primer paso, la ma´quina broker (master), intenta reunir las consultas con
te´rminos comunes y a continuacio´n, cada procesador (slave) encuentra los
mejores documentos asociados.
Algorithm 1 Ma´quina de bu´squeda operando en modo s´ıncrono
En todas las ma´quinas broker:
// grupo de consultas con te´rminos similares
query batch = build clustered batch(current queries);
broadcast to all processors(query batch);
En cada procesador:
#pragma omp parallel for private(...) shared(...)
for q=1:Nqueries processor do
query = query batch[q];
for term=1:terms in query do
posting list[term] = fetch(term);
end for
best docs[query] = ranking(posting list, terms in query);
end for
...
4.2.2. Modo As´ıncrono
Para el modo as´ıncronico, utilizamos los threads de OpenMP para reali-
zar el ranking de los documentos y as´ı obtener los resultados de las consultas.
Este tipo de paralelismo, implica ejecutar threads OpenMP en diveros pun-
tos de la rutina. En particular, para los casos de operaciones ide´nticas, donde
debe ejecutarse la lista completa de cada te´rmino de la consulta, en forma
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paralela cada threads trabaja sobre una parte de la lista. La te´cnica de
filtrado, es un poco ma´s complicada. Se necesita una sincronizacio´n por ba-
rrera para actualizar ciertos para´metros. Los nuevos documentos extra´ıdos
deben esperar esta sincronizacio´n para ser incluidos dentro la respuesta de
la consulta. La sincronizacio´n debe ser actualizada de manera simulta´nea
por los threads. Entonces, a trave´s de secciones cr´ıticas se trata de resolver
este problema de actualizacio´n; aunque esto ocurre con menor frecuencia
durante el procesamiento de las listas.
Algorithm 2 Ma´quina de bu´squeda operando en modo as´ıncrono
En todas las ma´quinas broker:
// Env´ıo de consultas
dispatch to processor P(query);
En cada procesador:
for term=1:terms in query do
#pragma omp parallel private(...) shared(...)
posting list[term] = parallel fetch and operations(term);
end for
best docs = parallel ranking(posting list, terms in query);
...
4.3. Resultados de la ejecucio´n
En esta seccio´n, se intenta dar respuesta a las preguntas antes plan-
teadas. El estudio que hemos hecho, puede ser considerado como una pri-
mera aproximacio´n de un sistemas ma´s complejo, basado en procesadores
CMPs, que deben comportarse como esclavos en nuestro contexto. Nuestro
objetivo es analizar en detalle los enfoques paralelos que hemos planteado
y esbozar algunas conclusiones preliminares que pueden ser extrapoladas a
una infraestructura ma´s real.
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Figura 4.2: Throughput por consulta para el modo s´ıncrono, en dos escena-
rios: caso ma´s adverso (columna gris) y el ma´s favorable (columna negra)
4.3.1. Modo S´ıncrono
La figura 4.2 muestra el rendimiento alcanzado por nuestra propuesta
sincro´nica. Como fue mencionado anteriormente, hemos tratado de mejorar
la cooperacio´n entre threads con datos distribuidos y threads que atienden
a grupos de consultas con te´rminos similares. La columna gris corresponde
a la situacio´n ma´s adversa: no hay te´rminos comunes entre las consultas
y todos los threads compiten por los recursos disponibles. La columna en
negro, corresponde a la situacio´n ma´s favorable: todos los threads atienden
a un conjunto de consultas con te´rminos ide´nticos.
Al ejecutar 16 y 32 threads, vemos las diferencias entre ambos escenarios,
donde se destacan los beneficios de trabajar con threads distribuidos. En
cualquier caso, el rendimiento es bastante satisfactorio en ambos escenarios.
El speedup aumenta proporcionalmente con el nu´mero de threads, y en el
escenario ma´s favorable, nuestra ma´quina de bu´squeda s´ıncrona alcanza un
speedup de 22 utilizando 32 threads.
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Figura 4.3: Tiempo (sg) por consulta usando el modo as´ıncrono.
4.3.2. Modo As´ıncrono
Los resultados experimentales (ve´ase la figura 4.3) muestran que la ga-
nancia proveniente del paralelismo, no es realmente significativa. Esto se
debe principalmente, al hecho que en cada iteracio´n tipo Round Robin de
una determinada consulta, la cantidad de datos (los que participan en las
listas invertidas de taman˜o K) que se procesa, es pequen˜a. Por ejemplo, en el
proceso de ranking, es necesario ordenar los documentos; entonces, al tratar
de hacer una clasificacio´n en paralelo utilizando OpenMP, no es significati-
vo, ya que la cantidad de documentos rankeados, no son lo suficientemente
grandes.
Recordemos que utilizar Round Robin es necesario para evitar que las
consultas muy largas consuman todos los recursos, en desmedro de las con-
sultas pequen˜as. Adema´s, la te´cnica de filtrado, se utiliza para evitar traba-
jar con la lista completa de cada te´rmino; se debe actualizar una barrera de
sincronizacio´n para obtener el ranking final y decidir que documentos son
los ma´s relevantes. Este barrera de sincronizacio´n, pasa a ser una seccio´n
cr´ıtica para los threads OpenMP, por lo tanto esta serializacio´n, introduce
una degradacio´n en el rendimiento.
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Figura 4.4: Throughput por consulta alcanzado para diferentes modos
Las actuales ma´quinas de bu´squeda son completamente as´ıncronas y
propensas a estos problemas. En general, estas ma´quinas utilizan te´cnicas
de rastreo para evitar recuperar la lista completa de documentos y, por lo
tanto, son escencialmente las mismas dificultades para obtener las ventajas
que proporcionan los sistemas CMPs. En este sentido, puede afirmarse que
para un alto tra´fico de consultas, la ejecucio´n de mu´ltiples consultas tambie´n
se superpone al modo as´ıncrono y esto proporcionar´ıa suficiente paralelismo.
A este caso, le hemos llamado O´ptimo-Async (OA).
La figura 4.4 destaca que incluso en este caso, el modelo as´ıncrono se com-
porta peor que el modo s´ıncrono. La figura muestra el throughput logrado
en los diferente modos. A pesar que el modo OA explota ambas maneras de
paralelismo - paralelismo dentro y fuera de la consulta - en un escenario o´pti-
mo. Por otra parte, para un determinado nu´mero de threads, el rendimiento
logrado por el modo OA no supera al modelo sincro´nico.
4.3.3. Aritme´tica de punto fijo.
La figura 4.5 analiza la escalabilidad de la aritme´tica de punto fijo. Se
muestra el nu´mero de consultas por segundo que se pueden resolver sobre un
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escenario s´ıncrono cuando se realiza el ranking de los documentos. Como era
de esperar, la versio´n para punto flotante no escala ma´s alla´ de un nu´mero
pequen˜o de threads.
Como u´ltimo punto, es necesario analizar si las operaciones de punto fijo
produce algu´n efecto en (1) el conjunto de documentos seleccionados como
la respuesta a una consulta y (2) su posicio´n relativa dentro de los mejores K
resultados. Se evaluo´ experimentalmente ejecutando el proceso de ranking,
para punto fijo y flotante de un conjunto de consultas.
Hemos realizado dos pruebas para el ranking de documentos generados
en ambos casos; para el caso de punto fijo, lo hemos llamado A y para punto
flotante B. La primera prueba calcula el ratio de |A∩B|/|B| para los cuales
se obtuvieron valores muy cercanos a 1; observamos que los valores medios
oscilan entre 0,99 y 1,0 para un conjunto grande consultas. Esto indica que
ambos conjuntos son pra´cticamente ide´nticos.
La segunda prueba, calcula la correlacio´n de Pearson de los conjuntos
A y B para medir la posicio´n relativa de los documentos, es decir, analizar
si los mejores K documentos de A se representan en la misma posicio´n que
el conjunto B. Una vez ma´s se obtuvieron valores muy cercanos a 1 lo que
indica que casi no hay diferencia en la posicio´n relativa de los documentos
recuperados en ambos conjuntos.
Es factible explotar el nivel paralelismo de los multicores, para optimi-
zar el trabajo de una ma´quina de bu´squeda, independiente del tra´fico de
consultas que llegue. Por lo tanto, es interesante estudiar un sistema h´ıbrido
para este tipo de ma´quinas, donde se combine la comunicacio´n en nodos a
trave´s de BSP y el procesamiento de las consultas, explotando los threads
OpenMP, para un alto tra´fico de consultas. Este estudio se ve reflejado, en
el siguiente cap´ıtulo.
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Figura 4.5: Throughput por consulta para diferentes formas nume´ricas de
representacio´n: punto flotante (columna gris) y punto fijo (columna negra)
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Cap´ıtulo 5
Sistema Hı´brido
En este cap´ıtulo proponemos un esquema de paralelizacio´n basado en
BSP y OpenMP. El proceso del ranking de documentos se realiza en paralelo
utilizando los threads de OpenMP. Esta fase es la parte ma´s costosa del
proceso de bu´squeda y por lo tanto conviene reducir el tiempo de ejecucio´n en
escenarios con un alto tra´fico de datos. Nuestro objetivo es tener T threads
que trabajen en la fase de ranking con un grupo de Q consultas en un mismo
nodo por un periodo de tiempo Q≥T (este proceso se realiza en paralelo a
trave´s de los P nodos disponibles en el sistema).
5.1. Propuesta de Paralelizacio´n
Como co´digo de referencia, que hemos utilizado es el descrito en el cap´ıtu-
lo 3; dicho co´digo ha demostrado que consigue escalar adecuadamente en
un cluster convencional con diferentes arquitecturas [47, 48, 49]. Se podr´ıa
pensar que la mejor y ma´s inmediata manera de explotar este nuevo nivel de
paralelismo, es extender el nu´mero de procesos BSP a los cores disponibles.
Sin embargo, anticipamos que ello conlleva la particio´n adicional del ı´ndi-
ce invertido a trave´s de los cores, aumentando as´ı el nivel de comunicacio´n
entre los nodos y el conflicto por el hardware compartido dentro del chip.
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Con la aparicio´n de los procesadores CMPs, es imprescindible realizar
un estudio y analizar cual es la manera ma´s apropiada de explotar eficiente-
mente esta tecnolog´ıa. A priori, la estrategia ma´s sencilla ser´ıa extender el
esquema ranking-fetching [46] entre los cores disponibles en un CMPs. Sin
embargo, podemos anticipar que este enfoque no es el ma´s adecuado, por-
que conlleva una sobrecarga importante debido a la necesidad de duplicar
el ı´ndice invertido entre los BSP-threads y a la competencia de los recur-
sos compartidos en un CMPs como la memoria cache´, acceso a la memoria
principal, interfaces de comunicacio´n, etc.
Nuestra propuesta trata de mitigar estos efectos. Se basa en la idea de
que el broker continu´a su tarea de distribucio´n de consultas a trave´s de
los nodos del cluster y obtiene las respectivas respuestas [48]. Cada nodo
debe resolver un conjunto de Q consultas (grupo de consultas) y realizar
el proceso de ranking en paralelo con OpenMP distribuyendo las consultas
entre los cores. Es importante destacar que la etapa del ranking es la ma´s
costosa en te´rminos de computacio´n y por ello es la principal candidata a
ser paralelizada.
La idea que subyace detra´s de la distribucio´n tipo Round Robin, es la de
dividir el proceso de resolucio´n de una consulta (fecthing+ranking) en fases
ma´s pequen˜as para que puedan ser distribuidas fa´cilmente.
La parte ma´s costosa del proceso de resolver una consulta (descrito en la
seccio´n 3.4) rea ce en el ranking, lo que justifica por si solo el uso de threads
OpenMP.
5.2. Resultados Experimentales
La explotacio´n de los threads a nivel de paralelismo se ha realizado a
trave´s de directivas de OpenMP que soportan el compilador nativo de In-
tel C/C++ [21]. Tambie´n, es importante mencionar que hemos introducido
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dentro del mismo programa, las directivas de comunicacio´n de la libar´ıa
BSPonMPI.
Las caracter´ısticas de la plataforma experimental utilizada en este cap´ıtu-
lo, se encuentra detallada en el ape´ndice A
5.2.1. Datos de entrada
Los resultados se han obtenido utilizando una muestra de la base de
datos de la web chilena tomada de www.todocl.cl. Las consultas han sido
seleccionados al azar de un conjunto de 127,000 consultas extra´ıdas del log
(todocl). Ma´s informacio´n, ver ape´ndice A.
5.2.2. Base Experimental
Hemos planteado dos escenarios experimentales, con un alto y bajo tra´fi-
co de consultas que llegan a los nodos del cluster. El tra´fico esta determinado
por el broker y es independiente de la configuracio´n de BSP y los threads
OpenMP utilizandos en la ma´quina de bu´squeda.
Supongamos que el broker env´ıa en promedio B consultas por unidad
de tiempo. La ma´quina de bu´squeda debe resolver estas consultas usando
conjuntos de taman˜o B = Q·P, donde Q son las consultas por procesador
que se resuelven utilizando T threads OpenMP. P representa el nu´mero de
threads BSP en cada supersteps.
Asumiendo un total de N CPUs a trave´s de todos los nodos y cores, la
ma´quina de bu´squeda puede utilizar N = T·P, debido a que se observo una
saturacio´n importante en nuestro cluster, cada vez que N <T·P. Entonces,
analizamos cuando T>1 para diferentes valores de P, tal que N= T·P. Se
debe tener presente que como B = Q·P una disminucio´n del nu´mero de
procesadores P, produce un incremento de Q por cada par (T, P), por lo
tanto, es necesario establecer el valor de Q correctamente. Para completar
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nuestro escenario experimental, debemos utilizar un valor real de K, el cual
indica el taman˜o de las listas invertidas de cada te´rmino.
Hemos observado que al ejecutar nuestra aplicacio´n, con K=128, sin
excepcio´n para cualquier P, el mejor rendimiento se logro´ para un nu´mero
ma´ximo de threads OpenMP tal que N = T·P. Por lo tanto, solo mostraremos
los resultados para este caso. Adema´s y para ilustrar mejor el rendimiento
entre diferentes configuraciones de (P, T) mostramos los resultados en fun-
cio´n del tiempo ma´ximo de ejecucio´n alcanzado. Todas la medidas fueron
ejecutadas 5 veces utilizando una secuencia de consultas extra´ıdas desde el
log de la base de datos.
Ejecutamos dos series de experimentos, en el primero se muestra el caso
con un alto tra´fico de consultas B=512, y como segundo caso, un tra´fico
moderado de consultas B=128. Hemos llamado a estos experimentos run-A
y run-B respectivamente, los cuales se ejecutaron en dos nodos del cluster.
Tambie´n, se estudio lo ocurrido en un solo nodo, para lo cual se redujo
el tra´fico de consultas a la mitad B/2 y, por lo tanto, tenemos los casos
homo´logos llamados run-C y run-D.
Adema´s se estudiaron dos tipos de algoritmos de clasificacio´n de con-
sultas, uno denominado ”light ranking” en que los documentos se clasifican
utilizando una pequen˜a cantidad del tiempo de ca´lculo, y el otro llamado
“heavy ranking” el cual requiere mucha ma´s computacio´n.
5.2.3. Resultados
En este punto se intenta dar respuesta a las preguntas formuladas antes
acerca de la configuracio´n ma´s adecuada para una ma´quina bu´squeda en la
Web en una arquitectura CMPs. Primero, analizaremos resultados de rendi-
miento obtenidos en un u´nico core del cluster que incluye dos procesadores
multicores Intel Quad-Xeon.
Las tablas 5.1.a y 5.1.b muestran la comparacio´n en te´rminos de rendi-
miento de speedup entre dos paradigmas de programacio´n paralela (BSP vs
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OpenMP) y la combinacio´n de ambos. Para calcular la aceleracio´n escogimos
la configuracio´n (P, T) que entrego´ el peor throught, la cual corresponde a
los valores con 1.0 en la tabla. Los resultados son bastante satisfactorios bajo
este caso, aunque se puede observar para un tra´fico moderado de consultas,
se produce un importante desequilibrio en la carga de trabajo. Aunque el
speedup para un alto tra´fico de consultas no es relevante, nos gustar´ıa hacer
inca-pie en el rendimiento que proporcionan. La tabla muestra una ganan-
cia al paralelizar con OpenMP, aunque tal paralelizacio´n solo se aplica en la
etapa del ranking de los documentos. Es importante destacar, que la mejor
configuracio´n paralela en un nodo, corresponde con T=8, en comparacio´n
con cualquier combinacio´n posible para paso de mensajes. La gran diferencia
entre ambos paradigmas de programacio´n, tiene relacio´n con la sobrecarga
asociada a la duplicidad del ı´ndice invertido y la saturacio´n de los accesos a
memoria/disco en el enfoque de BSP. Esta desventaja se puede evitar uti-
lizando OpenMP; los efectos positivos que proporciona, tienen relacio´n a la
jerarqu´ıa de memoria entre los T threads, que puede generar la memoria-
prefetching y una reduccio´n importante del cuello de botella.
(a) Heavy Ranking
Un nodo
P T Runs-C Runs-D
1 8 1.04 1.16
2 4 1.04 1.16
4 2 1.04 1.12
8 1 1.00 1.00
(b) Light Ranking
Un nodo
P T Runs-C Runs-D
1 8 1.09 1.40
2 4 1.10 1.39
4 2 1.10 1.29
8 1 1.00 1.00
(c) Heavy Ranking
Dos nodos
P T Runs-A Runs-B
2 8 1.29 1,76
4 4 1.27 1,72
8 2 1.22 1,54
16 1 1.00 1,00
(d) Light Ranking
Dos nodos
P T Runs-A Runs-B
2 8 1.48 2.15
4 4 1.44 2.08
8 2 1.35 1.76
16 1 1.00 1.00
Cuadro 5.1: Mejora de los tiempos de respuesta.
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En las tablas 5.1.c y 5.1.d mostramos el speedup logrado en 2 nodos
CMPs, considerando como base un bajo throughtput. Como se puede ob-
servar, nuestro sistema paralelo propuesto supera a cualquier configuracio´n
donde se combinan P y T threads. Este feno´meno se debe principalmente
al incremento de las comunicaciones entre los P procesos y la interfaz de
comunicacio´n compartida. Este efecto no es tan relevante en un solo nodo,
porque las comunicaciones se realizan a trave´s de la memoria compartida.
Por ejemplo, con la mejor configuracio´n (T=8) en run-A y run-B, existe
un deterioro apreciable en te´rminos de speedups debido a los efectos de
comunicacio´n (en torno al 10-35%). Sin embargo, en tales situaciones y la
tendencia lo confirma, nuestro esquema de paralelizacio´n h´ıbrida obtiene el
mejor throughput en comparacio´n con sus contra partes bajo cualquier tasa
de tra´fico y tipo de ranking, lo cual se refleja en mejoras entre 1.35 y 2.15.
Tambie´n es interesante estudiar el comportamiento de diferentes configu-
raciones cuando no todos los cores esta´n disponibles. La figura 5.1 muestra
el speedup alcanzado en la fase heavy ranking para dos nodos con alto y
moderado tra´fico de consultas [Speedup = time(P=2,T=1)/time(P,T)] .
Como era de esperar, nuestro sistema paralelo basado en OpenMP presenta
mejores resultados para un nu´mero de threads asignados. Estos resulta-
dos cercanos al o´ptimo abren la posibilidad de seguir introduciendo threads
OpenMP a otras partes del co´digo, inicialmente de bajo peso en el tiempo
total de ejecucio´n, tales como el fetching de listas invertidas.
Aunque nuestro estudio se ha visto limitado por la disponibilidad de
dos nodos, que incluyen CMPs, hemos comprobado la escalabilidad de la
aplicacio´n de este me´todo en un grupo ma´s grande con el fin de extrapolar
los resultados a un escenario ma´s realista. Hemos sido capaces de demostrar
que es posible lograr eficiencias cercanas a 85% en un sistema con 32 nodos.
[(Eficiencia = Tserie/Tparallelo*numero de nodos]
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Figura 5.1: Speedup para dos nodos CMPs para un tra´fico alto/bajo de
consultas
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Cap´ıtulo 6
Conclusiones
El objetivo de este trabajo fue proponer te´cnicas para mejorar el rendi-
miento de las Ma´quinas de Bu´squeda en la Web, basados en el uso eficiente
del paralelismo procedente del hardware de multithreading disponible en los
CMPs. Nuestros resultados muestran un incremento significativo del rendi-
miento para un gran flujo de consultas.
Las actuales ma´quinas de bu´squeda son completamente as´ıncronas y
presentan problemas de serializaci’on en secciones cr´ıticas de la aplicacio´n.
En general, estas ma´quinas utilizan te´cnicas para evitar recuperar la lista
completa de documentos y, por lo tanto, tienen escencialmente las mismas
dificultades para obtener las ventajas que proporcionan los sistemas CMPs.
Dado este enfoque, planteamos dos escenarios, donde se trato de explo-
tar al ma´ximo el nivel de paralelismo de los CMPs. En un primer escenario,
se mostro´ lo ocurrido para un alto tra´fico de consultas que llegan al busca-
dor. En este caso en particular, la ma´quina de bu´squeda trabajo de manera
s´ıncrona; tratamos de mejorar la cooperacio´n entre threads con datos distri-
buidos y threads que atienen a grupos de consultas con carater´ısticas simila-
res (te´rminos similares). Los resultados obtenidos muestran que el speedup
aumenta proporcionalmente con el nu´mero de threads, y en el escenario ma´s
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favorable, nuestra ma´quina de bu´squeda s´ıncrona alcanza un speedup de 22
utilizando 32 threads.
Por otro lado, mostramos lo ocurrido con un buscador que opera de modo
as´ıncrono, es decir, el tra´fico de consultas, es menor que en el caso anterior.
Los resultados que hemos obtenido en este punto, nos indican que la ganan-
cia procedente del paralelismo, no es realmente signficativa; principalmente
porque en cada iteracio´n de una consulta, la cantidad de informacio´n que se
procesa, es un muy pequen˜a.
En ambas estrategias, utilizamos directivas de OpenMP para el majeno
interno dentro de una consulta a trave´s de threads y la comunicacio´n v´ıa
BSP.
Por otra parte, dados los resultados obtenidos, intuitivamente se podr´ıa
pensar que la mejor manera de explotar el nuevo nivel de paralelismo dispo-
nible en CMPs, es ampliar el nu´mero de procesos dedicados al procesamiento
de consultas. Sin embargo, esto implica una divisio´n del ı´ndice invertido a
trave´s de los cores que pueden causar serios conflictos para los recursos com-
partidos, especialmente para la memoria.
Nuestra propuesta trata de minimizar estos efectos mediante la aplica-
cio´n de paralelismo h´ıbrido de una manera tal que permite a los threads
OpenMP realizar su trabajo sin interferencias. Hemos mostrado que esta
combinacio´n puede ser muy efectiva en aumentar el throughput, bajo situa-
ciones de tra´fico alto y moderado de consultas de usuarios.
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Ape´ndice A
En esta seccio´n se detallan las caracter´ısticas te´cnicas de las platafor-
mas donde fueron ejecutados los algoritmos de esta tesis; las me´tricas de
desempen˜o utilizadas y la validacio´n de la base de datos utilizada en cada
experimento.
A.1. Plataforma experimental
Trabajamos con dos tipos de plataformas experimentales. La primera de
ellas, utilizada en el cap´ıtulo 4, fue un procesador UltraSPARC T1 de Sun
Microsystem, cuyas caracter´ısticas ma´s importantes se encuentran resumi-
das en la siguiente tabla A.1. Por otro lado, trabajamos en un cluster de me-
moria compartida con Linux. Cada nodo incluye dos procesadores multicores
Intel Quad-Xeon. Sus principales caracter´ısticas se encuentran resumidas en
el cuadro A.2. Esta tecnolog´ıa CMPs, la utilizamos en el cap´ıtulo 5.
A.2. Medidas de desempen˜o
Dentro de las medidas de desempen˜o que fueron realizadas, se tienen:
Throughput evalu´a el rendimiento del sistema con respecto a las consul-
tas que son procesadas en cada superstep.
54
Processor
SUN UltraSPARC-T1 8 core processor (1.2GHz)
(4-way fine-grain multithreading core)
L1 Cache 16+8 KB (instruction+data)
(per core) 4-way associative, LRU
L2 Unified 3MB (4Banksx768KB)
Cache 12-way associative, pseudo-LRU
16 GBytes
Memory (4x4GBytes) DIMMS
533 MHz DDR2 SDRAM
Operating System SunOS 5.10 (Solaris 10) for UltraSparcT1
Sun C/C++ Compiler -fast -xarch=v9 -xipo=2
v5.8 Switches Parallelization with OpenMP: -xopenmp=parallel
Cuadro A.1: Principales caracter´ıstas del procesador UltraSPARC T1
Procesador
Intel Quad-Xeon (2.66 GHz)
L1 Cache 4x32KB + 4x32KB (inst.+data)
(per core) 8-way associative, 64 byte per line
L2 Unified 2x4MB (4MB shared per 2 procs)
Cache 16-way associative, 64-byte per line
16 GBytes
Memoria (4x4GB) 667 MHz FB-DIMM memory
1333 MHz system bus
Sistema GNU Debian System Linux
Operativo kernel 2.6.22-SMP for 64 bits
Intel C/C++ Compilador -O3 -march=pentium4 -xW -ip -ipo
v10.1 Switches (icc) Parallelization with OpenMP: -openmp
Librer´ıa MPI mpich2 v1.0.7 compiled with icc v10.1
Librer´ıa BSPonMPI http://bsponmpi.sourceforge.net
Cuadro A.2: Principales caracter´ısticas Intel Quad-Xeon
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Tiempo de ejecucio´n calcula el tiempo transcurrido para procesar un
conjunto de Q consultas utilizando P procesadores. La medicio´n comien-
za una vez que han sido le´ıdos todos los archivos y estos quedan alma-
cenados en la RAM de cada nodo.
Todas las estrategias fueron implementadas bajo la biblioteca de comu-
nicacio´n BSPonMPI, es decir, los algoritmos fueron escritos utilizando el
esta´ndar BSP, pero las primitivas de comunicacio´n fueron sobre MPI.
A.3. Validacio´n de las base de datos
Se ha dispuesto de una base de datos de tipo texto, Web Chilena con
texto es castellano con un taman˜o de 2 Gb. de texto.
La ley de Zipf dice que: si en un texto hay R palabras distintas y las
ordenamos de mayor a menor frecuencia, entonces la frecuencia Y de una
palabra es proporcional a 1/X, siendo X el rango de la palabra en la lista.
La constante de proporcionalidad depende de R.
Que una medida cumpla la Ley de Zipf es bueno desde el punto de vista
del ranking, ya que hay pocos elementos de buena calidad, pero es malo desde
el punto de vista de procesar la informacio´n: existen muchos elementos de
baja calidad que tambie´n deben ser indexados. En este caso, esta afirmacio´n
se cumple para la base de datos utilizada.
La figura A.1 muestra por cada te´rmino el taman˜o de sus listas invertidas.
En A.1.a se grafican los primeros 100 te´rminos y en A.1.b los siguientes
te´rminos de la base de datos.
Por otro lado, la figura A.2 muestra el histograma de frecuencias de cada
te´rmino en el log de consultas, es decir, la cantidad de veces que un te´rmino
se encuentra en el log. A.2.a gra´fica los primeros 100 te´rminos de la bases
de datos, y A.2.b los siguientes.
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(a)
(b)
Figura A.1: Largo de la lista invertida de cada te´rmino
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(a)
(b)
Figura A.2: Histograma de frecuencias de los te´rminos en el log de consultas
58
(a)
(b)
Figura A.3: Frecuencia de cada te´rmino en todos los documentos
Finalmente en figura A.3 muestra la frecuencia de cada te´rmino en todos
los documentos que conforman la base de datos. Al igual que en la figuras
anteriores de esta seccio´n, A.3.a muestra el comportamiento de los 100
primero te´rminos, y A.3.b el de los siguientes te´rminos.
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