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В статье автор анализирует применение метода хеширования по сигнатуре при поиске в 
локальных базах данных. Указаны недостатки метода при таком типе поиска. Обоснована 
возможность уменьшения размера индекса сигнатуры при использовании лингвистических и 
статистических методов обработки текста. Показана актуальность задачи сравнения индексов 
запроса и образа терма в базе. Основное внимание автор уделяет анализу существующих 
методов сравнения индексов, обосновывается невозможность их применения к задаче 
нечеткого поиска. Разработана целевая функция для метода ветвей и границ, которая позволяет 
решить поставленную задачу при наличии разницы в одном бите индекса запроса и терма. 
результаты работы являются теоретическими. Автор указывает, что необходимы дальнейшие 
исследования в этом направлении, с целью усовершенствования алгоритма. 
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Введение 
Важность задачи эффективного информационного поиска уже на протяжении не-
скольких десятков лет не теряет своей актуальности, кроме того, в связи с нарастающими 
объемами накопленных данных она только повышается. Поиск становится основной фор-
мой доступа к информации, причем потребность в сокращении временных затрат на оты-
скание нужных данных выходит на первое место [1- 4]. 
Анализ существующей литературы показал, что проблема глобального поиска, ре-
шаемая и развиваемая такими компаниями, как Google, Yandex, Yahoo и др. находится на 
вершине научных исследований в данной области знаний, чего нельзя сказать о локальном 
поиске. Эксперты среди важнейших задач аналитико–синтетической обработки данных 
как средства информационного поиска выделяют индексирование документов и информа-
ционных запросов [5].  
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На данном этапе развития координатное индексирование [9] – основной метод орга-
низации поиска документов в системах разного уровня в силу простоты и быстродейст-
вия. 
Сотрудник компании Яндекс Сметанин Н.И. в аналитическом обзоре [6] делает вы-
вод о том, что при нечётком поиске алгоритм координатного индексирования "хеширова-
ние по сигнатуре" дает один из наилучших результатов с точки зрения временных затрат 
при поиске. Отметим, что в локальных базах данных (часто это обычный ПК, на котором 
хранится документация учреждения/подразделения) минимальные временные затраты при 
поиске, а также размер индекса являются главными характеристиками. Алгоритмы [6] ин-
дексирования анализируются только на временные затраты при поиске, в то время как за-
дача размера индекса не освещается. Так, например, при хешировании по сигнатуре пред-
полагается двухбайтовый формат индекса. Вероятно, на размер индекса алгоритмы не 
анализировались, поскольку предполагается глобальный поиск, где данный параметр не 
столь важен. 
Основная цель работы – сократить временные и вычислительные затраты при поиске 
в локальных БД, посредством изменения размера индекса при хешировании, а также при-
менением метода ветвей и границ, для которого разработать целевую функцию при задан-
ном количестве ошибок (разнице в индексах запроса и образа терма).  
В работе приведены теоретические выкладки по применению метода ветвей и гра-
ниц для сравнения индексов. В пункте 1.1 приведено краткое описание метода хеширова-
ния по сигнатуре и его основные преимущества, а также обоснованы его недостатки при 
применении в локальных базах данных, содержащих предметную коллекцию документов. 
Далее в пункте 1.2 рассматриваются методы, применяя которые можно добиться сокраще-
ния размера индекса сигнатуры. Обоснование проблемы сравнения индексов при нечет-
ком поиске, в пункте 1.3, доказывает актуальность проблемы уменьшения временных и 
вычислительных затрат при их обработке. В пункте 1.4, перечислены методы сравнения 
индексов и сделан вывод об их невозможном применении при нечетком поиске. В заклю-
чении основной части – пункте 1.5 – приведена функция предлагаемого алгоритма срав-
нения сумм индексов и показано, что применение метода ветвей и границ не только хо-
рошо подходит для поставленной задачи, но и позволяет при правильном выборе пара-
метров целевой функции добиться снижения вычислительных затрат. 
1. Основная часть 
Задача проводимого исследования – показать, что существующие алгоритмы, на-
пример, исключающего «ИЛИ» (побитовое сравнение), последовательного сравнения, ре-
гистра сдвига и др. не подходят для задачи нечеткого поиска, с точки зрения показателей 
вычислительных и временных затрат при реализации в локальных базах данных. Для ме-
тода ветвей и границ разработать и исследовать целую функцию на сравнение индексов 
терма запроса и его поискового образа при одном допустимом несовпадении битов. 
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1.1 Метод хеширования по сигнатуре 
В качестве алгоритма для индексирования выделенных основ термов применим ме-
тод хеширования по сигнатуре, который обладает рядом преимуществ [10]: 
 позволяет осуществлять с высоким быстродействием поиск на точное равенство и 
поиск, допускающий одну-две «ошибки» в задании поискового запроса; 
 эффективен, как в случае «прямых» чтений с диска, так и из кэша; 
 использует компактный индекс. При правильном выборе параметров объем индек-
са не более чем на 10-20% превышает размер файла, содержащего список терминов 
словаря; 
 отличается простотой реализации. 
Суть метода [10].Пусть задан непустой алфавит A  и известны вероятности появле-
ния различных символов алфавита. Пусть также на множестве символов A  задана функ-
ция ( )f  , отображающая буквы в числа от 1 до m. Эта функция, как несложно видеть, за-
дает разбиение алфавита на m подмножеств. 
Определение. Сигнатурой ( )sign w  слова w будем называть вектор размерности m, k 
- ый элемент которого равняется единице, если в слове w есть символ   такой, что 
( )f k  , и нулю в противном случае. Номером сигнатуры слова будем называть число 
1
1
0
( ) 2 ( )
m
i
i
i
H w sign w



  . ( )H w  является хэш-функцией, отображающей множество 
слов в отрезок целых чисел от 0 до 2 1m  , что позволяет организовать словарь в виде 
хеш-таблицы.  
Процесс вычисления хеша: каждому биту хеша сопоставляется группа символов из 
алфавита. Бит 1 на позиции i в хеше означает, что в исходном слове присутствует символ 
из i-ой группы алфавита. Порядок букв в слове абсолютно никакого значения не имеет 
[11]. 
В таком алгоритме для полного покрытия k ошибок нужно изменять не менее 2k бит 
в хеше. Время работы, в среднем, при k «неполных» (вставки, удаления и транспозиции, а 
также малая часть замен) ошибках:  / 2k HO H n . 
Существующий алгоритм [6, 10, 11, 12] хеширования по сигнатуре при применении 
его в локальных базах данных обладает рядом недостатков: 
1) обработка двухбайтовой сигнатуры требует значительных временных затрат; 
2) распределение букв по группам в сигнатуре никак не обосновано (существуют би-
товые позиции, которые с большой долей вероятности принимают значение "0"); 
3) разница количества термов соответствующих различным сигнатурам велика; 
4) при сравнении сигнатур терма запроса и поискового образа возможно большое ко-
личество совпадений. 
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1.2 Предлагаемая подход к сокращению размера индекса сигнатуры 
Размер сигнатуры – одна из основных характеристик с точки зрения временных и 
вычислительных ресурсов на поиск при локальном поиске. Во-первых, необходимо хра-
нить сам индекс и при добавлении новых документов в базу производить переиндекса-
цию, что при больших размерах индекса приведет к значительным временным затратам. 
Во-вторых, при поиске происходит процесс вычисления значения хеш-функции и, чем 
больше индекс, тем больше вычислительные затраты. 
Основной характеристикой локальных БД является их предметная ориентирован-
ность, поэтому применением словарей предметной области можно сократить число анали-
зируемых термов и этим, сократить количество термов, приходящихся на одну сигнатуру.  
В работах [6, 10, 11] рассматривается применение метода хеширования по сигнатуре 
при глобальном поиске, где применение предметных словарей не имеет смысла, поэтому 
количество термов на сигнатуру может быть велико. С этой точки зрения двухбайтовый 
формат сигнатуры обоснован, поскольку очень большое число термов на сигнатуру влияет 
на качество поиска. Однако, распределение символов языкового алфавита по группам в 
сигнатурах никак не обосновано – просто последовательное распределение. Очевидно, 
что, например, бит, соответствующий редко встречающимся символам «Щ» и «Ъ», в 
большинстве сигнатур будет принимать значение «0», т.е. хранение такого бита нецелесо-
образно.  
При анализе локальных базах данных число участвующих в анализе термов доста-
точно просто сократить, применяя, например, статистические методы обработки (частот-
ный анализ текста и закон Ципфа) [7, 8], предметные словари и лингвистическую обра-
ботку текстов. Таким образом, можно осуществить переход от двухбайтового формата к 
однобайтовому. Это может привести к увеличению числа термов, приходящихся на одну 
сигнатуру, но, поскольку поиск осуществляется в локальной базе, то их число не будет 
велико.  
1.3. Потребность в сравнения индексов при нечетком поиске 
Предварительно обозначим задачу необходимости разработки целевой функции для 
метода ветвей и границ с возможными изменениями в одной битопозиции (при одном 
пропуске/вставке, замене символов, приводящей к изменению одного бита). Ранее было 
показано, что уменьшение размера сигнатуры до однобайтового формата может привести 
к появлению нескольких термов – подмассив общего количества термов, выделенных в 
процессе анализа документов всей коллекции локальной базы данных, – соответствующих 
одной сигнатуре. Значение хеш-функции ( )iH w , в случае безошибочного запроса, явля-
ется ключом к тому подмассиву индексов термов, которые соответствуют одной сигнату-
ре ( )isign w . В случае, если сигнатуре ( )isign w  соответствует один терм, то разработка 
целевой функции не требуется – полученный терм удовлетворяет задаче поиска. Но если 
же, подмассив термов включает более одного элемента (в литературе употребляют термин 
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"коллизия"), то уже возникает необходимость решения задачи обработки индексов термов 
образов массива/подмассива на предмет соответствия индексу терма запроса.  
Также отметим, что задача нечеткого поиска основана на предположении о возмож-
ном допущении ошибок (пропуске буквы или наборе лишней, замена символов) в запросе. 
Перестановка букв в терме не приводит к изменению сигнатуры. Но, при возможном до-
пущении ошибки возможны следующие гипотезы: 
1) изменения индекса не произошло (в запросе ещё есть символы алфавита из данной 
группы), что не привело к изменению сигнатуры и по ключу ( )iH w  найден под-
массив, в котором один терм образ – соответствие установлено; 
2) изменения индекса не произошло, что не привело к изменению сигнатуры и по 
ключу ( )iH w  найден подмассив, в котором несколько термов образов; требуется 
сравнить все индексы термов образов подмассива на соответствие индексу запроса; 
3) произошло изменение одного бита сигнатуры и ключу ( )iH w  соответствует пус-
тая стока в базе (при анализе коллекции документов не было термов, соответст-
вующих данному ключу) и в этом случае нужно просмотреть все индексы массива 
на соответствие индексу запроса или выводить сообщение об отсутствии докумен-
тов по запросу; 
4) произошло изменение одного бита сигнатуры, но алгоритм "не понимает", что со-
вершена ошибка и вычисленному сигнатурному ключу ( )iH w  находится соответ-
ствие – подмассив, в котором нет термов, соответствующих запросу, даже с учетом 
возможного изменения в одном бите терма запроса; в этом случае нужно просмот-
реть всю базу индексов на соответствие индекса запросу; 
5) произошло изменение одного бита сигнатуры, но алгоритм "не понимает", что со-
вершена ошибка и вычисленному сигнатурному ключу ( )iH w  находится соответ-
ствие – подмассив, в котором есть термы, соответствующие запросу, с учетом того, 
что возможно изменение в одном бите терма запроса; в этом случае нужно про-
смотреть подмассив индексов на соответствие индекса запросу. 
Как видим, в четырех из пяти возможных случаев, придется осуществлять сравнения 
индексов. Здесь и становится актуальной задача разработки оптимальной целевой функ-
ции, позволяющей сократить временные и вычислительные затраты на сравнение индек-
сов образа терма в базе и терма запроса.  
1.4 Существующих методы побитового сравнения индексов 
В аналитической статье [13] автор рассматривает задачу сравнения битовых после-
довательностей. Рассматриваются стандартные подходы к решению задачи сравнения, на-
пример, последовательное ("шаблонное") сравнение и регистр сдвига, но здесь же делает-
ся вывод о сложности реализации и больших временных затратах при реализации. 
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В качестве одного из возможных решений предлагается построение конечного авто-
мата, но он не позволяет реализовать задачу нечеткого поиска, т.е. не допускает "мягкого" 
поиска. 
Также в литературе изложены методы побитового исключающего "ИЛИ", побито-
вого "И", побитового "ИЛИ", побитовое "НЕ", но эти методы также основан на принципе 
точного соответствия, и "мягкий" поиск не реализуют [14].  
1.5 Предлагаемое решение задачи нечеткого поиска при возможном изменении 
одного бита индекса запроса 
Решение задачи разработки целевой функции возникает при реализации любой из 
четырех гипотез, указанных в предыдущем пункте. Основная задача формулируется сле-
дующим образом: для метода ветвей и границ разработать целевую функцию, позво-
ляющую решить задачу нечёткого поиска с учетом возможного изменения в одном бите 
(допущении ошибки в запросе, которая привела к изменению индекса). Сразу оговоримся, 
что при большем числе изменений в битах запроса задача становится существенно слож-
нее и автором не ставится цель ее решения. В этом случае возможно существенное сни-
жение качества поиска и целесообразность исследования ставится под вопрос. 
Ключ ( )iH w  обращает поисковый алгоритм к подмассиву, в котором хранятся ин-
дексы образов термов, выделенных в процессе анализа, или же возникает задача сравне-
ния всех индексов массива образов термов, выделенных в процессе анализа. Индексы 
термов могут быть получены, например, также по сигнатурному методу, где каждому 
символу алфавита соответствует один бит или любому другому методу, реализацией ко-
торого является индекс терма. Задача получения индексных последовательностей термов, 
выделенных в процессе анализа базы документов, автором не ставится. Здесь могут быть 
проведены дополнительные исследования на размер индекса и его возможного уменьше-
ния, но данная задача не является предметом рассмотрения в данной статье. 
Итак, приведем реализацию целевой функции для метода ветвей и границ, примени-
тельно к задаче нечеткого поиска и поясним суть ее применения. 
Целевая функция: 
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( ) 1
m m
i i
x D
i i
f x x x

 
    , (1) 
при условии, что x принадлежит множеству, которое задано ограничениями 
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 (2) 
В формулах (1) и (2) m  – размер индекса терма запроса и образа в базе, n=div(m, 
3)+1 – количество выделенных непересекающихся троек (триад) бит в индексе (+1 в слу-
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чае некратного трем числа бит в индексе), ix  и ix – значение i–го бита в индексах терма 
запроса и образа, j – номер битовой триады в индексе, k – позиция в триаде. Очевидно, что 
сравнивая индексы, переменная x  может принимать значения «0» или «1». Значение 
функции вычисляется по модулю, поскольку при ошибке (в виде вставке лишнего симво-
ла) сумма единиц в индексе запроса может быть больше, чем сумма единиц в индексе об-
раза. 
Суть предлагаемого алгоритма. Поскольку задача нечеткого поиска решается с до-
пущением о том, что возможно изменение в одном бите, то ограничения меньше единицы 
показывают, что разность сумм индексов не должна превышать этого порогового значе-
ния. Но, поскольку размеры индексов термов могут быть большими (для задачи качест-
венного поиска), то вычислять разницу сумм для каждой пары индексов запроса и образа 
нерационально. По всем m позициям временные и, главное, вычислительные затраты бу-
дут значительными. 
Предлагается для каждой пары индексов запроса и образа вычислять промежуточ-
ные разницы сумм по трем битам (2). Тогда, если эта разница больше порога «1» для лю-
бой тройки, центрального 3j-1 и соседних 3j-2 и 3j бит, то соответствие считается не уста-
новленным и происходит переход к сравнению индексов запроса и следующего индекса 
образа в массиве/подмассиве. Очевидно, что для большинства индексов в масси-
ве/подмассиве разность троек бит не будет удовлетворять условию целевой функции на 
множестве D гораздо быстрее, чем вычисление разности сумм по всем m элементам ин-
дексов запроса и образа.  
В качестве оценок на условие ограничения на множестве D были выбраны триады по 
двум причинам. Во-первых, при использовании двух бит для ограничения условие бы не 
выполнялось только в 2 случаях из возможных 16 – при сравнении «00-11» и «11-00». Это 
дает вероятность невыполнения условия равную 0,125 на каждую двойку, следовательно, 
происходит большее количество сравнений, что ведет к увеличению вычислительных за-
трат. Во-вторых, при ограничении в 4 и более бит, вероятность невыполнения условия 
растет уже заметно медленнее, и, например, для 4 бит сравнения составляет ≈0,29 на каж-
дую четверку, но при этом происходит значительное увеличение затрат на вычисление 
сумм. По предварительной оценке оптимальное значение на невыполнение условия по ве-
роятностным (≈0,22 на тройку) и вычислительным характеристикам достигается для огра-
ничения триадами. Возможно разделение четверками даст более лучший результат, но 
здесь необходим ряд экспериментов на временные затраты по вычислению сумм, что так-
же, пока, не являлось целью исследования. 
Приведем рисунок, помогающий понять работу алгоритма. 
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Рис. 1. Сравнение индексных последовательностей запроса и образа триадами. 
 
На приведенном рисунке видно, что, например, для первой триады (j=1) условия по 
ограничению выполняются – 
3 3
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k k
x x
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   , а для второй тройки (j=2) уже нет – 
6 6
4 4
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k k
x x
 
   . В этом случае осуществляется переход к следующей ветви общего дерева 
индексов термов в массиве/подмассиве. Таким образом, осуществив предварительную 
сортировку индексов в подмассивах, можно значительно ускорить процесс отыскания 
нужного терма при сравнении суммами по трем битам. Также видим, что если хотя бы в 
одной тройке бит, за исключением последней, условие 1  не выполнится, то это уже при-
ведет к сокращению вычислительных и временных затрат. 
Заключение 
По результатам проведенного исследования можно сделать следующие выводы: 
 при поиске в локальных базах возможно осуществить переход от двухбайтового к 
однобайтовому формату при получении сигнатуры терма; 
 при неравномерном распределении количества термов на сигнатуру показана акту-
альность задача сравнения индексных последовательностей термов запроса и об-
раза в базе; 
 для осуществления нечеткого поиска с возможной одной ошибкой в бите запроса 
предложен метод ветвей и границ с разработанной целевой функцией и набором 
ограничений; 
 применяемые методы позволяют сократить вычислительные и временные затраты 
при реализации задачи нечеткого поиска в локальных базах данных. 
При анализе предложенного алгоритма можно сказать, что он как минимум не при-
ведет к увеличению вычислительных и временных затрат – тот случай, когда сравнение 
ведется до последней триады включительно, а как максимум даст значительное сокраще-
ние указанных параметров – когда уже первая триада дает разницу сумм больше 1. Задача 
поиска в локальных базах данных зачастую решается исследователями-одиночками, по-
скольку коммерческий эффект минимален, чего нельзя сказать о глобальном поиске, где 
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сосредоточены передовые лаборатории мира. Но это не означает, что работы в этом на-
правлении не ведутся – задача по-прежнему актуальна и будет более актуальной в буду-
щем, поскольку объем данных постоянно растёт.  
В качестве задач на дальнейшее исследование автор ставит: 
1) изучить методы для возможного усреднения количества термов, соответствующих 
одной сигнатуре, например, учитывая частоту появления символов в алфавите; 
2) рассмотреть целесообразность задачи сравнения индексов с учетом двух возмож-
ных изменениях в индексах; 
3) для одного изменения в индексе сравнить вычислительные и временные затраты 
при сравнении методом ветвей и границ по разнице сумм троек и четверок бит. 
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The article highlights a relevant problem of fuzzy information search in local databases. A 
choice of the hash signature method was based on the existing analysis of coordinate indexing 
methods for global search. When searching, it provides the least time characteristics.  
Analysis of using this method in local databases has shown that there are a number of 
shortcomings such as a large size of the signature index, an unjustified distribution of the alpha-
bet symbols in groups, the uneven number of terms corresponding to one signature.  
Some of the shortcomings were eliminated in the course of research activities. It is shown 
that to eliminate the drawback of a large size of the signature index the linguistic and statistical 
methods of text processing can be used. This allows you to reduce the number of terms involved 
in the analysis, reduce the size of the index and the number of terms that correspond to one sig-
nature.  
A task of the fuzzy search is to search for possible errors in the query. The article draws 
special attention to the analysis of possible situations when there is a difference in indices of the 
query and the image of the term in the database in one bit. Based on the results of the theoretical 
analysis, it was concluded that when conducting the fuzzy search a problem of comparing bit se-
quences often arises. The currently implemented algorithms for bitwise index comparisons do 
not consider this type of tasks. In this connection, a target function to compare indices has been 
developed on the basis of the branch and boundary method. Note that the problem of obtaining 
bit sequences of terms was not considered. A theoretical analysis of the target function has 
shown that the optimal time and computational costs are attainable for a given set. A constraint 
(boundary) has been developed. It allows us reduce time costs and in many cases not compare 
indices of the query and the image terms completely. All the steps in the study were aimed at re-
ducing the time and computational costs, which in the conditions of local search is relevant.  
In conclusion, it was noted that the target function developed by the branch and boundary 
method can be further investigated for the application of constraints. Also, as a direction for 
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studying, a possible probabilistic analysis of the distribution of terms in groups for the hash sig-
nature method was chosen. 
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