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Introduction {#sec001}
============

Transcription has been the focus of intensive study due to its cornerstone role in cell activity regulation. Recent advances in fluorescent imaging have enabled mRNA detection at single-molecule resolution in individual cells, in both live and fixed samples \[[@pone.0230736.ref001],[@pone.0230736.ref002]\]. Spatial analysis of mRNA signals allows the identification \[[@pone.0230736.ref003],[@pone.0230736.ref004]\] and quantification \[[@pone.0230736.ref005]\] of nascent (actively transcribed) mRNA, which offers a direct window into the kinetics of gene transcription, with minimal interference from downstream effects \[[@pone.0230736.ref005]\], at the level of a single gene copy \[[@pone.0230736.ref006]\].

Converting high-resolution experimental data into theoretical understanding of transcription requires simultaneous modeling of both nascent and mature species of mRNA. Particularly, since at any given moment an mRNA molecule may be in a partially transcribed and/or degraded state, a good model should be able to capture the submolecular features of mRNA. However, current computational models of transcription present challenges for integration with the new wealth of microscopy data. Most models do not distinguish between nascent and mature mRNA or model the transcript length \[[@pone.0230736.ref007]--[@pone.0230736.ref011]\]. As recently noted \[[@pone.0230736.ref005]\], several mechanistic models do describe the elongation of nascent mRNA, but do not consider the mature mRNA population and require additional processing for comparison to microscopy data \[[@pone.0230736.ref004],[@pone.0230736.ref012]--[@pone.0230736.ref014]\]. Further, studies using these models tend to predict low-order statistics \[[@pone.0230736.ref007],[@pone.0230736.ref013]\], which paint a limited picture at biologically low molecule numbers \[[@pone.0230736.ref004],[@pone.0230736.ref015]\]. Recent methods based on directly solving the chemical master equation (CME), using the finite state projection (FSP) algorithm, yield distributions of the number of molecules \[[@pone.0230736.ref005],[@pone.0230736.ref015],[@pone.0230736.ref016]\]. However, integrating the discrete CME with submolecular features of mRNA is nontrivial, and has only recently been accomplished on a model with a deterministic elongation process \[[@pone.0230736.ref005]\]. A stochastic stepwise model of transcription, more faithful to the mechanistic details, is not currently tractable using FSP \[[@pone.0230736.ref005]\] due to exponential growth in the size of the state space with increasing resolution.

Here we present a stochastic simulation platform that aims to capture the complexities of RNA processing. The platform consists of a submolecular implementation of the Gillespie algorithm \[[@pone.0230736.ref017]\], simulating the gene switching, transcription, and degradation expected in a prokaryotic system. Transcription and degradation occur in a stochastic fashion, where the initiation and individual steps of elongation are Poisson processes. The algorithm outputs time-dependent fluorescent probe signals, calculated from the overlap of intact RNA and probe-covered regions. The probe signals are provided as cell-specific readouts and as aggregated histograms, mimicking live-cell (MS2) and fixed-cell (smFISH) fluorescence data, respectively \[[@pone.0230736.ref001],[@pone.0230736.ref002]\]. Using a GUI, a user can input simulation parameters and examine time-dependent statistics, as well as animate the instantaneous molecule states.

We use the platform to approach the inverse problem of biological parameter estimation. A recent investigation demonstrated that entire distributions are required to reliably estimate parameter values from single-cell mRNA data \[[@pone.0230736.ref015]\]. To perform parameter estimation based on these empirical distributions, we implement a heuristic approach based on iteratively minimizing mean squared errors and Wasserstein distances of different observables \[[@pone.0230736.ref018]\]. This approach represents a novel method of estimating plausible regions for multiple parameters using time-series data with multiple observables, without making assumptions regarding the functional form of the distributions. Thus, the platform provides a flexible simulation environment to implement reaction mechanisms as well as a search algorithm designed to directly test those mechanisms' parameters against experimental data. The GUI and search algorithm are available at <https://data.caltech.edu/records/1287>.

Results {#sec002}
=======

Model and simulation platform {#sec003}
-----------------------------

Our platform models a common formalism for the mRNA transcription process \[[@pone.0230736.ref005],[@pone.0230736.ref007]\], with a series of stochastic reactions, including promoter turn-on and turn-off, transcription initiation, elongation, RNase (ribonuclease) binding, and degradation ([S1 File](#pone.0230736.s001){ref-type="supplementary-material"} of S1 Table). Specifically, promoter activity is represented as a two-state switch. In the active ("on") state, transcription can be initiated. The nascent mRNA strand elongates from the 5' to the 3' end, in a series of discrete steps. Upon reaching the end of the template gene, the mature mRNA molecule is released from the gene. Regardless of RNA maturity, RNase can bind to the 5' end of the mRNA, causing the strand to begin stepwise degradation at an average rate assumed to be identical to the elongation speed \[[@pone.0230736.ref019]\]. The process is depicted in [Fig 1A](#pone.0230736.g001){ref-type="fig"}. The physiology of the transcribed gene is parametrized by the turn-on rate *k*~*on*~, the turn-off rate *k*~*off*~, the transcription initiation rate *k*~*ini*~, the degradation initiation rate *k*~*deg*~, the elongation speed *v*~*el*~, and the gene length *L*. The experimental parameters include the timespan of the experiment *T*~*end*~, as well as the probe span vector (*P*~5~, *P*~3~) defining its 5' and 3' limits of coverage with respect to the length of the gene \[[@pone.0230736.ref005]\], as shown in [Fig 1A](#pone.0230736.g001){ref-type="fig"}.

![Model and simulation platform.\
**A**: Model schematic and probe parameterization (gold: probe coverage, *P*~3~: 3'-most edge of the probe, *P*~5~: 5′-most edge of the probe) **B**: Time-dependent molecule-level visualizations available through the GUI. Trajectory generated using *k*~*ini*~ = 100 min^-1^, *k*~*on*~ = 3 min^-1^, *k*~*off*~ = 10 min^-1^, *k*~*deg*~ = 0.5 min^-1^, *v*~*el*~ = 41.5 nt s^-1^, *T*~*end*~ = 10 min, *L* = 5300 nt, 241 steps of elongation to complete transcription (dark line: intact RNA stretches, light line: degraded RNA stretches, pink circle: RNase molecule). **C**: Single-cell trajectory with simulated nascent and mature fluorescent signals. Parameters same as in **B** (red: total signal, blue: nascent signal, green: mature signal, shaded regions: times displayed in **B**).](pone.0230736.g001){#pone.0230736.g001}

The platform performs stochastic simulation of the model using the Gillespie algorithm \[[@pone.0230736.ref017],[@pone.0230736.ref020]\], then estimates the fluorescence of each mRNA molecule from the size of its region targeted by fluorescent probes. Specifically, we simulate the production and degradation of each mRNA molecule in the cell, whose status can be defined by four variables, i.e. two integers that define 5'- and 3'-most nucleotides of the transcript and two Boolean variables that define whether the mRNA is polymerase-bound (nascent) and/or RNase-bound (degrading). The gene state (on or off) is defined by a single Boolean variable. To convert the simulated mRNA molecule ensemble ([Fig 1B](#pone.0230736.g001){ref-type="fig"}) to the experimentally observed fluorescent signal, we calculate the overlap between the intact RNA and the probe coverage (single realization shown in [Fig 1C](#pone.0230736.g001){ref-type="fig"}); the probe readout is rescaled to molecule number using the fluorescence of a single intact molecule \[[@pone.0230736.ref016]\]. The resolution of the simulation is determined by the number of cells and the number of steps taken to fully elongate or degrade each molecule.

Model simulation is implemented in MATLAB 2018a \[[@pone.0230736.ref021]\]. A simple graphical user interface (GUI), provided as a MATLAB app at <https://data.caltech.edu/records/1287>, runs the simulation for a user-defined parameter set defining the physical parameters and simulation precision. Upon completion, the GUI outputs the time-dependent mean probe signal (in units of molecule number), Fano factor, and instantaneous nascent and total mRNA probe signal histograms, all calculated over the cell population. The mRNA nucleotide spans are used to visualize and animate the transcriptional activity taking place at an individual gene copy (analogous to [Fig 1B and 1C](#pone.0230736.g001){ref-type="fig"}; example visualization given in [S1 Movie](#pone.0230736.s002){ref-type="supplementary-material"}). Our software allows direct simulation of complex experimental designs. For instance, to mimic the commonly-used induction experiment (e.g. the addition of isopropyl β-[d]{.smallcaps}-1-thiogalactopyranoside, an inducer of the *lac* promoter, to *E*. *coli* cells \[[@pone.0230736.ref006]\]), the simulation starts with no mRNA and undergoes a step increase in the gene turn-on rate. Similarly, to mimic a repression experiment (e.g. the addition of 2-nitrophenyl-β-[d]{.smallcaps}-fucoside to *E*. *coli*), the system starts with a steady-state population of mRNA and undergoes a step decrease in gene turn-on rate \[[@pone.0230736.ref022]\]. For physiologically plausible transcription in short, infrequent bursts \[[@pone.0230736.ref023]\], the decrease in *k*~*on*~ can also model repression by a step decrease in initiation \[[@pone.0230736.ref006]\] caused by the addition of rifampicin \[[@pone.0230736.ref024]\].

Parameter estimation {#sec004}
--------------------

Given single-cell time-series fluorescence data that describes nascent and mature mRNA, we seek to estimate the underlying model parameters. We would like to approach this inverse problem by simulating mRNA number distributions for the experimentally available timepoints, evaluating an error metric that maps the divergence between the target distribution and each trial distribution to a single number, then minimizing this error by using it as an objective function.

Since metrics based on noisy empirical stochastic distributions do not meet the smoothness assumptions of gradient-based optimizations methods \[[@pone.0230736.ref025]\], we select a genetic algorithm for optimization. We use the MATLAB implementation of the genetic algorithm \[[@pone.0230736.ref021],[@pone.0230736.ref026]\] to sample and evolve points in a parameter space spanning several orders of magnitude for each variable. Consistent with previous investigations, we use a logarithmic parameter search space \[[@pone.0230736.ref015]\]. Each trial parameter vector {*k*~*ini*~, *k*~*on*~, *k*~*off*~, *k*~*deg*~, *v*~*el*~} is evaluated using an ensemble of hundreds to thousands of simulated cells. Due to the high computational load (millions of cell trajectories) of a single search, we vectorize the computation and parallelize it across processors on the Amazon Web Services (AWS) cloud \[[@pone.0230736.ref027]\]. Since cells are independent, the algorithm scales well by parallelization across multiple processors. At the end of the simulation, the parallelized cell ensemble is reassembled into a single population and the statistics defining the error are computed locally, as shown in [Fig 2A](#pone.0230736.g002){ref-type="fig"}. To speed up convergence to consistent parameter sets, our heuristic method uses a variable objective function, with five distinct stages that use different error metrics. Details of the metrics are provided in **Methods**.

![Parameter estimation process and performance.\
**A**: Parallelized calculation of the search objective function for a set of trial parameters (ΔMean: mean squared error, ΔCDF: Wasserstein distance, Objective: error function value). **B**: Convergence of the genetic algorithm at the end of each stage of the search (red: ground truth target, gray: population of parameter estimates). **C**: Final trial parameter population from **B** (red: ground truth target, histogram: estimate population, gray line: mean estimate, gray region: one-sigma region of estimates). **D**: Evolution of parameter estimates throughout the search process (red: ground truth target, gray line: mean estimate, gray region: one-sigma region of estimates). **E**: Comparison of mean probe signal between target and fit (circles: target data, dotted line: mean parameter estimate, shaded region around dotted line: signal spanned by fifty estimates sampled from the one-sigma region). Colors as in [Fig 1](#pone.0230736.g001){ref-type="fig"}. **F**: Comparison of copy-number distributions between target and fit (shaded gray regions: target histogram, colored lines: histogram generated from mean parameter estimate, top row/blue: nascent mRNA distribution, bottom row/red: total mRNA distribution). **G**: Comparison of mean probe signal between target and fit in turn-off cross-validation experiment. Convention as given for **E**. **H**: Estimation of modulated parameters. Top trial modulates *k*~*on*~, bottom trial modulates *k*~*off*~. All other parameters are constant but unknown to the search algorithm and are fit independently (red: ground truth target, gray dots and error bars: mean estimate and one-sigma region of three replicates).](pone.0230736.g002){#pone.0230736.g002}

To test the algorithm's ability to recover known parameters, we generated synthetic data for the turn-on experiment using the following ground truth parameters: *k*~*ini*~ = 95 min^-1^, *k*~*on*~ = 1 min^-1^, *k*~*off*~ = 10 min^-1^, *k*~*deg*~ = 0.5 min^-1^, *v*~*el*~ = 41.5 nt s^-1^, *T*~*end*~ = 15 min, *L* = 5300 nt, 10,000 cells, and 15 steps of elongation to complete transcription. The procedure used to convert these rates into reaction propensities is described in the [S1 File](#pone.0230736.s001){ref-type="supplementary-material"}. Relatively coarse simulation quality was used as a proof of concept. The simulations were parallelized across 90 AWS processors. The process of parameter identification is visualized in [Fig 2B](#pone.0230736.g002){ref-type="fig"}. We found that the one-sigma interval around the mean estimate included the ground truth parameters ([Fig 2C](#pone.0230736.g002){ref-type="fig"}). The convergence of *k*~*on*~, *k*~*deg*~, and *v*~*el*~ throughout the search is relatively well-behaved and close to monotonic; however, *k*~*off*~ and *k*~*ini*~ are far more challenging to estimate ([Fig 2D](#pone.0230736.g002){ref-type="fig"}).

We compare the mean signals of nascent and total RNA simulated using the one-sigma estimate interval ([Fig 2E](#pone.0230736.g002){ref-type="fig"}), as well as the corresponding distributions simulated using the mean estimate ([Fig 2F](#pone.0230736.g002){ref-type="fig"}), to the synthetic ground truth data. Comparison at both levels demonstrates convergence. To cross-validate the search, we compare repression simulations generated from the ground truth and estimated parameters. The nascent and total means are consistent ([Fig 2G](#pone.0230736.g002){ref-type="fig"}). To test the robustness of the fitting algorithm, we apply the search procedure to the turn-on data generated using a range of *k*~*on*~ and *k*~*off*~ values, mimicking the regulatory parameter modulation hypothesized to occur *in vivo* \[[@pone.0230736.ref028]\]. The results suggest consistent performance throughout the parameter space, although identifiability of high *k*~*off*~ is poor ([Fig 2H](#pone.0230736.g002){ref-type="fig"}). Encouragingly, all one-sigma intervals include the ground truth parameters.

For additional validation, we ran the search algorithm using synthetic data generated from random parameter vectors, as well as experimental data from a recent study \[[@pone.0230736.ref006]\]. These procedures are described in the **Further Validation** section of [S1 File](#pone.0230736.s001){ref-type="supplementary-material"}. We found that the fits successfully reproduced time-dependent distributions of probe signals. However, agreement between the inferred parameters and ground truth (or, for experimental data, FSP estimates) was not guaranteed, especially for *k*~*ini*~ and *k*~*off*~. As in [Fig 2](#pone.0230736.g002){ref-type="fig"}, these gaps in performance appear to correspond to non-uniqueness in mapping from the parameter domain to the observable domain \[[@pone.0230736.ref029]\], and inability of the genetic algorithm to report degenerate results. We suggest that this degeneracy is best identified by running the search algorithm multiple times and examining the resulting distribution of point estimates from the centers of the search populations. We take this approach in [Fig 2H](#pone.0230736.g002){ref-type="fig"}.

Methods {#sec005}
=======

The Gillespie algorithm is adapted from the original description \[[@pone.0230736.ref017]\] and implemented in the MATLAB programming language \[[@pone.0230736.ref021]\]. To account for submolecular degrees of freedom, the simulation uses multiple data structures to describe the system state. Specifically, one multidimensional dynamic array holds the 5' and 3' indices of each mRNA (transcript span), another identifies whether it is being transcribed at a particular gene locus or free in the cytoplasm (RNA polymerase attachment), and a third tracks whether it is being degraded (RNase attachment). Smaller, static arrays track the system time, gene state, and number of mRNA and bound RNase molecules. Each reaction either increments or flips Boolean values in the appropriate state arrays. State variables and reactions are outlined in detail in [S1 File](#pone.0230736.s001){ref-type="supplementary-material"}; the reaction propensity calculations are given in [S1 File](#pone.0230736.s001){ref-type="supplementary-material"} of S1 Table.

To perform parameter estimation on turn-on synthetic data, we use a heuristic iterative method based on the genetic algorithm \[[@pone.0230736.ref030]\]. We alternate between optimizing mean signals and entire distributions. The error metric for the mean signal is the mean squared error. Due to the limited support of empirical distributions, the commonplace minimization of Kullback--Leibler divergence between target and test distributions \[[@pone.0230736.ref031]\] is inappropriate for comparing distributions \[[@pone.0230736.ref025]\]. Instead, we use the absolute difference between the target and test cumulative distribution functions (CDFs), which tends to be more robust to noise and sparsity \[[@pone.0230736.ref025]\]; this metric is commonly known as the Wasserstein or earth mover's distance \[[@pone.0230736.ref018]\]. We aggregate different time points' Wasserstein distances by weighing them using a uniform or exponential function of time, as described in [S1 File](#pone.0230736.s001){ref-type="supplementary-material"}.

Empirically, the parameter identifiability is far from uniform throughout the simulated time-series, and different metrics provide sensitivity to different parameters. Further, it is computationally prohibitive to simulate entire trajectories at the beginning of the parameter search, when the relevant region of the five-dimensional search space is not yet known. Therefore, we take an *ad hoc* iterative approach, which incrementally narrows the region of parameters consistent with the observed signals. This heuristic approach is chosen for computational convenience and is not guaranteed to the global parameter optimum.

The parameter domain is shown in [Fig 2C](#pone.0230736.g002){ref-type="fig"}. We initialize the search using a uniform distribution over the full parameter domain. The first stage identifies the parameter space consistent with the distributions of nascent signals observed throughout the first few time points of the experiment, essentially acting as an order-of-magnitude filter and eliminating computationally expensive edge regions with extremely high or low transcription. This stage uses a population of 5,000 parameter sets and only keeps the top 10% of best variants; based on [Fig 2B](#pone.0230736.g002){ref-type="fig"}, it identifies *k*~*on*~ and a degenerate line containing consistent values of *k*~*d*~ and $k_{i}^{obs} = k_{ini}\frac{k_{on}}{k_{on} + k_{off}}$. The second stage attempts to truncate this space to parameter values consistent with the mean level of total RNA for the entire time series, and identifies tighter bounds for *k*~*d*~ and $k_{i}^{obs}$. This and all following stages use populations of 500 trial parameters. The third stage refines the estimate to parameter values consistent with the steady state distribution of total mRNA, and yields tighter bounds for *k*~*on*~ and *k*~*off*~. The fourth stage uses information from the mean level of nascent RNA for the entire time series, and improves bounds for *v*~*el*~. Finally, the fifth stage refines the bounds for *k*~*on*~ and *k*~*off*~ by performing a high-precision optimization using the metric used in stage 1. By penalizing the objective function for deviating beyond a given radius from the previous stage's parameter region, consistency between different error metrics is enforced, as described in [S1 File](#pone.0230736.s001){ref-type="supplementary-material"}. More detailed data regarding each stage's penalization and precision are provided in [S1 File](#pone.0230736.s001){ref-type="supplementary-material"} of S2 Table.

Discussion {#sec006}
==========

Above we describe a new platform for simulating mRNA transcription and degradation on a submolecular level, available at <https://data.caltech.edu/records/1287>. Its output is directly comparable to single-cell data of nascent and mature mRNA. The output of each simulation is the empirical distribution of signals for each cell at each time point. Therefore, the platform can simulate both live-cell measurements (which identify cell-specific signals over time) and fixed-cell measurements (which yield population statistics) \[[@pone.0230736.ref001],[@pone.0230736.ref002]\]. As the platform is based on the stochastic simulation algorithm, it is relatively straightforward to modify the model to incorporate new reactions, chemical species, regulatory pathways, and labeling schema. The software includes single-cell and statistical visualization tools to facilitate general-purpose use without coding. For resource-intensive parameter space exploration, we suggest heuristics to accelerate convergence. The method demonstrates that parameter estimation from a time series of multiple observables is tractable by heuristic likelihood-free methods. The validation we perform suggests that, by using simulations to generate empirical distributions, this approach is more effective to fit experimental signals than traditional methods when no closed-form solutions or approximations are available; further, the visualization capabilities would be useful for the qualitative description and understanding of such complex systems.

Our platform allows numerical solution of detailed transcription model for both nascent and mature mRNA species, whose CME may not be solved exactly. However, since the approach is simulation-based, the steady state of the system needs to be computed asymptotically from a non-steady state, which may be time-consuming. Specifically, simulating and fitting the steady-state and turn-off experiments may be computationally prohibitive if the scales of kinetic rates are substantially different. Alternatively, it may be possible to use analytical solutions \[[@pone.0230736.ref032],[@pone.0230736.ref033]\] to approximate an equilibrium distribution; however, this approach is challenging to generalize and the resulting simulation would no longer be exact.

The parameter identification process may be facilitated by parameter constraints from analytical solutions. For example, if the steady-state solution for the total mean is known, the $k_{i}^{obs}$ and *k*~*deg*~ parameters can be fixed for the optimization procedure, reducing the parameter estimation to the simpler problem of optimization in three-dimensional space of *k*~*on*~, *k*~*off*~, and *v*~*el*~, as shown in [S2 Movie](#pone.0230736.s003){ref-type="supplementary-material"}.

On the other hand, we suggest that five-parameter inference entirely from moments is infeasible at this time. Typically, fitting *n* parameters requires *n* moments. For the current system, signal expectations can be computed \[[@pone.0230736.ref006]\], but expressions for the higher moments are unknown. Even if they were available, the choice of error model for these higher moments is far from clear, especially in the physiologically important regime of low copy numbers. Furthermore, we anticipate that the value of this heuristic method rests in applications to models with *ad hoc* mechanisms whose physics are challenging to approach analytically.

Even without moment-based analytical constraints, it is possible to use physical considerations to guide the development of optimization metrics. For example, in a Bayesian framework, the Fisher information of the mean total probe signal is high with respect to *k*~*d*~, but low with respect to *v*~*el*~. As shown in [Fig 2B](#pone.0230736.g002){ref-type="fig"}, stage 2, which optimizes the total mean probe signal, provides a tight bound on *k*~*d*~ but not *v*~*el*~; conversely, stage 4, which optimizes the mean nascent probe signal, yields a tight bound on *v*~*el*~. For more complex models, exploratory analysis is necessary to determine the coupling between observables and parameters, but the provided heuristics and physical expectations provide a starting point.

The parameter estimation procedure only uses time-dependent histograms: the platform can generate live- and fixed-cell data, but only attempts to fit fixed-cell data. These biochemical distinctions induce methodological differences for parameter inference. Fixed-cell measurements are necessarily destructive, and kinetics may only be inferred from distribution-level data. In contrast, live-cell signals contain additional information regarding the temporal correlation of a given cell. In the current study, we focus on fitting distribution data for two reasons. Firstly, inference from ensembles can be directly implemented using a variety of divergence metrics that make minimal assumptions regarding the form of the data \[[@pone.0230736.ref025]\]. On the other hand, inference from time-series requires error models for transitions between observed states, which are generally intractable \[[@pone.0230736.ref034]\]. Secondly, fixed-cell measurements are amenable to high-throughput experiments, can be scaled to the entire transcriptome via multiplexing \[[@pone.0230736.ref035]\], produce better signal/noise behavior, and do not require genetic modification \[[@pone.0230736.ref036]\], contributing to their greater popularity \[[@pone.0230736.ref036]\]. Therefore, we have optimized the parameter estimation method for the most likely current use case of inference from fixed-cell experiments.

Recent advances in live-cell labeling techniques do suggest that the method may become more practical and popular in the future \[[@pone.0230736.ref037],[@pone.0230736.ref038]\]. To anticipate this, we propose several approaches to live-cell data inference, motivated by previous efforts. If the dataset is large enough, the fixed-cell procedure may be sufficient, discarding the temporal correlation information altogether \[[@pone.0230736.ref025]\]. Alternatively, it is possible to iterate through the data points of a time-series, generating an ensemble of transitions, estimating the likelihood of the observed transition based on a kernel, and optimizing the likelihood by varying model parameters. This approach has been useful for relatively small datasets \[[@pone.0230736.ref034],[@pone.0230736.ref039],[@pone.0230736.ref040]\]. However, its application to multimodal time-series is potentially problematic due to the assumption of smoothness, the complexity of developing robust adaptive kernels, and the well-documented problems accompanying kernel density estimation of multivariate data \[[@pone.0230736.ref041]\]. Further, it presents computational challenges: the different increments are ostensibly independent due to the Markov property, but the non-unique mapping from the underlying Markov states to the observed probe data prevents the independent initialization of each increment. This feature makes it infeasible to parallelize the estimation of transition probabilities over non-overlapping increments. Several recent publications perform likelihood-based inference on hidden Markov models \[[@pone.0230736.ref037],[@pone.0230736.ref038]\]. However, rigorously recasting these methods into the context of likelihood-free simulation is challenging, as is their extension to multimodal data. We suggest that the algorithm described in the **Methods** section can be extended to treat time-series data. Such an algorithm may iterate over a single time-series to incrementally shrink to a consistent parameter region. The selection of the region is based on a non-parametric error metric between the target fluorescence and the ensemble distribution for each trial parameter at the end of each interval. Conceptually, this process iteratively identifies parameter values by optimizing for observed transitions, analogously to previous work \[[@pone.0230736.ref040]\]. Afterward, independent searches over multiple traces may be aggregated to find a single plausible region. Given the computational expense of current HMM-based methods \[[@pone.0230736.ref038]\], an adaptive simulation-based approach may present a viable alternative.

Our platform models the activity of individual gene loci in non-compartmentalized prokaryotic cells with the assumption that transcription follows a two-state random telegraph model with time-homogeneous rate parameters, and elongation and degradation are described by multistep Poisson processes. These assumptions may be violated in the following ways:

1.  The description of a eukaryotic system may be of interest. The implementation of eukaryotic transcription would require making significant changes to the reaction schema, such as disabling the degradation of nuclear mRNA and adding a kinetic model of a transport process after the release of the newly transcribed mRNA.

2.  Multiple gene copies may be present in a cell \[[@pone.0230736.ref006]\]. It is straightforward to extend the current model to account for this physiology. For example, [S3 Movie](#pone.0230736.s004){ref-type="supplementary-material"} shows the correlated dynamics at two gene copies, which may only turn on when an underlying Boolean cell state is on.

3.  The two-state switching of gene activation/inactivation may be an over-simplified picture of gene activity. In reality, an *N*-state model may be more accurate \[[@pone.0230736.ref015],[@pone.0230736.ref042],[@pone.0230736.ref043]\]. To consider this effect, our simulation-based framework can be easily extended to include more gene states rather than a single Boolean state.

4.  The transcription elongation rate may not be constant, whether due to sequence dependence \[[@pone.0230736.ref044]\] or polymerase congestion \[[@pone.0230736.ref013],[@pone.0230736.ref014],[@pone.0230736.ref045]\]. The implementation of these rules is challenging using the CME framework. Our simulation-based platform can incorporate sequence-dependent rates by adjusting rates based on the current 3′ nucleotide position, and congestion by testing for collisions between polymerases based on a pre-set exclusion radius. An example of a simulation with hard-sphere exclusion is shown in [S4 Movie](#pone.0230736.s005){ref-type="supplementary-material"}.

5.  RNA degradation may in reality be more complex than modeled here, with ribonuclease fluctuations \[[@pone.0230736.ref046]\], multi-step degradation \[[@pone.0230736.ref047]\], sequence-dependent degradation \[[@pone.0230736.ref048],[@pone.0230736.ref049]\], and transcription-coupled degradation \[[@pone.0230736.ref050]\] potentially yielding deviations from simple Poisson process degradation. Our simulation-based platform can address these effects analogously to elongation.

Moreover, transcription is, in general, non-stationary due to cell cycle effects \[[@pone.0230736.ref006],[@pone.0230736.ref016]\]. Hence, synchronization of data from different cells is important for accurate inference. This may be achieved experimentally by monitoring cues of mitotic state, such as DNA signal or cell shape \[[@pone.0230736.ref006],[@pone.0230736.ref016]\].

Supporting information {#sec007}
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###### Details of the implementation of the algorithm, description of the graphical user interface, and the results of further validation of the search procedure.
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###### Visualization of transcription dynamics at a single gene copy.
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###### Multi-stage genetic algorithm search over a three-dimensional parameter space.
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###### Visualization of transcription dynamics at two correlated gene copies.
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###### Visualization of transcription dynamics at a single gene copy with hard-sphere exclusion.
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Responses to Reviewer \#1

"In this work the authors describe a Matlab platform to perform simulations and rate inference of prokaryotic transcription processes. The stochastic simulations account for promoter on-off switching, initiation, elongation and degradation. An iterative optimization procedure based on a genetic algorithm is implemented to infer the underlying parameters. The manuscript is very clear and everything seems technically correct.

I would only draw attention to the fact that the authors only show the performance of the inference method on a single set of synthetic parameter values with variations on either kon or koff (Fig.2 B-H). I think showing the capability to infer parameters for other sets of parameters, and with modulation of other rates, would much strengthen the work and make it more useful to the community."

The reviewer is correct that the performance of our inference method needs to be demonstrated using additional sets of synthetic parameters and with variations of rates other than k_on and k_off. In the previous version of the manuscript, we only fit synthetic data with variations of these parameters due to previous evidence for their role in the modulation of gene expression (Sanchez and Golding 2013). We have now generated more synthetic data with randomly varied parameters (k_on,k_off,k_ini,k_d,v_el). By applying the inference algorithm, we find that the algorithm can infer parameters and reproduce low- and high-order statistics. We show these results in Fig S2, reproduced below. However, even for high-quality synthetic data, convergence to true underlying parameters is not guaranteed, as many sets of parameters can yield the same observables. Such performance corresponds to the degeneration of mapping from the parameter domain to the observable domain, and the inability of the genetic algorithm to report degenerate results from a single search. We suggest that this degeneracy is most practically identified by running the search algorithm multiple times and examining the distribution of the resulting point estimates. High variance in mean estimates over several searches suggests intrinsic non-identifiability, as seen in Fig 2H for k_ini and k_off.

We describe the above results in the Results section of the main text as well as in the Further Validation section of the Supplementary Information. The relevant text is reproduced below:

In the Results section: For additional validation, we ran the search algorithm using synthetic data generated from random parameter vectors, as well as experimental data from a recent study (6). These procedures are described in the Further Validation section of Supplementary Information. We found that the fits successfully reproduced time-dependent distributions of probe signals. However, agreement between the inferred parameters and ground truth (or, for experimental data, FSP estimates) was not guaranteed, especially for k_ini and k_off. As in Fig 2, these gaps in performance appear to correspond to non-uniqueness in mapping from the parameter domain to the observable domain (29), and inability of the genetic algorithm to report degenerate results. We suggest that this degeneracy is best identified by running the search algorithm multiple times and examining the resulting distribution of point estimates from the centers of the search populations. We take this approach in Fig 2H.

In the Further Validation section of the Supplementary Information: The search algorithm successfully fits the copy-number distributions and mean probe traces. However, its performance in discovering the ground-truth parameter value is fairly poor, especially for k_off and k_ini. This discrepancy essentially speaks to the pervasive degeneracies between the parameter space and the observable space -- each observable corresponds to an equivalence class of possible underlying parameter values (1--4).

Figure S2: Validation performance using synthetic data from random parameters. Left column: Comparison of mean probe signal between target and fit (circles: target data, dotted line: mean parameter estimate, shaded region around dotted line: signal spanned by fifty estimates sampled from the one-sigma region). Colors and abscissa as in Fig 2E. Central column: Comparison of copy-number distributions between target and fit (shaded gray regions: target histogram, colored lines: histogram generated from mean parameter estimate, top row/blue: nascent mRNA distribution, bottom row/red: total mRNA distribution). Timepoint values as in Fig 2F. Right column: Final trial parameter population (red: ground truth target, histogram: estimate population, gray line: mean estimate, gray region: one-sigma region of estimates). Variables and limits as in Fig 2C.

"Similarly, assessing the performance on (published) experimental data and comparing the recovered parameters to those obtained by current techniques based on the random telegraph model would be a relevant contribution."

Following the reviewer's suggestion, we have demonstrated the performance of our inference method using previously published single-cell experimental data of E. coli transcription (Wang et al. 2019) in the new version of the manuscript. The results are shown in Fig S3, reproduced below. The kinetic parameters of these data were originally extracted using the finite state projection (FSP) technique based on the random telegraph model. The physical model extends previous descriptions (Skinner et al. 2016; Xu et al. 2016; Munsky et al. 2018) by modeling co-transcriptional degradation of mRNA. However, as we state in the Introduction section, solving the chemical master equation (CME) with the full complexity of stochastic stepwise elongation using FSP is technically challenging due to exponential growth in the state space size with increasing resolution. Hence, the FSP method originally used to fit these experimental data relied on a simplified model with a deterministic elongation process (Xu et al. 2016; Wang et al. 2019). In contrast, the inference platform presented in this paper is based on empirical distributions solved from a stochastic simulation of molecular reactions. Therefore, the method can more easily capture the complexities of mRNA production (including stochastic stepwise elongation) and processing. By applying the inference algorithm to the experimental data, we find that, as in the synthetic case, the fits successfully reproduced the target distributions, with performance qualitatively similar to FSP fits in (Wang et al. 2019). However, the parameter values do not agree with those previously derived for FSP. As above, we contend that this occurs due to an intrinsic lack of identifiability.

We describe the above results in the Further Validation section of the Supplementary Information, and the relevant text is reproduced below:

We further analyzed an experimental dataset, previously reported in (5) as a start-up experiment with E. coli grown in a glycerol medium, using the settings given in S3 Table, 100 cells used in stage 1, 10 steps of elongation, and 100 parameter sets. Apart from the pervasive biases at the zero bin, the fits reproduce the target distributions. Qualitatively, the performance is similar to the fits using the FSP algorithm (cf. (5), Supplementary Figure 21). However, the parameter values based on inference from FSP (with additional zero-inflation) are inconsistent with those derived here. This result suggests that the parameter values may not be identified unambiguously, but either method can provide plausible values. A natural next step is the development of extensions to the genetic algorithm to report degenerate results without imposed degeneracy-breaking through recombination.

Figure S3: Validation performance using experimental data. Left column: Comparison of mean probe signal between target and fit (circles: experimental data, dotted line: mean parameter estimate, shaded region around dotted line: signal spanned by fifty estimates sampled from the one-sigma region). Colors and abscissa as in Fig 2E. Central column: Comparison of copy-number distributions between target and fit (shaded gray regions: experimental histogram, colored lines: histogram generated from mean parameter estimate, top row/blue: nascent mRNA distribution, bottom row/red: total mRNA distribution, numbers: minutes since IPTG addition). Right column: Final trial parameter population (green: FSP estimate, histogram: estimate population, gray line: mean estimate, gray region: one-sigma region of estimates). Variables and limits as in Fig 2C.

 

Responses to Reviewer \#2

"This paper outlines a software toolbox in MATLAB to simulate stochastic dynamics of transcription in prokaryotes. The paper then uses these simulations to infer transcriptional parameters from fluoroscent RNA probe data.

This paper is predicated on the idea that the entire distribution of measurements is important in fitting to a transcriptional model. There are many sources of stochasticity in transcription, even in prokaryotes - promoter state switching, RNA polymerase activity, mRNA degradation, .. in addition to stochasticity due to the readout process by probe hybridization.

This paper does two things - it models all these stochastic aspects as part of a \"forward\" model, producing putative live-cell and fixed-cell FISH data. The paper then uses the results of this forward model to solve the inverse problem by optimization (i.e., minimizing the output of the forward model and observed experimental data). Their approach to the inverse problem does not assume functional forms for the distributions, which is nice.

I recommend the paper for publication. I ask the authors to clarify the following points to improve the readability of the paper:

Populations vs single cell data - the paper mentions that it concerns itself with both kinds of data. However, the figures and other parts of the text (e.g., early parts of the Discussion) only talk about population-level data. Can the tools described here fit distributions of trajectories (as opposed to distributions at each moment in time)? "

We thank the reviewer for pointing out the two strategies of measuring and inferring the single-cell transcriptional kinetics, i.e., the population statistics-based fixed-cell measurement/inference and single trajectory-based live-cell measurement/inference. The former strategy relies on measuring multiple ensembles of snapshot data from fixed-cells at different time points and inferring the transcriptional kinetics of a single cell from time-dependent population statistics (Skinner et al. 2016; Munsky et al. 2018; Wang et al. 2019); while the latter strategy relies on tracking the mRNA signal of live cells over time and directly inferring transcriptional kinetics from single-cell mRNA trajectories (Golding et al. 2005; Larson et al. 2011; Garcia et al. 2013).

Experimentally, the former strategy may be achieved using either smFISH (Femino et al. 1998; Raj et al. 2008) or single-cell RNA-seq (Erhard et al. 2019). Both of these technologies can be applied directly to biological samples without the need for gene modification, and are scalable to the entire transcriptome. In contrast, the latter strategy requires fluorescently labeling mRNA molecules in live cells, which typically relies on genetic modification of the original biological system. Due to the lower signal-to-noise ratio of live imaging data, the technical challenge of applying genetic modification to an arbitrary sample, the possible perturbation of gene activity induced by genetic modification, and the incompatibility with high-throughput measurements, directly measuring the mRNA signal from individual live cells has been less popular than measuring the mRNA signal from a population of fixed cells in previous studies (Specht et al. 2017; George et al. 2018). However, recent advances in live-cell RNA labeling techniques have demonstrated their effectiveness in multiple biological systems (Corrigan et al. 2016; Specht et al. 2017; George et al. 2018; Lammers et al. 2020) and may become more popular in the future.

To infer transcriptional kinetics, the fixed-cell strategy relies on fitting the time-dependent population statistics from several ensembles of snapshot data. With a large cell population, dense time sampling, and a detailed biochemical model, the optimization of distribution divergence can provide a good estimation of transcriptional kinetics (Munsky et al. 2018). Conversely, in the live-cell strategy, the single-cell trajectory data potentially provide additional information about the temporal correlation of transcriptional signals (Larson et al. 2011; Desponds et al. 2016). Hence, with the same amount of data, directly fitting the single-cell trajectory may be ideally more effective and accurate. Practically, achieving the single-cell trajectory fitting is still technically challenging, with few examples in the scientific literature. Specifically, (Tian et al. 2007) fit a single time-series by beginning simulations at each time point, simulating until the next time point, and estimating transition probabilities using a normal likelihood kernel. (Golightly and Wilkinson 2011) fit a single time-series by a Markov Chain Monte Carlo method that used a normal error model to calculate acceptance probabilities. (Daigle et al. 2012) fit a single time-series by simulating ensembles and iteratively selecting parameters that gave trajectories close to observations. (Desponds et al. 2016) used autocorrelation analysis to analyze an occupancy model. (Corrigan et al. 2016) and (Lammers et al. 2020) used likelihood-based hidden Markov models (HMMs) to estimate transition probabilities, and pooled multiple traces by assuming statistical independence.

The simulation platform that we presented in this manuscript can generate synthetic data for both types of strategies. However, considering that the population statistics-based fixed-cell experiments are more prevalent in the current literature, we only attempted to infer transcriptional kinetics from time-dependent mRNA distributions (as shown in the Results part). To perform the single-cell trajectory-based inference on our non-parametric, non-Bayesian platform, the following challenges need to be considered:

The simulations may not be initialized with an arbitrary observable, because there exists a large equivalence class of underlying system states that can yield a given probe observation at a particular precision.

The observations of autocorrelation are challenging to convert to biophysically interpretable parameters, especially out of steady state.

Although Bayesian HMM procedures are promising, rigorously recasting them into the context of likelihood-free simulation is problematic. This approach requires either using assuming an error model or calculating likelihoods from a kernel. The choice of kernel is unclear, and potentially fraught with challenges for multimodal data.

As a conceptual inspiration from Daigle et al. (Daigle et al. 2012), we suggest that our simulation-based platform may be used for single-cell trajectory fitting in the following way. For a small live-cell dataset of N cells and n timepoints, it is possible to initialize N genetic algorithm searches that iterate over n stages to incrementally shrink the plausible parameter space to values consistent with the time-series, as described in Methods. Afterward, the independent searches may be combined to find a single common plausible parameter region. Qualitatively, at each step, this approach finds a region with a high probability of achieving a transition between values at two time points, then conditions on it for the consequent transition. The recombination is analogous to the pooling of multiple traces.

The implementation of this algorithm is outside of the scope of the manuscript. We consider the derivation and implementation of time-series fitting methods a valuable direction for future versions of the platform. In particular, we anticipate it may bring computational advantages over current methods. For example, the recent publication (Lammers et al. 2020) mentions that the HMM analysis of 25 multi-trace datasets takes approximately two hours on 24 CPU cores. Seven out of the ten searches in Fig S2 took under 25 minutes on 8 CPU cores; the others took multiple hours, but this computational load may be mitigated using adaptive methods, as well as parallelization across more cores. Therefore, considering the computational expense of the HMM framework, we anticipate a simulation-based approach presents a viable alternative.

On the whole, we summarize this part in the Discussion section and the relevant text is reproduced below:

The parameter estimation procedure only uses time-dependent histograms: the platform can generate live- and fixed-cell data, but only attempts to fit fixed-cell data. These biochemical distinctions induce methodological differences for parameter inference. Fixed-cell measurements are necessarily destructive, and kinetics may only be inferred from distribution-level data. In contrast, live-cell signals contain additional information regarding the temporal correlation of a given cell. In the current study, we focus on fitting distribution data for two reasons. Firstly, inference from ensembles can be directly implemented using a variety of divergence metrics that make minimal assumptions regarding the form of the data (25). On the other hand, inference from time-series requires error models for transitions between observed states, which are generally intractable (34). Secondly, fixed-cell measurements are amenable to high-throughput experiments, can be scaled to the entire transcriptome via multiplexing (35), produce better signal/noise behavior, and do not require genetic modification (36), contributing to their greater popularity (36). Therefore, we have optimized the parameter estimation method for the most likely current use case of inference from fixed-cell experiments.

Recent advances in live-cell labeling techniques do suggest that the method may become more practical and popular in the future (37,38). To anticipate this, we propose several approaches to live-cell data inference, motivated by previous efforts. If the dataset is large enough, the fixed-cell procedure may be sufficient, discarding the temporal correlation information altogether (25). Alternatively, it is possible to iterate through the data points of a time-series, generating an ensemble of transitions, estimating the likelihood of the observed transition based on a kernel, and optimizing the likelihood by varying model parameters. This approach has been useful for relatively small datasets (34,39,40). However, its application to multimodal time-series is potentially problematic due to the assumption of smoothness, the complexity of developing robust adaptive kernels, and the well-documented problems accompanying kernel density estimation of multivariate data (41). Further, it presents computational challenges: the different increments are ostensibly independent due to the Markov property, but the non-unique mapping from the underlying Markov states to the observed probe data prevents the independent initialization of each increment. This feature makes it infeasible to parallelize the estimation of transition probabilities over non-overlapping increments. Several recent publications perform likelihood-based inference on hidden Markov models (37,38). However, rigorously recasting these methods into the context of likelihood-free simulation is challenging, as is their extension to multimodal data. We suggest that the algorithm described in the Methods section can be extended to treat time-series data. Such an algorithm may iterate over a single time-series to incrementally shrink to a consistent parameter region. The selection of the region is based on a non-parametric error metric between the target fluorescence and the ensemble distribution for each trial parameter at the end of each interval. Conceptually, this process iteratively identifies parameter values by optimizing for observed transitions, analogously to previous work (40). Afterward, independent searches over multiple traces may be aggregated to find a single plausible region. Given the computational expense of current HMM-based methods (38), an adaptive simulation-based approach may present a viable alternative.

"What kinds of deviations from the model do you think are most likely during real transcription? E.g., if we don't find a good fit, do I blame sequence dependence of your rate constants or non-stationarity or something else? Even a short summary of results from the literature on common deviations from the 4 parameter model would be useful here. "

The reviewer is correct that multiple factors may affect the accuracy of our model when applying to real transcription. We now summarize these factors in the Discussion section and the relevant text is reproduced below:

Our platform models the activity of individual gene loci in non-compartmentalized prokaryotic cells with the assumption that transcription follows a two-state random telegraph model with time-homogeneous rate parameters, and elongation and degradation are described by multistep Poisson processes. These assumptions may be violated in the following ways:

The description of a eukaryotic system may be of interest. The implementation of eukaryotic transcription would require making significant changes to the reaction schema, such as disabling the degradation of nuclear mRNA and adding a kinetic model of a transport process after the release of the newly transcribed mRNA.

Multiple gene copies may be present in a cell (6). It is straightforward to extend the current model to account for this physiology. For example, S3 Movie shows the correlated dynamics at two gene copies, which may only turn on when an underlying Boolean cell state is on.

The two-state switching of gene activation/inactivation may be an over-simplified picture of gene activity. In reality, an N-state model may be more accurate (15,42,43). To consider this effect, our simulation-based framework can be easily extended to include more gene states rather than a single Boolean state.

The transcription elongation rate may not be constant, whether due to sequence dependence (44) or polymerase congestion (13,14,45). The implementation of these rules is challenging using the CME framework. Our simulation-based platform can incorporate sequence-dependent rates by adjusting rates based on the current 3\' nucleotide position, and congestion by testing for collisions between polymerases based on a pre-set exclusion radius. An example of a simulation with hard-sphere exclusion is shown in S4 Movie.

RNA degradation may in reality be more complex than modeled here, with ribonuclease fluctuations (46), multi-step degradation (47), sequence-dependent degradation (48,49), and transcription-coupled degradation (50) potentially yielding deviations from simple Poisson process degradation. Our simulation-based platform can address these effects analogously to elongation.

Moreover, transcription is, in general, non-stationary due to cell cycle effects (6,16). Hence, synchronization of data from different cells is important for accurate inference. This may be achieved experimentally by monitoring cues of mitotic state, such as DNA signal or cell shape (6,16).

"The authors simulate millions of cells using Amazon Web Services (AWS) cloud. Do they find that the resulting distributions generally tend to approximated by simple ones common to molecular reactions? If so, can we get by by estimating, e.g. means and variances?"

Based on previous studies and observations of our simulation, the shapes of mRNA distribution of random telegraph models may be classified into several groups (monomodal, bimodal, etc. (Munsky et al. 2012; Xu et al. 2016)). Yet the distributions don\'t tend to approach elementary function forms in any practical way once the submolecular probe features are incorporated (Xu et al. 2016). Hence, a quantitative approximation of distributions using simple function forms requires further validation in theory, which, to date, is still lacking.

Particularly, the reviewer is correct that moments of mRNA distributions, such as means and variances, are functions of kinetic parameters. For example, in our platform, the mean of the observed probe signal is analytically calculated from the kinetic parameters (i.e., via quadrature rather than via FSP). However, estimating transcriptional kinetics from these moments (or other similar quantities) may not be easier than fitting the entire distribution for the following reasons:

Each moment corresponds to an equivalence class of parameters, i.e., many combinations of kinetic parameters can give rise to the same moment. To narrow the parameter space, multiple moments need to be considered simultaneously. Specifically, our model requires fitting five moments in order to estimate the model's five free parameters. However, we are unaware of any easily tractable expressions for the higher moments of a multi-state gene with arbitrary fluorescent probe coverage. Deriving the mathematical expressions of these moments may not be simpler than fitting the entire distribution.

Even if the expressions of higher moments can be derived, optimizing the estimates would require an error model, which is not available in the regime of low copy numbers. In comparison, we limit this issue in our inference algorithm with search stages that use the entire distribution.

We summarize the above points in the Discussion section, and the relevant text is reproduced below:

On the other hand, we suggest that five-parameter inference entirely from moments is infeasible at this time. Typically, fitting n parameters requires n moments. For the current system, signal expectations can be computed (6), but expressions for the higher moments are unknown. Even if they were available, the choice of error model for these higher moments is far from clear, especially in the physiologically important regime of low copy numbers. Furthermore, we anticipate that the value of this heuristic method rests in applications to models with ad hoc mechanisms whose physics are challenging to approach analytically.

"In Fig 2B, why does stage 1 already have a population that covers the target parameters? Is stage 1 shown after some amount of search? If so, it\'d be nice to see the initial conditions for the search, to make sure that wasn\'t chosen to be particularly favorable."

We appreciate this feedback and opportunity to clarify the procedure. The initial condition for the search is drawn from a log-uniform distribution across the entire search space. We describe this point in the Methods section as follows:

The parameter domain is shown in Figure 2C. We initialize the search using a uniform distribution over the full parameter domain.

The distribution for Stage 1 is the result of the stage. We describe this point in the caption to Figure 2 as follows:

B: Convergence of the genetic algorithm at the end of each stage of the search (red: ground truth target, gray: population of parameter estimates).

"The convergence in Fig 2B appears to go through several \"relaxation modes\".. At first, there is a quick collapse to a pancake in a particular direction (compare Stage 1 to Stage 2), which then shrinks more slowly. What is the meaning of these \'slow\' relaxation directions during the search? There seem to be statements relevant to this collapse in the Methods section (something about a degenerate line for k\_{obs}) but it was too cryptic for me to understand. The authors should clarify whether this collapse is an informed choice put in by hand for this particular dataset or if the genetic algorithm naturally collapses the cloud of parameters in this manner. If the former is the case, what guiding principles can a end-user use to figure out which lines to collapse to?"

We thank the reviewer for raising the question about different relaxation modes. The \"slow\" relaxation directions correspond to observables that are weak functions of the variable under examination, while the \"fast\" ones correspond to observables that are strong functions of the variable.

As a simple example, the mean total amount of mRNA is a strong function of the degradation rate. The simplest ODE model for the total amount of RNA is dT/dt=k_i\^obs-k_d T. The turn-on initial condition T(t=0)=0 yields the solution (k_i\^obs)/k_d (1-e\^(-k_d ) ). Stage 2 of the search fits the mean of the total amount of RNA and yields sharp estimates for (k_i\^obs)/k_d and k_d. Analogously, stage 4, which fits the mean nascent mRNA signal, yields sharp estimates for v_el.

This idea is virtually identical to the Fisher information in Bayesian parametric statistics. However, it is challenging to formalize this in a simulation-based, likelihood-free context, so we suggest using this analogy with caution.

The order of collapse is user-determined through the order of optimization stages; however, for each stage, the direction of collapse is guided by the information content with respect to each parameter. For relatively simple models, basic physical insight is sufficient to draw connections between observables and parameters, e.g., via simplified ODE representations that abstract away gene dynamics and submolecular features. For more complex models, exploratory analysis is necessary.

We summarize the above points in the Discussion section, and the relevant text is reproduced below:

Even without moment-based analytical constraints, it is possible to use physical considerations to guide the development of optimization metrics. For example, in a Bayesian framework, the Fisher information of the mean total probe signal is high with respect to k_d, but low with respect to v_el. As shown in Fig 2B, stage 2, which optimizes the total mean probe signal, provides a tight bound on k_d but not v_el; conversely, stage 4, which optimizes the mean nascent probe signal, yields a tight bound on v_el. For more complex models, exploratory analysis is necessary to determine the coupling between observables and parameters, but the provided heuristics and physical expectations provide a starting point.
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