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Abstract
In this paper, we establish the invariance principle and the large deviation for the biased ran-
dom walk RWλ with λ ∈ [0, 1) on Z
d, d ≥ 1.
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1 Introduction
The biased random walk RWλ with parameter λ ∈ [0,∞) was introduced to design a Monte-Carlo
algorithm for the self-avoiding walk by Berretti and Sokal [5]. The idea was refined and developed in
[11, 21, 20]. Lyons, and Lyons, Pemantle and Peres produced a sequence of remarkable papers on RWλ
([13, 14, 15, 17, 16]). RWλ was studied in a number of works later (see for example [4, 1, 3, 10, 2] and
the references therein). [22] gave a spectral radius and several additional properties for biased random
walk on infinite graphs. In [23], it was shown that there is a phase transition in relation of the tree
number in the uniform spanning forest on Euclidean lattice equipped with a network corresponding
to biased random walk. Bowditch [6] proved a quenched invariance principle for {|Xn|}∞n=0 when
{Xn}∞n=0 is a RWλ on supercritical Galton-Watson tree, and showed that the corresponding scaling
limit is a one dimensional Brownian motion.
Our paper aims to study the invariance principle (IP) and the large deviation principle (LDP)
for RWλ with λ ∈ [0, 1) on d-dimensional integer lattice Zd (d ≥ 1). Main results of this paper are
Theorems 2.1 and 3.1. We define RWλ (λ ≥ 0) on Zd as follows: Let 0 = (0, · · · , 0) ∈ Zd and
|x| =
d∑
i=1
|xi|, x = (x1, · · · , xd) ∈ Zd
which is the graph distance between x and 0. Write N for the set of natural numbers, and let Z+ =
N ∪ {0}. For any n ∈ Z+, define
B(n) =
{
x ∈ Zd : |x| ≤ n} , ∂B(n) = {x ∈ Zd : |x| = n} .
If the edge e = {x, y} is at graph distance n from 0, namely |x| ∧ |y| = n, then let its conductance to
be λ−n. Denote by RWλ (Xn)∞n=0 the random walk associated to the above conductances and call it
the biased random walk with parameter λ. RWλ (Xn)
∞
n=0 has the following transition probability:
p(v, u) := pλ(v, u) =

1/dv if v = 0,
λ
dv+(λ−1)d−v if u ∈ ∂B(|v| − 1) and v 6= 0,
1
dv+(λ−1)d−v otherwise.
(1.1)
The project is supported partially by CNNSF (No. 11671216).
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Here dv = 2d is the degree of the vertex v; and d
−
v (resp. d
+
v ) is the number of edges connecting v to
∂B(|v| − 1) (resp. ∂B(|v| + 1)). Note that RW1 (Xn)∞n=0 is the simple random walk (SRW) on Zd;
and
d+v = d+ κ(v), d
−
v = d− κ(v), v = (v1, · · · , vd) ∈ Zd,
where κ(v) = #{i : vi = 0} (with #A being the cardinality of a set A). For any n ∈ Z+, write
Xn =
(
X1n, · · · , Xdn
)
.
It is known that on Zd (d ≥ 1), RWλ (Xn)∞n=0 is transient for λ < 1 and positive recurrent for
λ > 1 (R. Lyons [15], R. Lyons and Y. Peres [18, Theorem 3.10]). Let
X = {x = (x1, · · · , xd) ∈ Zd : xi = 0 for some 1 ≤ i ≤ d} .
Then from [23, Lemma 2.3 and Theorem 2.4], the next two results were stated for λ ∈ (0, 1). In fact,
for any 0 ≤ λ < 1, with probability 1,
RWλ (Xn)
∞
n=0 visits X only finitely many times;
1
n
(∣∣X1n∣∣ , · · · , ∣∣Xdn∣∣)→ 1−λ1+λ ( 1d , · · · , 1d) as n→∞. (1.2)
And when λ > 1, (Xn)
∞
n=0 is positive recurrent and ergodic with 0 speed:
lim
n→∞
(∣∣X1n∣∣ , · · · , ∣∣Xdn∣∣)
n
= 0
almost surely. The related central limit theorem (CLT) and IP can be derived from [12] and [19]
straightforwardly.
Thus a natural question is to study CLT, IP with λ ∈ [0, 1) and LDP for RWλ on Zd. The LDP
for RWλ (Xn)
∞
n=0 means LDP for the scaled reflected biased random walk
{
1
n
(∣∣X1n∣∣ , · · · , ∣∣Xdn∣∣)}∞n=1.
And CLT, IP and LDP for RW0 are interesting only for d ≥ 2. In this paper, Theorem 2.1 proves CLT
and IP for RWλ, λ ∈ [0, 1). However the proof of the Theorem 2.1 shows that the scaling limit in this
case is not a d-dimensional Brownian motion. For Theorem 3.1, we derive LDP for scaled reflected
RWλ, λ ∈ [0, 1). The rate function of scaled reflected RWλ differs from that of drifted random walk,
though there is a strong connection between them. Here, we only can calculate the rate function Λ∗
out when d ∈ {1, 2} and λ ∈ (0, 1), d ≥ 2 and λ = 0. To obtain an explicit rate function when d ≥ 3
and λ ∈ (0, 1) still remains as an open problem. And in the recurrent case when λ > 1, we hope to
establish a LDP with proper normalization in the future work.
2 CLT and Invariance Principle for RWλ with λ ∈ [0, 1)
In this section, we fix λ ∈ [0, 1), then use the matingale’s CLT for Rd-valued martingales and the
martingale characterization of Markov chains to prove the IP for reflected RWλ (Theorem 2.1). And
CLT for reflected RWλ is a consequence of corresponding IP.
To describe our main result, we need to introduce some notations. For any nonnegative definite
symmetric d×d matrix A, let N (0, A) be the normal distribution with mean 0 and covariance matrix
A. Define the following positive definite symmetric d× d matrix Σ = (Σij)1≤i,j≤d :
Σii =
1
d
− (1− λ)
2
d2(1 + λ)2
, Σij = − (1− λ)
2
d2(1 + λ)2
, 1 ≤ i 6= j ≤ d.
For a random sequence {Yn}∞n=1 ⊂ Rd, Yn → N (0, A) means that as n → ∞, Yn converges in
distribution to the normal distribution N (0, A) in Skorohod space D ([0,∞),Rd). For any a ∈ R, let
⌊a⌋ be the integer part of a. Put
v =
(
1− λ
d(1 + λ)
, · · · , 1− λ
d(1 + λ)
)
∈ Rd.
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Theorem 2.1 (IP and CLT). Let 0 ≤ λ < 1 and (Xm)∞m=0 be RWλ on Zd starting at x, x ∈ Zd.
Then, on D
(
[0,∞),Rd) , 
(∣∣∣X1⌊nt⌋∣∣∣ , · · · , ∣∣∣Xd⌊nt⌋∣∣∣)− nvt√
n

t≥0
converges in distribution to 1√
d
[
I − 1−ρλd E
]
Wt as n→∞, where (Wt)t≥0 is the d-dimensional Brow-
nian motion starting at 0, I is identity matrix and E denotes the d× d matrix whose entries are all
equal to 1 and ρλ = 2
√
λ/(1 + λ) is the spectral radius of Xn (see [23, Theorem 1.1]).
In particular, we have
(|X1n|, · · · , |Xdn|)− nv√
n
→ N (0,Σ)
in distribution as n→∞.
Remark 2.2. Note Σ = 0 when d = 1 and λ = 0. Hence for d = 1 and λ = 0, both
|Xn| − nv√
n
=
|X0|+ n− nv√
n
→ N (0,Σ)
and
( |X⌊nt⌋|−nvt√
n
)
t≥0
converging in distribution to Y = (Yt)t≥0 are not interesting.
From Theorem 2.1, the following holds: For RWλ (Xm)
∞
m=0 on Z
d starting at any fixed vertex with
λ < 1, on D ([0,∞),R) , as n → ∞,
( |X⌊nt⌋|−n 1−λ1+λ t√
n
)
t≥0
converges in distribution to (ρλBt)t≥0 and
(Bt)t≥0 is the 1-dimensional Brownian motion starting at 0.
Proof of Theorem 2.1. We only prove IP for
(
(|X1⌊nt⌋|,··· ,|Xd⌊nt⌋|)−nvt√
n
)
t≥0
. Let
Fk = σ(X0, X1, · · · , Xk), k ∈ Z+.
Give any 1 ≤ i ≤ d, and define fi : Zd → R as follows: for any x = (x1, · · · , xd) ∈ Zd,
fi(x) =

2
d+κx+λ(d−κx) if xi = 0,
1−λ
d+κx+λ(d−κx) if xi 6= 0,
(2.1)
then for any k ∈ N,
fi
(
X ik−1
)
= E
( ∣∣X ik∣∣− ∣∣X ik−1∣∣ ∣∣Fk−1) .
By martingale characterization theorem of Markov chain {|X ik|}k,{∣∣X ik∣∣− ∣∣X ik−1∣∣− fi(Xk−1)}k≥1
is an Fk-adapted martingale-difference sequence, and so is{
ξin,k :=
1√
n
(∣∣X ik∣∣− ∣∣X ik−1∣∣− fi(Xk−1))}
k=1
for any n ∈ N.
For each random sequence
{
ξn,k :=
(
ξ1n,k, · · · , ξdn,k
)}
k≥1
, defineMn = (Mnt )t≥0 and An = (An(t))t≥0
as follows
Mnt =
(
Mn,1t , · · · ,Mn,dt
)
=
⌊nt⌋∑
k=1
ξn,k, An(t) =
(
Ai,jn (t)
)
1≤i,j≤d =
⌊nt⌋∑
k=1
(
ξin,kξ
j
n,k
)
1≤i,j≤d
, t ≥ 0.
3
Then each
(
Mn,it
)
t≥0
is an F⌊nt⌋-martingale with Mn,i0 = 0, and further each Mn is a Rd-valued
F⌊nt⌋-martingale with M0 = 0.
Note that for any t > 0,
∣∣Mnt −Mnt−∣∣ ≤ ∣∣ξn,⌊nt⌋∣∣ = d∑
i=1
∣∣∣ξin,⌊nt⌋∣∣∣ ≤ 2d√n,
and for any T ∈ (0,∞),
lim
n→∞
E
[
sup
t≤T
∣∣Mnt −Mnt−∣∣] ≤ limn→∞ 2d√n = 0. (2.2)
Fix any 1 ≤ i, j ≤ d and 0 ≤ s < t <∞. Then by the martingale property,
E
[
Mn,js
(
Mn,it −Mn,is
)∣∣∣F⌊ns⌋] =Mn,js E [Mn,it −Mn,is ∣∣∣F⌊ns⌋] = 0,
and similarly E
[
Mn,is
(
Mn,jt −Mn,js
)∣∣∣F⌊ns⌋] = 0. Additionally
E
[(
Mn,it −Mn,is
)(
Mn,jt −Mn,js
)∣∣∣F⌊ns⌋]
= E
 ⌊nt⌋∑
k=⌊ns⌋+1
ξin,kξ
j
n,k
∣∣∣∣∣∣F⌊ns⌋
+ E
 ∑
⌊ns⌋+1≤r<k≤⌊nt⌋
ξin,kξ
j
n,r
∣∣∣∣∣∣F⌊ns⌋

+E
 ∑
⌊ns⌋+1≤r<k≤⌊nt⌋
ξjn,kξ
i
n,r
∣∣∣∣∣∣F⌊ns⌋

= E
 ⌊nt⌋∑
k=⌊ns⌋+1
ξin,kξ
j
n,k
∣∣∣∣∣∣F⌊ns⌋
+ ∑
⌊ns⌋+1≤r<k≤⌊nt⌋
E
[
E
[
ξin,kξ
j
n,r
∣∣Fr]∣∣F⌊ns⌋]
+
∑
⌊ns⌋+1≤r<k≤⌊nt⌋
E
[
E
[
ξjn,kξ
i
n,r
∣∣∣Fr]∣∣∣F⌊ns⌋]
= E
 ⌊nt⌋∑
k=⌊ns⌋+1
ξin,kξ
j
n,k
∣∣∣∣∣∣F⌊ns⌋
 = E [Ai,jn (t)−Ai,jn (s)∣∣F⌊ns⌋] .
Since
Mn,it M
n,j
t −Ai,jn (t)
=Mn,is M
n,j
s −Ai,jn (s) +Mn,is
(
Mn,jt −Mn,js
)
+Mn,js
(
Mn,it −Mn,is
)
+
(
Mn,it −Mn,is
)(
Mn,jt −Mn,js
)
− (Ai,jn (t)−Ai,jn (s)) ,
we see that
E
[
Mn,it M
n,j
t −Ai,jn (t)
∣∣∣F⌊ns⌋] =Mn,is Mn,js −Ai,jn (s), (2.3)
which implies that Ai,jn =
[
M in,M
j
n
]
with [X,Y ] being the cross-variation process of X and Y .
For any 1 ≤ i 6= j ≤ d, by (1.2) and (2.1), almost surely,
fi (Xk−1) = fj (Xk−1) =
1− λ
d(1 + λ)
for large enough k,
and as n→∞,
1
n
⌊nt⌋∑
k=1
(∣∣∣Xjk∣∣∣− ∣∣∣Xjk−1∣∣∣) = 1n (
∣∣∣Xj⌊nt⌋∣∣∣− ∣∣∣Xj0∣∣∣)→ (1 − λ)td(1 + λ)
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which also holds with j replaced by i. Thus
⌊nt⌋∑
k=1
ξin,kξ
j
n,k =
⌊nt⌋∑
k=1
(|X ik| − |X ik−1| − fi(Xk−1))√
n
(|Xjk| − |Xjk−1| − fj(Xk−1))√
n
=
1
n
⌊nt⌋∑
k=1
{(|X ik| − |X ik−1|) (|Xjk| − |Xjk−1|)− (|X ik| − |X ik−1|)fj(Xk−1)
− (|Xjk| − |Xjk−1|)fi(Xk−1) + fi(Xk−1)fj(Xk−1)
}
=
1
n
⌊nt⌋∑
k=1
{
−(|X ik| − |X ik−1|)fj(Xk−1)− (|Xjk| − |Xjk−1|)fi(Xk−1) + fi(Xk−1)fj(Xk−1)
}
→ − (1− λ)
2
d2(1 + λ)2
t,
where we use the fact that (|X ik| − |X ik−1|)(|Xjk| − |Xjk−1|) = 0, k ≥ 1.
On the other hand, for any fixed 1 ≤ i ≤ d, construct the following martingale-difference sequence(
ζin,k
)
k≥1
:
ζin,k =
(√
nξin,k
)2 − E [(√nξin,k)2∣∣∣Fk−1] , k ∈ N.
Then for any 1 ≤ k < ℓ <∞, E
[
ζin,k
]
= E
[
ζin,ℓ
]
= 0, and
E
[
ζin,kζ
i
n,ℓ
]
= E
[
ζin,kE
[
ζin,ℓ
∣∣Fℓ−1]] = 0,
which implies
(
ζin,k
)
k
is a sequence of uncorrelated random variables. Notice that for any k ∈ N,∣∣ζin,k∣∣ ≤ 2 and hence Var (ζin,k) ≤ 4.
By the strong law of large numbers for uncorrelated random variables ([18, Theorem 13.1]), we have
that almost surely, as n→∞,
1
n
⌊nt⌋∑
k=1
ζin,k =
⌊nt⌋∑
k=1
{(
ξin,k
)2 − E [(ξin,k)2∣∣∣Fk−1]}→ 0. (2.4)
Due to (1.2) and (2.1), almost surely, as n→∞,
⌊nt⌋∑
k=1
E
[(
ξin,k
)2∣∣∣Fk−1] = ⌊nt⌋∑
k=1
E
(∣∣X ik∣∣ − ∣∣X ik−1∣∣− fi(Xk−1)√
n
)2∣∣∣∣∣∣Fk−1

=
1
n
⌊nt⌋∑
k=1
{
E
[(∣∣X ik∣∣− ∣∣X ik−1∣∣)2∣∣∣Fk−1]− 2E [(∣∣X ik∣∣− ∣∣X ik−1∣∣) fi(X ik−1)∣∣Fk−1]
+E
[(
fi
(
X ik−1
))2∣∣∣Fk−1]}
=
1
n
⌊nt⌋∑
k=1
{
E
[(∣∣X ik∣∣− ∣∣X ik−1∣∣)2∣∣∣Fk−1]− (fi (X ik−1))2}
→ t1
d
− t (1− λ)
2
d2(1 + λ)2
.
Together with (2.4), we have
lim
n→∞An(t) = tΣ. (2.5)
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Therefore (2.2), (2.3) and (2.5) implies that ([9, Theorem 1.4]) on D
(
[0,∞),Rd) , as n→∞,
(∣∣∣X1⌊nt⌋∣∣∣ , · · · , ∣∣∣Xd⌊nt⌋∣∣∣)− nvt√
n

t≥0
converges in distribution to a Rd-valued process Y : Yt =
1√
d
[
I − 1−ρλd E
]
Wt with independent
Gaussian increments such that Y0 = 0 and Yt+s − Ys has the law N (0, tΣ) for any 0 ≤ s, t <∞.
3 LDP for scaled reflected RWλ with λ ∈ [0, 1)
In this section, we fix λ ∈ [0, 1) when d ≥ 2 and λ ∈ (0, 1) when d = 1, then prove that the sequence{
1
n
(∣∣X1n∣∣ , · · · , ∣∣Xdn∣∣)}∞n=1 satisfy the LDP with a good rate function as n→∞ (Theorem 3.1).
Write R+ = [0,∞). Let
s0 := s0(λ) =
1
2
lnλ, ρλ =
2
√
λ
1 + λ
.
Here ρλ is the spectral radius of RWλ as in Theorem 2.1 and by [23, Theorem 2.1], for any λ ∈ [0, 1),
p
(2n)
λ (0,0) = P [X2n = 0|X0 = 0] ≍ ρ2nλ
1
n3d/2
.
Here for two nonnegative sequences {an}∞n=1 and {bn}∞n=1, an ≍ bn means that there are two positive
constants c1 and c2 such that c1bn ≤ an ≤ c2bn for large enough n. For any s = (s1, · · · , sd) ∈ Rd, let
ψ(s) = N(s)
ρλ
d
+
1
d(1 + λ)
d∑
i=1
{
λe−si + esi
}
I{si≥s0}, where N(s) =
d∑
i=1
I{si<s0}. (3.1)
Theorem 3.1 (LDP). Fix λ ∈ [0, 1) when d ≥ 2, and λ ∈ (0, 1) when d = 1. Assume RWλ {Xn}∞n=1
starts at any fixed point in Zd.
(i) For any d ∈ N, { 1n (∣∣X1n∣∣ , · · · , ∣∣Xdn∣∣)}∞n=1 satisfies the LDP with the following good rate func-
tion:
Λ∗(x) = sup
s∈Rd
{(s, x)− lnψ(s)} , x ∈ Rd.
In addition, when λ ∈ (0, 1),
DΛ∗ :=
{
x ∈ Rd : Λ∗(x) <∞} = {x = (x1, · · · , xd) ∈ Rd+ : 0 ≤ d∑
i=1
xi ≤ 1
}
,
{
x ∈ Rd : Λ∗(x) = 0} = {( 1− λ
d(1 + λ)
, · · · , 1− λ
d(1 + λ)
)}
;
and when d ≥ 2 and λ = 0,
DΛ∗(0) :=
{
x ∈ Rd : Λ∗(x) <∞} = {x = (x1, · · · , xd) ∈ Rd+ : d∑
i=1
xi = 1
}
,
{
x ∈ Rd : Λ∗(x) = 0} = {(1
d
, · · · , 1
d
)}
.
(ii) In particular, when d = 1, λ ∈ (0, 1),
Λ∗(x) =

x
2 lnλ− ln ρλ + (1 + x) ln
√
1 + x+ (1 − x) ln√1− x, x ∈ [0, 1],
+∞, otherwise;
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and when d = 2, λ ∈ (0, 1),
Λ∗(x) =

1
2 (x1 + x2) lnλ− ln ρλ + Λ∗(x), (x1, x2) ∈ DΛ∗ ,
+∞, otherwise,
where for any x = (x1, x2) ∈ R2+ with x1 + x2 ≤ 1,
Λ∗(x) = x1 ln
[
2x1 +
√
x21 − x22 + 1√
(x21 − x22)2 + 1− 2(x21 + x22)
]
+ x2 ln
[
2x2 +
√
x22 − x21 + 1√
(x21 − x22)2 + 1− 2(x21 + x22)
]
− ln
[√
x21 − x22 + 1 +
√
x22 − x21 + 1√
(x21 − x22)2 + 1− 2(x21 + x22)
]
+ ln 2.
In addition, when d ≥ 2, λ = 0,
Λ∗(x) =

ln d+
d∑
i=1
xi lnxi, x ∈ DΛ∗(0),
+∞, othwise.
Remark 3.2. (i) When d ≥ 3 and λ ∈ (0, 1), we can not calculate Λ∗ out to get an explicit expression.
But recall that the rate function of the Crame´r theorem for SRW is
Λ∗(x) = sup
y∈Rd
ln

e
d∑
i=1
yixi
1
2d
d∑
i=1
(e−yi + eyi)
 , x ∈ R
d.
By (3.7), for any x = (x1, · · · , xd) ∈ Rd+,
Λ∗(x) =
1
2
d∑
i=1
xi lnλ− ln ρλ + Λ∗(x).
To obtain an explicit rate function when d ≥ 3 and λ ∈ (0, 1), it remains as an open problem.
(ii) Assume λ ∈ [0, 1) if d ≥ 2 and λ ∈ (0, 1) if d = 1. The following sample path large deviation
(Mogulskii type theorem) holds for the reflected RWλ starting at 0. For any 0 ≤ t ≤ 1, let
Zn(t) =
1
n
(∣∣∣X1⌊nt⌋∣∣∣ , · · · , ∣∣∣Xd⌊nt⌋∣∣∣) ,
Z˜n(t) = Zn(t) +
(
t− ⌊nt⌋
n
)((∣∣∣X1⌊nt⌋+1∣∣∣ , · · · , ∣∣∣Xd⌊nt⌋+1∣∣∣)− (∣∣∣X1⌊nt⌋∣∣∣ , · · · , ∣∣∣Xd⌊nt⌋∣∣∣)) .
Write L∞([0, 1]) for the Rd-valued L∞ space on interval [0, 1], and µn (resp. µ˜n) the law of Zn(·)
(resp. Z˜n(·)) in L∞([0, 1]). From [7, Lemma 5.1.4], µn and µ˜n are exponentially equivalent. Denote
by AC′ the space of non-negative absolutely continuous Rd-valued functions φ on [0, 1] such that
||φ|| ≤ 1, φ(0) = 0
where ‖ ·‖ is the supremum norm. Let C0([0, 1]) =
{
f : [0, 1]→ Rd∣∣ f is continuous, f(0) = 0} , and
K =
{
f ∈ C0([0, 1])
∣∣∣∣ sup
0≤s<t≤1
|f(t)− f(s)|
t− s ≤ 1, sup0≤t≤1 |f(t)| ≤ 1
}
.
By the Arzela`-Ascoli theorem, K is compact in (C0([0, 1]), ‖ · ‖). Note that each µ˜n concentrates on
K which implies exponential tightness in C0[0, 1] equipped with supremum topology. Given that the
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finite dimensional LDPs for µn ◦ p−1j in (Rd)|j| follows from Theorem 3.1, µn ◦ p−1j and µ˜n ◦ p−1j
are exponential equivalent, µ˜n satisfy the LDP in L∞[0, 1] with pointwise convergence topology by
Dawson-Ga¨rtner theorem ([7]). Together with exponential tightness in C0[0, 1], we can lift LDP of µ˜n
to L∞[0, 1] with supremum topology with the good rate function
I(φ) =

∫ 1
0
Λ∗
(
φ˙(t)
)
dt if φ ∈ AC′ ,
∞ otherwise.
The same holds for µn due to exponential equivalence. The proof of the above sample path LDP is
similar to that of [7, Theorem 5.1.2].
For any n ∈ N, s = (s1, · · · , sd) ∈ Rd and x ∈ Zd, let
Λn(s, x) = lnEx
[
exp
{(
ns,
( |X1n|
n
, · · · , |X
d
n|
n
))}]
= lnEx
[
exp
{
d∑
i=1
si|X in|
}]
.
To prove Theorem 3.1, we firstly prove the following lemmas.
Lemma 3.3. For each s ∈ Rd and x ∈ Zd, there exists a constant C > 0 such that
Λn−|x|(s, x)− C ≤ Λn(s, 0) ≤ Λn+|x|(s, x) + C, n > |x|. (3.2)
Proof. By the Markov property, we have
E0
[
e
∑d
i=1
si|Xin|
]
≥ E0
[
I{X|x|=x}e
∑d
i=1
si|Xin|
]
≥ P0
(
X|x| = x
)
Ex
[
e
∑
d
i=1 si|Xin−|x||
]
,
and the first inequality in (3.2) follows. The second inequality is proved similarly.
Let e1, . . ., ed be the standard unit vectors in Z
d. Suppose
{
Zn =
(
Z1n, · · · , Zdn
)}∞
n=0
is a drifted
random walk on Zd such that for any 1 ≤ i ≤ d and n ∈ Z+,
P
(
Zn+1 = Zn + ei
∣∣Z0, · · · , Zn) = 1
d(1 + λ)
, P
(
Zn+1 = Zn − ei
∣∣Z0, · · · , Zn) = λ
d(1 + λ)
. (3.3)
Lemma 3.4. We have that for k ∈ Zd+,
P0 (Xn = k) ≤ P
(
Zn = k
∣∣Z0 = 0) , n ≥ 0.
Proof. For x, k ∈ Zd and n ∈ N, let Γn(x, k) be the set of all nearest-neighbor paths in Zd from x to
k with length n. For a path γ = γ0γ1 · · · γn ∈ Γn(x, k), let
p(γ) = p(x, γ1)p(γ1, γ2) · · · p(γn−1, k).
Consider the first n steps of RWλ along the path γ ∈ Γn(0, k). Each time the transition probability
for the walk is either 1d+m+(d−m)λ (with 0 ≤ m ≤ d) or λd+m+(d−m)λ (with 0 ≤ m ≤ d− 1). The total
number of probability terms of the forms 1d+m+(d−m)λ (resp.
λ
d+m+(d−m)λ) is exactly
n+|k|
2 (resp.
n−|k|
2 ). Note that d+m+ (d−m)λ ≥ d(1 + λ). Therefore, we have for γ ∈ Γn(0, k),
p(γ) ≤
(
1
d(1 + λ)
)n+|k|
2
(
λ
d(1 + λ)
)n−|k|
2
.
As a consequence,
P0(Xn = k) =
∑
γ∈Γn(0, k)
p(γ) ≤
∑
γ∈Γn(0, k)
(
1
d(1 + λ)
)n+|k|
2
(
λ
d(1 + λ)
)n−|k|
2
= P
(
Zn = k
∣∣Z0 = 0) .
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Lemma 3.5. For every k ∈ Zd+ and z ∈ Zd+ \ X , we have that
Pz (Xn = k) ≥ n−dP
(
Zn = k
∣∣Z0 = z) .
Proof. Recall that X is the boundary of Zd+. Define
σ = inf {n : Xn ∈ X} , τ = inf {n : Zn ∈ X} .
Starting at z ∈ Zd+ \ X , the process (Xn)0≤n≤σ has the same distribution as the drifted random walk
(Zn)0≤n≤τ . Then we have for k ∈ Zd+,
Pz (Xn = k) ≥ P
(
Zn = k, n ≤ τ
∣∣Z0 = z) . (3.4)
For α, β ∈ Z and n ∈ N, denote by Pn, β(α) the number of paths γ = γ0γ1 · · · γn in Z with γ0 = α
and γn = β, and by Qn, β(α) the number of those paths with additional property that γi ≥ α ∧ β for
0 ≤ i ≤ n. By [8, Theorem 4.3.2 and Lemma 4.3.3], we have that
Qn, β(α) ≥ |α− β| ∨ 1
n
Pn, β(α). (3.5)
For k = (k1, · · · , kd) ∈ Zd+ and z = (z1, · · · , zd) ∈ Zd+ \ X , write a = n+|k|−|z|2 and b = n−|k|+|z|2 .
By (3.5), we obtain that
P (Zn = k, n ≤ τ |Z0 = z)
≥
∑
m1+···+md=n
(
n
m1, · · · , md
)
d−n
(
λ
1 + λ
)b(
1
1 + λ
)a ∏
mj>0
Qmj , kj (zj)
≥
∑
m1+···+md=n
(
n
m1, · · · , md
)
d−n
(
λ
1 + λ
)b(
1
1 + λ
)a ∏
mj>0
|kj − zj | ∨ 1
mj
Pmj , kj (zj)
≥n−d
∑
m1+···+md=n
(
n
m1, · · · , md
)
d−n
(
λ
1 + λ
)b(
1
1 + λ
)a ∏
mj>0
Pmj , kj (zj)
=n−dP
(
Zn = k
∣∣Z0 = z) ,
which together with (3.4) proves this lemma.
Recall that s0 =
1
2 lnλ. For fixed s ∈ Rd, let I1 = {1 ≤ i ≤ d : si < s0} and I2 = {1, · · · , d} \ I1.
Define sI1 = (si)i∈I1 and s
I2 , ZI1n , Z
I2
n are defined similarly.
Lemma 3.6. Let y0 = 0
I1 if n is even and y0 = (1, 0, · · · , 0) ∈ RN(s) otherwise. For any z ∈ Zd
and s ∈ Rd, we have that
E
[
e
∑d
i=1
siZ
i
nI{Zin≥zi}
∣∣Z0 = z] ≥ 2−|I2| (es1 ∧ 1)E [e∑i∈I2 siZinI{ZI1n =zI1+y0} ∣∣Z0 = z] .
Proof. Without loss of generality, we assume that z = 0. As in the proof of Lemma 3.5, for α, β ∈ Z,
we denote by Pn, β(α) the number of nearest-neighbor paths in Z from α to β. Then we have, for
k ∈ Zd,
P
(
Zn = k
∣∣Z0 = 0)
=
∑
m
(
n
m1, · · · , md
)
d−n
(
λ
1 + λ
) d∑
i=1
mi−ki
2
(
1
1 + λ
) d∑
i=1
mi+ki
2 ∏
mj>0
Pmj , kj (0), (3.6)
=λ
n−
∑d
i=1
ki
2
∑
m
(
n
m1, · · · , md
)(
1
d(1 + λ)
)n ∏
mj>0
Pmj , kj (0),
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where the sum is over all tuples m = (m1, · · · , md) ∈ Zd such that |m| = n and mj ≥ |kj | for
1 ≤ j ≤ d.
Note that
E
[
e
∑
d
i=1
siZ
i
nI{Zn∈Zd+}
∣∣Z0 = 0] ≥ (es1 ∧ 1)E [e∑i∈I2 siZinI{ZI1n =y0, ZI2n ∈ZI2+ } ∣∣Z0 = 0] .
For ǫ = (ǫi)i∈I2 ∈ {−1, 1}
I2 , let
Oǫ =
{
y = (yi)i∈I2 ∈ ZI2 : ǫiyi ≥ 0, i ∈ I2
}
.
Note that for every k ∈ Zd, Pmj , kj (0) = Pmj , ǫjkj (0). Therefore, by (3.6)
P
(
Zn = k
∣∣Z0 = 0) = λ∑di=1 12 (ǫi−1)kiP (Zn = (ǫ1k1, · · · , ǫdkd) ∣∣Z0 = 0) .
Applying the fact that esiλ−1/2 ≥ 1 for i ∈ I2, we obtain that for every ǫ ∈ {−1, 1}I2 ,
E
[
e
∑
i∈I2
siZ
i
nI{ZI1n =y0, ZI2n ∈ZI2+ }
∣∣Z0 = 0]
≥
∑
k∈ZI2
+
(
esiλ−1/2
)∑
i∈I2
(1−ǫi)ki
e
∑
i∈I2
siǫiki
P
(
ZI1n = y0, Z
I2
n = (ǫiki)i∈I2
∣∣Z0 = 0)
≥E
[
e
∑
i∈I2
siZ
i
nI{ZI1n =y0,ZI2n ∈Oǫ}
∣∣Z0 = 0] .
By taking sum over all ǫ ∈ {−1, 1}I2 , we complete the proof of this lemma.
Recall the definition of ψ from (3.1).
Lemma 3.7. For every s ∈ Rd and x ∈ Zd we have that
lim sup
n→∞
1
n
Λn(s, x) ≤ lnψ(s).
Proof. By Lemma 3.3, we only need to consider the case x = 0. Recall that s0 :=
1
2 lnλ. For
s ∈ Rd, let s˜ := (s1 ∨ s0, · · · , sd ∨ s0). Since Λn(s, 0) is increasing in each coordinate si, we have that
Λn(s, 0) ≤ Λn(s˜, 0). Let (Zn) be the drifted random walk defined by (3.3). Then, by Lemma 3.4,
E0
[
e
∑
d
i=1
s˜i|Xin|
]
≤ 2d
∑
k∈Zd
+
e
∑
d
i=1
s˜ikiP
(
Zn = k
∣∣Z0 = 0) ≤ 2dE [e∑di=1 s˜iZin ∣∣Z0 = 0]
=2d
(
d∑
i=1
λe−s˜i + es˜i
d(1 + λ)
)n
= 2d (ψ(s))
n
.
The lemma follows immediately.
Lemma 3.8. For every s ∈ Rd and x ∈ Zd we have that
lim inf
n→∞
1
n
Λn(s, x) ≥ lnψ(s).
Proof. It suffices to prove only for n even. We use the same notations as in Lemma 3.6. Fix x ∈ Zd+\X .
By Lemma 3.5 and 3.6, we have
Ex
[
e
∑
d
i=1
si|Xi2n|
]
≥n−d
∑
k∈Zd
+
e
∑
d
i=1
sikiP
(
Z2n = k
∣∣Z0 = x)
=n−dE
[
e
∑d
i=1
siZ
i
2nI{Z2n∈Zd+}
∣∣Z0 = x]
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≥cn−dE
[
e
∑
i∈I2
siZ
i
2nI{ZI1
2n=x
I1}
∣∣Z0 = x]
for some constant c > 0. Let Γ1(2n) be the number of nearest-neighbor paths of length 2n in Z
I1
from 0I1 to 0I1 . Similarly, for k ∈ ZI2 , let Γ2(2n, k) be the number of paths of length 2n in ZI2 from
0I2 to k. Then we have for k ∈ ZI2 ,
P
(
ZI12n = x
I1 , ZI22n = x
I2 + k
∣∣Z0 = x) = n∑
m=0
(
2n
2m
)
λn−
∑
i∈I2
ki
[d (1 + λ)]2n
Γ1(2m)Γ2(2n− 2m, k).
Recall that N(s) = |I1|. Let (Wn) be the drifted random walk in ZI2 starting at 0, that is, the transi-
tion probability is given by (3.3) with d replaced by d−N(s). Since Γ1(2m) ≥ cm−N(s)/2 (2N(s))2m,
we obtain that
P
(
ZI12n = x
I1 , ZI22n = x
I2 + k
∣∣Z0 = x)
≥cn−N(s)/2d−2n
n∑
m=0
(
2n
2m
)
(N(s)ρλ)
2m
(d−N(s))2n−2m P (W2n−2m = k) .
Therefore,
Ex
[
e
∑d
i=1
si|Xi2n|
]
≥n−3d/2d−2n
n∑
m=0
∑
k∈ZI2
e
∑
i∈I2
si(ki+xi)
(
2n
2m
)
(N(s)ρλ)
2m
(d−N(s))2n−2m P (W2n−2m = k)
=cn−3d/2d−2n
n∑
m=0
(
2n
2m
)
(N(s)ρλ)
2m
(d−N(s))2n−2m E
[
e
∑
i∈I2
siW
i
2n−2m
]
=cn−3d/2d−2n
n∑
m=0
(
2n
2m
)
(N(s)ρλ)
2m
(d−N(s))2n−2m
(∑
i∈I2 (λe
−si + esi)
(d−N(s))(1 + λ)
)2n−2m
≥ c
3
n−3d/2 (ψ(s))2n .
The last inequality holds since for any positive real number a, b,
n∑
m=0
(
2n
2m
)
a2n−2mb2m
(a+ b)
2n →
1
2
, n→∞.
The proof is finished.
Combining Lemma 3.7 and 3.8, we get the following result.
Corollary 3.9. For every s ∈ Rd and x ∈ Zd, we have
lim
n→∞
1
n
Λn(s, x) = lnψ(s).
Define Λ(s) := lnψ(s) and let Λ∗(x) = sup
s∈Rd
{(s, x)− Λ(s)} be Fenchel-Legendre transform of Λ.
Lemma 3.10. Give any d ≥ 1 and λ ∈ (0, 1). The effective domain of Λ∗(·) is
DΛ∗(λ) :=
{
x ∈ Rd : Λ∗(x) <∞} = {x = (x1, · · · , xd) ∈ Rd : d∑
i=1
xi ≤ 1, 0 ≤ xi ≤ 1, 1 ≤ i ≤ d
}
.
Furthermore, Λ∗(·) is strictly convex in x = (x1, · · · , xd) ∈ DΛ∗(λ) with
d∑
i=1
xi < 1, and Λ
∗(x) = 0 if
and only if x =
(
1−λ
d(1+λ) , · · · , 1−λd(1+λ)
)
.
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Proof.Note that s0 =
1
2 lnλ. Firstly, let
D =
x = (x1, · · · , xd) ∈ Rd : 0 ≤ xi ≤
d∑
j=1
xj ≤ 1, 1 ≤ i ≤ d
 .
Then for any x ∈ D, we have
Λ∗(x) = sup
si≥s0,1≤i≤d
ln

1
2
(1 + λ)
e
d∑
i=1
sixi
1
2d
d∑
i=1
(λe−si + esi)

= sup
yi≥0,1≤i≤d
ln

1
2
(1 + λ)λ
− 1
2
+ 1
2
d∑
i=1
xi e
d∑
i=1
yixi
1
2d
d∑
i=1
(e−yi + eyi)

=
1
2
d∑
i=1
xi ln(λ)− ln(ρλ) + sup
yi≥0,1≤i≤d
ln

e
d∑
i=1
yixi
1
2d
d∑
i=1
(e−yi + eyi)
 <∞. (3.7)
In fact, for any s = (s1, · · · , sd) ∈ Rd,
d∑
i=1
sixi is increasing in each si and ψ(s) = ψ (s˜), where s˜ is
defined in Lemma 3.7. And for x ∈ Dc, it’s easy to verify that Λ∗(x) =∞.
By [7, Lemma 2.3.9], Λ∗ is a good convex rate function. It’s obvious that the Hessian matrix
of Λ(s) is positive-definite which implies strict concavity of s · x − Λ(s), thus the local maximum of
s · x− Λ(s) exists uniquely and is attained at a finite solution s = s(x), i.e.
Λ∗(x) = s(x) · x− Λ(s(x)).
Then according to implicit function theorem, Λ∗(·) in
{
x = (x1, · · · , xd) ∈ Rd+ :
d∑
i=1
xi < 1
}
is strictly
convex.
Finally, due to the strict convexity of Λ∗(·) and (3.7),
(
1−λ
d(1+λ) , · · · , 1−λd(1+λ)
)
is the unique solution
of Λ∗(x) = 0.
Assume d = 1, 2 and λ ∈ (0, 1), we can get explicit formula of Λ∗ by calculating rate function Λ∗
of SRW which is omitted here. For λ = 0, we have the following explicit expression.
Lemma 3.11. For any d ≥ 2 and λ = 0,
DΛ∗(0) :=
{
x ∈ Rd : Λ∗(x) <∞} = {x = (x1, · · · , xd) ∈ Rd+ : d∑
i=1
xi = 1
}
,
Λ∗(x) =

ln d+
d∑
i=1
xi lnxi, x ∈ DΛ∗(0),
+∞, otherwise,{
x ∈ Rd : Λ∗(x) = 0} = {(1
d
, · · · , 1
d
)}
.
Proof.Clearly
DΛ∗(0) ⊆
{
x = (x1, · · · , xd) ∈ Rd+ :
d∑
i=1
xi = 1
}
.
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Assume firstly xi > 0, 1 ≤ i ≤ d. Let yi = esi , 1 ≤ i ≤ d, then by the Jensen inequality,
s · x− ln
(
1
d
d∑
i=1
esi
)
=
d∑
i=1
xi ln
yi
xi
− ln
(
d∑
i=1
yi
)
+
d∑
i=1
xi lnxi + ln d
≤ ln
(
d∑
i=1
xi
yi
xi
)
− ln
(
d∑
i=1
yi
)
+
d∑
i=1
xi lnxi + ln d
=
d∑
i=1
xi lnxi + ln d,
and the inequality in the second line becomes equality only if each si = lnxi.
If there exists some i such that xi = 0, we still have that
s · x− ln
(
1
d
d∑
i=1
esi
)
≤
d∑
i=1
xi lnxi + ln d,
then sup
s∈Rd
{
s · x− ln
(
1
d
d∑
i=1
esi
)}
=
d∑
i=1
xi lnxi + ln d by lower semi-continuity of Λ
∗(·). Hence
DΛ∗(0) =
{
x = (x1, · · · , xd) ∈ Rd+ :
d∑
i=1
xi = 1
}
,
{
x ∈ Rd : Λ∗(x) = 0} = {(1
d
, · · · , 1
d
)}
.
Denote by F the set of exposed points of Λ∗(·) whose exposing hyperplane belong to DoΛ. Here
y ∈ Rd is an exposed point of Λ∗ if for some s ∈ Rd,
(y, s)− Λ∗(y) > (x, s)− Λ∗(x), ∀x ∈ Rd \ {y};
and we call the above s an exposing hyperplane.
Lemma 3.12. For any open set G of Rd,
inf
x∈G∩F
Λ∗(x) = inf
x∈G
Λ∗(x)
.
Proof.Assume λ ∈ (0, 1) and d ≥ 1. By Duality lemma [7, Lemma 4.5.8], we have that{
x = (x1, · · · , xd) ∈ Rd+ :
d∑
i=1
xi < 1
}
⊆ F.
By strict convexity of Λ∗(·) and (3.7), for any x = (x1, · · · , xd) ∈ Rd+ with
d∑
i=1
xi = 1,
Λ∗(x) ≥ lim sup
n→∞
Λ∗
[
x− 1
n
(
x−
(
1− λ
d(1 + λ)
, · · · , 1− λ
d(1 + λ)
))]
which leads to the conclusion.
Assume λ = 0 and d ≥ 2. We have that
F =
{
x = (x1, · · · , xd) ∈ Rd+ :
d∑
i=1
xi = 1, and xi > 0, 1 ≤ i ≤ d
}
.
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Then by Lemma 3.11, for any open set G,
inf
x∈G∩F
Λ∗(x) = inf
x∈G
Λ∗(x).
Proof of Theorem 3.1. Let µn be the law of
( |X1n|
n , · · · ,
|Xdn|
n
)
for any n ∈ N. From Corollary 3.9,
Lemma 3.10 and 3.11, the logarithmic moment generating function exists with Λ(s) = lnψ(s) and
DΛ =
{
s ∈ Rd : Λ(s) <∞} = Rd = DoΛ.
By (a) and (b) of the Gartner-Ellis theorem and Lemma 3.12, we have that for any closed set F ⊆ Rd,
lim sup
n→∞
1
n
lnµn(F ) ≤ − inf
x∈F
Λ∗(x);
and for any open set G of Rd,
lim inf
n→∞
1
n
lnµn(G) ≥ − inf
x∈G
Λ∗(x).
The proof is done.
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