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Abstract
This thesis lays out a number of investigations into different magnetic systems gov-
erned by short- and long-range magnetic interactions. We take advantage of the
sensitivity of soft x-rays to magnetism and the polarisation dependence of magnetic
x-ray scattering to investigate these systems.
Full polarisation analysis is a highly sensitive technique which can be utilised to
refine small deviations in magnetic structures. We present work on improving the
efficiency of these measurements, finding efficiencies of up to 75% in the measurement
method by rotating the incident light angle with the polarisation analyser fixed at
the peak of intensity.
Full polarisation analysis has been applied to the study of magnetism in the
heavy fermion system CeRu2Al10. Although this system has a relatively simple
magnetic structure it is highly unstable to doping and has an anomalously high
transition temperature. Magnetic scattering was observed at the cerium M -edges
and the polarisation dependence of the scattering is only consistent with a non-
collinear magnetic structure. Least squares fitting of the non-collinear structure
revealed a small spin canting of the magnetic structure towards the a-axis. This
canting requires a symmetry lowering of the space group from Cmcm to the subgroup
Pmnm to allow for the Dzyaloshinskii-Moriya interaction.
Full polarisation analysis as well as neutron powder and single crystal measure-
ments have been undertaken on the multiferroic skyrmion system Cu2OSeO3. Mea-
surements were taken in the helical, conical, skyrmion, and ferrimagnetic regions.
The (1, 0, 0) reflection at the Cu L-edge was found to be due to the anisotropy of the
tensor of x-ray susceptibility (ATS). The satellite reflections around the ATS peak
were observed not to display the polarisation dependence expected for a helix. The
polarisation dependence observed is not consistent with a non-collinear structure
and can be fitted with a long spin density wave with the moment pointing along
the scattering vector. This structure would be expected to produce stepped features
in the magnetisation measurements which are not observed. This long spin density
wave structure is also not consistent with previous Lorentz transmission electron
microscopy measurements. Neutron scattering measurements confirm the three up
one down magnetic structure in the ferrimagnetic phase. However, the magnetic
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intensity at the (1, 0, 0) position in the helical phase indicates a change in the mag-
netic structure Rietveld refinement fitting with a reduced ferrimagnetic structure
where one of the 4a site copper moments is coupled antiferromagnetically to the 12b
and remaining 4a site moments.
Finally, the magnetic properties of thin films have been investigated using ab-
sorption techniques and x-ray magnetic circular dichroism. Manganese oxide mono-
layers and bilayers have been grown in different charge environments provided by
heterostructuring with SrTiO3 and LaAlO3, with the aim of controlling the magnetic
properties of the manganese via charge transfer. It was found that the magnetic
properties of the manganese is strongly linked to the capping layer used. This
is due to different effects introduced by the growth of the different capping lay-
ers; LaAlO3 introducing strong ion intermixing, and SrTiO3 introducing oxygen
vacancies. Both capping layers displayed superparamagnetic temperature and field
dependent properties with small clusters (around 4) of strongly interacting man-
ganese ions. The strongly interacting manganese ions are separated by either the
ion intermixing or oxygen vacancies. Both capping layers displayed superparamag-
netic temperature and field dependent properties. Superparamagnetism is usually
only observed in nanoparticles. The elimination of the magnetic interactions re-
quired for nanoparticle-like properties to be possible are due to a combination of ion
intermixing and oxygen vacancies.
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Background
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Chapter 1
Introduction
Modern technology is based on the electronic properties of crystalline systems. p-n
junctions between semiconductors form the transistors which make up the processing
power of computer chips, and magnetism giving the ability to store data by the
magnetisation direction of metals. X-rays scatter from the electron cloud and are
therefore sensitive to electronic properties of materials, as the electric and magnetic
forces are coupled x-rays are also sensitive to magnetism, although weakly. The
first example of this was shown in nickel oxide by DeBergevin and Brunel in 1972
[1] with a count rate of just 125 counts per hour. This thesis focusses on using
resonant x-rays to study magnetism. Resonant x-rays are tuned to specific energies
to excite electronic transitions of specific elements. Resonant scattering gives a large
increase in the scattered intensity and also increases the sensitivity to magnetism.
A resonant enhancement was first predicted by Blume in 1985 [2] with the first
example of resonant magnetic scattering from a ferromagnet observed in 1985 in
nickel by Namikawa et al. [3]. The first example of resonant magnetic scattering
from an antiferromagnet was seen in 1988 in holmium by Gibbs et al. [4] (holmium
has a long-period antiferromagnetic helical structure). This included observation of
a polarisation dependence to the scattering. The theory for resonant magnetic x-ray
scattering including its polarisation dependence was then formulated a year later in
1989 by Hannon, Trammel, Blume, and Gibbs [5].
The focus of this thesis is the study of magnetic systems, it is however, not
limited to the study of materials with magnetic properties that can necessarily be
applied to make useful devices. It is instead concerned with the study of magnetic
3
4 1.1. Plan of Thesis
systems from a more fundamental viewpoint where systems with interesting and
novel properties are investigated. Magnetism is a rich subject where the magnetic
moments in materials can form exotic shapes, for example, magnetic helices (where
the head of the magnetic moment follows a helix as you travel through a material)
can form or the recent hot topic of skyrmions where the moments form into a
whirlpool-like vortex. It is systems such as these that will be investigated here.
This thesis primarily uses soft x-rays which are in the approximate range 100-
5000 eV. X-rays in this energy range are strongly absorbed by air and experiments
must be carried out in vacuum. The advantage of soft x-rays is that they excite
electrons from the core levels to the orbitals near the Fermi level which are directly
involved in the magnetism. This is in contrast to the use of hard x-rays which excite
electrons to higher orbitals which are only sensitive to the magnetism by exchange.
However, as the diffraction pattern is dependent upon Bragg’s law, nλ = 2d sin θ,
where λ is the wavelength, d is the lattice spacing, and θ is half the scattering
angle, at lower energies (longer wavelengths) the scattering angle increases. This
often pushes the Bragg peaks above 90◦ in θ which would require the detector to be
placed above 180◦ which is not possible.
1.1 Plan of Thesis
The remainder of this chapter will introduce x-rays and their basic interactions with
free electrons and then materials and then ordered crystal systems. Some of the
basic crystal properties which can be observed with x-rays will then be introduced.
Chapter 2 describes the theoretical basis for both resonant and non-resonant mag-
netic scattering and derives how the x-ray polarisation is affected when scattering
from a magnetic Bragg peak. Chapter 3 describes the experimental techniques used
with descriptions of the production of x-rays and neutrons as well as descriptions of
the different synchrotron beamlines used.
The remainder of the thesis is split into two parts. Part one focusses on the study
of magnetism in bulk single crystals using the polarisation dependence of magnetic
scattering to determine magnetic structures. Chapter 4 introduces the formalism
for polarisation analysis and investigates improvements to the measurement metrol-
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ogy. Chapter 5 investigates the heavy fermion Kondo semiconducting compound
CeRu2Al10 with an unusually high magnetic transition temperature. Chapter 6 in-
vestigates the multiferroic system Cu2OSeO3 which displays a magnetic skyrmion
phase.
The second part uses x-ray magnetic circular dichroism and x-ray absorption
measurements to determine the magnetic properties of thin film samples of MnO2
mono- and bi-layers in different charge environments. This section is split into
three chapters. The first chapter in this part, chapter 7 is an introductory chapter
covering the properties of thin films as well as sample growth. Chapter 8 comprises
the experimental results and analysis of the monolayer samples. Chapter 9 comprises
the experimental results and analysis of the bilayer samples. The final chapter of
this thesis, chapter 10, is a summary of the overall conclusions and suggestions for
future work.
1.2 X-rays
X-rays were first discovered by Wilhelm Ro¨entgen in 1895 [6]1 while studying cathode
ray tubes. He studied them so thoroughly that no new information was discovered
about them for over a decade. X-rays were already being used in medicine as
little as a month after their discovery, but it was not until the later discovery of
interference effects in scattering from crystal systems by Max von Laue´ in 1912 [7,8]
that their uses in the study of condensed matter systems began to be realised. This
was furthered by the development of Bragg’s law named after William Lawrence
Bragg in 1915 [9]. Bragg was later awarded the Nobel Prize in physics along with
his father William Henry Bragg for their important work on crystal structures2.
Synchrotron radiation is created when charged particles are accelerated3, the energy
of the emitted radiation being dependent upon the acceleration particle speed and
mass [10]. Originally synchrotron radiation was an inhibiting factor in particle
1This reference is a reprint of the original work.
2At the age of 25 William Lawrence Bragg remains the youngest ever recipient of the Physics
prize.
3Here acceleration is taken to be a change in velocity so a particle with a constant velocity
travelling on a curved path is accelerating.
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collider efficiency4, however, it was realised that this radiation could be utilised for
condensed matter physics applications. A new generation of synchrotrons was built
where a constant beam of electrons/positrons was maintained in the ring for the
sole purpose of producing radiation in the x-ray regime. Modern synchrotrons have
insertion devices which utilise permanent magnets to make the electrons follow tight
sinusoidal paths. The magnet spacing and separation can be altered to change the
emitted photon energy and polarisation [11].
With the advent of high intensity tuneable x-ray sources, in the form of syn-
chrotron particle accelerators [12], a wide range of different techniques are now
available to study anything from the structures of proteins [13] to determining com-
plex magnetic structures [14,15] or building 3D models of objects using x-ray tomog-
raphy [16]. The tunability of synchrotron sources allows the generation of x-rays
with specific energies, these can be tuned to correspond to electronic transitions
specific to certain elements (resonant scattering). In this resonant scattering the
x-rays can become sensitive to magnetism and other properties of the specific atoms
being excited.
1.3 Photons and Free Electrons
Within quantum electrodynamics [17] the photon is the gauge boson of the electro-
magnetic force and mediates any interaction between charged particles. As such,
interactions between photons and electrons can occur. Referring to Feynman dia-
grams, at each vertex one photon can interact with two electrons, for a real process
at least two vertices are required. The minimal process for a photon and a free elec-
tron is described by the Feynman diagram [18] shown in figure 1.1. As two vertices
must be present the processes of a single photon being absorbed by an electron, or
of a single photon being emitted by an electron, are not possible.
This is due to the conservation of energy and momentum where the equation,
E2 = p2c2 + m2c4, must hold. As a free electron only has kinetic energy it cannot
absorb both the momentum and the energy of the photon while conserving both
values. This then explains why two vertices are needed (so that two photons are
4The energy being radiated by the particles as photons instead of increasing their kinetic energy.
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Figure 1.1: Feynman diagram for interaction of a photon and an electron.
involved), we can see that when a photon and an electron are incident we must
have a photon and an electron after the interaction, but with different momenta.
This would appear to cause problems later on in this thesis where we will discuss
free electrons emitting photons whilst accelerated under a magnetic field in a syn-
chrotron. However, this is easily solved by moving to the centre of mass frame of
the electron where now the electron sees a moving magnetic field which is equivalent
to a changing electric field and hence a photon.
1.4 Photons in a Dielectric Medium - Absorption
The classical interactions of light with materials are governed simply by the three
processes of reflection, refraction, and diffraction. Absorption adds anomalous ef-
fects from the quantised nature of the electron energy levels and only changes the
lights intensity5. Absorption can only occur in atomic systems where the pho-
ton causes a promotion of electrons between lower and higher energy levels. This
again stems from the conservation of energy-momentum where now with the electron
bound to an atom the energy level of the electron orbit can change.
To describe absorption effects the starting point of Maxwell’s equations in a
5Non-linear optical effects such as birefringence can effect the lights properties, such as its
polarisation, through processes such as absorption.
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dielectric material is taken [19]:
∇.E = −1

∇.P , (1.1a)
∇.B = 0 , (1.1b)
∇× E = −δB
δt
, (1.1c)
∇×B = µδP
δt
+ µ
δE
δt
. (1.1d)
Where E and B are the electric and magnetic fields, P is the polarisation of the
dielectric, µ and  are the permeability and permittivity of the dielectric. Taking
the curl of 1.1c and using the vector identity ∇× (∇× E) = ∇(∇.E)−∇2E and
substituting into 1.1d gives the following:
∇(∇.E)−∇2E = − 1
c2
δ2P
δt2
− 1
c2
δ2E
δt2
. (1.2)
Substituting this into 1.1a results in:
∇2E− 1
c2
δ2E
δt2
= −1

∇(∇.P) + 1
c2
δ2P
δt2
. (1.3)
To make progress we assume that our dielectric is isotropic so that∇.P = 0 and
taking the electric field described for a plane wave of amplitude E0, travelling along
z with angular frequency, ω and wavevector, k, as Ex = E0e
i(ωt−kz), we can obtain
the result:
− k2Ex + ω
2
c2
Ex =
1
c2
δ2P
δt2
. (1.4)
As the polarisation is dependent upon the stimulus of the electric field it can be as-
sumed to have the same time dependence as the electric field from Ex = E0e
i(ωt−kz),
then equation 1.4 becomes:
− k2Ex + ω
2
c2
Ex = − ω
2
c2
Px . (1.5)
For an electron cloud of charge q, bound classically, and acted on by a varying
electric field, the following relation is derived (Appendix A):
P =
q2/m
−iγωt+ ω2 − ω20
E . (1.6)
Where the γ term is a damping term carried through from the equations of a har-
monic oscillator, ω0 is the resonant frequency of the electron. Substituting this into
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1.5 gives the following equation:
− k2Ex + ω
2
c2
Ex = − ω
2
c2
q2/m
−iγωt+ ω2 − ω20
Ex . (1.7)
Then the Ex terms cancel and rearranging gives the result:
1 +
1

q2/m
−iγwt+ w2 − w20
=
k2c2
ω2
= n2 . (1.8)
Where n is the refractive index, which in a material, as we have seen, becomes
complex. This imaginary term now acts as a decaying exponential for the magnitude
of a travelling wave through a material.
Expanding the definition of the refractive index to n = 1 − δ + iβ where δ and
β are known as the optical constants. The real part of the optical constant is then
linked to the imaginary part as the material is undergoing a linear physical response
to a stimulus. If one of the properties is known over a large range in frequency space
the other parameter can be determined via a Kramers-Kronig relation [20]:
β(ω) =
2
pi
P
∫ ∞
0
ω′σ(ω′)
ω′2 − ω2dω
′ . (1.9)
Where P is the Cauchy principle value, which allows the evaluation of certain,
usually undefined, improper integrals. σ denotes the real part of the refractive
index defined as σ = 1− δ.
1.4.1 Refractive Index for X-rays
Using a simple model for a copper atom, consisting of simple harmonic oscillators
with resonant frequencies corresponding to the different electronic transitions can
provide a useful insight into the optical properties of solids. Using a simplified
version of equation 1.8 where q, m, 0 = 1 we can plot the delta and beta optical
constants, this is done in figure 1.2. To provide an appreciable width to the resonant
features gamma is set to 4.
The visible light spectrum is in the range ∼2-3.5 eV, from the figure this region
lies below any of the absorption edges and has negative δ values, giving refractive
indices larger than 1. It is often quoted that the refractive index for x-rays is less
than one, however, we can see that this is not always the case and that this is
a generalisation, referring to high energy x-rays which will be on the positive tail
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Figure 1.2: Model of a copper atom as a number of simple harmonic oscillators with
β (top) and δ (bottom) optical constants.
above the highest energy absorption edge. For the case of a refractive index less
than one, refraction will occur away from the interface when going from a less dense
to a more dense medium. The relation v = c/n gives the speed of light in the media
to be greater than the speed of light in a vacuum. This velocity derives from the
dispersion relation ω/k which gives the phase velocity of light, the group velocity is
the speed of information transfer and it is this that cannot be exceeded.
1.5 Long Range Order, Crystals, Diffraction, and
Symmetry
In this section we will look at different long range orderings that crystals can display
and then how these can affect diffraction. Finally we will introduce irreducible
representations which are a useful basis for analysis.
1.5.1 Charge Ordering
Charge ordering is characterised by a phase transition involving charge segregation
from a mixed valence state to an ordered arrangement of localised ions, it was first
observed by E. J. W. Verwey in 1939 [21]. A system with a mixed valence of Mn3.5+,
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can undergo a lower temperature charge ordering transition to Mn3+ and Mn4+.
These localised Mn3+ and Mn4+ can form into a number of different long range
ordered arrangements such as stripes or checkerboard patterns. Charge segregation
is not always complete and in such cases must be thought of as a charge density
wave, the peaks and troughs of the charge density wave are then not constrained
to coincide with the atomic positions (although they often do) and in this case are
generally called incommensurate charge density waves.
In an ionic picture of a lattice the mixed valence state could be thought of as
localised ions and as such there is only ever Mn3+ and Mn4+, however, their positions
are constantly changing as they exchange electrons and could be thought of as being
in a similar state to a paramagnet. An alternate picture could be of a band structure
where the electronic charges on the manganese are evenly spread out across all the
sites and there is truly an Mn3.5+ valence. The band structure picture is more useful
when thinking about incommensurate structures and charge density waves, as it is
difficult to picture a repeating structure of a different periodicity to the lattice with
fixed charges.
1.5.2 Orbital Ordering and Jahn-Teller Distortions
Orbital ordering is a preferential occupation of one (usually degenerate) orbital over
another or where the orbital orientation/occupation is ordered in some long-range
pattern. Orbital ordering was first predicted by J. B. Goodenough in 1955 [22]
when investigating the ground state of cubic perovskite manganites. Jahn-Teller
distortions are a special case of orbital ordering which induce a structural distortion
and it was actually Jahn-Teller distortions which were predicted by Goodenough.
Jahn-Teller distortions are prevalent in transition metals in octahedral crystal fields.
In the octahedral arrangement the degeneracy of the 5d -orbitals (whose spatial
distribution is depicted in figure 1.3) is lifted and two higher energy (eg) and three
lower energy (t2g) states form. This is due to symmetry, as the eg orbitals have
electron density oriented directly towards the surrounding negatively charged ligands
and so require more energy to fill. The electrons preferentially fill the lower energy
t2g orbitals and this causes the distortion.
Jahn and Teller [24] found that systems with unequally occupied degenerate
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Figure 1.3: The 5 degenerate d -orbitals for a free atom [23]
Figure 1.4: Schematic of the energy levels for a free atom, an atom in an octahedral
crystal field, and an atom in a Jahn-Teller distorted Mn3+ octahedra.
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states cannot be stable and a structural distortion will occur which will lift the
degeneracy. We will take the case of an Mn3+ ion which has four outer electrons,
filling the states via Hund’s rules each of the three t2g states will contain one elec-
tron. The position of the final electron then depends upon the specific crystal field
environment. In manganese the crystal field splitting is small enough so the final
electron occupies the eg level, instead of pairing with one of the electrons in the t2g.
There is then an unequally occupied degenerate state in the eg level so from Jahn
and Teller [24] a structural distortion is expected. In this case the structural distor-
tion manifests as a lengthening of the manganese oxygen bonds for the apical (top
and bottom) oxygens and a reduction in the planar bond distances. The result of
this distortion is a lifting of the degeneracy of the eg levels with the 3z
2− r2 orbital
becoming lower in energy and the x2 − y2 orbital increasing in energy, resulting in
a net lowering of the energy of the system, this is shown in figure 1.4. For other
manganese valencies, for example Mn4+, which has three outer electrons, all in the
t2g levels, there will not be a Jahn-Teller distortion. This is because the splitting
caused by a Jahn-Teller distortion keeps the same average energy of the d-orbitals.
So for the Mn4+ case where the t2g orbitals are equally occupied the decrease in en-
ergy of the zx and yz orbitals will be counteracted by the increase in energy of the
xy orbital and there will be no net energy gain. Co-operative Jahn-Teller distortions
are where the Jahn-Teller distortions form an ordered pattern within a lattice.
1.6 Magnetism
Magnetic fields are generated by moving charges. On a macroscopic level this is
realised as the magnetic fields set up around wires carrying current. Just as a mag-
netic field can be generated by electrons travelling in a current loop, on an atomic
level magnetism derives from the spin and orbital properties of the electrons, and
creates a field of the same shape. The magnetic moment of the atom is described
by a dipolar vector quantity. The electrons in an atom fill up the energy levels
according to Hund’s rules, coupling electrons with opposite spins and electrons with
opposite orbital motions such that a complete sub-shell will have no magnetic mo-
ment, this can be seen as the total angular momentum of a complete sub-shell is
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zero. Magnetism therefore only occurs due to the unpaired outer electrons. Any
atom with a non-zero total angular momentum quantum number j would therefore
be expected to posses a magnetic moment.
However, all atoms regardless of whether they have a magnetic moment or not
still interact with external magnetic fields. On a macroscopic level this is a result of
Lenz’s law and the electrons in conducting materials in a varying magnetic field will
set up eddy currents which produce magnetic fields opposing the external field. At
the atomic level an analogous effect occurs for all atoms and is called diamagnetism.
Now the external field does not need to be changing as the electrons around the
atoms are in motion. This effect causes a depression in the surface of water close
to a strong permanent magnet or can be used to levitate what would normally be
considered non-magnetic objects, such as frogs [25].
Arrays of magnetic atoms
In a crystalline solid there are magnetic moments on a lattice. At high tempera-
tures the direction of the moments fluctuate and no net moment is observable, these
materials are called paramagnetic and are attracted towards high field densities.
At lower temperatures interactions between neighbouring moments can override the
effects of temperature and cause them to align. There are many different magnetic
interactions which can cause different couplings between spins. The simplest case is
described by direct interactions between neighbouring magnetic ions by the Heisen-
berg model. In the Heisenberg model a spin-spin interaction is introduced into the
Coulomb interaction when quantum mechanics is considered, this is known as the
exchange interaction. The lowest energy state is then achieved if the neighbouring
spins are aligned in a ferromagnetic structure.
Ferromagnetism is where all the magnetic moments are (locally) all aligned in the
same direction. In real systems there can be domains where all the moments point
in the same direction but there can be many domains all oriented randomly such
that there is no appreciable external field created by the system. These domains
can be aligned by external fields such that the domains all have moments pointing
in the same directions and a magnetic field can persist when the external field is
removed. These are permanent magnets that we come across in our everyday lives.
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Other interactions can cause antiferromagnetic arrangements of spins where
neighbouring spins point in opposite directions and it is these that change the sym-
metry of the crystal structure and are therefore interesting for study with x-rays6.
Only very large external fields can break this coupling and cause the moments to
align, however, once the field is removed the moments will go back to coupling point-
ing in different directions. These interactions can cause coupling through an oxygen
ligand in the case of transition metal oxides in a process called superexchange. The
RKKY interaction allows the coupling between f -electron spins which would usually
be weakly interacting as they are localised close to the nucleus and are screened by
the outer electrons. The Dzyaloshinskii-Moriya interaction causes a canted coupling
from the spin orbit interaction which induces long range magnetic structures such
as helices and cycloids.
1.6.1 RKKY Interaction
The RKKY interaction, named after Ruderman, Kittel, Kasuya and Yoshida de-
scribes the mechanism for indirect exchange which couples the localised f -electrons
of neighbouring atoms resulting in long-range (ferro and antiferro) magnetic order-
ing. The basis of the theory was originally developed by Ruderman and Kittel [26]
to describe coupling of nuclear spins where an indirect exchange interaction takes
place via the hyperfine interaction. It was later realised to also be applicable to
localised d - and f -electron states by Kasuya [27] and the Hamiltonian further re-
fined by Yoshida [28]. The small energy difference between the conduction and
f -electrons allows for an antiferromagnetic exchange between the two, resulting in
a spin-polarised conduction band. The locally spin-polarised conduction band takes
the form of a magnetic impurity and long-range Friedel oscillations [29] occur. This
lowers the energy for a moment on a different site to be aligned ferro- or antiferro-
magnetically depending upon the distance. Friedel oscillations are a general phe-
nomenon of screening of a fixed charge by mobile electrons. The oscillations are a
6Antiferromagnetic structures do not always break symmetries within the space group. In the
example of LaMnO3, the moments are oriented parallel to a mirror plane and then the moments
will only cause changes in intensity at already allowed Bragg peak positions and no superlattice
reflections will be observed.
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direct result of the wave particle duality of electrons and the Friedel oscillations are
a result of the interference of the electrons. As such the period of the oscillations de-
pend upon the energy of the electrons, and hence their wavelength7. An analogous
effect occurs for a magnetic moment in the conduction band of a material where
the amplitude of the Friedel oscillations represent the conduction band polarisation
(ρc). Friedel oscillations take the functional form shown below and plotted in figure
1.6:
ρc =
sin(2kfr)− 2kfr cos(2kfr)
(2kfr)4
, (1.10)
where kf is the Fermi wavevector.
Figure 1.5: Visualisation of Friedel oscillations of the conduction band polarisation
as a function of r away from a magnetic impurity at r = 0.
7In charge screening this effect is only seen at low temperatures due to the Boltzmann distri-
bution of electron energies.
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1.6.2 Superexchange
In perovskites the magnetic species are separated by intervening oxygen ions and the
exchange interaction is therefore blocked, as such a process called superexchange is
required to explain the antiferromagnetic properties of many transition metal oxide
systems [30].
Superexchange involves the exchange of an electron with a neighbouring oxy-
gen ligand. The exchange favours a ferromagnetic exchange between the transition
metal and the ligand. The lowest energy state of the system is then achieved if
the nearest neighbour transition metal ion exchanges an electron of the opposite
spin with the ligand, resulting in an antiferromagnetic coupling. If the bond an-
gle deviates from 180◦ the coupling between the transition metal ions becomes more
complicated and can become ferromagnetic. Ferromagnetism can also occur through
a different mechanism if there is a charge segregation in the system via a process
called double exchange [31]. Double exchange occurs between transition metal ions
of different valences still exchanging via the intermediary oxygen ligand. However,
now a transfer of charge is involved and an electron hops from, for example, a Mn3+
via the intermediary oxygen to an Mn4+ while maintaining its spin, in this case a
ferromagnetic coupling is favoured.
Figure 1.6: (top) Double exchange, the central ligand gives up an electron first and
then the ion on the left fills in the gap with an electron of the same spin. (bottom)
Superexchange, where there is a ferromagnetic coupling between each outer ion and
the central ligand.
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1.6.3 The Dzyaloshinskii-Moriya Interaction
The Dzyaloshinskii-Moriya (DM) [32, 33] interaction is an antisymmetric contribu-
tion to the superexchange interaction. When the bond angle deviates from 180◦
in a system where two magnetic species are separated, for example by an oxygen
ion, a spin canting can be induced between the moments. This can cause weak
ferromagnetism in antiferromagnetic systems or long-range spin helices in ferromag-
netic systems. The Dzyaloshinskii-Moriya interaction is present in systems where
the magnetic ions are separated by a bond not on an inversion centre. The canting
in this case is much stronger than for the dipole-dipole case and can produce much
shorter structures between 5-100 nm. The strength of the Dzyaloshinskii-Moriya
interaction is proportional to the spin-orbit coupling and it is relativistic spin-orbit
coupling that causes the interaction in the place of the oxygen ion in superexchange.
The Dzyaloshinskii-Moriya interaction can be described by the following equation:
HDM = D · (si × sj) . (1.11)
Where si and sj are the moments spins, D is the DM vector which points perpen-
dicular to the plane of the canting. The directions D can point is dependent upon
the symmetry of the magnetic atoms. For example if there is an inversion centre
bisecting the two atoms then D = 0 and there can be no spin canting.
1.6.4 The Crystal Lattice and Diffraction
A crystal system can be described by its smallest repeating element, known as the
unit cell. There are seven crystal families which depend upon the shape of the unit
cell8. The arrangement of atoms within the unit cell are linked by certain symmetry
operations, rotations, reflections, translations, and the more complex transforms of
glide planes and screw axes. X-ray scattering is highly sensitive to these symmetries,
long range ordered phenomena involving the electrons can break these symmetries
and therefore be detected in the x-ray diffraction pattern. Such phenomena include
but are not exclusive to; charge, orbital, and magnetic orderings.
8Cubic, tetragonal, orthorhombic, hexagonal, trigonal, triclinic, and monoclinic.
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Figure 1.7: The lines are lines of constant phase. (left) For the outgoing light
where the two lines cross from the radiated light from the two atoms constructive
interference will occur. (right) For the outgoing light the red atoms at the half way
point produce light out of phase and destructive interference will occur.
When an x-ray is incident upon an atom the electron cloud oscillates, the os-
cillating electrons then radiate light in (almost9) all directions. When we have an
array of atoms the radiated light will constructively and destructively interfere. An
example of this is shown in figure 1.7 where a plane wave is incident from the left
and exciting two atoms in a crystal. This is the basis for diffraction and Bragg’s
law and the outgoing intensity is known as a Bragg peak. For this to occur the
wavelength and angle of the incidence of the light must be matched to the lattice
spacing of the crystal. If however, there was an atom placed half way between the
two being excited this would radiate light half a wavelength out of phase and de-
structive interference would occur, this is shown in the right hand side of figure 1.7.
A reduced scattering might still occur in this case if the red atoms were of a different
element and therefore the radiated light had a different intensity.
Now considering a magnetic crystal where destructive interference is occurring
any change in the atoms that can cause them to scatter light differently will cause a
Bragg peak to occur. A simple model example of this is shown for magnetism with
a rudimentary unit cell in figure 1.8. In this example the smallest repeating unit
9there is some angular dependence which depends upon the polarisation as we shall see later.
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Figure 1.8: Example of how magnetism can change the unit cell size. Structural
unit cell denoted by black dashed line, magnetic unit cell denoted by red dashed
line.
has doubled in each direction and the red dashed lines represent the magnetic unit
cell. In another phraseology the magnetism has broken the symmetry of the unit
cell. X-rays produce a Fourier transform of the crystal. As such the doubling of
the structural unit cell to the magnetic unit cell in figure 1.8 will result in magnetic
Bragg peaks at half the distance in the scattered pattern.
1.6.5 Irreducible Representations
We shall now look a bit more at crystal symmetry and the irreducible representations
of symmetry groups. Point groups are composed of a number of symmetry elements
that can describe the symmetries around atoms. The group of symmetry elements
can be constructed into a representation matrix. This representation matrix is built
up of a number of irreducible components known as irreducible representations.
Taking the point group C3v (an example of a molecule with this symmetry is shown
in figure 1.9) each symmetry element can be described by a 3×3 matrix which
describes the symmetry operation. The C3v point group has three vertical mirror
planes (σ) oriented at 60◦ to each other and a 3-fold rotation along the vertical axis
(C3), as well as the identity operation (E) which leaves the system unchanged. The
1.6. Magnetism 21
Figure 1.9: Illustration of a molecule belonging to the C3v point group. With three
mirror planes formed by each of the three bonds with the vertical axis and a threefold
rotation axis along the vertical direction.
E C3 C
2
3 σ1 σ2 σ3
Γ1 (1) (1) (1) (1) (1) (1)
Γ2
1 0
0 1
 12 −√32
−
√
3
2
−1
2
 −12 √32
−
√
3
2
−1
2
−1 0
0 1
 12 −√32
−
√
3
2
−1
2
 12 √32√
3
2
−1
2

Table 1.1: One (Γ1) and two (Γ2) dimensional irreducible representations for the
symmetry operations of the C3v space group.
matrices describing these transformations are as follows,
E =

1 0 0
0 1 0
0 0 1
 , C3 =

−1
2
−
√
3
2
0
√
3
2
−1
2
0
0 0 1
 , C23 =

−1
2
√
3
2
0
−
√
3
2
−1
2
0
0 0 1
 ,
σ1 =

−1 0 0
0 1 0
0 0 1
 , σ2 =

1
2
√
3
2
0
√
3
2
−1
2
0
0 0 1
 , σ3 =

1
2
−
√
3
2
0
−
√
3
2
−1
2
0
0 0 1
 .
The C3 and C
2
3 matrices describe rotations of 120
◦ and 240◦ respectively. A reducible
representation is one that is can be transformed into a block-diagonal matrix consist-
ing of square matrices along the diagonal and zero’s everywhere else. The irreducible
representations are then these matrices along the diagonal. The symmetry opera-
tions above are already in block diagonal form and each can be decomposed into
two irreducible representations (denoted Γ), these are shown in table 1.1. Irreducible
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representations then are the basic building blocks of the symmetry operations. This
can be useful as the irreducible representations of a magnetic space group define the
possible magnetic structures which are possible within that space group and form a
useful basis for magnetic structure determination.
Chapter 2
Scattering Theory
Having given a broad introduction into both x-rays and the properties of materials
detectable by them. We now move on to the theoretical framework of resonant x-
ray scattering and the mathematical basis for the sensitivity of both resonant and
non-resonant x-ray scattering to magnetism.
In this chapter we introduce the Hamiltonian for an electron being excited by
a photon and extend this to a crystal system. We then develop the Hamiltonian
to show the sensitivity of x-rays to magnetism for both resonant and non-resonant
x-rays as well as their polarisation dependences for these cases. Finally we intro-
duce neutron scattering and show the basic theory for the sensitivity of neutrons to
magnetic structures.
The information in the following sections largely derives from the section Res-
onant X-ray Scattering: A Theoretical Introduction, in the book, Magnetism: A
Synchrotron Radiation Approach by Altarelli [34]. The Hamiltonian for the electron
in the following section is derived in two books, Quantum Electrodynamics, Lan-
dau and Lifshitz Course of Theoretical Physics, Vol. 4, Chapter 4, Particles in an
external field, Sections 33 and 34 [35], and Quantum Electrodynamics, Monographs
and Texts in Physics and Astronomy, Vol. 11, Chapter 2, Relativistic quantum
mechanics of the electron, Section 12 and 15 [36].
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2.1 The Interaction Hamiltonian
The below equation describes the Hamiltonian for an electron with kinetic and
potential energy, the third term is a relativistic correction to the kinetic energy, and
the final term contains information about the electron spin:
H =
p2
2m
+ V − p
4
8m3c2
− e~
4m2c2
σ[E,p] . (2.1)
Where p is the electron momentum, V is the external potential, σ is the vector of
Pauli spin matrices with: σx = ( 0 11 0 ), σy = (
0 −i
i 0 ), σz = (
1 0
0 −1 ), and E is the external
field. Applying an external field transforms the momentum as follows, p→ p− e
c
A1,
where A is the vector potential, expanding the commutator ([E,p]) results in:
H =
(p− e
c
A)2
2m
− p
4
8m3c2
+ V − e~
mc
si.B− e~
2m2c2
si
(
E.
(
p− e
c
A
))
+
e~2
8m2c2
∇.E .
(2.2)
Where si = σ/2, the p
4 term is not modified by the field as the Hamiltonian is
derived within a 1/c2 approximation. The interaction Hamiltonian for an electron
in an external field is obtained by first removing the relativistic terms (those inde-
pendent of the field). The final term, known as the Darwin correction is independent
of external field as for an electromagnetic wave k.E = 0, leaving:
H =
(p− e
c
A)2
2m
+ V − e~
mc
si.B− e~
2m2c2
si
(
E.
(
p− e
c
A
))
. (2.3)
Then splitting the Hamiltonian into parts independent and dependent of A using
the relation ie~(∇V + 1
c
δA
δt
) = −ie~E, we get the Hamiltonians for the electron Hel
and interaction Hint:
Hel =
p2
2m
+ V +
e~
2m2c2
si(∇V × p) , (2.4)
Hint =
e2
2mc2
A2 − e
mc
A.p− e~
mc
si.(∇×A) + e~
2m2c3
si
(
δA
δt
×
(
p− e
c
A
))
,
= H ′1 +H
′
2 +H
′
3 +H
′
4 . (2.5)
Here A, the vector potential can be described in terms of the creation and annihi-
lation operators as follows:
A(r, t) =
∑
k,λ
(
hc2
Ωωk
)1/2 [
ελ(k)a(k, λ)e
i(k.r−ωkt) + ε∗λ(k)a
†(k, λ)e−i(k.r−ωkt)
]
. (2.6)
1This transform is derived in appendix B
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Where the ελ terms are the photon polarisations, the a terms are the creation and
annihilation operators, and Ω is the volume of the quantisation box. As A is first
order in the creation and annihilation operators for a scattering process we require
it to operate twice.
The four terms in the interaction Hamiltonian correspond to different scattering
mechanisms, the first and last terms correspond to normal scattering as they are
second order in A, the first being normal Thomson scattering and the second term
being scattering from magnetic moments. The two middle terms are only first order
in A so must operate twice for a photon to be absorbed and then re-emitted. This
requires second order perturbation theory which introduces an energy dependence
to the process. So using Fermi’s golden rule of time dependent perturbation theory
we get the transition rate which is proportional to:
w =
2pi
~
∣∣∣∣∣〈f |H ′1 +H ′4|i〉+∑
n
〈i|H ′2 +H ′3|n〉 〈n|H ′2 +H ′3|f〉
E0 − En + ~wk
∣∣∣∣∣
2
δ(~(wk − w′k)) . (2.7)
Then when the incident energy approaches an absorption edge these terms become
large and a resonant enhancement of the scattering will occur.
2.2 The Laue´ Condition
We now expand the Thomson part of the interaction Hamiltonian and derive the
scattering from a periodic array of atoms. This will give us the conditions which
must be met for a peak in the scattered intensity to occur from a crystal system.
2.2.1 Thomson Scattering
Expanding the Thomson scattering term in the interaction Hamiltonian 2pi~ |〈f |H ′1|i〉|,
where f and i become 〈0; (ε′λ,k′)| and |0; (ελ,k)〉 where 0 denotes the ground state
of the atom and k and k′ are the incident and scattered photons which have polar-
isations ε′λ and ελ. This can be expanded out as follows:
〈f |H ′1|i〉 =
hc2
Ωwk
e2
mc2
∑
i
〈
0; (ε′λ,k
′)
∣∣∣ε′λ∗.ελa†(k′, λ′)a(k, λ)ei(k−k′).ri∣∣∣ 0; (ελ,k)〉 .
=
hc2
Ωwk
e2
mc2
(ε′λ
∗.ελ)
∑
i
〈
0
∣∣∣ei(k−k′).ri∣∣∣ 0〉 . (2.8)
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We then define F (q) as the form factor and taking q = k−k′ which is described as:
F (q) =
∑
i
〈
0
∣∣eiq.r∣∣ 0〉 . (2.9)
This only treats single electrons, it will now be extended to the case of an atom.
The scattering object becomes a system of N particles with a ground state |0〉.
Electrons are fermions so the ground state can be described by the antisymmetric
wavefunction ψ(r1, r2, r3, · · · , rn). The electron density is then described as:
ρ(r) = N
∫
dr1dr2 · · · drn |ψ(r1, r2, r3, · · · , rn)|2 . (2.10)
From which we see that the form factor is transformed as follows:
F (q) =
〈
ψ(r1, · · · , rn)
∣∣eiq.r1 , · · · , eiq.rn∣∣ψ(r1, · · · , rn)〉 ,
= N
∫
dreiq.r
∫
dr1 · · · drnψ(r1, · · · , rn)2 ,
=
∫
dreiq.rρ(r) . (2.11)
It is now apparent that the form factor is the Fourier transform of the electron
density. When the N-electron system is an atom F (q) is called the atomic form
factor.
2.2.2 Scattering from a Periodic Array of Atoms
If we consider the case of a crystalline solid, where the electron density is well
described as:
ρ(r) =
∑
l,m,n
I∑
i=1
ρi(r−Rl,m,n − ri) . (2.12)
Which represents a crystal in which I atoms are located at positions ri, with i =
1, 2, 3 · · · , I in each unit cell. The unit cell positions are described in terms of the
unit vectors a1, a2, a3 as follows Rl,m,n = la1 +ma2 + na3 where l,m, n are integers.
The form factor then becomes:
F (q) =
∑
l,m,n
eiq.Rl,m,n
I∑
i=1
eiq.ri
∫
eiq.(r−Rl,m,n−ri)ρi(r−Rl,m,n − ri) ,
=
∑
l,m,n
eiq.Rl,m,n
I∑
i=1
eiq.rifi(q) . (2.13)
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Where fi(q) is the atomic form factor for the i-th atom. As the sum over l,m, n
runs to infinity, unless q.Rl,m,n = 2pin there will be some unit cell whose phase
destructively interferes with the first unit cell. The values of q that satisfy this con-
dition are known as Ghkl which is described with reciprocal lattice vectors a
∗
1, a
∗
2, a
∗
3
as follows Ghkl = ha
∗
1 + ka
∗
2 + la
∗
3 where the reciprocal lattice vectors in terms of
the real space vectors are as:
a∗1 = 2pi
a2 × a3
a1.a2 × a3 ; a
∗
2 = 2pi
a3 × a1
a2.a3 × a1 ; a
∗
3 = 2pi
a1 × a2
a3.a1 × a2 . (2.14)
So again taking q.Rl,m,n = 2pin we must then have G.Rl,m,n = 2pin. We arrive at
the Laue´ conditions for scattering:
a1.(k− k′) = 2pih; a2.(k− k′) = 2pik; a3.(k− k′) = 2pil . (2.15)
This shows that when scattering from a crystal there will be intensity at specific
points which relates to the Fourier transform of the electron density.
2.3 Non-Resonant Magnetic Scattering
We now investigate the interaction Hamiltonian to determine energy independent
terms which are reliant on the electron spin as these will give us non-resonant scat-
tering which depends upon the magnetic properties of the system.
Taking just the spin dependent terms of the interaction Hamiltonian and first
investigating the most simple spin dependent case (H ′4). H
′
4 has two terms, the first
of which is a factor (~ω/mc2)2 weaker than the second as it requires a second order
perturbation (although maintains an energy independent term). Expanding the H ′4
term using A from equation 2.6, and its time derivative:
δA/δt =
∑
k,λ
(
hc2
Ωωk
)1/2 [−iωkελ(k)a(k, λ)ei(k.r−ωkt) + iωkε∗λ(k)a†(k, λ)e−i(k.r−ωkt)] .
(2.16)
Then H ′4 becomes:
〈f |H ′4| i〉 = −i
(
e2
mc2
)(
~ωk
mc2
)(
hc2
Ωωk
)∑
i
〈
0
∣∣∣ei()k−k′).risi. (ε∗λ′(k′)× ελ(k))∣∣∣ 0〉 .
(2.17)
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This is weak compared to Thomson scattering as it is reduced by the factor ~ωk/mc2.
On further investigation an energy independent component is realised from the reso-
nant terms (H ′2 and H
′
3). The intermediate state can either have two or zero photons.
In the case of two photons a +2~ωk term is added to En, the denominators for these
two cases then become E0−En−~ωk (for the intermediate state with two photons)
and E0 − En + ~ωk (for zero photons). We can see that when ~ωk = En − E0 an
unphysical situation occurs for the zero photon case. This is alleviated by noting
that the intermediate states are of a finite size and have a lifetime iΓn/2. The energy
dependences can then be rearranged as follows to give a term independent of energy:
1
E0 − En + ~ωk + iΓn/2 =
1
~ωk
+
En − E0 − iΓn/2
~ωk
1
E0 − En + ~ωk + iΓn/2 ,
1
E0 − En − ~ωk =−
1
~ωk
+
En − E0
~ωk
1
E0 − En − ~ωk . (2.18)
Then for the zero photon case we get:
〈f |H ′2 +H ′3|n〉 〈n|H ′2 +H ′3|i〉 =
hc2
Ωωk
( e
mc
)2
〈0| [ε′∗λ′ .pi − i~(k′ × ε′∗λ′).si]e−ik
′.ri |n〉
〈n| [ελ.pi + i~(k× ελ).si]eik.ri |0〉 .
(2.19)
The two photon case is very similar but the terms between 〈0| and |n〉 and between
〈0| and |n〉 are switched, which changes the sign of the energy independent part(
1
~ωk
)
. The sign change of the denominator means that when the sum is computed
the result will be a commutator:∑
n
〈f |H ′2 +H ′3|n〉 〈n|H ′2 +H ′3|i〉
E0 − En + ~ωk '
(
hc2
Ωωk
)( e
mc
)2
〈0| [C ′, C] |0〉 . (2.20)
Where:
C =[ελ.pi + i~(k× ελ).si]eik.ri ,
C ′ =[ε′∗λ′ .pi − i~(k′ × ε′∗λ′).si]e−ik
′.ri . (2.21)
After assessing all the commutators the following equation should hopefully be
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reached:∑
n
〈f |H ′2 +H ′3|n〉 〈n|H ′2 +H ′3|i〉
~ωk
= −i
(
e2
mc2
)(
~ωk
mc2
)(
hc2
Ωωk
)[
〈0|
∑
i
eiq.ri
iq× pi
~k2
|0〉 (ε′∗λ′ × ελ)+
〈0|
∑
i
eiq.risi |0〉 ((k′ × ε′∗λ′).(ελ.k′)− (k× ελ).(ε′∗λ′ .k)− (k′ × ε′∗λ′)× (k× ελ))
]
.
(2.22)
Combining this with the H ′4 term this gives:∑
n
〈f |H ′2 +H ′3|n〉 〈n|H ′2 +H ′3|i〉
~ωk
+ 〈f |H ′4|i〉 =
− i
(
e2
mc2
)(
~ωk
mc2
)(
hc2
Ωωk
)[
〈0|
∑
i
eiq.ri
iq× pi
~k2
|0〉 .A + 〈0|
∑
i
eiq.risi |0〉 .B
]
.
(2.23)
The terms inside the bra-ket’s can be shown to be the Fourier transforms of the
orbital magnetisation and spin densities respectively with A and B as:
A =(ε′∗λ′ × ελ) ,
B =(ε′∗λ′ × ελ) + (k′ × ε′∗λ′).(ελ.k′)− (k× ελ).(ε′∗λ′ .k)− (k′ × ε′∗λ′)× (k× ελ) .
(2.24)
From this we can see that we are separately sensitive to the orbital and spin mag-
netic moments with non resonant magnetic scattering and that they obey different
polarisation dependences.
2.4 Resonant Scattering
Tuning the incident x-ray energy to an absorption edge of a specific element can give
a large increase in the flux of weak reflections while giving information specific to
the element being excited. Non-resonant magnetic scattering is usually very weak
and resonant scattering can give an invaluable boost to the scattering intensity,
although at the cost of some information about the spin and orbital properties of
the magnetism.
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2.4.1 The Electric Dipole Approximation
Going back to the resonant parts of the Hamiltonian H2, and H3 for the case where
~ω ' En − E0 we begin by noting that this can be well described by an overlap
integral of the initial and final states. It can then be noted that the excitation of
a core electron is the dominant process for an atom. Taking a hydrogen-like atom
k.r ' √E/2mc2 << 1, for the most extreme case of uranium where k.r = 0.34 for
all other cases it is less and this is a good approximation. A Taylor expansion for
an exponential2 can then be used to simplify equation 2.19 which we repeat here:
〈f |H ′2 +H ′3|n〉 〈n|H ′2 +H ′3|i〉 =
hc2
Ωωk
( e
mc
)2∑
i
〈0| [ε′∗λ′ .pi − i~(k′ × ε′∗λ′).si][1− ik.ri + · · · ] |n〉
〈n| [ελ.pi + i~(k× ελ).si][1 + ik.ri + · · · ] |0〉 .
(2.25)
Then just taking the first term of the Taylor expansion, this is the electric dipole
approximation as all of these states are available to electric dipole transitions. Ne-
glecting the spin-orbit interaction and taking a non-relativistic approach we can use
pi =
−im
~ [ri, Hel] where Hel =
∑
i(p
2
i /2m+ V (ri)) then:
〈n| ελ.pi |0〉 =− im~ 〈n|
∑
i
ελ.[ri, Hel] |0〉
=
im
~
[En − E0] 〈n|
∑
i
ελ.ri |0〉 . (2.26)
Taking the remainder of the energy dependence not already accounted for in the
non-resonant scattering section and neglecting the iΓn/2 term from the numerator
as it is small gives the sum:∑
n
〈f |H ′2 +H ′3|n〉 〈n|H ′2 +H ′3|i〉
~ωk
=
(m
~
)2∑
n
(En − E0)3
~ωk
〈0| ε′∗λ′ .R |n〉 〈n| ελ.R |0〉
En − E0 + ~ωk + iΓn/2 .
(2.27)
2eik.r ' 1 + ik.r+ (ik.r)22 · · ·
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Where R =
∑
i ri, which can be expressed in spherical components as follows:
R0 = iRz , (2.28)
R−1 =
i√
2
(Rx − iRy) , (2.29)
R1 = − i√
2
(Rx + iRy) . (2.30)
With the obvious link with notation to spherical harmonics which, for l = 1, are:
Y0 = i
√
3
4pi
z
r
, (2.31)
Y−1 = i
√
3
8pi
(x− iy)
r
, (2.32)
Y1 = −i
√
3
8pi
(x+ iy)
r
. (2.33)
The dot product now becomes:
ελ.R =
1∑
m−1
(−1)m−1εmR−m . (2.34)
It then follows that:
〈0| ε′∗λ′ .R |n〉 〈n| ελ.R |0〉 =
∑
m,m′
(−1)m+m′ε′∗λ′mελm′ 〈0|R−m |n〉 〈n|R−m′ |0〉 . (2.35)
Now for a spherical atom the eigenstates |0〉 and |n〉 are eigenstates of the angular
momentum which must be conserved therefore m = −m′ and we can see that:
〈0| ε′∗λ′ .R |n〉 〈n| ελ.R |0〉 =− ε′∗λ′0ελ0 |〈n|R0 |0〉|2 + ε′∗λ′1ελ−1 |〈n|R1 |0〉|2
+ ε′∗λ′−1ελ1 |〈n|R−1 |0〉|2 . (2.36)
Converting back to cartesian coordinates for the polarisation vectors we can attain
the following:
〈0| ε′∗λ′ .R |n〉 〈n| ελ.R |0〉 =ε′∗λ′zελz |〈n|R0 |0〉|2
+
1
2
(ε′∗λ′xελx + ε
′∗
λ′yελy)
(|〈n|R1 |0〉|2 + |〈n|R−1 |0〉|2)
+
i
2
(ε′∗λ′xελy − ε′∗λ′yελx)
(|〈n|R1 |0〉|2 − |〈n|R−1 |0〉|2) .
(2.37)
Now defining:
F1,m = me
∑
n
(En − E0)3
~3ωk
|〈n|Rm |0〉|2
En − E0 + ~ωk + iΓn/2 . (2.38)
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The scattering amplitude then becomes:
fE1 ∝(ε′∗λ′ .ελ)[F1,1 + F1,−1]− i(ε′∗λ′ × ελ).zˆi)[F1,1 − F1,−1]
+(ε′∗λ′ .zˆi)(ελ.zˆi)[[2F1,0 − F1,1 + F1,−1] . (2.39)
Where zˆi is a unit vector in the direction of the magnetic moment of atom at
position i. We can now see that there is a polarisation dependence introduced into
the scattering. The first term denotes resonantly enhanced charge scattering and
has the same polarisation dependence as non-resonant charge scattering.
The zˆ dependent second two terms are magnetic scattering where the polarisation
is dependent upon the magnetic moment orientation. The second term of zˆ is second
order in zˆ and produces reflections at twice the propagation vector (although the
second order terms can contribute to first order reflections if there is a ferromagnetic
component to the moment).
This shows us that along with the resonant enhancement of the intensity we are
also sensitive to magnetism and that there is a polarisation dependence different
from both non-resonant magnetic scattering and Thomson scattering.
2.5 Polarisation Dependence
From the resonant scattering amplitude (equation 2.39) we can see that a polarisa-
tion dependence is introduced by the pre-factors to the Fl,m terms. Where ε is the
polarisation with the prime denoting the scattered beam, zˆ is a unit vector in the
direction of the magnetic moment3 and F are the amplitudes and dependent upon
the overlap integrals of the initial and final states. Expanding the terms from this
equation and working in the experimental basis shown in figure 2.1, ψ is the angle of
linear polarisation with special notation for polarisations parallel and perpendicular
to the scattering plane denoted pi and σ. They depend upon the scattering angle,
3Within the (U1, U2, U3) basis
2.5. Polarisation Dependence 33
Figure 2.1: Experimental geometry with scattering vector along -U3. With polar-
isation given as angle ψ. The scattered polarisation ψ′ can be analysed with an
analyser crystal shown before the detector.
θ, as follows:
εˆσ = (0, 1, 0) , (2.40)
εˆ′σ = (0, 1, 0) , (2.41)
εˆpi = (sin θ, 0,− cos θ) , (2.42)
εˆ′pi = (− sin θ, 0,− cos θ) . (2.43)
More generally, for the incident polarisation we have that:
εˆ = (sinψ sin θ, cosψ,− sinψ cos θ) . (2.44)
With just a change of sign on the U1 component for scattered polarisation we get
the scattered polarisation as:
εˆ′ = (− sinψ sin θ, cosψ,− sinψ cos θ) . (2.45)
From this we can see that for the first term in the resonant scattering amplitude,
or for Thomson scattering, which both have an εˆ′ · εˆ pre-factor, the polarisation is
unchanged for σ or pi incident light with scattering. As both εˆ′σ · εˆpi and εˆ′pi · εˆσ
are zero. For the second term, where the magnetism is involved, a more complex
scattering results. The εˆ′ × εˆ results in a rotation of the incident polarisation as
now εˆ′σ · εˆσ is zero, but εˆ′pi · εˆσ is non-zero.
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This will be covered further in the introduction to Chapter 4 Full Polarisation
Analysis Metrology where the formalism for dealing with polarisation dependences
will be introduced.
The polarisation analyser depicted after scattering from the sample in figure 2.1
uses the fact that εˆpi.εˆ
′
pi = cos
2 θ− sin2 θ which for a scattering angle of 90◦ reduces
to zero. This is for definitions of σ and pi in the scattering geometry of the analyser4
and the polarisation can therefore be measured by rotating the analyser detector
setup around the axis of the scattered beam.
2.6 Neutron Scattering
Neutrons travelling at around 4000 ms−1 will have a de Broglie wavelength of around
1 A˚. Neutrons can be produced by nuclear fission or spallation and used in scattering
experiments. As neutrons have no net charge they scatter from the nucleus and not
from the electron cloud, however, the neutron has a magnetic moment so is affected
by the moment of the scattering atom. Neutrons have a moment of 1.913 µN ; µN
is the nuclear magneton and is roughly 2000 times weaker than the Bohr magneton
making it an excellent probe for magnetic systems as it will not affect the magnetism
in the system.
Neutron scattering takes a very similar form to Thomson scattering, however, as
the nucleus is much smaller than the electron cloud the potential is much smaller
resulting in only a small form factor drop off.
2.6.1 Magnetic Scattering of Neutrons
The information in this section loosely follows Chapter 1 of the book ’Modern Tech-
niques for Characterizing Magnetic Material’ by Igor A. Zaliznyak and Seung-Hun
Lee, available from the BNL website [37].
The interaction potential for magnetic neutron scattering is as follows:
Vmag(r) = −µn.B(r) . (2.46)
4in the figure the scattered polarisation from the sample is pi polarised, however, to the analyser
this is polarised perpendicular to the scattering plane and would be denoted σ.
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Where µn is the neutron magnetic moment and B(r) is the magnetic field inside the
sample and is given as:
B(r) = −µ0µB
2pi
∑
j
{
∇×
[
sj × r + rj|r− rj|3
]
− 1
~
pj × r− rj|r− rj|3
}
. (2.47)
Where the first term is due to the electron spin moment and the second term is due
to its orbital moment. The Fourier transforms of these are as follows:
Vspin(Q) = 2µ0µBµn ·
∑
j
eiQ.rjQ× (sj ×Q) , (2.48)
Vorbit(Q) = µ0µn ·
∑
j
eiQ.rj
2iµB
~|Q| (pj ×Q) . (2.49)
From this we can see that magnetic scattering is only possible if the moment is not
parallel to Q, this is equivalent to:
M(Q) = Q× (FM(Q)×Q), (2.50)
where FM(Q) is the magnetic structure factor.
Chapter 3
Experimental Techniques
3.1 Neutron Spallation
Spallation is a process where nuclei bombarded with particles emit a large number
of subsequent particles. For neutron production1 this is achieved by accelerating
H− ions (one proton two electrons) in a linear accelerator. At the end of this they
are travelling at 37% the speed of light and collide with a thin alumina foil to strip
the electrons before entering a synchrotron. In the synchrotron the now H+ ions
(protons) form into two bunches which are accelerated to 84% of the speed of light.
Once this speed is achieved fast switching magnets strip off the bunches from the
ring and direct them to the target stations where the protons collide with a tungsten
target coated in tantalum where neutrons are produced via spallation [38–40]. A
schematic of this is shown in figure 3.1. The neutrons are then passed through a
moderator to slow them down to different speeds depending on the requirement
for different instruments. The neutrons are produced in a range of energies which
therefore have different velocities and arrive to the sample position at different times.
As the exact time of the spallation is known, the time at which the neutron hits the
detector is directly related to its energy. In this way all the neutrons can be used
effectively for scattering. This is in contrast to a reactor source which is continuous
so the energy of the neutron being detected is unknown. As a result the neutrons
1This details the production of neutrons at ISIS and parameters will vary between different
facilities
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Figure 3.1: Schematic of the ISIS neutron spallation facility from [41].
must be monochromated to a narrow energy range to be useful. Due to this the
useful flux of spallation sources in the latest generation facilities are actually higher
than those at reactor sources.
3.2 Production of X-rays
X-rays are generally considered to be electromagnetic radiation in the rough range
100-200,000 eV, however, the boundaries are arbitrary and there is no real distinction
between x-rays and gamma rays. X-rays are usually produced by either electron
transitions with atoms or by accelerating or decelerating charged particles. The
first dedicated x-ray sources produced x-rays by accelerating electrons into a dense
metal target where characteristic lines are produced by the electronic transitions of
the target element on top of a broad spectrum of x-rays (Brehmstrahlung).
3.2.1 Synchrotron Radiation Sources
Synchrotrons are a type of particle accelerator that use radio frequency klystrons
to maintain the electron energy. This has the side-effect of forming the electrons
into bunches. Synchrotrons consist of straight sections and bending magnets to
form the ring, it is the acceleration in the bending magnets that produces the x-
rays. The first synchrotron sources were developed for particle physics experiments,
and were later adapted and tuned to produce x-rays from the electron acceleration.
The second generation of synchrotrons were purpose built for condensed matter
experiments. The third generation of synchrotron sources involves undulators and
wigglers which are devices that can be inserted in the synchrotron, they have an
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array of permanent magnets aligned in opposite directions to accelerate the electrons
on an oscillatory path with the aim of increasing photon flux. Typically the energy
of the electrons in the ring is around 5 GeV, at this energy using the electron rest
mass as m0 = 9.109× 10−31 gives the relativistic momentum as 2.67× 10−18 and v
as 0.999999995 c.
3.2.2 Insertion Devices
Undulators and wigglers are fundamentally similar, both deflecting the electrons on
a roughly sinusoidal path for an electron travelling along x as, x¨ = eBy
γm0c
and y¨ = 0
and the magnetic field described by:
By = −B0 sin
(
2pix
λu
)
, (3.1)
dBy
dx
=
B0e
γm0c
λu
2pi
cos
(
2pix
λu
)
. (3.2)
Where B0 is the field amplitude, λu is the magnet separation (north pole to north
pole) or ‘wavelength’ of the magnets in the undulator. e and m0 are the electrons
charge and rest mass, c is the speed of light , and γ is the Lorentz factor. K is then
a useful parameter and denotes whether the radiation produced will interfere and
produce high brilliance peaks of constructive interference (K < 1) or the radiation
will be spread over a large angle and the peaks will broaden to form a smooth
continuum (K > 1) with a similar shape to that of bending magnet radiation. This
is due to the coherence length of the x-rays compared to the magnetic field. K is
defined as:
K =
B0e
m0c
λu
2pi
. (3.3)
Figure 3.2 shows some typical spectra from bending magnets, undulators, and
wigglers. Wigglers give a few orders of magnitude increase in brilliance over a
bending magnet typically 2N where N is the number of magnet pairs. Undulators
are able to produce even more flux but require more tuning to achieve the optimum
intensity at a given energy due to the sharp spikes in the spectrum. Where 1st,
3rd, and 5th refer to harmonics which come from interference of the x-rays (odd
harmonics are produced in a forward cone and even harmonics are radiated in lobes
above and below the electron orbit).
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Figure 3.2: The spectral brilliance of the Spring-8 bending magnet, wiggler, and
undulator, from [42].
3.3 X-ray Instrumentation
3.3.1 Diffractometer
A diagram of the geometry of a diffractometer is shown in figure 3.3. The motors
are built such that θ is always in the scattering plane, χ is on top of the θ motion
and is therefore not always in the y, z plane. φ is on top of both θ and χ, as only
two angles are required to describe a sphere, generally one of these motors is fixed,
usually φ. The detector angle 2θ is independent of the other motor movements and
in this picture 2θ does not always equal 2× θ, for this reason θ is sometimes given
the notation ω.
3.3.2 Diamond RASOR-I10
The RASOR (Reflectivity and Advanced Scattering from Ordered Regimes) endsta-
tion is currently situated at the I10:BLADE beamline at the Diamond Light Source
Ltd [43]. RASOR is an in vacuum soft x-ray diffractometer with a limited χ motion
of only ± 4 degrees. The χ, θ, 2θ, and sample motion x, y, and z motors2 are exter-
nal to the vacuum and motion is allowed through differentially pumped seals. The
only in vacuum motors are those on the polarisation analyser stage angles θp, 2θp,
2The x-motion is along the axis of rotation of θ the directions of y and z depend upon the
motor positions, with θ at zero the y-motion is along the beam direction and the z-motion is along
the scattering vector.
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Figure 3.3: Simplified image of a diffractometer showing the sample motions θ, χ,
and φ as well as the detector angle 2θ.
η and the polarisation analyser crystal translations py and pz as well as the slits. A
schematic of the diffractometer is shown in figure 3.4. Due to the high absorption
of soft x-rays experiments are carried out in a vacuum with a windowless set up
between the sample and the synchrotron. The BLADE beamline consists of grazing
incident mirrors and gratings for beam focussing and monochromation. Arbitrary
polarisation control is given by manipulating the gap and phase of the four rows of
magnets in the APPLE II undulators. Incident beam intensity is monitored from
the drain current from the final mirror before the scattering chamber. Post scatter
polarisation analysis is given by multilayer crystals. Sample cooling is provided by
a liquid helium flow cryostat which can achieve a base temperature of 12 K, an op-
tional φ motion is available from an adapted mount with an attocube piezo-motor,
this limits the base temperature to roughly 100 K.
3.3.3 Diamond I06
The I06:Nanoscale beam-line at the Diamond Light Source Ltd. is a soft x-ray beam-
line with a high field magnet for XMCD measurements. The magnet is composed
of liquid helium-cooled superconducting coils and is capable of producing a field of
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Figure 3.4: Schematic of the RASOR diffractometer [44]. With sample translations
denoted sx, sy, sz. Sample rotations denoted chi and th. Diffractometer transla-
tions; difx and dify, diffractometer rotations; alpha, beta, and gamma. Detector
angle tth, up and down stream detector slits denoted dsd and dsu. Polarisation
analyser translations pz and py. Polarisation analyser angles eta and thp and finally
polarisation analyser detector angle ttp.
up to 6 tesla in an arbitrary direction. Sample cooling is via liquid helium pumped
from the outer helium jacket, used to cool the magnet, into a pot close to the sample
there is a variable needle valve between the pot and the sample which gives control
over the cooling power. This gives good temperature stability at base temperature,
however, higher temperatures can only be achieved for a short period of time. Above
a certain threshold small amounts of liquid helium can be continuously pumped and
the evaporated cold gas is used to cool the sample. This method is effective above
roughly 60 K. X-ray absorption measurements are available by fluorescence yield
from a detector mounted at 90◦ to the sample position or total electron yield mea-
surements which are taken via the sample rod which is insulated from the rest of
the machine. The incident intensity is measured via the drain current from a gold
grid just before the sample chamber. Due to the high absorption of soft x-rays the
whole experiment is carried out in a vacuum with a windowless set up between the
sample and the synchrotron. The samples are mounted on a copper mount which is
transferred to the chamber via a load-lock. Further information about the beamline
can be found in reference [45]
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3.3.4 ISIS Wish
Wish is a long-wavelength neutron diffractometer with a d-spacing range from 0.7-
17 A˚ [46]. It uses pixellated 3He detectors covering scattering angles from 10 to
170◦ in the plane and ±12.8 degrees out of the plane. A solid methane moderator
is used to thermalise the neutrons produced from the spallation source. It has the
option of a high field magnet which can produce fields up to 13.5 T. A lower field
7 T magnet is also available which has less aluminium supports so offers more flux.
As the source is polychromatic there is a choice of where to observe your reflections
offered by a theta rotation of the sample mount. The highest resolution is offered
at high scattering angles which require longer wavelength neutrons where there is
more separation in the time of flight. Consideration must be given to the neutron
flux as there is less intensity in the long wavelength tail to the neutron spectrum
For powder collection the data is usually split up into five different detector banks
which are at 27, 58, 90, 121, and 153◦.
3.4 X-ray Magnetic Circular Dichroism
Circular dichroism is the differential absorption of right and left circularly polarised
light. It is an effect utilised in many areas of physics from studying chiral molecules
and the secondary structure of proteins [47] (their formation into α helices and β
sheets) to the electronic structure of transition metals via d− d excitations [48]. X-
ray magnetic circular dichroism (XMCD) is specifically the differential absorption of
a magnetic system around an x-ray absorption edge. XMCD is a bulk spectroscopic
technique for studying magnetic systems and is most prevalent in investigating fer-
romagnetic materials, which can be magnetised by an external magnetic field. The
advantage over more conventional bulk magnetic measurements is the element se-
lectivity offered by x-rays as well as the sensitivity to the ratio of spin and orbital
magnetic moments3.
3Interestingly circular dichroism comes from a coupling of electric and magnetic dipole transi-
tions, where x-ray magnetic circular dichroism come purely from electric dipole transitions.
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3.4.1 Dipole Selection Rules
To understand the principles behind XMCD it is important to first understand the
rules governing the involved electronic transitions. The selection rules for dipole
allowed transitions can be derived from within the electric dipole approximation
from the total decay rate formula and the expansion of the spherical harmonics with
a Clebsch-Gordan series, this gives allowed changes in the quantum numbers of:
∆` = ±1 , (3.4)
∆m = 0,±1 , (3.5)
∆s = 0 . (3.6)
Where the ∆m = 0,±1 correspond to linear and circularly polarised light respec-
tively. The most important of these being that ∆s = 0, the spin of the excited
electron cannot flip.
3.4.2 Principals
X-ray absorption in transition metal systems can provide a multitude of information
about the outer shell d-electrons. Due to the dipole selection rule we promote an
electron from one of the 2p, j = 1/2 or j = 3/2 states, up to the outermost partially
filled d-shell. These are known as the LII and LIII edges respectively, the LI edge
is the electric dipole forbidden transition from the 2s sub-shell (and is around 20
times weaker).
If such a transition is excited by right or left circularly polarised photons they
transfer their angular momentum ±~ to the electron. As ∆s = 0 (from section 3.4.1)
one can only transfer the photon angular momentum to the orbital part, this is the
basis for the orbital sum rule. If the core state is spin-orbit split, it is no longer pure
spin state, the angular momentum of the photon is coupled to the electron spin and
preferential excitation occurs when the photon and electron spins are parallel. For
right (left) circularly polarised x-rays, preferential excitement of more spin-up (spin-
down) (62.5%) than spin-down (spin-up) (37.5%) electrons occurs at the LIII edge.
At the LII edge the moments are antiparallel so right (left) circularly polarised x-
rays preferentially excite more spin-down (spin-up) (75%) than spin-up (spin-down)
(25%) electrons. It is this spin polarisation of the different L-edges that gives the
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sensitivity necessary for determination of the spin moment with the spin sum rules.
As such, a strong spin-orbit splitting is required to fully separate the LII and LIII
edges.
An XMCD signal arises if there is an unequal occupancy of spin-up and spin-
down states in the level being excited to. As circular right and circular left po-
larisations preferentially excite electrons of opposite spins the absorption will be
proportional to the number of empty states of that spin direction. This will only
give an XMCD signal if the sample has a magnetisation along the beam direction.
There is an informative symmetry-based argument behind XMCD (from [49])
from which we can see why we must only be sensitive to magnetic moments along
the beam direction. The electromagnetic force is invariant under reversal of parity,
this implies that any measurement must also be invariant under parity transforma-
tions. So if we reflect our experiment in a mirror plane the same result would be
expected. In figure 3.5 we can see that a moment pointing along the beam prop-
agation direction with right circularly polarised light is indistinguishable from the
reflected case with left circularly polarised light and a moment pointing opposite
to the beam propagation4. This is distinct from the case where the magnetisation
points towards the beam for right circularly polarised light, this shows that a differ-
ential absorption is possible but of course does not prove its existence. The second
example shows that there is no difference between right and left circularly polarised
light for a moment pointing perpendicular to the propagation direction as the sam-
ple is invariant under the mirror transform, in this case as a current loop reflected
in this plane still rotates in the same direction.
3.4.3 XMCD Sum Rules
The sum-rules for XMCD are a direct result of the properties already discussed in
this section and allow for quantitive magnetic moment magnitudes for both spin
and orbital magnetic moments to be determined. The original work by Thole et al.
[50] determined the orbital sum rule for determining the orbital magnetic moment.
4This is equivalent to both switching the direction of the magnetic field and the incident polar-
isation which in the absence of any hysteresis would give the same result.
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Figure 3.5: (top) Right circularly polarised light and spins described by current
loops along and perpendicular to the beam direction. (bottom) Reflection of the
top of the diagram in a mirror plane. The right circularly polarised light switches
polarisation as does the direction of the moment along the beam direction but the
moment out of the plane remains unchanged.
Further work by Carra et al. [51] utilised the spin-orbit splitting of the L-edges to
extract the spin moment. The sum rules then are:
〈Lz〉 = 2
∫
A+BdE∫
CdE
, (3.7)
〈Sz〉 = 3
∫
A− 2BdE
2
∫
CdE
. (3.8)
Where A and B are the difference spectra (between circular right and circular
left) at the LIII and LII absorption edges respectively, C is the average of the two
polarisations normalised by the number of holes.
3.4.4 The Multiplet Structure of Absorption Edges
The structure of the absorption edges is complex and is dependent upon a number of
factors. Mainly the spin and orbital parameters and spin-orbit coupling. These can
give many peaks in an absorption spectra with different dependences to the XMCD.
Contributing factors to the lineshape are the number of holes, the spin magnetic
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Figure 3.6: Relative contributions to the Fe 2p XMCD spectrum from the different
ground state moments for Fe metal. The top spectrum is the sum of the different
contributions, in order number of holes, spin-orbit coupling, orbital moment, spin
moment and dipole contribution. From reference [52].
moment, the orbital magnetic moment, spin-orbit coupling, a magnetic dipole term,
and a magnetic quadrupole term. All of these terms give different contributions
to the absorption and to the XMCD. An example of the different contributions for
the iron 2p edge is shown in figure 3.6 reproduced from the chapter Hitchhiker’s
Guide to Multiplet Calculations from the book, Magnetism: a Synchrotron Radi-
ation Approach [52]. It can be seen that contributions from the number of holes
and spin-orbit coupling can produce an asymmetry in the signal with a negative
dichroism at higher energies. The quadrupolar term does not contribute in cubic
systems and so does not contribute to the spectrum in figure 3.6. This gives some
visual explanation for the sum rules.
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3.5 Full Polarisation Analysis
Full polarisation analysis is a technique which can be used to determine the magnetic
structure of a system by determining the outgoing polarisation for a number of
different incoming polarisations.
The incident x-rays are linearly polarised by the insertion device and the polar-
isation is varied. In the case of soft x-rays this is achieved by altering the magnet
geometry of the permanent magnets of the undulator or with hard x-rays by em-
ploying diamond phase plates.
The determination of the scattered polarisation is harder than with optical light.
The polarisation is determined by the use of Brewster’s angle, where only light
polarised perpendicular to the scattering plane can be Thomson scattered through
an angle of 90◦ and the intensity of scattered light with polarisation in the scattering
plane drops to zero. For hard x-rays high quality single crystals are used with strong
Bragg reflections where the d-spacing is matched to give scattering at the correct
angle for a given energy. However, different crystals must be selected depending
upon the energy range being used and an exact match with scattering at 90◦ is
rarely available. For soft x-rays the wavelengths are longer and high quality single
crystals with the correct d -spacing do not exist. As a solution metal multilayers are
used where the thickness of the different layers gives a superlattice Bragg peak at
the required angle.
Full details of the experimental procedure will be covered in Chapter 4 Full
Polarisation Analysis Metrology.
3.6 Data Analysis
The data contained in this thesis was analysed almost exclusively using Python 2.7.
Data was extracted from files and peak shapes were fitted with PySpec. PySpec
uses the mpfit least squares fitting package. More complex fitting was done outside
of PySpec but using the same least squares mpfit package. Graphs were produced
using the matplotlib package.
Fitting of neutron data was undertaken using the FullProf suite which uses Ri-
etveld refinement for fitting powder patterns [53].

Part II
Magnetic Structure Determination
in Single Crystals Using Polarised
X-rays
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Chapter 4
Full Polarisation Analysis
Metrology
In this chapter the metrology (theoretical and practical aspects) of full polarisation
analysis will be detailed, starting with the theoretical framework behind the mea-
surement and detailing the experimental set up. We then investigate some possible
improvements to the practical aspects of the measurement in terms of measurement
efficiency and data quality.
4.1 Introduction
Full polarisation analysis is a technique for determining the magnetic moment di-
rections in ordered magnetic systems. This is achieved by measuring the scattered
polarisation from a magnetic Bragg reflection for a number of different incident
polarisations and reverse engineering the magnetic scattering matrix for the sam-
ple which contains detailed information about the magnetic ordering of the system,
which in the case of resonant scattering is also element specific.
The usual method for taking a full polarisation analysis is slow, with a large
proportion of the measurement time consisting of motor movements, and only a
small proportion of the time taken up by detector counting.
In Chapter 6 New Magnetic Ground State in the Multiferroic Skyrmion System
Cu2OSeO3 we investigate a skyrmion phase which only exists over a small range
in temperature and field, as such it was important to improve the speed of full
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polarisation analysis measurements to ensure we remained in the correct region of the
phase diagram. These reflections were also very weak and an increased measurement
efficiency would allow for a larger count time and better signal-to-noise ratios1.
One of the advantages of full polarisation analysis compared to azimuthal scans
is that the sample does not need to be moved throughout the data collection process.
In an azimuthal scan the crystal is rotated around the scattering vector and then
the intensity of the peak must be re-optimised. This is potentially problematic
as the beam position on the sample could move. There will be differing sample
absorption effects associated with this and if the sample is of a similar size to the
beam, not all of the intensity from the main beam could be incident upon the
sample. Unlike in full polarisation analysis it is the intensity of the scattered beam
which is important so these differences could affect the results. The incident beam
could also move between magnetic or crystallographic domains giving a different
azimuthal dependence. Further, azimuthal dependences are not as complete, often
only measuring two of the scattering channels σ → σ′ and σ → pi′. It is also not
sensitive to variations in the moment along the scattering vector. As the sample
does not have to be optimised at each position it might then be imagined that a full
polarisation analysis measurement could be much faster as the sample does not need
to be moved and realigned throughout the process, however, the measurement of the
outgoing polarisation is slow. On the I10 beamline at Diamond the motor movements
for a full polarisation analysis take a minimum of around 6 hours (dependent upon
the exact scan ranges chosen) compared to around 2 hours of counting time.
Full polarisation analysis is not exclusive to magnetic scattering or the x-ray
regime and similar techniques are also used in countless other optical experiments.
4.2 The Polarisation Dependence of Scattering
This section largely follows the review paper by Detlefs et al. (2012) on x-ray
polarisation analysis [54] and that of Hill and McMorrow X-ray Resonant Exchange
1It is important to check the polarisation of the incident beam, which would normally take a
similar amount of time to measurements of the scattering from the sample, so even if other methods
are only suitable for strong reflections a significant time saving can still be achieved.
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Scattering: Polarization Dependence and Correlation Functions (1996) [55].
4.2.1 Scattering Matrix Formalism
We now extend the formalism for the polarisation dependence described briefly in
Section 2.5 Polarisation Dependence and describe the scattering in terms of a (2 ×
2) scattering matrix, which can be used in a similar way to a ray transfer matrix but
for propagating polarised light through an optical system. We construct a scattering
matrix with the elements of polarisation as follows: σ → σ′ pi → σ′
σ → pi′ pi → pi′
 . (4.1)
Referring back to the first term in the resonant scattering amplitude equation 2.39
of εˆ′.εˆ we obtain the scattering matrix:
εˆ′.εˆ =
 1 0
0 cos 2θ
 . (4.2)
For the second term in equation 2.39 of (εˆ′ × εˆ).zˆ we obtain:
(εˆ′ × εˆ).zˆ =
 0 z1 cos θ + z3 sin θ
−z1 cos θ + z3 sin θ −z2 sin 2θ
 . (4.3)
To determine a full scattering matrix for a system the structure factor must be taken
into account with all the resonant atoms involved, such that:
M =
∑
n
eiq.rn
 0 z1 cos θ + z3 sin θ
−z1 cos θ + z3 sin θ −z2 sin 2θ
 . (4.4)
Where zˆ now has a dependence on the atom position in the unit cell and has a
periodicity of τ . For an antiferromagnetic system, zn will take the form cos τ.rn,
we can write this in term of exponentials as 1
2
(eiτ .r + e−iτ .r) inputting this into the
sum, and extracting the polarisation dependent terms, as they are independent of
r, we get:
M = εˆ′ × εˆ
inf∑
n=0
eiq.rn
(
1
2
eiτ .rn +
1
2
e−iτ .rn
)
. (4.5)
This then simplifies to:
M = εˆ′ × εˆ
inf∑
n=0
1
2
ei(q±τ ).rn . (4.6)
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Figure 4.1: Representation of the polarisation ellipse and how the parameters ψ and
χ relate to polarisation.
Where we can now see we get peaks at ±τ . More complex magnetic structures
for example a magnetic helix which can be described by zn = (cos τ.rn, sin τ.rn, 0)
would be dealt with in exactly the same way but would be described as:
zn =
1
2
(eiτ.rn + e−iτ.r, eiτ.rneipi/2 + e−iτ.rne−ipi/2, 0) . (4.7)
Equivalently this can be written as:
zn =
1
2
eiτ.rn(1, i, 0) +
1
2
e−iτ.rn(1,−i, 0) . (4.8)
Where now these vectors are independent of n and can be removed from the structure
factor and input into the (εˆ′ × εˆ).zˆ matrix.
4.2.2 Application of the Scattering Matrix
To determine how the scattering matrix transforms a ray of polarised light we must
also describe the light in terms of a (2 × 2) matrix. This is done in terms of Poincare´-
Stokes parameters, which are defined by the polarisation ellipse, which can be seen
in figure 4.1. The Poincare´-Stokes parameters are
√
P 21 + P
2
2 + P
2
3 = 1 and are
described as:
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P1 = cos 2ψ cos 2χ , (4.9)
P2 = sin 2ψ cos 2χ , (4.10)
P3 = sin 2χ . (4.11)
The matrix describing the light is then constructed using:
ρ =
I
2
(1 + σ.P ) . (4.12)
Where here σ are the Pauli spin matrices. This gives the matrix:
rho
 1 + P1 P2 − iP3
P2 + iP3 1− P1
 . (4.13)
Which is then transformed by the scattering matrix (M) as:
ρ′ = M.ρ.M† . (4.14)
Where M† is the conjugate transpose of M. For a number of optical elements in
sequence the scattered matrix becomes:
ρ′ = M2.M1.ρ.M
†
1.M
†
2 . (4.15)
For the case where there are different magnetic domains in a sample, or there is
some contamination of the signal, the matrices describing the scattered beam are
just summed as:
ρ′ =
∑
n
pnρ
′
n . (4.16)
Where pn are the probabilities of scattering from different domains. The new
Poincare´-Stokes parameters are then extracted using the following equations:
I = tr(ρ) , (4.17)
Pi =
1
I
tr(σi.ρ), i = 1, 2, 3 . (4.18)
By measuring the outgoing polarisation for a number of different incoming po-
larisations the scattering matrix and thus information about the magnetic structure
of the system can be determined [56–60].
.
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Examples of Full Polarisation Analysis
Here simulations for different full polarisation analysis measurements for different
constructs of scattering matrices will be presented. As noted previously for charge
scattering the scattering matrix takes the form:
M =
 1 0
0 cos 2θ
 . (4.19)
This matrix will not transform the incoming polarisation, and the outgoing polar-
isation will therefore be the same (independent of θ), only the intensity will vary.
The resulting polarisation dependence in terms of the Poincare´-Stokes parameters is
shown in figure 4.2a. For a magnetic sample the possible polarisation dependences
are more complex due to the scattering matrix:
M =
 0 z1 cos θ + z3 sin θ
−z1 cos θ + z3 sin θ −z2 sin 2θ
 . (4.20)
A moment residing purely along U3 will have a scattering matrix of the form:
M =
 0 1
1 0
 . (4.21)
This has the effect of rotating the incident polarisation by 90 degrees, the cor-
responding polarisation dependence is shown in figure 4.2b. This can be seen to
invert the P1 dependence. For a moment that resides entirely in the U1 direction,
the scattering matrix takes the form:
M =
 0 1
−1 0
 . (4.22)
The corresponding polarisation dependence is shown in figure 4.2c. Now the P2
dependence has flipped in sign, which corresponds to the outgoing polarisation ro-
tating in the opposite sense to the previous case. More complicated polarisation
dependences are possible, for example, a moment residing in the U2, U3 plane with
a scattering matrix similar to:
M =
 0 1
−1 1
 . (4.23)
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Figure 4.2: (a) Polarisation dependence for charge type scattering. (b-e) Various po-
larisation dependences of different magnetic scattering matrices. Scattering matrices
(a) M = ( 1 00 1 ), (b) M = (
0 1
1 0 ), (c) M = (
0 1−1 0 ), (d) M = ( 0 11 1 ), (e)
(
0 1+i
1−i 0
)
.
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This will produce the polarisation dependence shown in figure 4.2d. If there is an
imaginary component to the matrix this results in a P3 component and a deviation
from linear light and
√
P 21 + P
2
2 = 1. This is possible if the moment is more complex
with a phase difference (which will result in a non-collinear structure) between the
components, for example:
M =
 0 1 + i
1− i 0
 . (4.24)
This will produce the polarisation dependence shown in figure 4.2e.
4.3 Current Method of Full Polarisation Analysis
The experimental setup for a polarisation analyser (PA) is shown in figure 4.3. The
polarisation as described by the Poincare´-Stokes parameters is determined by finding
the intensity at different η rotations. The intensity of the light scattered from the
polarisation analyser crystal then takes the form of a sinusoid with η, and can be
fitted with the formula:
I(η) =
Imax
2
(1 + P1 cos η + P2 sin η) . (4.25)
As generally the centre of rotation of the polarisation analyser stage is not perfect
this cannot be done by rotating η2. To account for this the θp angle must be scanned
to determine I(η) at successive η angles3. The integrated intensity (taken as the
area of a lineshape fitted to the peak) of these θp scans is then plotted against η and
used for determining P1 and P2. An example of this is shown in the left hand side
of figure 4.4 and shows how the η dependence changes with incident angle on the
right.
It should be noted that P3 (the degree of circular polarisation) is not in the fitted
equation and cannot be directly determined. Using the relation P 21 + P
2
2 + P
2
3 = 1
2The centre of rotation of the polarisation stage is potentially problematic because it moves with
the two-theta arm, and also the scattered beam moves depending upon the crystal, so ensuring
that the scattered beam coincides with the centre of rotation of the polarisation analyser crystal
is non-trivial and will be discussed later in Appendix C.
3To collect enough data points for a good fit scans are typically taken at ten η angles (every 20
degrees)
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Figure 4.3: Setup of a polarisation analyser crystal on the two theta arm. In the
setup shown a maximum in intensity will be observed at the detector. If η is ro-
tated by 90◦ a minimum in intensity will be observed. In this figure the scattered
polarisation is pi′ and the current eta angle is -90◦.
which for linearly polarised light reduces to P 21 + P
2
2 = 1, the degree of linear
polarisation can be determined. It does not however, mean that the remainder
is circularly polarised as the scattered beam could become slightly unpolarised.
To determine the nature of the density matrix the scattered polarisation must be
determined for a number of incident polarisation (ψ) angles (a good point density
for this is ten degree increments).
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Figure 4.4: (left) Successive θp scans at different η angles showing the change in
intensity for pi′ scattered polarisation as the component of the polarisation in the
scattering plane changes with the η angle. (right) An example of how the integrated
intensity of the θp scans can vary with η for different incident light polarisation
angles ψ. These lines can be fitted to determine the P1 and P2 parameters.
4.4 Improvements to Full Polarisation Analysis
4.4.1 Constant Velocity Scans
The first and possibly most obvious improvement to the methodology is to employ
constant velocity (cv) or, fly-scans, on the θp scan as the exact θp position does
not need to be accurately known and only the integrated intensity in this scan is
required. A cv scan moves a motor across the scan range at a constant velocity
instead of accelerating the motor and decelerating to a stop at each point in the
scan before acquiring the detector count. In the cv scan the detector is constantly
counting and integrates the counts over a certain motor distance, or time, to build
up the scan. Cv scans are likely to decrease the time taken for the measurement of
intense peaks much more than for weak peaks as the amount of detector dead time
for a scan with a long counting time is proportionally less significant.
4.4.2 Incident Polarisation Scans
As the θp scan only needs to be taken due to the alignment of the PA stage there
is the possibility that a single θp scan could be performed followed by a scan of
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the incident light angle on and off the peak in θp so that the background can be
subtracted. The advantage of this is that it negates the need to scan θp at each
η for each polarisation, effectively reducing the number of data points which need
to be collected by a factor of twenty (it would be a factor of forty but ψ scans
need to be taken on and off the peak in θp for effective background subtraction).
The effectiveness of this is partially dependent upon the relative speeds of the η
and incident polarisation (ψ) angles as it requires a large number of ψ motions but
relatively few η motions4. The data must then be reformatted to be in terms of
scans in η instead of scans in ψ before the polarisation can be determined. If only a
partial full polarisation analysis is measured how does the information compare to
the previous method? As information is obtained about all the incident polarisations
in each scan, a complete full polarisation analysis could be plotted after each scan,
further scans simply reduce the error bars on that measurement.
4.5 Results and Discussion
All measurements were taken on the RASOR endstation of the I10 beamline at
Diamond Light Source Ltd.
4.5.1 Constant Velocity Scans
Comparison of Step and Cv Scans
The cv scans were observed to replicate comparable step scans reasonably well,
however, for very fast scans a portion of the beginning of the scan was often missing
and a highly distorted scan shape was seen, an example is shown in the top panel
of figure 4.5. The difference in the step and cv scan is shown in the bottom panel of
figure 4.5, with details of the peak shapes in table 4.1. The step and cv scans look
similar other than a shift in the centre positions, however, upon fitting both peaks
a significant difference is the areas is observed. As it is only the relative changes
4As the peak in θp is likely to move even with a well aligned analyser to automate the full
polarisation analysis θp scans would need to be performed at each η to determine the positions
for the ψ scans prior to the measurement. This could be completed before the data collection and
programmed into the macro as these values will not change when set up on a reflection.
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Figure 4.5: (top) Fast cv scan with a very distorted peak shape and missing points
at the start of the scan. (bottom) Comparison of step scan and cv scans.
Type cv scan step scan
Centre 44.95 44.98
Width 0.145 0.134
Area 185.1 168.6
Time 49 75
Table 4.1: Comparison of parameters for a Lorentzian fit to the data for cv and step
scans shown in figure 4.5
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Figure 4.6: (top) Consecutive step scans with identical scan parameters of 0.05
degree step size and 1 second per point count time. (bottom) Comparison of various
cv scans with different scan parameters.
between scans that is important for a full polarisation analysis, as long as the peak
shape is consistent in successive scans, this change in area is irrelevant. A number of
different cv scans are shown in the bottom panel of figure 4.6 compared to a number
of identical step scans in the top panel. Only small differences are observed between
successive step scans, with a slight variation in the cv scans, however, identical scans
were found to be reproducible. The data was fitted with a Lorentzian lineshape, the
results of which are shown in table 4.2. While there is more variation in the cv scan
areas, the variation in the bottom three scans from the table should be compared
to the three step scans. The cv scans appear to have less variation, however,
these have more data points which could be a contributing factor and more data
would be required for a precise analysis. It is clear that the cv scans show no more
variability than the step scans, and have a significantly reduced scan time. The
reduction in scan time from 75 to 49 seconds represents a significant saving over a
full polarisation analysis which contains 180 scans, so an expected total saving of
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Type step count time scan time (s) area
step scan 1 0.05 1 75 0.2163
step scan 2 0.05 1 75 0.2217
step scan 3 0.05 1 75 0.2152
cv scan 1 0.05 1 49 0.2279
cv scan 2 0.05 0.2 16 0.2149
cv scan 3 0.01 0.2 47 0.2129
cv scan 4 0.01 0.2 48 0.2147
cv scan 5 0.02 0.2 28 0.2156
Table 4.2: Scans are all over the range of θp from 44 to 46 degrees. All these
scans finish at 46 degrees so included in this scan time is a roughly 2 second motor
movement time to get to the starting position.
around 80 minutes. Due to the nature of a cv scan much more information is gained
from a scan with a high point density, and even with a poor signal-to-noise ratio
there would be a large number of data points to average over, and a good fit can still
be produced. Furthermore this is with a 0.05 step size and 1 second counting time
which can be reduced when checking the polarisation dependence of Bragg peaks or
the main beam.
There is still a reasonable amount of detector dead time due to the η motion
which cannot be avoided with this data collection method but may be addressed in
the incident polarisation scans.
Comparison of Cv- and Step-Scan Full Polarisation Analysis
Unfortunately we do not have a direct comparison in terms of data quality between
a step scan full polarisation analysis and a cv scan full polarisation analysis. This
however, should not be a problem as the counting statistics should be the same and
should therefore produce the same data quality and only the time of the scans need
be compared. The optimum scan conditions for the main beam were found to be a
0.04 degree step size and 0.5 second count time, as the analyser was well aligned and
only a 1 degree scan range was needed of θp and thus the scan time was reduced to
20 seconds. This reduced the overall full polarisation analysis time from 8 to only 4
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hours.
Problems were encountered with the cv scans, however, as the scans were much
quicker and the η motor became hot. As detailed in the x-ray instrumentation
section the polarisation analyser motors are in-vacuum on RASOR and they are
only passively cooled via radiation. The reduced time between successive η motions
resulted in a large temperature increase. One solution for this is to increase the
point density of the η angles which will result in a better fit to the data and result
in shorter η motions. This will increase the count time again but provide higher
quality data still with an increase in the measurement efficiency.
4.5.2 Incident Polarisation Scans
There is much less fitting of data involved in this method and there is potentially
therefore fewer errors. The set up time for this method involves checking the θp
positions at each η adding an additional hour to the set up process. The effectiveness
of this scan depends upon the speed of the undulator motion and how it is set up
to deal with polarisation (ψ) scans. As this method does not resemble the previous
collection methods used there is no directly comparable scans that can be taken and
a comparison of the final full polarisation analysis measurements must be made.
Comparison to Cv-Scan Full Polarisation Analysis
The ψ scans were much quicker than the cv scans and so were taken on the same
reflections therefore allowing for a direct comparison between dataset quality. Some
of the data points in the cv full polarisation analysis were found to be anomalous
and this coincided with the region of the full polarisation analysis where the peak
intensity was lowest. Analysis showed that this was due to the width of the θp scan
changing. The effect of this can be reduced by taking the peak of the Lorentzian
fit instead of the area. The top panels in figure 4.7 show θp scans from the high
intensity region on the left with data from the low intensity region on the right. The
resulting η scans are shown in the bottom panels with a comparison between results
fitted with the Lorentzian peak height and peak area. The anomalous data point in
the dataset fitted with the peak area results in a large variation in the possible fits
and a much larger error in the resulting full polarisation analysis when compared to
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the peak height.
Full polarisation analysis measurements comparing cv scans and ψ scans are
shown in figure 4.8, with fits to peak area in the top panel, peak height in the middle
panel, and ψ scans shown in the bottom panel. The data has noticeably larger error
bars for the data taken with peak area as expected due to the anomalous data point.
The top two data sets taken with cv scans do not look very smooth and the curve
appears to be flattened in the region around 100-140 degrees. This is compared to
the smoothly varying curve in the bottom panel for the ψ scans. A more informative
comparison between the datasets can be obtained by fitting an arbitrary scattering
matrix. This allows us to check if the collected data is possible as a polarisation
dependence, under the assumption that only one scattering processes is involved.
The result of this is shown in figure 4.9. Here it can be seen that the flattening at
the top of the cv-scan datasets is unphysical. The ψ scan shows some very good
results with a model fitting near-perfectly to the data.
A full polarisation analysis using the ψ scan method is much quicker and therefore
allowed for an increased count time from 1 to 2 seconds per data point. Even with
this increase the total measurement time was around 1 hour, which including the
set up time still ensured that the measurement time was reduced by 75%.
Further improvements may be possible by utilising area detectors. In a paper
by Sulyanov et al. (2014) [61] the polarisation of the incident beam was measured
by the intensity variation in the Airy pattern from the diffraction from a number of
sub millimetre thickness glass plates. This allowed the polarisation to be determined
from a single collection of the area detector. A full polarisation analysis measurement
could then be taken with no movement of the detector or sample, potentially allowing
for even more time efficiency savings as only a single data point collection would be
required to determine the polarisation and not multiple collections in a scan. The
paper claims an accuracy of around 1%. Relatively high energy x-rays were used in
this study of 12.6 keV. No lower limit on the beam intensity is given in this case but
polarisation analysis of soft x-rays does require analyser crystals of a reflectivity of
only few percent and this therefore may be a viable method even for soft x-rays.
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Figure 4.7: (top) cv scans with different η-angles in 10 degree steps from -100 to 80◦.
The left and right panels show curves for different incident polarisations. The right
hand side has a lower scattered beam intensity, peaks with anomalous widths can
be observed in this data and are noted by arrows. (bottom) η scans derived from
integrating fitted peak shapes of the top graphs. The left and right panels show
curves for different incident polarisations. The right hand side has a lower scattered
beam intensity, points derived from peaks with anomalous widths can be observed
in this data and are noted by arrows. The anomalies can be reduced by taking the
fitted peak height instead of area.
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Figure 4.8: (top) Full polarisation analysis taken with cv scans and the θp peaks
fitted to the peak area. (middle) Full polarisation analysis taken with cv scans and
the θp peaks fitted to the peak height. (bottom) Full polarisation analysis taken
with ψ scans.
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Figure 4.9: (top) Full polarisation analysis taken with cv scans and the θp peaks
fitted to the peak area. (middle) Full polarisation analysis taken with cv scans
and the θp peaks fitted to the peak height. (bottom) Full polarisation analysis
taken with ψ scans. Solid lines represent a fit with a scattering matrix containing
arbitrary elements.
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4.6 Conclusions
These results are solely from the I10 beamline and although the time savings are
significant may not be directly reproduced with different beamline setups. The
financial cost of synchrotron experiments means that any time saving could have a
significant impact on the field. Especially with the fierce competition at synchrotrons
from protein crystallography beamlines which have a high publication rate. This
improvement will allow data on much weaker peaks to be collected as longer count
times can be used which could be applied to measuring weak non-resonant scattering.
It will also allow full polarisation analysis measurements to be collected on multiple
stronger peaks to give a more robust picture of the nature of magnetic systems.
The ψ scans were found to be a highly effective method of taking a full polarisa-
tion analysis measurement, producing extremely high quality data in one quarter of
the time of the previous method. Cv scans although introducing a significant time
saving were unable to produce the same data quality observed in the ψ scans.
Further Work
Further improvements may be possible by utilising area detectors. In a paper by
Sulyanov et al. (2014) [61] the polarisation of the incident beam was measured by
the intensity variation in the Airy pattern from the diffraction from a number of sub
millimetre thickness glass plates. This allowed the polarisation to be determined
from a single collection of the area detector. The polarisation could then be fully
determined by one collection of the area detector potentially allowing for even more
time efficiency savings as scans would no longer need to be repeated at different eta
angles.
Chapter 5
Spin Canting in the Ground State
of CeRu2Al10
The work in this chapter has been submitted for publication in The Journal of the
Physical Society of Japan.
In this chapter the novel magnetic phase of the heavy fermion Kondo semiconducting
compounds CeM2Al10 (M =Os, Ru) are investigated. The compounds CeM2Al10
(M = Os, Ru) display unusually high transition temperatures [62] to an antiferro-
magnetically ordered state where the moments point away from the magnetic easy
axis as determined from measurements of the susceptibility in the paramagnetic
state [63–69]. The direction of the ordered moment is also highly unstable to doping
with small amounts of doping causing a rotation of the moment direction [70–78].
We use full polarisation analysis of the resonantly enhanced (0, 1, 0) reflection at the
cerium M -edges to investigate the magnetic ground state for any peculiarities which
might help us understand the unusual properties of this system.
5.1 Introduction
The lanthanide series is a fertile hunting ground for uncovering new and interesting
physical properties due to the juxtaposition of the f -electrons being simultaneously
highly localised and close to the Fermi level. It is this property that permits the
unusual coexistence of magnetism and superconductivity [79]. As a result of the
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high localisation of the f -orbitals, the f -electrons are not utilised in bonding and can
lead to many unpaired electrons, resulting in strong rare-earth permanent magnets1.
In these systems long-range effects occur via coupling between the highly localised
atomic f -orbitals and the crystallographic conduction electrons contained within the
band structure. It is this coupling that alters the density of states at the Fermi level,
causing the extremely large conduction band effective masses (exceeding 100 me),
from which the term heavy fermion derives2 (first observed in CeAl3 by Anderes,
Graebner, and Ott [80]).
5.1.1 The Kondo Effect
In metals the electrical resistivity can be thought of as being directly proportional to
the scattering rate of electrons from the lattice of positively-charged nuclei. As the
temperature decreases the thermal motion of the nuclei reduces, and the scattering
rate and hence the resistivity are expected to reduce. A number of metallic systems
were found to deviate from this picture displaying a minimum in resistivity upon
reducing temperature, and then an increasing resistance as temperature is further
reduced. It was not until the early 1960s that this extra scattering was linked to
localised magnetic moments and in 1964 Jun Kondo showed the detailed origin of
the scattering process [81].
Kondo scattering is a third order spin dependent electron scattering from mag-
netic impurities. An incident spin-up electron ↑ is scattered from a spin-down mag-
netic impurity ↓ which flips the spin of the impurity into an intermediate spin˙up
state ↑ before a further scattering process which restores the state of the impu-
rity leaving the electron with in a spin-down state ↓. This process is temperature
dependent and has the form:
R(T ) = R02Jρ log
(∣∣∣∣ kBTD − F
∣∣∣∣) . (5.1)
Where R0 is the temperature independent resistivity, F is the Fermi energy, ρ is
the density of states, and D is the energy of the highest state the electron can be
1The rare earth elements are composed of the lanthanide series as well as the chemically similar
elements scandium and yttrium.
2First coined in the paper by Steglich [79].
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scattered into. This dominates at low temperatures when the exchange coupling
J < 0 which corresponds to antiferromagnetic coupling between the conduction and
f -electrons.
The Kondo effect is an explicit effect for localised non-interacting magnetic im-
purities and as such should not strictly be considered for systems which display the
RKKY interaction. However, Doniach noted the similarities between the two and
established the so called Doniach phase diagram [82] for the interplay between the
two interactions which has been studied in a number of systems [83–86].
5.1.2 CeM2Al10 (M = Fe, Os, Ru)
The group of systems CeM2Al10 (M = Fe, Os, Ru) are interesting examples of
heavy fermion systems because their properties deviate in a number of ways from
those expected by extrapolating the results of related compounds. Magnetic phase
transitions in lanthanoid compounds depend upon the total angular momentum
obeying the de Gennes scale factors [87] given by the following:3
TN ≈ (gJ − 1)2J(J + 1) (5.2)
Where TN is the Ne´el temperature, gJ is the Lande´ g-factor and J is the total an-
gular momentum. In this series gadolinium would be expected to have the largest
transition temperature. Comparing the gadolinium to the cerium analogues in table
5.1 the transition temperatures are significantly lower for all the gadolinium ana-
logues as compared to the cerium ones. Interestingly the cerium iron analogue does
not show long-range magnetic ordering from bulk measurements [88]. The lattice pa-
rameters are also comparable between all the compounds. However, the breakdown
of the de Gennes scaling is not unusual [89] and strong 4f -conduction band coupling
can cause this deviation [90] (albeit in superconducting and not magnetic systems).
These compounds all crystallise into the Cmcm space group with the cerium 3+ ions
surrounded by a complex cage-like arrangement of sixteen aluminiums and four tran-
sition metal ions with large separations between the cerium ions (>5 A˚ngstro¨ms),
the crystal structure is shown in figure 5.1. In the previously mentioned gadolin-
3Interestingly the de Gennes scale factors are just as valid for superconducting transition tem-
peratures.
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Crystal TN(K) Lattice parameters (A˚) Reference
GdOs2Al10 18 9.13, 10.23, 9.17 [91]
GdRu2Al10 16.5 9.09, 10.22, 9.14 [63,92]
GdFe2Al10 17 - [93]
CeOs2Al10 27.3 9.16, 10.25, 9.14 [63]
CeRu2Al10 28.7 9.16, 10.27, 9.12 [62]
CeFe2Al10 - 9.01, 10.23, 9.08 [63]
Table 5.1: Table showing the lattice parameters and transition temperatures of the
gadolinium compared to the cerium compounds.
ium analogues, the magnetic phase transition can solely be attributed to the RKKY
interaction as the mechanism that drives the transition. The high ordering tempera-
ture in the cerium compounds means that the RKKY interaction cannot be the cause
of the transition, as it strongly depends upon the ion separation, and the underlying
origin is still an unresolved question. The strengths of the conduction-f -electron
coupling in these compounds, confirmed by soft x-ray resonance photoelectron spec-
troscopy measurements [94] and consistent with susceptibility measurements [63–66],
increases from Ru→ Os→ Fe where in terms of the Doniach phase diagram the iron
compound traverses from antiferromagnetic ordering to Kondo insulating regimes.
Neutron powder and single crystal measurements have shown that the ruthenium
and osmium compounds magnetically order to an antiferromagnetic ground state
with the propagation vector (0, 1, 0). The moments point along the c-axis with the
mY−3 magnetic irreducible representation and moment sizes of 0.29 µB, and 0.42
µB for ruthenium and osmium respectively, the magnetic structure is shown in fig-
ure 5.2 [67–69]. Interestingly this is not the magnetic easy axis as determined by
bulk magnetisation measurements in the paramagnetic state, which is the a-axis for
both the cerium and ruthenium compounds [95] [64], the magnetisation data for
the osmium compound is reproduced in the left-hand-side of figure 5.3. Strigari et
al. also uses ionic full multiplet calculations to predict the crystalline electric field
ground state wavefunction, from modelling of cerium L-edge absorption spectra,
which yields expected moments of (1.44,0.19,0.38) µB for the ruthenium analogue
and (1.35,0.27,0.30) µB for the osmium analogue [96]. These predict small moment
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Figure 5.1: Crystal structure of CeM2Al10 (M =Fe, Os, Ru) compounds with transi-
tion metal atoms shown in red, cerium in blue and the aluminium at the polyhedral
vertices.
size when the moment is oriented along c roughly consistent with measurements by
neutron diffraction.
Optical conductivity measurements have found that the c-f coupling is highly
anisotropic and resides mainly in the a-c plane [97]. A charge density wave like
transition along the b-axis just above the magnetic transition temperature has then
been speculated to trigger the transition giving an explanation for the high transition
temperature.
The ordered moment along the c-axis is very unstable to electron-doping on
the ruthenium site of CeRu2Al10, by substitution with rhodium, finds small dop-
ing amounts (0.05) cause a sharp reduction in the transition temperature [70–72].
This is coincident with a rotation of the magnetic structure such that the moments
point along the bulk paramagnetic easy axis (a-axis) and an increase in the mo-
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Figure 5.2: Magnetic structure of CeM2Al10 (M =Fe, Os, Ru) with the aluminium
atoms removed for clarity. Showing the cerium atoms in blue and the transition
metal atoms in red
ment size. Conversely, hole-doping with rhenium (with as little as 0.06) induces the
magnetic moment direction to switch to along the b-axis with a reduced moment
size [73]. The doping was observed to strongly reduce the low-temperature magnetic
excitations observed by inelastic neutron scattering, but they still persist and there
is a coincident increase in the coupling between the conduction electrons and the
4f -electrons. The persistence of the spin gap retains the moment orientation with
the anisotropic c-f coupling to align pointing away from the a-axis. Similar results
have been observed with chemical pressure by doping the cerium site with as little
as 0.1 lanthanum [74], or the aluminium site with silicon [75]. Changes in moment
direction and size are also observed in the osmium compounds with small doping
amounts [74,76–78].
Due to the small moment size, the number of reflections used to refine the mag-
netic structures of the undoped compounds was small, and as such any small devia-
tions in the magnetic structure of the parent compound would be within the error of
the measurement. Small deviations may be expected due to the unstable nature of
the moment, combined with the fact that it does not point along the paramagnetic
easy axis. Further, any small moment present on the osmium or ruthenium would
likely be too small to be detectable.
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Figure 5.3: (a) Temperature dependence of the magnetic susceptibility M/B for
CeOs2Al10 in magnetic field B applied along the orthorhombic principal axes. The
thin solid curve represents the Curie-Weiss fit. The dashed line indicates the tran-
sition temperature T0. The susceptibility of LaOs2Al10 is also shown by the green
solid line.(b) Temperature dependence of the electrical resistivity of CeOs2Al10 for
the three current directions. The dotted lines represent the thermally activating
behaviour for I‖a and I‖c (from [64]).
In this chapter we will utilise polarised resonant x-rays to investigate the mag-
netic structures of CeRu2Al10 and CeOs2Al10 and determine their exact nature.
5.1.3 Experimental Methods
Single crystals of CeRu2Al10 and CeOs2Al10 were grown via the Al self-flux method
by Toshiro Takabatake and Yuji Muro at Hiroshima University in Japan where
CeRu2 and CeOs2 were prepared by arc melting of pure elements then mixed with
an excess amount of Al in the ratio 1:2:20 and heated in an alumina crucible. Finally
the molten Al flux is separated by centrifuging. Crystals were aligned, cut and
polished where necessary using an in-house four circle Huber diffractometer. Soft x-
ray measurements were taken on the RASOR end station of the I10:BLADE beam-
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line at the Diamond Light Source Ltd. Further measurements were taken at the
XMaS BM28 beam-line at the ESRF at the ruthenium L-edges. The energy of these
edges is between the capabilities of most soft and most hard x-ray diffractometers,
being strongly absorbed by air but above the range of the optics usually installed
on soft x-ray beam-lines. Vacuum shrouds were custom built to accommodate the
angles of the reflections that were required to be accessed, greatly restricting the
range of motion.
5.2 Results and Discussion
5.2.1 CeOs2Al10 Resonant X-ray Scattering
An (0, 1, 0) oriented single crystal of CeOs2Al10 was measured at the cerium MIV
edge, at 14 K. A strong resonance was observed at the disallowed (0, 1, 0) Bragg peak
as shown in the bottom pane of figure 5.4. Temperature dependence measurements
show that the peak originates from the magnetic transition, top panel of figure
5.4. A residual peak was observed above the magnetic transition, however, this was
sharp and was found to be due to the (0, 2, 0) Bragg peak with higher harmonics of
x-rays with energy λ/2. These were removed by changing the primary mirror and
grating away from the gold coated regions and hence cutting off higher energy x-
rays. Interestingly a strong resonance was only observed with pi incident light. This
is consistent with scattering largely in the pi − pi channel and therefore a magnetic
moment largely in the U2 experimental basis direction. This is consistent with a
moment along the c-axis. Full polarisation analysis measurements were taken on the
peak on resonance at 906.8 eV. Due to a misalignment of the analyser crystal and the
crystal azimuth being such that the scattered intensity was weak4 the data is plagued
by errors. The importance of analyser alignment and proper procedure has been
discussed in Appendix C. Fitting of the full polarisation analysis is consistent with
the proposed c-axis aligned structure. The only fittable parameter is the azimuthal
angle that the crystal is mounted at as this is not well known. The noise level is
4The azimuthal stage in RASOR limits the temperature to above the transition for this sample
so the azimuth was unable to be changed.
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such that any small deviations from this structure would be well within the margin
of error.
Figure 5.4: (top) Temperature dependence of the (0, 1, 0) superlattice reflection
intensity. (bottom) Temperature dependent energy scans of the (0, 1, 0) superlattice
reflection at fixed wave-vector.
80 5.2. Results and Discussion
Figure 5.5: Full polarisation analysis of the (0, 1, 0) magnetic reflection data shown
as solid circles and fit to mY−3 magnetic structure as lines.
5.2.2 CeRu2Al10 Resonant X-ray Scattering
Measurements at the ruthenium L-edges showed no resonant features at disallowed
Bragg peaks. The lack of signal at the highly sensitive L-edges to 5d magnetic mo-
ments strongly suggests that the ruthenium is not involved in the magnetism even as
an exchange site. This is consistent with previous magnetic structure determination
that found no moment on the ruthenium, however, a weak hybrid moment has until
now been difficult to discount [67–69].
A strong resonance was observed at the cerium M -edges of the (0, 1, 0) disal-
lowed Bragg peak at 14 K, however, the peak was also observed to exist away from
resonance. Normalised (0, k, 0) scans (θ− 2θ) are shown of the on and off resonance
peaks in figure 5.6a. There is a large difference in the peak widths which can to
some extent be accounted for by the reduced absorption away from the edge which
will mean the x-rays penetrate the sample further resulting in a sharper peak. The
normalised temperature dependences of both peaks are shown in figure 5.6b and are
observed to have similar temperature dependences although the off-resonant peak
is roughly 100 times weaker in peak intensity. The temperature dependence shows
a transition for both peaks at 32 K ± 0.5. This is above what might be expected
for a transition at 28.7 K. X-ray measurements, however, are not an ideal tool for
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determining transition temperatures. There is a lot of energy in the x-ray beam
at a synchrotron which is highly focussed and will provide a heat load to a very
localised spot on the sample surface. This can result in transitions being measured
at lower temperatures than expected. Synchrotron experiments are also highly time
constrained so often temperature dependences are taken as quick checks that the
scattered intensity is due to in this case the magnetic transition and not for ex-
ample higher harmonics of the photon energy diffracting from higher order Bragg
peaks. This will result in the sample surface lagging behind the temperature sensor
(especially if the sample is not a good conductor) and a measurement of the tem-
perature dependence will produce a higher than expected transition temperature.
This discrepancy in the transition temperature measured here and those previously
reported is then not anomalous. We therefore link the presence of both peaks to the
magnetic transition. Fixed-q energy scans of the peak with σ and pi incident light
are shown in figure 5.6c. As magnetic scattering is described by the cross product of
the incident and scattered polarisations, for σ incident light there will be no inten-
sity in the σ′ scattered polarisation (as these are both in the direction (0, 1, 0)). All
polarisations are available (dependent upon the magnetic structure) for scattering
when pi polarised light is incident. It is therefore expected for magnetic scattering
that there will be more scattered intensity with pi polarised incident light. The res-
onance at the cerium edges and the rotation of the polarisation is consistent with
the antiferromagnetic structure with the magnetic moments residing on the cerium,
described by neutron diffraction measurements.
There are a number of possibilities for the source of the off-resonant peak. Fitting
the line-shape of the resonance finds the intensity of the signal at 920 eV to be much
smaller than the 1% expected from the peak intensities of the k-scans, suggesting
that there is a peak distinguished from the tail of the resonance. The lack of a
remnant peak above the transition temperature rules out any contribution from
λ/2 of the allowed (0, 2, 0) Bragg peak or more exotic scattering processes such as
the anisotropic tensor of susceptibility [98]. The possibility of a small structural
modification occurring at the transition and reducing the symmetry to one of the
two subgroups Cm2m or Pmnm has been put forward [99]5. The existence of the
5A symmetry lowering has also been observed by electron diffraction in CeOs2Al10 [64]
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Figure 5.6: (a) θ-2θ scans of the (0, 1, 0) peak at 901.8 eV (black) fitted with
a Lorentzian line-shape of width 0.64◦ in theta and 920 eV (red) fitted with a
Lorentzian line-shape with a width of 0.21◦ in theta. (b) Normalised temperature
dependence of the intensities of the peaks at the two different energies. (c) Energy
scan of the (0, 1, 0) peak at constant wave-vector. (d) Delta (dashed line) and beta
(solid line) optical constants derived from absorption spectra along the crystallo-
graphic axes a, b, and c from [95].
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(0, 1, 0) is consistent with the Pmnm space group as the reflection condition (0,k,0)
= 2n is not present in this space group.
As such full polarisation analysis measurements were taken of both the resonant
and off-resonance features and are shown in figure 5.7 with the lines corresponding
to the mY−3 structure with the top panel being the resonant data and the bottom
panel being the off-resonant data. The azimuth is a fitted parameter and found to
be 55.39 which is close to the 55.14 measured before the experiment.
The resonant data deviates from
√
P 21 + P
2
2 = 1 at Ψ ≈ 155◦ as shown by the
blue data points in figure 5.7 this deviation can only be accounted for either by a non-
collinear magnetic moment or an effect of x-ray birefringence. A higher order E1-E1
scattering process would be expected to deviate from P1 = 0, P2 = −1 at an incident
light angle of 180◦ due to the σ−σ component of the matrix as would E2 quadrupolar
contributions6. The fit of the resonant data with the proposed neutron structure
of moments oriented along the c-axis is a collinear structure, and as expected does
not deviate from
√
P 21 + P
2
2 = 1. It is interesting to note that the only noticeable
deviation from the proposed structure is in a part of the full polarisation analysis
which was not measurable in the case of CeOs2Al10 due to a lack of intensity. The√
P 21 + P
2
2 data points will be omitted from future figures for clarity as they are
just composite data and not therefore involved in the fitting. The off-resonant data
would not be expected to contribute to the resonant full polarisation analysis in any
significant way as the peak intensity is 100 times weaker and any deviation would
be within the error of the measurement. The most this could contribute would be a
deviation from
√
P 21 + P
2
2 = 1 by 0.02.
The off-resonant data (bottom panel of figure 5.7) displays a similar shape to
the resonant data with deviations from
√
P 21 + P
2
2 = 1. There is also a deviation
from the expected P1 = 0, P2 = −1 from a normal E1-E1 dipole resonance at an
incident light angle of 180◦ (σ incident light). There are a number of factors that
we must consider here. If we are too close in energy to the resonance we could still
be measuring a small component of the resonant peak. We could also be observing
a resonant signal from diffuse magnetic moments in the spin-polarised conduction
6These processes would still require a non-collinear moment to produce the deviation from√
P 21 + P
2
2 = 1
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Figure 5.7: (top) Full polarisation analysis of the (0, 1, 0) taken on resonance at 901.8
eV at 14 K. (bottom) Full polarisation analysis of the (0, 1, 0) taken off resonance
at 920 eV at 14 K. Lines denote the mY−3 structure at an azimuthal angle of 55.39
away from (0,0,1) in the scattering plane. The blue line
√
P 21 + P
2
2 will only deviate
from 1 if the light is no longer linear.
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band, which will be present above the edge. In these two cases the deviation at
the incident light angle of 180◦ could be accounted for by a weak structural Bragg
peak due to a symmetry change with the transition (this could possibly be caused
by magnetostriction). The final option is that the signal is truly from non-resonant
magnetic scattering. Higher order scattering processes can be ruled out as they
would be expected to contribute to the resonant peak as well. It is of course also
possible that our signal is coming from a combination of all of these effects. We will
start by considering the effects of X-ray birefringence on the resonant fit.
X-ray Birefringence
X-ray birefringence effects are inherent in any non-cubic crystal system where there is
a difference in absorption when polarised x-rays have their polarisation vector along
different crystallographic directions. It was first noted as an important effect in res-
onant x-ray scattering in CuO [100] to explain a signal which had been attributed to
orbital currents. As the x-ray propagates though the sample it is subject to linear
optical processes which transform the polarisation before it is scattered. Dichroism
will cause a rotation of the polarisation of x-rays as they travel through the sample
while birefringence will cause a conversion from linear to circularly polarised light.
Although the difference in lattice parameters is relatively small in CeRu2Al10 the
system is anisotropic in many bulk measurements and this is evident in the x-ray
absorption spectra. To determine the effects of the propagation through the sample
we have used absorption measurements along the three crystallographic axes (taken
with permission from [95] Strigari). These were then fitted to textbook values for
the absorption calculated from Chantler tables [101] and fitted with an energy shift
to our dataset to match measured fluorescence measurements. This allows deter-
mination of the beta optical constant and a Kramers Kronig transform determines
the delta optical constant. The results of this are shown in the bottom panel of
figure 5.6. We must then look again to Jones calculus as to how to incorporate this
into our system. For a general system we have the following matrix for propagating
through a sample:
M =
 eikn.r 0
0 0
 . (5.3)
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Where kn has been modified by the refractive index of the sample and becomes
imaginary, this matrix corresponds to an arbitrary system where the optical axis
and the polarisation of the incident light are parallel and along the experimental
x-axis. To account for our crystal system we must take the projections of our three
crystallographic axes onto the plane perpendicular to our incident k-vector where we
now have three optical axes corresponding to the three crystallographic directions
[102]. To determine the propagation matrix we must determine the orientation
of these within the ray basis. So for the simple case where we are looking at an
(0,0,L) peak at an arbitrary azimuth (ζ) from (1,0,0) we have the situation using
the following rotation matrix:
R(ζ) =

cos(ζ) − sin(ζ) 0
sin(ζ) cos(ζ) 0
0 0 1
 . (5.4)
That is in the ray basis we have (a cos(ζ) + b sin(ζ), b cos(ζ) + a sin(ζ), c) then for a
reflection at a theta angle the projection onto the incident light propagation is given
by:
R(θ) =

cos(θ) 0 sin(θ)
0 1 0
− sin(θ) 0 cos(θ)
 . (5.5)
Then applying this rotation matrix we get (cos(θ)(a cos(ζ)+b sin(ζ))−c sin(θ), b cos(ζ)+
a sin(ζ), c cos(θ) + sin(θ)(a cos(ζ) + b sin(ζ))) which is the crystallographic axes in
the ray basis. As there is no component of the electric field along the direction
of propagation, that dimension becomes irrelevant and we drop down to a two-
dimensional problem (which as we were looking at an (0,0,L) reflection with (1,0,0)
along the beam means we lose the first component), (b cos(ζ) + a sin(ζ), c cos(θ) +
sin(θ)(a cos(ζ)+b sin(ζ))) then to determine the angles to input into the rotation for
the Jones matrix we take the arctan for each crystallographic axis, so taking just the
a components in our example we get arctan(sin(θ) cos(ζ)/sin(ζ)) = θa Then using
a rotation matrix:
R(θ) =
 cos(θ) − sin(θ)
sin(θ) cos(θ)
 . (5.6)
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This can be applied to the general Jones matrix 5.3 takes the form where M(θ) =
R(θ)MR†(θ). Then summing for each for the crystallographic axes with the appro-
priate k-vector determined from the optical constants gives us the general propaga-
tion matrix as:
M = e(2piik
n
a .r)DMt(θa) + e
(2piiknb .r)DMt(θb) + e
(2piiknc .r)DMt(θc) (5.7)
DMt(θ) =
 cos(θ)2 − cos(θ) sin(θ)
− cos(θ) sin(θ) sin(θ)2
 . (5.8)
Then for the scattered beam the θ rotation matrix is just the transpose of this.
Applying this to the maths for full polarisation analysis we now have a depth de-
pendence on our incident beam, which is inseparable from the scattering process,
and as such we must integrate over the depth into the sample, such that:
ρ′ =
∫ rp
0
MscattMsamMincρM
†
incM
†
samM
†
scattdr . (5.9)
Where ρ is the matrix that describes the ray and the M matrices describe the
different ray processes, rp is half the penetration depth at which the ray intensity
will fall by 1
e
(so that the total ray path in the sample is the penetration depth)
of the sample where the x-ray intensity drops to 1
e
which in our case is around 150
nm7. Here the incident light is first operated on by the propagation to the scattering
point then transformed by the scattering process and then finally operated on by
the propagation out of the sample. Including this in our model for the resonant
data is only a small correction in this system as shown in figure 5.8, as such will be
neglected from now onwards. To check the veracity of this result we can calculate the
minimum depth at which a plane polarised ray could be converted to circular. This
is given by the equation r = pi
δ1−δ2 where δ1 and δ2 are the real part of the optical
constants along different optical axes. In our case the largest difference in the optical
constants is between the a and b axes where δa = 0.00011 and δa = 0.00027 which
gives the shortest path length to completely convert to circular as 4300 nm. Non-
linear optical effects which change the optical constants depending on light intensity
have also not been considered here.
This result is not unexpected, resonant scattering is postulated under the as-
sumption of a spherical system. For copper in a d9 state there is only one possible
7This is given by 12kβ with k = 0.457 and β = 0.0007
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Figure 5.8: Full polarisation analysis of the (0, 1, 0) taken on resonance at 901.8 eV
at 14 K. Lines denote the mY−3 structure at an azimuthal angle of 55.39 away
from (0,0,1) in the scattering plane with (dashed line) and without (solid line)
birefringence.
absorbing d orbital and this is not a good approximation of a sphere. The scattering
processes will therefore be highly dependent upon the orientation of the polarisation
compared to the empty d-shell.
Diffuse Moments
Above the edge it can be seen from fitting the resonance line-shape that the M -edge
resonance drops to nearly zero at the off-resonant full polarisation analysis, ruling
the trail of the resonance out as a contributing factor. However, at these energies
we are likely exciting into the conduction band, which is spin-polarised from the
RKKY interaction. This is similar to the diffuse moments observed in XMCD [103].
If this is the case we would expect a resonant shape to our full polarisation analysis.
The deviation mentioned previously could then be due to charge scattering from
the reduction in symmetry to the Pmnm space group. However, if this is the case
then these are two separate quantum mechanical processes so the resultant scattered
polarisations must be summed and not the scattering matrices (as in equation 4.16).
In this case the deviation of P1 can be modelled but as the processes are separate
with sigma incident light we can either get σ scattered from the charge or pi scattered
from the magnetism and as neither of these have a resultant P2 neither does their
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sum. As such the P2 would be expected to remain at zero.
Non-Resonant Scattering
From equation 2.24 and following the same method as in section 4.2.1 we get the
following scattering matrix for non-resonant scattering:
M =
 S(K).(k × k′) −K22k2 [[L(K)2 + S(K)] .k′ + L(K)2 .k′]
K2
2k2
[[
L(K)
2
+ S(K)
]
.k′ + L(K)
2
.k′
] [
K2
2k2
sin(θ)2L(K) + S(K)
]
.(k × k′)

(5.10)
Just looking at the sigma incident terms both are non-zero, from which we can see
that it is possible to produce a non-zero P2 term at 180
◦.
5.2.3 Modelling
Resonant Data
By modelling a completely arbitrary scattering matrix with the same form as the
first order resonant E1-E1 process:
M =
 0 a
b c
 . (5.11)
Fitting with a least squares algorithm and imaginary a, b, and c is shown in the top
panel of figure 5.9 we can see quite a good agreement to the data, but not perfect.
Introducing a fittable parameter in the σ − σ′ channel reproduces an excellent fit
(bottom panel of figure 5.9), however, the difference is small and as such we shall
use a purely E1-E1 resonant model to fit the data from here onwards. From this
we can see that the best possible case for a fit to this data still has a deviation in
the peak of the P2 data at ∼ 160◦ We will now start introducing irreducible rep-
resentations (Irreps) into the fitting methodology. Using the ISODISTORT online
package developed by Branton Campbell et al. at Brigham Young University [104]
inputting a cif file for our structure, choosing magnetic cerium ions, and making no
assumptions about the symmetry other than that there is no change in unit cell size
we can see that there are twelve Irreps that are consistent with the Cmcm space
group. These twelve Irreps are displayed in figure 5.10, within the irreducible repre-
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Figure 5.9: Full polarisation analysis of the (0, 1, 0) taken on resonance at 901.8 eV
at 14 K. (top) Fitted with an arbitrary scattering matrix (solid lines) with imaginary
components and a fixed σ − σ′ = 0 . (bottom) Fitted with a completely arbitrary
scattering matrix (solid lines).
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Figure 5.10: The twelve magnetic irreducible representations possible within the
system. The cerium atoms are shown in blue with the transition metal atoms shown
in red, the aluminium atoms have been removed for clarity. Crystallographic axes
are as follows red = a green = b blue = c.
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sentation parameter space all orientations of magnetic moments are possible. This
can easily be seen by the fact that there are four atoms in the unit cell and three
spatial dimensions giving a total of twelve parameters. To reproduce the observed
deviation from
√
P 21 + P
2
2 = 1 we require a non-collinear structure, which can only
be reproduced by introducing a second Irrep. Just fitting two Irreps with a magni-
tude difference between the two, as well as a slight variation in the crystal azimuth
gives us two fitting parameters (as we are only sensitive to the ratio of the Irreps
and not the total magnitude). We are fitting what is essentially a problem with six
degrees of freedom as only three of the matrix entries are non-zero but these can
be imaginary so the problem is well constrained. Keeping the first Irrep as mY−3
and fitting these two parameters with the other possible eleven Irreps, immediately
reduces the possible magnetic structures to two, as the other Irreps do not form
non-collinear structures and cannot reproduce the observed deviation at Ψ ≈ 155◦
the additional Irreps are mY+4 and mY
+
3 . These two structures correspond to cant-
ings towards the b and a axes respectively and the fits are shown in figure 5.11, the
mY+3 structure fits better with an R
2 = 0.975 compared to R2 = 0.929 for with Y+4 .
Both of these cantings produce reasonable fits to the data with relatively small
differences in the R2 parameter. As well as having a better R2 value the canting
towards the a-axis more closely resembles that of the fitting of an arbitrary scattering
matrix in figure 5.9 with the main deviation from the data being at 160◦. Although
both models fit the data to different degrees at different parts the main deviation
from
√
P 21 + P
2
2 = 1 is seen to be at the peak of the P1 curve. It is this deviation
that is indicative of the non-collinear structure, so this curve should be considered
more strongly when considering the two fits. The canting towards the a-axis clearly
fits much better to the peak in the P1 data than that of the canting towards the
b-axis. A spin canting towards the a-axis also fits with the moment switching upon
doping. The presence of a spin canting is most likely introduced by an anisotropic
exchange from the Dzyaloshinskii-Moriya interaction.
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Figure 5.11: Full polarisation analysis of the (0, 1, 0) taken on resonance at 901.8
eV at 14 K. (top) Solid lines represent fits with Irreps mY−3 and 0.15± 0.007 mY+4 ,
at an azimuth of 55.01± 0.35, R2 = 0.929. (bottom) Solid lines represent fits with
Irreps mY−3 and 0.17± 0.02 mY+3 , at an azimuth of 54.1± 0.6, R2 = 0.975.
94 5.2. Results and Discussion
Magnetic Structure Factors
We will now calculate the magnetic structure factors for the models considered
above. The magnetic structure factor can be written as follows:
FM ∝
∑
l,m,n
I∑
i
eiq.ri,l,m,nz(ri,l,m,n) . (5.12)
Where, as before, the sum runs over only the magnetic atoms in the unit cell (i)
and the unit cell positions (l,m, n), where z(ri,l,m,n) is a function describing the
magnetic moment. We shall start by calculating the magnetic structure factor for
the a-canted moment as this can easily be adapted for the cases of no canting and
b-canting. The magnetic structure for the a-canting will take the form:
z(ri,l,m,n) = (0.17 cos(τ .ri,l,m,n), 0, sin(τ .ri,l,m,n)) . (5.13)
Which can be rewritten in exponential form as follows:
z(ri,l,m,n) =
1
2
ei(τ .ri,l,m,n)Z +
1
2
e−i(τ .ri,l,m,n)Z∗ . (5.14)
Where Z = (0.17, 0, i), we can now substitute this back into the structure factor as
follows:
FM ∝
∑
l,m,n
I∑
i
1
2
eiq.ri,l,m,n
(
ei(τ .ri,l,m,n)Z + e−i(τ .ri,l,m,n)Z∗
)
(5.15)
∝
∑
l,m,n
I∑
i
1
2
(
ei(q+τ ).ri,l,m,nZ + ei(q−τ ).ri,l,m,nZ∗
)
(5.16)
∝ 1
2
∑
l,m,n
ei(q+τ ).Rl,m,n
I∑
i
ei(q+τ ).riZ (5.17)
+
1
2
∑
l,m,n
ei(q−τ ).Rl,m,n
I∑
i
ei(q−τ ).riZ∗ . (5.18)
We can now see that in the presence of a magnetic structure, q is transformed
and this will also transform the Laue´ condition. The Laue´ condition will then
become, (q ± τ ).Rl,m,n = 2pin as the sum over l,m, n will be zero otherwise and
G.Rl,m,n = 2pin then we get q = G∓τ = (h, k, l)∓τ . Then this can be substituted
into the structure factor and the τ ’s will cancel such that we are left with the
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following:
FM ∝ 1
2
Z
I∑
n
ei2pi(h,k,l).rn
∣∣∣∣∣
q+τ
+
1
2
Z∗
I∑
n
ei2pi(h,k,l).rn
∣∣∣∣∣
q−τ
. (5.19)
We are now left with the sum over the atom positions giving the structure factor
for the parent Bragg peaks, which we can calculate for the (0, 2, 0)−τ and (0, 0, 0)+
τ peaks simultaneously as they overlap to give us the magnetic structure factor
at the (0, 1, 0). There are 4 atoms within the unit cell with the atom positions
(0, 0.1257, 0.25), (0, 0.8743, 0.75), (0.5, 0.6257, 0.25), (0.5, 0.3743, 0.75). These can be
simplified to (0, y, z), (0, 1− y, z+ 1
2
), (1
2
, y+ 1
2
, z), (1
2
, 1
2
− y, z+ 1
2
) where y = 0.1257
and z = 0.25. Inputting all this into equation 6.20 allows us to calculate the general
magnetic structure factor for the (0, 1, 0) in the following way:
FM010 =
1
2
Z
(
e2pii(0,0,0).(0,y,z) + e2pii(0,0,0).(0,1−y,z+
1
2
)
+e2pii(0,0,0).(
1
2
,y+ 1
2
,z) + e2pii(0,0,0).(
1
2
, 1
2
−y,z+ 1
2
)
)
+
1
2
Z∗
(
e2pii(0,2,0).(0,y,z) + e2pii(0,2,0).(0,1−y,z+
1
2
)
+e2pii(0,2,0).(
1
2
,y+ 1
2
,z) + e2pii(0,2,0).(
1
2
, 1
2
−y,z+ 1
2
)
)
=2Z +
1
2
Z∗
(
e2pii(2y) + e2pii(2−2y) + e2pii(2y+1) + e2pii(1−2y)
)
=2Z + 2Z∗
1
2
(
e2pii(2y) + e2pii(−2y)
)
=2Z + 2Z∗ cos 4piy . (5.20)
We can then input our various Z matrices for the different magnetic structures
to retrieve the magnetic structure factors. For the a-canted structure this was
(0.17, 0, i) giving us 2(0.17(1 + cos 4piy), 0, i(1 − cos 4piy)). Then we can use the
trigonometric identity cos 2x = 1 − 2 sin2 x = 1 + 2 cos2 x to retrieve the following
magnetic structure factor:
FM010 =2(0.17(2 cos
2 2piy), 0, i(2 sin2 2piy))
=(0.68 cos2 2piy, 0, 4i sin2 2piy) . (5.21)
For the non-canted moment with Z = (0, 0, i) this will result in the following mag-
netic structure factor:
FM010 = (0, 0, 4i sin
2 2piy) . (5.22)
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For the b-axis canting with Z = (0, 0.15, i) the magnetic structure factor will be as
follows:
FM010 = (0, 0.6 cos
2 2piy, 4i sin2 2piy) . (5.23)
Dzyaloshinskii-Moriya interaction
We shall now consider the basic symmetry arguments for the Dzyaloshinskii-Moriya
interaction as set out by Moriya [33]. For ions located at A and B, with C being
the midpoint between the ions and the vector D points parallel to s1 × s2. The
symmetry arguments are as follows.
1. When a centre of inversion is located at C,
D = 0.
2. When a mirror plane perpendicular to AB passes through C,
D ‖ mirror plane or D ⊥ AB.
3. When there is a mirror plane including A and B,
D ⊥ mirror plane.
4. When a two-fold rotation axis perpendicular to AB passes through C,
D ⊥ two-fold axis.
5. When there is an n-fold axis (n ≥ 2) along AB,
D ‖ AB.
For our system there are two possible routes for the Dzyaloshinskii-Moriya inter-
action depicted in figure 5.12. The coupling could occur between ceriums 1 and 2 via
the intervening ruthenium or between ions 2 and 3 via the intervening aluminiums.
Within the Cmcm space group the ruthenium sits on an inversion site meaning
that there can be no antisymmetric exchange between cerium 1 and 2. Coupling
between ceriums 2 and 3 can occur but is subject to the third symmetry argument
as there is a mirror plane in the c-b plane, D would therefore be expected to point
along a and the canting to be along the b-axis. If there is a symmetry lowering to
either of the space groups Pmnm or Cm2m [99] the mirror plane remains, however,
coupling between ceriums 1 and 2 may now occur as there is no longer an inversion
site on the ruthenium. In this case there is no symmetry constraint on the direction
of D and therefore the canting. The improved fit to the data combined with the
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Figure 5.12: Crystal structure of CeRu2Al10. Cerium ions 1 and 2 or cerium ions 2
and 3 may display antisymmetric exchange.
doping information leads us to the conclusion that the moment is canted in the
a-direction. This is further evidence of a symmetry lowering which was suggested
from highly sensitive aluminium NQR (nuclear quadrupolar resonance) measure-
ments. This structural change would be expected to be a very small change to the
system and not affect the system other than to allow the possibility of a canting
towards the a-axis. The resultant structure has moments canted in the a-direction
by an angle of 9.6◦±1.1 and is shown in figure 5.13. The inclusion of a second Irrep
is not expected from Landau theory for a second order phase transition, however,
other Irreps can sometimes be included from a higher-order Landau expansion of a
phase transition [105].
The spin canting measured here is small and is likely consistent with the previous
neutron refinement as only a small number of magnetic reflections were observed.
Further the refined structure for CeRu2Al10 in within the error margin for the mea-
surements taken on CeOs2Al10 and a similar model cannot be discounted for that
system and may be expected as the systems are isostructural and the antisymmetric
exchange could take the same pathway. The canting may be expected to be reduced
in this system, however, as there is a stronger conduction band f -electron coupling,
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Figure 5.13: Refined magnetic structure of CeRu2Al10 showing the cerium atoms in
blue and the ruthenium atoms in red. The aluminium atoms have been removed for
clarity.
this will strengthen the RKKY interaction. The near-resonant data has been shown
to be completely unrelated to non-resonant scattering. The canting could also be
present in the other isostructural compounds. The presence of a spin canting in
this system regardless of the direction provides more evidence as to the nature of
the coupling mechanism between the cerium ions. If the unusually high transition
temperature is related in some way to the canting this should be observable by
similar measurements being taken on the doped systems (e.g. CeRu0.95Rh0.05Al10)
which display reduced transition temperatures and rotated moments. If the canting
is due to an antisymmetric exchange interaction it might therefore be expected to
also occur in other compounds in the series (e.g. GdRu2Al10) and possible spin
canting in these compounds should be investigated. As these other compounds are
well explained by the RKKY interaction it might be expected that this would dom-
inate over any antisymmetric exchange-induced spin canting. If the requirement
for a symmetry lowering induced by a small structural change to allow the canting
along the a-axis plays an important role in the increased transition temperature
then the structural change may be specific to the compounds CeT2Al10 (T =Ru,Os)
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Figure 5.14: Full polarisation analysis of the (0, 1, 0) taken off-resonance at 915 eV
at 14 K fitted with an arbitrary scattering matrix (solid lines).
and therefore a similar canting would not be observed in other compounds.
Off-Resonance Data
Fitting again with a completely arbitrary scattering matrix the resultant fit is shown
in figure 5.14. We cannot fit the off-resonant data to a high extent around the σ
incident data at 180◦. There is also little deviation of the best fit model from
P2 = 0 at σ incident light, it is a deviation here that would confirm the data is truly
non-resonant. Even though the form of the non-resonant scattering matrix 5.10 is
quite different from that of the resonant and would be expected to produce a highly
different polarisation dependence, we will consider the non-resonant case further for
completeness. Making the assumption that the spin and orbital magnetic structures
are identical and linked by the spin-orbit coupling with just a magnitude difference
between the spin and orbital moments8. Using the fit to the resonant data with
orbital moment fixed and the spin moment aligned antiparallel with a magnitude of
8The possibility of different spin and orbital moment directions has been considered in transition
metal oxides [106], however, as exchange mechanisms will only couple the spin moment, the ordering
of the orbital moment must be enforced by the spin-orbit coupling. If the spin-orbit coupling is
weak then the orbital structure could be supposed to point more strongly along high-symmetry
crystallographic directions but with the overall direction the same as the spin moment. However,
the spin-orbit coupling in cerium is not weak.
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Figure 5.15: (top) Full polarisation analysis of the (0, 1, 0) taken on resonance at
901.8 eV at 14 K model as in figure 5.11. (bottom) Full polarisation analysis of the
(0, 1, 0) taken off resonance at 915 eV at 14 K (solid lines) simulation of non-resonant
polarisation analysis for the resonant structure shown in the top panel.
0.6 (from calculations in collaboration with Strigari [95]). This is shown in figure
5.15, this model cannot reproduce the experimental data well. So it can safely be
assumed that the signal is not from a non-resonant source.
We can see that the peak intensity for the off-resonant data is higher than ex-
pected for a non-resonant magnetic peak by determining a rough maximum expected
ratio for resonant and non-resonant magnetic reflections. To do this we first calcu-
late the ratio for non-resonant magnetic scattering compared to charge scattering.
This can then be compared to data from the literature for cerium edge resonances
where the ratio of charge peaks and resonant magnetic peaks have been measured.
The cross-section for charge scattering has the prefactor, r20 =
e4
m2c4
. The non-
resonant magnetic scattering cross section has the prefactors, r20
( ~ωk
mc2
)2
s2j . Given
that, sj = 0.29 µB, mc
2 = 511 keV, and ~ω = E = 920 eV, we get that,( ~ω
mc2
)2
s2j ' 2.7× 10−7, which is the ratio of charge to non-resonant peaks.
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Figure 5.16: Resonant x-ray magnetic scattering from CeFeAsO at the Ce-LII edge
l-scans through (a) charge reflection (0,0,4) Bragg reflection and (b) magnetic reflec-
tion (1,0,4) at 2.4 and 8 K. (c) Photon energy scan at constant-q values through the
Ce LII resonance at T = 2.4 and 6 K for the strictly charge (0,0,4) Bragg reflection
and the (1,0,4) magnetic Bragg reflection. From [107].
Comparing to data from Zhang et al. [107], resonant magnetic scattering from Ce-
FeAsO was observed at the L-edges and compared to charge peaks, this is reproduced
in figure 5.16. From this data the ratio for a L-edge magnetic resonance to a charge
peak can be determined and is of the order of 2250/6250 = 0.36. This should be
comparable to our data on CeRu2Al10 as both contain Ce 3+ ions.
This gives the resulting ratio of non-resonant to resonant peaks of 7.5×10−7. This
calculation is for the L-edges where our data was taken at the M -edges which might
be expected to give a roughly order of magnitude difference in the resonance [108].
This is still much smaller than the roughly 100 times weaker peak observed away
from the resonance, giving further evidence that the peak is not a non-resonant
magnetic peak.
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Figure 5.17: (top) Full polarisation analysis of the (0, 1, 0) taken on resonance at
901.8 eV at 14 K model as in figure 5.11. (bottom) Full polarisation analysis of the
(0, 1, 0) taken off resonance at 915 eV at 14 K (solid lines) simulation of resonant
data plus contribution from a weak charge peak.
Moving to the second option that the feature is a product of resonant plus charge
scattering which looks more likely from the general matrix fit. Simultaneously fitting
the resonant and near resonant data where the near resonant data is modified by
a charge background and the scattered polarisation matrices are summed as these
are separate scattering processes (as in equation 4.16) this gives a reasonably good
fit to the data compared to the resonant data and is shown in figure 5.17. There is
a large deviation from the resonant full polarisation analysis line shape just below
the collected data, more data would be required to confirm if this model is true.
Additional measurements should also be taken further from the resonant feature
preferably below the absorption edge to confirm whether of not a charge peak is
present. This data strengthens the argument for a symmetry lowering to the space
group Pmnm allowing the possibility for spin canting in the a-direction.
There is some evidence that the near resonant data is mixed with a charge
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peak, supporting the evidence that there is a structural change from Cmcm to the
subgroup Pmnm. However, the evidence for the origin of the near resonant feature
is not fully understood and remains largely unexplained.
5.3 Conclusions
The ordered moment in CeRu2Al10 is not as simple as previously thought and re-
quires two irreducible representations mY−3 and mY
+
3 to model, corresponding to
a moment canted towards the a-axis by 9.6◦ ± 1.1 in what is technically a very
elliptical short-range helical magnetic structure as the moment is described by
zn = (0.17 cos(τ .rn), 0, sin(τ .rn)). This is in contrast to what would be expected
from Landau theory for a second order magnetic transition where the structure
would be expected to be described by a single Irrep, however, a higher order term
of the Landau expansion could introduce the second Irrep. The canting is small
and highlights the high sensitivity of polarised x-rays to magnetic structures. The
canting is towards the magnetic easy axis from the paramagnetic state expected
from magnetisation measurements and is evidence to the underlying cause for the
instability of the magnetic ordering to doping effects. The coupling mechanism for
these moments is still not well understood and this canting of the moments sug-
gests that an antisymmetric exchange from the strong spin-orbit coupling in this
system plays an important role in the magnetic ordering. The antisymmetric ex-
change interaction requires a symmetry lowering to one of the space groups Pmnm
or Cm2m for a canting to be possible towards the a-axis and has been previously
reported [99]. Symmetry lowering to Pmnm is further backed up by the presence
of a peak off resonance. Other effects which could produce a similar polarisation
dependence such as x-ray birefringence, have been investigated and can be ruled
out as significant effects. Further, the refined structure for CeRu2Al10 is within the
error margin for the measurements taken on CeOs2Al10 and a similar model cannot
be discounted for that system and may be expected as the systems are isostruc-
tural and the antisymmetric exchange could take the same pathway. The canting
may be expected to be reduced in this system, however, as there is a stronger con-
duction band f -electron coupling, this will strengthen the RKKY interaction. The
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near-resonant data has been shown to be completely unrelated to non-resonant scat-
tering. There is some evidence that the near resonant data is mixed with a charge
peak, supporting the evidence that there is a structural change from Cmcm to the
subgroup Pmnm. However, the evidence for the origin of the near resonant feature
is not fully understood and remains largely unexplained.
Further Work
Further measurements are required on samples of CeOs2Al10 at a similar azimuthal
angle to the measurements taken on CeRu2Al10 to confirm if it has a similar canted
magnetic structure. Measurements of the off resonant peak are also required further
from resonance and across the full range of incident polarisation angles to confirm
or deny the presence of a charge peak and subsequent symmetry lowering. As the
peak was measured to be weak even with synchrotron radiation, synchrotron based
powder x-ray diffraction may be required to confirm this. If the canting is due
to an antisymmetric exchange interaction it might therefore be expected to also
occur in other compounds in the series (e.g. GdRu2Al10) and possible spin canting
in these compounds should be investigated. As these other compounds are well
explained by the RKKY interaction it might be expected that this would dominate
over any antisymmetric exchange-induced spin canting. Measurements of the doped
compounds would also be important to see if the canting persists. If the canting is
also destroyed with the c-axis ordering, the canting may then be important for the
unusually high transition temperature.
Chapter 6
New Magnetic Ground State in
the Multiferroic Skyrmion System
Cu2OSeO3
In this chapter we investigate the magnetic structure of the helical, conical, and
skyrmion phases of Cu2OSeO3. Helical magnetic structures when viewed along the
rotation axis are not always circular and can display complex properties becoming
elliptical and the major axis of the ellipse can align due to local symmetries [109]. We
will therefore investigate the nature of the magnetic structure using the polarisation
dependence of magnetic x-ray scattering to determine the magnetic structure and
whether it has any intricacies that could promote the formation of skyrmion lattices
or if the helix is distorted upon entering the skyrmion phase. We will also investigate
the nature of the recently observed (1, 0, 0) reflection [110] which is disallowed in
the cubic P213 to which Cu2OSeO3 belongs. Neutron powder diffraction will be
used to refine the ground state magnetic structure. The original magnetic structure
was unable to resolve the magnetic helices and the ground state was thought to be
ferrimagnetic [111]. Helices have since been observed [112] and there is a somewhat
open question as to whether the ground state helix is a ferrimagnetic helix or not.
We have used long wavelength neutron powder diffraction and single crystal data
to attempt to resolve the magnetic satellites and refine the true magnetic ground
state.
Firstly though, a broad introduction to the very rich topic of skyrmions will be
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given.
6.1 Introduction
A skyrmion is a hypothetical particle which emerges from the Skyrme model devel-
oped (by Tony Skyrme) to describe nucleons and nuclei [113]. The Skyrme model
bridges classical descriptions of point charges and fields, with quantum chromody-
namical theory with quarks and gauge bosons1. The Skyrme model consists of a
nucleus in a medium formed by three pion fields. Skyrmions are then minimum
energy solutions consisting of smooth, topologically stable field configurations. The
observation of skyrmion-like objects in materials is not uncommon and has been
known about for a number of years, for example in blue liquid crystals [114], with
theoretical predictions of their existence in magnetic systems in the same year,
1989 [115]. The topological equivalent of skyrmions in magnetic systems, is a pla-
nar vortex-like structure with the moments pointing up on the outside and down
in the middle. The theoretical predictions however, found that the formation of
skyrmions as a magnetic ground state was impossible. It was not until 2006 that
skyrmions were theoretically predicted as a ground state [116], it was this prediction
which in 2009 lead to the discovery of skyrmions in MnSi by Mu¨hlbauer et al. [117]2.
Skyrmions are a hot topic with the paper presenting their first observation being
cited over 500 times in the seven years since its publication. This interest is due to
the possible advancements they offer in increasing memory density as well as lower
energy, and spintronic devices.
6.1.1 Magnetic Bubbles and Skyrmions
Magnetic bubbles, the smallest possible magnetic domains, are topologically similar
to skyrmions. Magnetic bubble memory was an emergent technology of the 1970s
and 80s and had increased data storage density and faster read-write times than
1The Skyrme model was developed before quantum chromodynamics.
2The elucidation of skyrmions as a magnetic ground state was prompted by experimental studies
on MnSi. This prediction then led to further investigation of MnSi and the connection between a
previously anomalous area of the phase diagram known as the A-phase and skyrmions.
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conventional hard disk drives [118–120]. However, problems with scaleability and
the advent of flash memory devices saw the end of bubble memory. Magnetic bubble
memory used small magnetic domains as data storage in a fixed device similar
in some respects to racetrack memory [121]. Racetrack memory is the modern-
day equivalent of bubble memory and offers possible improvements on current non-
volatile computer memory.
In a ferromagnetic material the region between domains of differently oriented
magnetisation is called a domain wall. There are two main types of domain wall
where the moment rotates in the plane of the domain wall and when the moment
rotates in the plane of the moments. These are known as Bloch and Ne´el walls re-
spectively and are shown in figure 6.1. A magnetic bubble can be thought of as the
smallest possible domain which in a plane would be circular in shape with a single
moment in the domain. A magnetic bubble described like this is a type of skyrmion,
however, it is the magnetic interactions which cause them that are different to the
skyrmions in MnSi. These bubble skyrmions are formed from long-range dipolar
interactions, whereas the skyrmions in MnSi are chiral skyrmions which form in sys-
tems with magnetic helices from a much shorter-range spin-orbit interaction known
as the Dzyaloshinskii-Moriya (DM) interaction [122]. Chiral skyrmions are generally
smaller than bubble skyrmions so offer a higher possible areal density for memory
storage applications. There is also the possibility of lower energy devices as chiral
skyrmions are coupled to the conduction electrons and so can be moved with very
low currents [123]. Magnetic bubbles are much more diverse forming doubly wound
skyrmions and other more exotic objects [124,125].
The areal density of state-of-the-art hard disk devices is 1.34 Tbit/inch2 which
corresponds to domains which are roughly 25 nm across, although smaller than many
current skyrmions it is bigger than the minimum possible from chiral interactions.
6.1.2 Skyrmion Theory
This section largely follows from an excellent review paper by Nagaosa [122]. Skyrmion
particles can be pictured as simply the field surrounding a point positive or nega-
tive charge. In a magnetic picture we then have a sphere, or moments aligned with
the field from the point charge. Preserving the topology these can be azimuthally
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Figure 6.1: (top) Ne´el domain wall where the moments rotate in the plane perpen-
dicular to the domain wall. (bottom) Bloch domain wall where the moments rotate
in the plane of the domain wall.
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projected onto a plane with the moment at the north pole being mapped to the
circumference of a circle and the south pole being mapped to the centre. There
are a number of different types of skyrmion which are depicted in figure 6.2, with
their azimuthal projections shown to their right. It is these topologically similar
projected skyrmions that are found in condensed matter systems.
Skyrmion particles are interesting due to their topology. They are topologically
protected, making them stable in terms of field theory and stops them decaying, a
continuous deformation of the field cannot destroy them. This property is preserved
with the azimuthal projection making magnetic skyrmions also stable.
There are a number of different stable configurations of spherical skyrmions that
can be described by different topological skyrmion numbers Nsk, which is given by
the following equation:
Nsk =
1
4pi
∫ ∫ (
δn
δx
× δn
δy
)
drdn . (6.1)
Where n is the moment direction, in polar coordinates this becomes:
Nsk =
1
4pi
∫ ∞
0
∫ 2pi
0
δΘ(r)
δr
δΦ(φ)
δφ
sin(Θ(r))dφdr = [cos(Θ(r))]∞0 [Φ(φ)]
2pi
0 . (6.2)
For all the skyrmions that we are interested in the radial component (Θ(r)) points
down in the middle and up at the outside. This means that the radial component is
always 2 (1-(-1)) so our only variable then becomes Φ(φ). This can take a number
of values, but it is well described in terms of the vorticity m = [Φ(φ)]2pi0 /2pi. This
number can be ±1 and denotes the sense of rotation of the moment about the z-axis
as you traverse in a right hand sense around the equator. If it is positive the rotation
is the same direction as travel around the circle and skyrmions are produced (like the
examples in figure 6.2). If m = −1 the rotation is the opposite and anti-skyrmions
are produced, as shown in figure 6.3.
Another term can be introduced, called the helicity γ, which is an additional
phase term in Φ(φ) and produces an additional rotation around the z-axis. This
transforms between different skyrmions, however, the topology of the anti-skyrmions
is invariant to this phase and γ just produces a rotation of the same azimuthally
projected structure.
Investigating the energy of these different skyrmions in terms of the DM inter-
action (which causes the chiral skyrmions) the skyrmions described by m = 1 and
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Figure 6.2: On the left are visualisations of different skyrmions and on the right
is their azimuthal projection onto a plane. The first case is equivalent to the field
surrounding a point charge. The second case is similar but the moment rotates in
the opposite sense with the polar angle. The third case is similar to the first but all
the moments are rotated by pi/2 about the zenith.
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Figure 6.3: Depictions of the azimuthal projections of different anti-skyrmions where
the moments rotate about z in the opposite sense to the rotation around each ring.
γ = ±pi/2 are of the lowest energy and are degenerate. Which type is present is
then dependent upon the chirality of the system.
Skyrmion Stability
One of the problems with the stability of skyrmions as magnetic objects is that
the energy density increases with the radius from the centre. This can be seen in
figure 6.4a from reference [116]. The energy density reaches a maximum at the outer
edge and increases to a level above that of a helix. This destabilises the skyrmion
and thus a helix is energetically favourable. On the application of a field the fixed
moment skyrmion can become energetically favourable over a helix. A skyrmion
with a varying moment, where the moment size reduces to zero at the perimeter,
has a reduced energy density at larger radii and could allow a skyrmion to form as a
magnetic ground state. Theoretical predictions showed that for skyrmions to exist,
systems require an easy-axis ferromagnetism and DM interactions [115, 126]. This
is only possible if certain symmetry requirements are met, and systems must belong
to symmetry groups with Scho¨nflies notation Cnv and Dn(n = 3, 4, 6) or tetragonal
classes S4 and D2d. It was particularly noted that the B20 systems where DM
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Figure 6.4: A Comparison for the local energy density per unit volume for the helical
modulation and skyrmions with fixed and varying magnetic moment m, along a
radial direction ρ. B Magnetic phase diagram of MnSi. For B = 0, helimagnetic
order develops below Tc = 29.5 K. Under magnetic field, the helical order unpins
and aligns along the field above Bc1; above Bc2, the helical modulation collapses. In
the conical phase, the helix is aligned parallel to the magnetic field. The transition
fields shown here have been inferred from the AC susceptibility, where the DC and
AC fields were parallel to 100 (10). The A-phase denotes the region where skyrmions
were found.
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helical structures are well known could be a potential site for skyrmion formation.
However, to stabilise skyrmions, an additional uniaxial anisotropy must be present
from external stresses or growth anisotropies. This would then reduce the symmetry
class to Dn from T
3.
These prediction suggest that skyrmions (and helices) should be possible in other
tetragonal systems, Tb3Al2 and Dy3Al2. Both crystals belong to the space group
P42nm and have been observed with canted magnetic structures, but no evidence
of helical or skyrmion phases has been found.
6.1.3 Observation of Skyrmions
The first observation of a skyrmion in a real system was by way of small angle
neutron scattering in MnSi in a small range of field and temperature [117]. MnSi
belongs to the B20 crystal systems which are a subset of the P213 space group, with
the previously mentioned anisotropy given by an external magnetic field. The phase
diagram presented in their work is reproduced in figure 6.4 B.
Here neutron diffraction was used, and a sixfold diffraction pattern was observed,
which is consistent with the hexagonal close packing of skyrmions in a plane4. The
sixfold pattern was observed to persist unchanged with movement of the sample.
The obvious decoupling from the atomic lattice leads to the assumption that the
structure is multi-k in nature and forms a lattice of skyrmions.
Skyrmions are very close in energy to a conical structure, it is thought that criti-
cal fluctuations near the magnetic transition temperature help stabilise the skyrmion
structure over that of the conical phase. This is due to its topological stability, and
explains the position of the skyrmion phase close to the transition, skyrmions have
since been observed in other B20 systems such as FeGe and FexCo1−xSi. Experimen-
tally observed skyrmion systems were exclusively B20, until 2012 with the discovery
3Until recently with the discovery of skyrmions in GaV4S8 [127] all ordered skyrmion systems
had been discovered within the P213 space group which is cubic and does not belong to any of
these symmetry groups.
4Previous studies had all looked with the field perpendicular to the beam direction and so were
unable to see the sixfold pattern, the phase had been called the A-phase and was thought to be
describable by a single wavevector.
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of skyrmions in Cu2OSeO3 [112] which also belongs to the P213 space group but is
not a B20 system5. All of the systems that skyrmions have been discovered in to
date are cubic.
Real Space Images of Skyrmions
The multi-k nature of these skyrmion systems was not confirmed until Lorentz trans-
mission electron microscopy (TEM) images were able to observe skyrmions in real
space in Fe0.5Co0.5Si [128]. Lorentz TEM utilises the Lorentz force which causes
electrons to follow curved paths in magnetic fields. The internal magnetisation of
the sample then produces light and darks spots as the electrons are deflected. Only
fields transverse to the electron motion can be detected. A number of images are
taken in under and over focussed setups and these can then be post analysed using
the transport-of-intensity equation to determine the magnetisation directions and
produce the colour maps pictured in figure 6.5. This constitutes the first incontro-
vertible evidence of the existence of skyrmions and the skyrmion lattice.
Lorentz TEM requires thinned samples and it has been observed that the skyrmion
phase extends over much larger temperature and field range in thin samples, extend-
ing into the conical phase [129]. This is likely due to the conical phase becoming
less favourable, especially when the sample thickness is reduced below the helical
wavevector, as the skyrmions form in a plane perpendicular to the field direction,
they remain unaffected.
Skyrmion flow
Skyrmions have been observed to move with current densities around 106 times
lower than those required to move ferromagnetic domain walls. Although to achieve
a similar speed to domain wall motion in skyrmions, a comparable current is still
required [123,130].
Skyrmion motion has also been theoretically predicted with temperature gra-
dients [131] and has been attributed to some effects seen in experimental stud-
ies. Skyrmions have also been seen to rotate in a recent resonant x-ray study by
5B20 systems belong to the P213 space group.
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Figure 6.5: Topological spin textures in the helical magnet Fe0.5Co0.5Si. (a) Helical
and (b) skyrmion structures predicted by Monte Carlo simulation. (c) Schematic of
the spin configuration in a skyrmion. (d-f) The experimentally observed real-space
images of the spin texture, represented by the lateral magnetisation distribution as
obtained by transport-of-intensity analysis of the Lorentz TEM data: (d) helical
structure at zero magnetic field, (e) the skyrmion crystal (SkX) structure for a weak
magnetic field (50 mT) applied normal to the thin plate and (f) a magnified view of
e. The colour map and white arrows represent the magnetisation direction at each
point [128].
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Langner [110] on Cu2OSeO3 which could be due to thermal effects from beam heat-
ing or small currents induced due to Auger emission.
Reading and Writing of Single Skyrmions
The reading and writing of single skyrmions has been shown to be possible in a
sample consisting of an iron-palladium bilayer deposited on an iridium (1,1,1) sub-
strate [132]. This is still a long way from real applications but shows the basic
principals. The sample displays a similar phase diagram to other systems with he-
lical, conical, skyrmion, and ferromagnetic phases, however, the fields required are
much higher, with the skyrmion phase around 1.4 T. The reading and writing of
skyrmions was shown to be possible around defects which pin the skyrmions. The
sample was prepared by increasing the field through the skyrmion phase to the point
where only a few skyrmions persist around point defects. Spin-polarised scanning
tunnelling microscopy was used to measure the skyrmions It was also shown that
they could be created and destroyed by placing the STM tip above the skyrmion
and sweeping the voltage by ± 0.6 V.
6.1.4 Long Period Magnetic Structures
Helical6, conical, and cycloid structures are all long period magnetic structures which
are depicted in figure 6.6. Helical and cycloidal structures can be thought of as being
similar to Bloch and Ne´el domain walls where there are multiple domains each con-
taining one magnetic moment. Upon applying a magnetic field to a helical structure
a conical structure is normally formed where there is now a ferromagnetic compo-
nent along the rotation axis of the helix. The conical structure exists over a range
of field with the cone angle decreasing upon increasing the field until it is reduced to
zero and a ferromagnetic structure aligned with the field is formed. These structures
are long range and can be thought of as being built up by a largely ferromagnetic
interaction but with a weak antiferromagnetic coupling. This coupling can come in
a number of forms from either the dipolar interaction or the Dzyaloshinskii-Moriya
6helices are sometimes referred to as spin spirals, however, a spiral and a helix are not synony-
mous and the term spiral should not be used.
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interaction7.
Long Range Dipole-Dipole Interactions
The strength of the exchange interaction falls exponentially with distance, as it is
related to overlap integrals of atomic orbitals which have a similar exponentially
decaying spatial dependence. The strength of the dipole-dipole interactions falls as
a function of the distance cubed and so can become dominant at large distances.
When in competition with the exchange interaction this can lead to long period
helical structures. The dipole-dipole interaction can be thought of as a classical
interaction where a demagnetising field causes long range antiferromagnetism in the
shape of a helix. Long period magnetic structures formed by these interactions are
generally larger than 100 nm.
6.1.5 Multi-k Magnetic Structures
The diffraction pattern produced by a skyrmion is a sixfold hexagon and cannot
be thought of as being composed of a single wavevector. It is therefore prudent to
discuss multi-k magnetic structures.
Multi-k or multi-q structures are a feature of high-symmetry crystal systems.
Where some crystals form crystallographic or magnetic domains with spatially sep-
arated regions of rotated crystal or magnetic structures, in multi-k systems a number
of different magnetic structures are coincident and form a superposition in the same
spatial domain. That is not to say magnetic domains do not exist in multi-k struc-
tures as the structure could have propagation vectors along for example h and k,
then domains could form with k and l, and h and l propagation vectors. Some
prominent examples of systems such as these are a large number of rare-earth com-
pounds which crystallise in the AuCu3 cubic structure, NdZn [135], Nd metal [136],
and disordered (Fe,Ni)3Mn compounds [137].
The discrimination between domains of single-k and a true multi-k structure is
non-trivial. If anisotropies introduced by, for example, external magnetic field or
7Other interactions can cause similar effects but on an atomic scale such as frustrated exchange
interactions [133] or four-spin exchange interactions [134]. These interactions can actually produce
degenerate states of skyrmions and anti-skyrmions.
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Figure 6.6: (top) Helical magnetic structure where the moment rotates around the
propagation direction. (middle) Conical, similar to the helical but with a ferro-
magnetic component along the propagation direction. (bottom) Cycloidal structure
where the moments rotate around an axis perpendicular to the propagation direc-
tion.
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the application of strain can unbalance the domain population then this is evidence
of a single-k structure. However, the lack of any noticeable difference in domain
population does not preclude a single-k structure8. Further the presence of (k, k, 0)
peaks in a system with wavevectors (k, 0, 0) and (0, k, 0) again does not necessarily
preclude a single-k structure. It has however, been shown that resonant scattering
from such (k, k, 0) peaks can be used to unambiguously determine the nature of the
magnetic structure by their polarisation dependences [138].
There is no doubt in the case of skyrmion systems as to their multi/single-k
nature as this can be observed, as previously mentioned, with real space imaging
techniques such as Lorentz TEM. If a skyrmion in these systems is just a composition
of three helical structures it would have the form shown in figure 6.7. This produces
a skyrmion with higher moments at the centre (as mentioned previously this could
potentially stabilise the skyrmion phase). This object clearly has a very similar
topology to a skyrmion, however, it is somewhat distorted. In this case we have a
lattice of skyrmions formed by helices, not a close packing of separable objects.
Skyrmion Lattice
A skyrmion lattice would be expected to be composed of hexagonally close packed
skyrmions where all the moments not in the skyrmions are ferromagnetic. This is
distinct from a skyrmion as a composition of three superimposed helices from figure
6.7 as in this case the regions between the skyrmions are not simply ferromagnetic.
Another point to note is that hexagonally close packed skyrmions from theoretical
calculations at least would be expected to retain their circular nature. However,
this is not what is observed with Lorentz TEM as distinctly hexagonal structures
are observed.
8The skyrmion lattice is a prime example of this where the structure aligns in the plane per-
pendicular to the field.
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Figure 6.7: The magnetic structure produced by a superposition of three helices
with wavevectors rotated by 120◦ in the plane. The colours denote the z-component
of the moments with a maximum of 3 and a minimum of -1.
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6.2 Cu2OSeO3
Copper oxyselenide, Cu2OSeO3
9 was first synthesised in 1976 [139]. Measurements
using a vibrating sample magnetometer concluded that it was ferrimagnetic due
to a reduced saturation magnetisation over what might normally be expected for
copper ions [140]. A ferrimagnetic model also appeared to fit well with the de-
termined space group P213 where the sixteen coppers in the unit cell sit on two
different Wyckoff sites, four on the 4a and twelve on the 12b site. The ferrimagnetic
structure then comes from the moments on one site being anti-aligned with the mo-
ments at the other site, this was later confirmed with neutron powder diffraction
measurements [111]. The crystal structure for Cu2OSeO3 is somewhat complex and
contains highly distorted CuO5 square based pyramids at the 12b sites and almost
undistorted trigonal bi-pyramids at the 4a sites. The structure is depicted in figure
6.8.
Recently using Lorentz TEM, Cu2OSeO3 has been found to contain helical, con-
ical, and skyrmion phases [112], with a similar phase diagram to other skyrmion
systems (reproduced in figure 6.9). This was also the first paper to report a helical
ground state of the system which had previously been unresolved by the neutron
powder diffraction study [111] due to its long wavelength of roughly 50 nm.
Multiferroic Properties
Before the discovery of skyrmions in this system a number of papers were published
on its possible magnetoelectric/ferroelectric properties. The P213 space group lacks
inversion symmetry and must therefore be inherently piezoelectric, however, ferro-
electric properties would not be expected within the P213 space group even with a
uniaxial anisotropy which as previously mentioned could induce a symmetry capable
of supporting skyrmions. This does not preclude the possibility of magnetoelectric-
ity (a coupling of the magnetic and electric degrees of freedom where an applied
magnetic field can induce an electric polarisation in the sample or visa versa), which
has been observed via magnetocapacitance (a change in capacitance with an applied
magnetic field) measurements on powdered samples by Bos et al. [111]. The magne-
9This is the currently widely used formula, it has however, previously been denoted Cu2SeO4.
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Figure 6.8: Structure of cubic Cu2OSeO3. (top left) Full crystal structure. (top
right) The arrangement of the copper atoms. (bottom left) polyhedra shapes for
the different copper sites.
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Figure 6.9: Field temperature phase diagram for Cu2OSeO3 determined by magneti-
sation measurements from [141]. The red region labelled A denotes where skyrmions
are observed at equilibrium. The panels b, c, and d show zoomed in regions around
the skyrmion phase for different field orientations with the conical phase labelled c
and the helical phase labelled h.
tocapacitance signal was observed below the magnetic transition but also only above
500 Oe, consistent with the then unknown, transition from helical to conical mag-
netic structures. A further study using Raman spectroscopy by Gnezdilov et al. [142]
found there could be no spontaneous electric polarisation if the net magnetic mo-
ment is oriented along the crystallographic axes. Magnetocapacitance measurements
have since been completed on single crystals and corroborate these results, finding
an electric polarisation when a field is applied (large enough to enter the conical
phase), and only when that field is not along a crystallographic axis [112,143,144].
Magnetism
The phase diagram determined from Lorentz TEM has been confirmed by small an-
gle neutron scattering (SANS) which finds that the ground state helices are oriented
along the [1, 0, 0] type directions [141]. Due to the recent discovery of the helical
structure the literature will be reviewed in a chronological manner but attribut-
ing conclusions to the current phase diagram. Bos et al. completed temperature
dependent magnetic susceptibility measurements fitting a Curie constant to the lin-
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ear paramagnetic phase and extracting an experimental effective moment of 1.36
µB/Cu. At 5K the sample saturates at 0.5 µB/Cu agreeing with the three up, one
down ferrimagnetic structure. A helical structure would not be expected to show
any magnetisation as it has no net moment. This was confirmed by measurements
on single crystals by Seki et al. [112] where magnetisation versus applied magnetic
field (M-H) curves show an increase in magnetisation with applied fields along the
[1, 1, 1] direction with fields less than the helical-conical transition. The cause of this
is likely distortions of the helices to give a net magnetisation without altering their
wavevector. However, the lack of a magnetocapacitance signal in this phase means
that the magnetisation must be along the crystallographic axes, and the helical
structure would therefore become conical. The observed helical conical transition is
likely then just a transition from conical structures along crystallographic directions
to an alignment with the field. This is consistent with SANS measurements [141]
which cannot easily differentiate between a cone and a helix.
Bos et al. also completed a Rietveld refinement of the magnetic structure using
neutron powder diffraction. The ferrimagnetic structure was refined with the mo-
ments pointing along the [1, 1, 1] direction. This is consistent with the Goodenough-
Kanamori rules with antiferromagnetic coupling between atoms on the 4a and 12b
sites. The magnetisation measurements were taken at a sufficiently high field to po-
larise the sample and achieve the ferrimagnetic state, however, the powder diffraction
was measured in zero field. There is then the open question of whether the ground
state helical structure is also ferrimagnetic.
The refined structure with moments pointing along the [1, 1, 1] direction is in
clear contradiction to the more recent helical domain structure. As well as a combi-
nation of the magnetocapacitance measurements taken by Seki et al. [112] showing
no spontaneous polarisation at low fields and the interpretation by Gnezdilov et
al. [142] that there will be no magnetocapacitance for a net moment along a crys-
tallographic direction. We therefore take the magnetic structure as having the same
three up one down structure from Bos et al. but with the moments pointing per-
pendicular to the crystallographic axes.
In this chapter we describe results obtained from magnetisation measurements
and neutron diffraction data collected on Wish, a long-wavelength neutron diffrac-
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tometer which should be able to resolve the helical satellites from the parent Bragg
peaks. The use of polarised x-rays to investigate the magnetic structure in the
helical, conical, and skyrmion phases is further described.
Coupled Skyrmion Sublattices
In 2014 the first resonant x-ray study on any skyrmion system was published on
Cu2OSeO3 by Langner et al. [110]. A clear sixfold pattern was observed on resonance
at the copper L-edges. There are a number of possibly interesting observations in this
paper. The satellites were observed around a (1, 0, 0) reflection, which is structurally
forbidden in the P213 space group, however, no explanation as to its origin is given.
Two sets of skyrmion peaks were observed at slightly different rotations. These
were observed to resonate at slightly different energies and were attributed to the
two different copper sites. The peaks were also observed to rotate with time.
Objectives
To reiterate our objectives after a long introduction, we aimed to extend the work
of Langner et al. using polarised x-rays to investigate both the origin of the (1, 0, 0)
reflection and the magnetic nature of its satellites. Helical magnetic structures
can display complex properties and become elliptical where the major axis of the
ellipse can align due to local symmetries [109]. We therefore investigated the helical,
conical, and skyrmion phases to determine the nature of the magnetic structure and
whether it has any intricacies that could promote the formation of skyrmion lattices
or produce distorted skyrmions which could be more stable.
Neutron powder diffraction was then used to refine the magnetic structure. The
original magnetic structure analysis was unable to resolve the magnetic helices and
the ground state was thought to be ferrimagnetic. Helices have since been observed
and there is a somewhat open question as to whether the ground state helix is a
ferrimagnetic helix or not. We used long wavelength neutron powder diffraction and
single crystal data to attempt to resolve the magnetic satellites and refine the true
magnetic ground state.
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6.3 Experimental Methods
Single crystals of Cu2OSeO3 were grown by Monica Hatnean and Geetha Balakrish-
nan at the University of Warwick using the chemical vapour transport method [145].
Powders of CuO and SeO were heated slowly in a sealed tube over a number weeks.
Samples were aligned on the lab-based rotating anode x-ray source where the lat-
tice parameters were confirmed to be consistent with previous measurements with
cubic parameter of a = 8.925 [146]. Neutron single crystal and powder diffraction
measurements were taken at the Wish beamline of target station 2 at ISIS (a pulsed
neutron spallation source). Soft x-ray measurements were taken on the RASOR
end station of the I10:BLADE beam-line at the Diamond Light Source Ltd. A per-
manent magnet stage provides a variable magnetic field in the range 7-35 mT. A
Princeton Instruments model 2048B PI-MTE area detector with 2048 x 2048 pix-
els and a pixel size of 13.5 x 13.5 µm was used to check the phase diagram before
polarisation analysis measurements were taken. A (1, 0, 0) aligned sample was used
as the (1, 0, 0) reflection is the only reflection inside the Ewald sphere. Wish was
used for both powder and single crystal neutron scattering. As Wish is a time of
flight neutron source the data is effectively collected in 3 dimensions, two on the
detector and the third being time. The resolution is greatest in the energy of the
neutrons related to the time of flight and the field was therefore aligned vertically to
project the skyrmion pattern into this plane. The sample was aligned with (1, 1, 1)
along the field direction as this gives the largest possible skyrmion phase. Mag-
netisation data was collected using a Quantum Designs Superconducting QUantum
Interference Device (SQUID) magnetometer, with an AC-susceptibility module.
6.4 Results
6.4.1 Magnetisation Data
The sample was aligned with the field along the (1, 0, 0) direction. Magnetisation
vs. applied field scans at 20 K are shown in figure 6.10.
The transition between multi-domain helical and conical structures is expected
to be around 300 Oe at 20 K and this can be seen by a change in gradient of the
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Figure 6.10: Magnetisation as a function of applied magnetic field at 20 K. The field
was applied along the (1, 0, 0) direction. With a sample mass of 85.7 mg ±0.5.
lower, increasing field curve. Some hysteresis can be observed around this transition.
This hysteresis is expected and is a result of helical domains preferentially forming
along the field direction which is a crystallographic direction when reducing the field
from the conical to the helical phase, as such, no change in gradient is observed.
Some hysteresis is also observed between 400 and 700 Oe, which is not expected for
a single domain conical structure. The saturation magnetisation is 0.527 µB/Cu ±
0.003. This is similar to the value of 0.5 µB/Cu (measured at 5 K, with unstated
sample orientation) determined in the paper by Bos et al. [111].
Temperature dependent magnetisation measurements were taken in the param-
agnetic phase with an applied field of 1 T (10,000 Oe). From the following equation
the moment size can then be determined:
µ =
√
3k
Ax
. (6.3)
Where A is the atomic mass, k is Boltzmann’s constant, and x is the gradient of
the linear region of the inverse susceptibility, all parameters are in CGS units. The
temperature dependence is shown in figure 6.11. This gives the copper moments
as 1.50 µB ± 0.009. This is larger than the value of 1.36 µB from the Bos paper.
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Figure 6.11: Inverse susceptibility vs. temperature in the paramagnetic region in
a 10,000 Oe applied field. The linear region is fitted with a straight line with a
gradient (x) of 3.58 ± 0.04.
Diamagnetic corrections have been calculated and accounted for with diamagnetic
constants from reference [147].
AC-susceptibility scans have been used to map the phase diagram in the region
of the skyrmion phase, the results of this are shown in figure 6.12 . The skyrmion
phase can be seen as a dip in the region 56.5 - 57.25 K and 150 - 250 Oe. This is
roughly similar to the region observed by Adams et al. [141]. The magnetisation
measurements are largely consistent with those previously reported. The reduced
ordered saturation moment suggesting a ferrimagnetic structure.
6.4.2 Resonant X-ray Scattering Results
As previously mentioned the (1, 0, 0) Bragg peak is disallowed in the P213 space
group, the observation of scattering intensity at this position then suggests that the
space group may be wrong. Upon further investigation the peak was found to rotate
the polarisation of incident light and resonate at the copper L-edges, figure 6.13.
The rotation of the polarisation and the copper resonance are usually indicative of
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Figure 6.12: AC susceptibility between 0 and 600 Oe applied field at 0.5 K steps.
The field was oscillated at a frequency of 700 Hz and an amplitude of 2 Oe. The
field was applied along the (1, 0, 0) direction.
magnetic scattering, this can be ruled out by the fact that the peak is observed at
room temperature, well above the magnetic transition. Alternatively a scattering
process which derives from the anisotropy of the tensor of x-ray susceptibility, so
called ATS or Templeton-Templeton scattering, can also produce scattered light of
a rotated polarisation [148–150].
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Figure 6.13: Energy scan in the four scattering channels taken at room temperature
on the (1, 0, 0) peak. Intensity is only observed in the channels with a rotated
polarisation.
6.5 ATS
6.5.1 Anisotropy of the Tensor of X-ray Susceptibility
The information in this section largely follows chapter 8 Resonant X-Ray Scatter-
ing and Absorption in the book Magnetism and Synchrotron Radiation [49]. In
a tensorial description of scattering, where scattering can be described by a rank
two tensor, any tensor can be decomposed into a scalar, a vector, and a symmetric
tensor. The scalar part describes isotropic processes such as Thomson scattering,
the vector part can be described as a time odd axial vector and describes magnetic
scattering. The tensor component is also anisotropic and can produce scattering
at positions where there are forbidden reflections due to screw axis and glide plane
extinctions. The scattering is produced due to the symmetry of the measurement
effectively breaking the symmetry of the space group.
The nature of x-ray scattering with polarised x-rays is that they can be sensitive
to the local point group symmetry and thus the symmetry of the measurement
breaks the symmetry of the crystal generally breaking glide plane or screw axis
extinctions. For Cu2OSeO3 the (1, 0, 0) reflections are screw-axis forbidden, so their
presence could be expected to be due to ATS.
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Figure 6.14: Full polarisation analysis measurements of the (1, 0, 0) peak at room
temperature.
ATS can be useful for determining small changes in local symmetries. To de-
termine the nature of any ATS scattering we look at the local site symmetries and
incorporate these into the structure factor as:
F =
∑
i
SiTS
†
ie
iq.ri . (6.4)
Where T is a general scattering tensor, F is the structure factor tensor and Si is
the site symmetry at the position ri.
6.5.2 The (1, 0, 0) Peak
A full polarisation analysis measurement was taken of the (1, 0, 0) peak at room tem-
perature, the resultant P1 and P2 parameters are shown in figure 6.14. As the peak is
resonant at the copper L-edges we consider only the copper atoms when calculating
the ATS. There are two symmetry inequivalent copper atoms in the unit cell, and
they sit on the Wyckoff positions denoted 4a, and 12b. The Wyckoff positions with
the associated transforms are shown in table 6.1. These show the symmetry equiva-
lent positions within the unit cell. We can see from this that the equivalent positions
for the 4a site are just a special case of the general position 12b where x = y = z. As
we are only interested in the site symmetry we can effectively ignore the +1
2
from the
screw axis as a translation will not change the symmetry, however the rotation from
the screw still persists. We can then look at how to transform between the different
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Wyckoff symmetry equivalent positions
position
12b 1
(x, y, z)(-x+1
2
,-y, z+1
2
)(x+1
2
,-y+1
2
,-z)(-x, y+1
2
,-z+1
2
)
(z, x, y)(-z+1
2
,-x, y+1
2
)(z+1
2
,-x+1
2
,-y)(-z, x+1
2
,-y+1
2
)
(y, z, x)(-y+1
2
,-z, x+1
2
)(y+1
2
,-z+1
2
,-x)(-y, z+1
2
,-x+1
2
)
4a .3. (x, x, x)(-x+1
2
,-x, x+1
2
)(x+1
2
,-x+1
2
,-x)(-x, x+1
2
,-x+1
2
)
Table 6.1: Wyckoff positions and symmetry for the copper atoms in Cu2OSeO3.
equivalent positions. Just looking at the 4a site, labelling the atom positions in
terms of their descending x coordinate; 1, (x, x, x); 2, (-x+1
2
,-x, x+1
2
); 3, (x+1
2
,-x+1
2
,-
x); 4, (-x, x+1
2
,-x+1
2
). We can easily devise the following transform matrices:
S1 =
(
1 0 0
0 1 0
0 0 1
)
,S2 =
( −1 0 0
0 −1 0
0 0 1
)
,S3 =
(
1 0 0
0 −1 0
0 0 −1
)
,S4 =
( −1 0 0
0 1 0
0 0 −1
)
. (6.5)
Denoting fi = SiTS
†
i and taking the general matrix, T =
(
a b b
b a b
b b a
)
, to describe the
local symmetry at a certain atom position after propagating through the symmetry
matrices we get the following matrices:
f1 =
(
a b b
b a b
b b a
)
, f2 =
(
a b −b
b a −b
−b −b a
)
, f3 =
(
a −b −b
−b a b
−b b a
)
, f4 =
(
a −b b
−b a −b
b −b a
)
. (6.6)
Then the structure factor can be written as:
F = f1e
2piix + f2e
2pii(−x+ 1
2
) + f3e
2pii(x+ 1
2
) + f4e
−2piix
= f1e
2piix − f2e−2piix − f3e2piix + f4e−2piix
= (f1 − f3)e2piix + (f4 − f2)e−2piix . (6.7)
Substituting in the f matrices we get the following result:
F4a100 =
(
0 2b 2b
2b 0 0
2b 0 0
)
e2piix +
(
0 2b −2b
2b 0 0
−2b 0 0
)
e−2piix
= 2b

0 e2piix + e−2piix e2piix − e−2piix
e2piix + e−2piix 0 0
e2piix − e−2piix 0 0

= 4b

0 cos 2pix i sin 2pix
cos 2pix 0 0
i sin 2pix 0 0
 . (6.8)
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Where for the 4a site, x = 0.886. Computing a similar operation for the general
position 12b10 we get:
F12b100 = 4b

0 A iB
A 0 0
iB 0 0
 . (6.9)
Where A = cos 2pix + cos 2piy + cos 2piz and B = sin 2pix + sin 2piy + sin 2piz with
the coordinates x = 0.1335, y = 0.1221, and z = 0.8719.
To determine a scattering matrix M we use the equation M = εˆ.F.εˆ′ where the
incident polarisation εˆ is described as a row vector and the scattered polarisation
εˆ′ is described as a column vector. The polarisation vectors are as follows in this
geometry:
εˆσ = (0, 0, 1) ,
εˆ′σ =

0
0
1
 ,
εˆpi = (cos θ,− sin θ, 0) ,
εˆ′pi =

cos θ
sin θ
0
 .
As the basic shape is the same for each of the two copper sites they will produce
similar scattering matrices:
M =
 0 4b cos θ(iB + A)
4b cos θ(iB + A) 0
 = 4b cos θ(iB + A)
0 1
1 0
 . (6.10)
The 4b cos θ(iB +A) term is then just a constant and irrelevant to the polarisation
dependence which will just rotate the incident linear polarisation by 90◦ regardless
of the incoming polarisation angle. The resulting full polarisation analysis for this
model is plotted alongside the data in figure 6.15 and reproduces the data well.
Unfortunately due to the large number of parameters involved nothing can be said
about the local site symmetries from these results.
10Where the S matrices are now
(
1 0 0
0 1 0
0 0 1
)
,
(−1 0 0
0 −1 0
0 0 1
)
,
(
1 0 0
0 −1 0
0 0 −1
)
,
(−1 0 0
0 1 0
0 0 −1
)
,
(
0 0 1
1 0 0
0 1 0
)
,
(
0 0 −1
−1 0 0
0 1 0
)
,(
0 0 1−1 0 0
0 −1 0
)
,
(
0 0 −1
1 0 0
0 −1 0
)
,
(
0 1 0
0 0 1
1 0 0
)
,
(
0 −1 0
0 0 −1
1 0 0
)
,
(
0 1 0
0 0 −1
−1 0 0
)
,
(
0 −1 0
0 0 1−1 0 0
)
.
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Figure 6.15: Full polarisation analysis measurements of the (1, 0, 0) Bragg peak.
With the solid lines representing the model to ATS scattering.
6.5.3 Magnetic Satellite Reflections
Magnetic satellites were observed to exist around the (1, 0, 0) reflection below 57.5
K. A schematic of the experimental set up is shown in figure 6.16, in zero field
helical satellites form along the crystallographic directions a, b, and c as (1 ±
τ, 0, 0), (1,±τ, 0), (1, 0,±τ). In the conical phase satellites form along the field di-
rection (in this case a) (1 ± τ, 0, 0). In the skyrmion phase satellites form in a
hexagonal pattern in the plane perpendicular to the field (the bc-plane) as (1,±τ, 0),
(1,±2
3
τ,±1
3
τ), (1,±2
3
τ,∓1
3
τ). Using θ − 2θ scans with the area detector, a rough
phase diagram was constructed. The skyrmion phase was found to exist over only a
very small range in temperature and magnetic field. This was slightly smaller than
that determined by the AC-susceptibility measurements. Here the skyrmion phase
was only found in the darkest blue region of the phase diagram in figure 6.12.
The pattern produced when entering the skyrmion phase is often not a simple
hexagon as reported in the literature. Usually a ring of intensity was seen aligned
perpendicular to the field with the correct wavevector, an example of this is shown
in the left hand side of figure 6.17. This suggests the formation of many domains
within the sample all with different orientations aligned with the field. The more
intense regions often form along a principal crystallographic direction, however, this
is not always the case and shows that there is a relatively weak coupling between the
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Figure 6.16: Schematic of the experimental geometry. Showing the field direction
which was usually along the a-axis but can rotate in the ab-plane. The red spots
are a representation of the skyrmion reflections in reciprocal space.
magnetic structure and the underlying crystal lattice. A single 6-fold pattern was
found to be achievable by rotating the field to essentially give a preferred direction
of alignment in the plane with one set of reflections aligning along the axis about
which the field was rotated. An example of the pattern achieved by such a method
is shown in the right hand side of figure 6.17.
6.5.4 Magnetic Structure Factor Calculations
As magnetic peaks were not observed at the (1, 0, 0) position in the previous neutron
powder study [111] we shall now calculate the magnetic structure factors for the
ferrimagnetic and helical models.
Magnetic Structure Factor of the (1, 0, 0) reflection within the Ferrimag-
netic model
No magnetic scattering was observed in the neutron powder data collected by Bos
et al. [111]. We shall confirm this by calculating the magnetic structure factor for
this reflection.
We will now calculate the magnetic structure factor for the (1, 0, 0) reflection
with the original ferrimagnetic model. Following the same method as in the previous
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Figure 6.17: Integrated intensity θ − 2θ curve scans around the (1, 0, 0) with the
area detector. The white streak in the middle of the image is a consequence of the
ATS peak overloading the central pixels. The left image shows a typical pattern
observed upon cooling into the skyrmion phase. The right image shows an aligned
pattern achieved by rotating the magnetic field to align the magnetic domains.
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chapter the magnetic structure factor can be written as follows:
FM ∝
∑
l,m,n
I∑
i
eiq.ri,l,m,nz(ri,l,m,n) . (6.11)
Where, as before, the sum runs over only the magnetic atoms in the unit cell (i) and
the unit cell positions (l,m, n), where z(ri,l,m,n) is a function describing the mag-
netic moment. As the ferrimagnetic structure is ferromagnetic within the different
Wyckoff sites it can be described with the following vector:
z(ri,l,m,n) = (1, 0, 0) . (6.12)
As there is now no periodicity to the structure, the magnetic structure factor sim-
plifies and intensity is no longer produced at satellites at τ positions and only at
fundamental Bragg peak positions. We begin by just calculating the magnetic struc-
ture factor for the 4a site and then extending this to the 12b site. At the 4a site
there are 4 atoms within the unit cell at positions; (x, x, x), (-x+1
2
,-x, x+1
2
), (x+1
2
,-
x+1
2
,-x), (-x, x+1
2
,-x+1
2
) where x = 0.886, resulting in the following calculation for
the structure factor:
FM100 =
1
2
Z
(
e2pii(1,0,0).(x,x,x) + e2pii(1,0,0).(x+
1
2
,−x+ 1
2
,−x)
+e2pii(1,0,0).(−x,x+
1
2
,−x+ 1
2
) + e2pii(1,0,0).(−x+
1
2
,−x,x+ 1
2
)
)
=
1
2
Z
(
e2piix + epiie2piix + e−2piix + epiie−2piix
)
=
1
2
Z
(
e2piix − e2piix + e−2piix − e−2piix)
=0 . (6.13)
As this is independent of x we can easily see that the atoms on the 12b sites;
(x, y, z), (-x+1
2
,-y, z+1
2
), (x+1
2
,-y+1
2
,-z), (-x, y+1
2
,-z+1
2
), (z, x, y), (-z+1
2
,-x, y+1
2
),
(z+1
2
,-x+1
2
,-y), (-z, x+1
2
,-y+1
2
), (y, z, x), (-y+1
2
,-z, x+1
2
), (y+1
2
,-z+1
2
,-x), (-y, z+1
2
,-
x+1
2
) can be split into 3 groups of four atoms similar to the 4a site, e.g. (y, z, x),
(-y+1
2
,-z, x+1
2
), (y+1
2
,-z+1
2
,-x), (-y, z+1
2
,-x+1
2
), which will each produce the same
zero structure factor as the 4a site11. This confirms that the structure factor for the
ferrimagnetic structure is zero at the (1, 0, 0) reflection.
11for the 12b site Z will have the opposite sign.
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Magnetic Structure Factor of the (1 + τ, 0, 0) satellite reflection within
the Ferrimagnetic-Helical model
We will now calculate the magnetic structure factor for the magnetic satellite reflec-
tions around the forbidden (1, 0, 0) peak. We shall start by calculating the magnetic
structure factor for the simple case of a helical structure propagating along a with
the moment direction in the bc-plane. This structure can be described as follows:
z(ri,l,m,n) = (0, cos(τ .ri,l,m,n), sin(τ .ri,l,m,n)) . (6.14)
Which in this case can be rewritten in exponential form as follows:
z(ri,l,m,n) =
1
2
ei(τ .ri,l,m,n)Z +
1
2
e−i(τ .ri,l,m,n)Z∗ . (6.15)
Where Z = (0, 1, i), as in the previous chapter we can now substitute this back into
the structure factor as follows:
FM ∝
∑
l,m,n
I∑
i
1
2
eiq.ri,l,m,n
(
ei(τ .ri,l,m,n)Z + e−i(τ .ri,l,m,n)Z∗
)
(6.16)
∝
∑
l,m,n
I∑
i
1
2
(
ei(q+τ ).ri,l,m,nZ + ei(q−τ ).ri,l,m,nZ∗
)
(6.17)
∝ 1
2
∑
l,m,n
ei(q+τ ).Rl,m,n
I∑
i
ei(q+τ ).riZ (6.18)
+
1
2
∑
l,m,n
ei(q−τ ).Rl,m,n
I∑
i
ei(q−τ ).riZ∗ . (6.19)
So now in the presence of a magnetic structure q is transformed and this will also
transform the Laue´ condition. The Laue´ condition will then become, (q±τ ).Rl,m,n =
2pin as the sum over l,m, n will be zero otherwise and G.Rl,m,n = 2pin then we get
q = G ∓ τ = (h, k, l) ∓ τ . Then this can be substituted into the structure factor
and the τ ’s will cancel such that we are left with the following:
FM ∝ 1
2
Z
I∑
n
ei2pi(h,k,l).rn
∣∣∣∣∣
q+τ
+
1
2
Z∗
I∑
n
ei2pi(h,k,l).rn
∣∣∣∣∣
q−τ
. (6.20)
We are now left with the sum over the atom positions giving the structure factor
for the parent Bragg peaks, which we can calculate for the (1+τ , 0, 0) peak. As
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with the ferrimagnetic structure factor for ease we shall consider the different atom
Wyckoff positions separately, starting with the 4a site:
FM100 =
1
2
Z
(
e2pii(1,0,0).(x,x,x) + e2pii(1,0,0).(x+
1
2
,−x+ 1
2
,−x)
+e2pii(1,0,0).(−x,x+
1
2
,−x+ 1
2
) + e2pii(1,0,0).(−x+
1
2
,−x,x+ 1
2
)
)
=
1
2
Z
(
e2piix + epiie2piix + e−2piix + epiie−2piix
)
=
1
2
Z
(
e2piix − e2piix + e−2piix − e−2piix)
=0 . (6.21)
As this is again independent of x we can see that following the same logic as before
for the atoms on the 12b sites, the magnetic structure factors for the satellites around
the (1, 0, 0) reflection are also zero.
The lack of a magnetic structure factor is consistent with the neutron powder
diffraction data from Bos et al. [111]. However, there is the presence of the ATS
reflection at the (1, 0, 0) to consider. This complicates the situation and could allow
for magnetic intensity to still be observed at the (1, 0, 0)±τ positions without a
magnetic contribution being observable with neutron scattering.
Magnetic satellite reflections have been observed around forbidden reflections in
BiFeO3 [151]. In this example reflections around a glide plane forbidden reflection
(which was also ATS forbidden) are observed as the magnetic structure displays
antiferromagnetic coupling between atoms on the same site.
Applying a similar structure from BiFeO3 to Cu2OSeO3 will result in a structure
where the tetrahedral arrangements of copper atoms are all aligned ferromagnetically
but one of the tetrahedra has moments aligned antiferromagnetically with the other
three. This structure is shown in figure 6.18. The magnetic structure factor in this
case will no longer be zero and is calculated below:
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Figure 6.18: Structure of cubic Cu2OSeO3, with only copper atoms shown for clarity.
Brown atoms denote coppers at the 4a site, blue atoms denote coppers at the 12b
site. Magnetic moments directed along the c-axis.
FM100 =
1
2
Z
(
e2pii(1,0,0).(x,x,x) − e2pii(1,0,0).(x+ 12 ,−x− 12 ,−x)
−e2pii(1,0,0).(−x,x+ 12 ,−x+ 12 ) − e2pii(1,0,0).(−x+ 12 ,−x,x+ 12 )
)
=
1
2
Z
(
e2piix − epiie2piix − e−2piix − epiie−2piix)
=
1
2
Z
(
e2piix + e2piix − e−2piix + e−2piix)
=Ze2piix . (6.22)
Redefining x as x1 and extending this to encompass the 12b site, with atom position
(x2, y, z), gives:
FM100 =Z
(
e2piix1 − e2piix2 − e2piiy − e2piiz)
=(0, cos 2pix1 + i sin 2pix1 − cos 2pix2 − i sin 2pix2 − cos 2piy − i sin 2piy
− cos 2piz − i sin 2piz, i cos 2pix1 − sin 2pix1 − i cos 2pix2 + sin 2pix2
− i cos 2piy + sin 2piy − i cos 2piz + sin 2piz) . (6.23)
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Figure 6.19: h-scan at 14 K in zero field around the (1, 0, 0) Bragg peak showing
the helical satellite reflection. The line corresponds to Lorentzian peakshapes with
a linear background from which the wavevector of τ =0.0147±0.00025 r.l.u.
Where x1, x2, y, z come from the atom positions and are as follows x1 = 0.886, x2 =
0.1335, y = 0.1211, z = 0.8719.
This structure maintains the one up three down moment structure and will
therefore be consistent with magnetisation measurements. It would however, be
expected to show intensity at the (1, 0, 0) position in neutron powder diffraction.
The difference between the two structures is independent of the τ periodicity and
would therefore not be expected to be observable in the polarisation dependence of
the satellite peaks.
Satellite Peak Characterisation
Using the polarisation analyser a theta two-theta (h) scan was performed in the
σ-pi channel showing the strong intensity still present at the (1, 0, 0) position and
the (1+τ , 0, 0) satellite. The peaks have been fitted to Lorentzian lineshapes to
accurately determine their centres. The wavevector was found to agree with previous
measurements to be τ =0.0147±0.00025 r.l.u corresponding to a helical wavelength
of 60.7 nm ± 1 (figure 6.19). Energy scans of the satellites were taken in the three
phases, as shown in figure 6.20, and are relatively uncomplicated with only a single
peak at both the LII & LIII edges, mirroring that seen with the forbidden ATS
reflection. These results are somewhat in opposition to those observed by Langner
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et al. [110] reproduced in figure 6.21. The Langner paper attributed these different
resonances and peaks to the two different copper sites and are the result of a moire´
pattern. However, we only observed one set of peaks in the skyrmion phase and
only a single resonance feature. A recent paper by Zhang et al. [152] has thoroughly
discounted the data of Langner et al. as they were able to observe one, two, or three
sets of peaks, further the Fourier transform of a moire´ pattern would produce a
six-fold pattern of secondary satellites around the primary ones. The peak splitting
is shown to be a function of the magnet poles not being aligned creating a field
gradient at the sample position, this is supported by the fact that in the Langner
paper the field was fixed in the experimental frame and not in the sample frame as
in our experiment. The attribution of the peaks to the two copper sites obviously
no longer holds when it is noted that three peaks can also be observed. It was also
noted in the Zhang paper that the peak splitting cannot be explained by the different
copper sites considering that both valence bond sum and DFT calculations [111,153]
show very little difference in the oxidation states between the two sites. We expect
that the discrepancy between the energy resonance is as a result of using an area
detector and that both peaks could not be aligned properly at the same time12.
Further work by Zhang et al. which has yet to be published has found that an
offset in the permanent magnets produce a pattern that rotates with time suggesting
that an inhomogeneous field produces the rotating pattern. This is similar to that
observed by Langner et al.
As we have seen the structure factor for the currently accepted ferrimagnetic
structure cannot explain the magnetic satellites observed around the (1, 0, 0) posi-
tion. We shall therefore turn to the neutron scattering results to attempt to explain
this before returning to the polarisation analysis results.
12This could be counteracted by doing a full theta-two theta scan at each energy, but would not
be possible with the noted rotation of the pattern reported in the paper.
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Figure 6.20: Energy scans of the magnetic satellites in the three different phases
with σ incident light. The step at 940 eV in the data for the skyrmion peak is an
artefact from normalising the background which showed a strong change in gradient
after the LIII edge. This was notable as the skyrmion phase satellites were much
weaker than in the other phases.
Figure 6.21: (a) Skyrmion peaks at 933 eV(b)-(f) Evolution of the double peak as a
function of the incident photon energy. (g) Integrated peak intensities as a function
of photon energy, showing different resonances for each peak, from [110].
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6.5.5 Neutron scattering
Single Crystal
Figure 6.22 shows results from single crystal measurements taken on Wish. As
expected in the helical phase figure 6.22 (a-c) six satellite peaks were observed
and are oriented along [1, 0, 0] type directions. No central peak is observed which
indicates that there is no net moment as expected for a helix. On the application of
a magnetic field the domains preferentially align to the field direction, figure 6.22(d),
a further increase of the magnetic field, figure 6.22(e), induces a spin canting and the
structure becomes conical, as evidenced by the intensity now present at the central
position. There is also a slight movement of the satellite peaks suggesting that
the wavevector becomes shorter with the application of the field, this is consistent
with the slight hysteresis observed in the magnetisation data. This conical structure
results in a net moment and some remnant intensity at the parent peak position.
When the field is increased further, the canting effectively becomes 90 degrees and
all the moments align with the field. Subfigures 6.22(g) and (h) show a one degree
temperature difference from below and in the skyrmion phases respectively. The
resolution is too low to distinguish separate peaks in the skyrmion phase, however,
a transfer of intensity from aligned along the field to in the plane perpendicular to
the field is evident. It also appears that the intensity on the parent Bragg peak
persists and it is therefore likely that there is a coexistence of the skyrmion and
ferrimagnetic phases. If there were domains where there were not skyrmions these
would be expected to be conical as the skyrmion phase is completely surrounded by
the conical phase, however, the lack of intensity below and above the parent peak
precludes this situation.
6.5.6 Powder Diffraction
Following the successful resolution of the satellite peaks using single crystal mea-
surements, powder diffraction was used to attempt to refine the magnetic structure
with a helical model instead of a ferrimagnetic one and investigate the presence of
a (1, 0, 0) reflection. We will consider a combination of the different possible models
where helical satellites are allowed.
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Figure 6.22: Single crystal diffraction patterns on Wish. Images are around the
(1, 1, 0) Bragg peak and the Bragg peak is removed by subtraction of images above
and below the magnetic transition. Images a-c are separated in d -spacing and show
the three pairs of helical domains, no remnant peak is observed at the (1, 1, 0)
position. subfigures d-f show successive increases in field from the conical to the
ferrimagnetic phases. The final images, g and h show what should be the conical
and skyrmion phases respectively.
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Table 6.2: Atomic parameters for Cu2OSeO3 at 60 K. Goodness of fit statistics:
Rp = 18.6%, wRp = 9.4%, Rexp = 3.0%, χ
2 = 9.7. Space-group P213 and a =
8.97639(7) A˚.
atom Wyckoff site x y z
Cu1 4a 0.8870(8) - -
Cu2 12b 0.1315(7) 0.1189(7) -0.1293(8)
Se1 4a 0.2025(6) - -
Se2 4a 0.4636(5) - -
O1 4a 0.7575(6) - -
O2 4a 0.018(1) - -
O3 12b 0.2686(6) 0.1829(7) 0.0324(7)
O4 12b -0.0164(9) 0.0415(8) -0.2677(8)
6.5.7 Nuclear Model
Data for the nuclear model was taken at 60 K in zero applied magnetic field. The
Rietveld refined model was consistent with the measurements of Bos et al. [111] with
a lattice parameter of a = 8.980. The atom positions are in table 6.2 with data and
refinement shown in figure 6.23.
6.5.8 Ferrimagnetic Phase
For the magnetic structure refinement we begin with the simplest case of the ferri-
magnetic phase. A field of 0.12 mT was applied to the sample at 20 K and collected
for 3 hours. Differences in the powder pattern were observed between this and the
60 K data, as shown in figure 6.24. The difference patterns are shown in figure
6.25. While many of the peaks do show a difference, this is a product of thermal
contraction of the sample and can be seen by the positive and negative nature of the
peak differences. It should be noted that no intensity is observed in the difference
patterns (figure 6.25) at 8.925 corresponding to the (1, 0, 0) reflection, consistent
with the magnetic structure factor calculated previously and the three up one down
ferrimagnetic structure proposed by Bos et al.. The pattern was Rietveld refined us-
ing Fullprof [53] with the nuclear model remaining the same, apart from the lattice,
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Figure 6.23: Neutron powder diffraction from Cu2OSeO3 taken on Wish at 60 K in
zero field, tth = 90◦. The crystallographic parameters from this model are shown in
table 6.2.
thermal, and background parameters.
The result of this is shown in figure 6.26 with a fitted copper moment of 0.924
µB/Cu ± 0.025. This is larger than the value of 0.615 µB/Cu derived by Bos et al..
Our value is more consistent with the magnetisation data which predicts a moment
of 1.06 µB/Cu ± 0.006 with the ferrimagnetic structure.
6.5.9 The Magnetic Ground State
A 20 K pattern was then taken in zero field to investigate the helical phase. Dif-
ferences in the powder pattern were observed between this and the 60 K data, as
shown in figure 6.27. The difference patterns are shown in figure 6.28. There are
clear differences between these patterns and the ferrimagnetic phase. The magnetic
reflections are much weaker than in the ferrimagnetic phase and a peak can be ob-
served at the (1, 0, 0) position corresponding to a d-spacing of ∼8.9 A˚ that was not
observed in the other phases, as shown in figure 6.29. At the (1, 1, 1) position (∼5.2
A˚) the satellite peaks are clearly resolved in the difference pattern. The presence
of a magnetic peak at the (1, 0, 0) position is not consistent with a simple helical
rotation of the moments of the ferrimagnetic structure as the structure factor for
this remains zero. This suggests that the magnetic structure is more complicated
in the helical phase than previously thought. Further it rules out that the (1, 0, 0)
satellites observed in the x-ray data are an anomaly originating due to the ATS
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Figure 6.24: Neutron powder diffraction from Cu2OSeO3 taken on Wish. The black
line is the data taken at 60 K in zero field and the red line is data taken at 20 K
and 0.12 mT.
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Figure 6.25: Neutron powder diffraction from Cu2OSeO3 taken on Wish. The black
line is the difference between data taken at 60 K in zero field and 20 K and 0.12
mT.
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Figure 6.26: Neutron powder diffraction from Cu2OSeO3 taken on Wish in the
ferrimagnetic phase at 20 K and 0.12 mT, tth = 27.1◦.
scattering. A small structural change would not produce the observed result of a
(1, 0, 0) peak in the helical but no peak in the ferrimagnetic phase.
One possible candidate structure was introduced in figure 6.18. These two struc-
tures are shown again in figure 6.30, the structures are labelled with the coupling
between moments on the 4a and 12b sites respectively and are labelled F/F and
AF/AF. The magnetic structures shown in these figures display only the local cou-
pling and the moments are still long period helical.
We shall now compare these models with the neutron powder data. The optimal
detector banks for determining the magnetic structure are at 2θ = 27, 58, 90◦ where
the main magnetic reflections are still visible and the highest resolution is offered.
Fullprof was used to fit the nuclear and ferrimagnetic patterns, however, it en-
countered problems fitting the very short wavevector magnetic models. Patterns can
still be predicted but require a sub-optimal peak-shape. As a result the Rietveld
refinement is sub-optimal and results should be considered somewhat qualitatively.
Data compared to refined models are shown in figures 6.31 and 6.32 with the
refinements in figure 6.31 having a freely varying moment magnitude and the mo-
ments in figure 6.32 having a moment size of 0.924 µB/Cu from the refinement in
the ferrimagnetic phase. Refinement parameters for each model are shown in table
6.3. Model (1) of the F/F structure proposed by Bos et al. produces very simi-
lar results to theirs with a reduced refined moment. The refined moment of 0.772
µB/Cu is below that refined in the ferrimagnetic phase and is not consistent with
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Figure 6.27: Neutron powder diffraction from Cu2OSeO3 taken on Wish. The black
line is the data taken at 60 K and the red line is data taken at 20 K in zero field.
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Figure 6.28: Neutron powder diffraction from Cu2OSeO3 taken on Wish. The black
line is the difference between data taken at 60 K and 20 K in zero field.
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Figure 6.29: Neutron powder diffraction from Cu2OSeO3 taken on Wish in the
paramagnetic, ferrimagnetic, and helical phases. A peak at the (1, 0, 0) position is
only observed in the helical phase.
Table 6.3: Goodness of fit parameters for different magnetic models for the ground
state. A * denotes that the moment is fixed.
Model No. Model Moment Rp% wRp% Rexp% χ
2
(1) F/F 0.772 10.2 9.4 3.9 5.8
(2) F/F 0.924* 10.9 10.5 3.9 7.2
(3) AF/AF 0.519 11.4 12.6 4.0 10.1
(4) AF/AF 0.924* 14.3 28.1 3.9 50.7
(5) F/AF- 0.933 9.5 8.4 3.9 4.6
(6) F/AF- 0.924* 9.5 8.4 3.9 4.6
(7) F/AF+ 1.002 8.7 7.6 3.9 3.7
(8) F/AF+ 0.924* 8.7 7.6 3.9 3.7
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Figure 6.30: Nuclear unit cell arrangement with different magnetic structures refined
using the Neutron Powder pattern from the helical phase.
6.5. ATS 155
Figure 6.31: Neutron powder diffraction from Cu2OSeO3 taken on Wish at 20 K in
zero field. Each panel displays refinements for different models with model param-
eters shown in table 6.3.
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Figure 6.32: Neutron powder diffraction from Cu2OSeO3 taken on Wish at 20 K in
zero field. Each panel displays refinements for different models with model parame-
ters shown in table 6.3. In these refinements the moment size is fixed to that refined
in the ferrimagnetic phase.
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the magnetisation measurements. The F/AF models (3) and (4) produce too much
intensity at the (1, 0, 0) position and inferior fits to the original F/F ferrimagnetic
model. Two more reduced ferrimagnetic models were considered, labelled F/AF-
and F/AF+, and show in the bottom half of figure 6.30. These models have no
antiferromagnetic moments on the 12b site, the fewer antiferromagnetic moments
in these models will reduce the intensity at the (1, 0, 0) position from the AF/AF
structure. The - and + in the labels denote whether the majority of the moments
on the 4a site are aligned (+) or anti-aligned (-) with those of the 12b site.
With freely varying moment sizes in models (5) and (7) the refined moment sizes
are much more comparable to the magnetisation data and the refined moment from
the ferrimagnetic phase. Both models display significant improvements over the F/F
fixed moment model. With moment values fixed to the ferrimagnetic phase refined
value of 0.924 µB/Cu the refinements are not significantly affected.
Model (8), the F/AF+ model best fits the results. It is not consistent with
the saturation magnetisation and the three up one down structure expected. This
structure requires a change in the local magnetic coupling, however, as all the copper
moments are actually magnetically frustrated this change is therefore not unfeasible,
a spin flop transition is now required between the helical and ferrimagnetic phases.
The magnetic frustration is realised as each Cu I has six Cu II nearest neighbours,
three with expected antiferromagnetic, and three with expected ferromagnetic cou-
pling (from the Kanamori-Goodenough rules13). Further, each Cu II has two Cu
I nearest neighbours, one with expected antiferromagnetic, and one with expected
ferromagnetic coupling, as well as four Cu II nearest neighbours, two with expected
ferromagnetic, and two with expected antiferromagnetic coupling.
Therefore the reduced ferrimagnetic arrangement observed may be minimised in
energy when an external field is applied. This change of structure from the helical
to the ferrimagnetic phase may be another cause for the hysteresis observed through
the conical phase in the magnetisation data.
13Ferromagnetic coupling is expected where there are edge sharing polyhedra and antiferromag-
netic coupling is expected with corner sharing polyhedra.
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6.5.10 Polarisation Analysis of X-ray Satellite Peaks
Full polarisation analysis measurements were then taken in the helical, conical, and
skyrmion phases. All polarisation dependences were measured at the same position
so that a direct comparison between the different phases can be drawn. This required
a rotation of the field by 90◦ between the conical and skyrmion measurements. The
(1,−τ, 0) peak (with (0,−1, 0) in the beam direction) was chosen to be measured
largely due to technical constraints14.
Helical Phase
In addition to the (1,−τ, 0) reflection the (1 + τ, 0, 0) peak was also measured in
the helical phase at 0 T and 14 K. All of the satellite peaks are in close proximity
to the ATS peak. This is especially relevant for the (1 + τ, 0, 0) peak as it sits on
the crystal truncation rod from the ATS peak. As such measurements were also
taken initially either side of the peak to account for the background from the crystal
transaction rod, these were stopped when it became apparent that the polarisation
dependence of the background and the peak were identical. The polarisation de-
pendence for the helical phase at these two reflections is shown in figure 6.33, the
solid lines represent the expected polarisation dependences for a helical model. The
polarisation dependence of the (1,−τ, 0) satellite has a roughly similar P1 depen-
dence to the (1 + τ, 0, 0) and the ATS peak, however, the P2 dependence is flipped
confirming that there is no contamination from the ATS peak. There is little to
no correlation between the helical model and the data for either peak. Possibly the
most notable feature is the complete lack of any P3 dependence in the data which
as explained in chapter 4 is inherent in all non-collinear structures as it is produced
on a mathematical level by the introduction of imaginary elements in the scattering
14Due to the close proximity of the satellites to the (1, 0, 0) peak the slit width allowed intensity
from the central peak into the detector when peaks at (1, 0, τ) are measured. (1± τ, 0, 0) peaks are
on a background from the crystal truncation rod. A technical detail of the experimental equipment
allows intensity from the central peak to the detector when (1, τ, 0) peaks are measured. This is
because the slits are a fixed piece of metal with different sized slots cut in them which can be moved
vertically through the beam. When the (1, τ, 0) peak goes through the main slits the (1, 0, 0) peak
is able to get through another set of slits and be incident on the detector.
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Figure 6.33: Full polarisation analysis measurements of the (top) (1 + τ, 0, 0) and
(bottom) (1,−τ, 0) superlattice reflections. Solid lines show simulations for a helical
magnetic structure.
matrix. The imaginary numbers come about due to a phase shift in the moments
which will produce a non-collinear structure. There is very strong evidence for a
helical structure in the related systems such as MnSi [154, 155]. There is direct ev-
idence of the helical structure from Lorentz transmission electron microscopy [112]
with further direct observations from spin-polarised tunnelling electron microscopy
in related systems [156]. The direct observations with LTEM, it could be argued,
are not representative due to the sample having to be thinned before measurement
and this has been shown to have a large effect on the phase diagram. The SP-STM
does not require the thinning of the sample, however, to date these measurements
have not been carried out on the Cu2OSeO3 system.
One novel possibility that would allow for magnetic intensity is that the rotation
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Figure 6.34: Full polarisation analysis measurements of the (top) (1 + τ, 0, 0) and
(bottom) (1,−τ, 0) superlattice reflections. Solid lines show simulations for a helical
magnetic structure with counter rotating spins.
sense of the helix is opposite for the moments found to be antiferromagnetic from
the neutron data. These counter rotating helices are described (for the (1 + τ, 0, 0)
reflection) by the vectors (0, 1, i), and (0,−1, i), the imaginary parts will then can-
cel with the structure factor and the polarisation dependence would appear to be
collinear15, this will result in no P3 dependence, as observed in the data. The results
of these models are shown in figure 6.34. As expected there is no P3 dependence to
this model, however, it does not reproduce the data. Second order electric dipole
(E1) scattering, electric quadrupole scattering (E2) and birefringence are other fac-
tors which we will now consider. Second-order dipole scattering could play a role
if there is a ferromagnetic component to the helices and so they are, in-fact, con-
15This will only occur due to the forbidden nature of the (1, 0, 0) reflection.
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ical structures. The matrix for this will only produce intensity at the τ satellite
instead of the 2τ position when the ferromagnetic component is multiplied by an
antiferromagnetic component. The second order matrix can therefore immediately
be reduced to:
M =
 0 −z2(z1sinθ − z3cosθ)
z2(z1sinθ + z3cosθ) 0
 . (6.24)
For the (1 + τ, 0, 0) and (1, τ, 0) reflections these are further reduced to:
M =
 0 z2z3cosθ
z2z3cosθ 0
 , and M =
 0 −z2z1sinθ
z2z1sinθ 0
 . (6.25)
The results of this are shown in figure 6.35. It can be seen that this model fits
the (1 + τ, 0, 0) data well but does not fit the (1, τ, 0) perfectly although the shapes
are somewhat similar. A deviation like this might be expected to relate to the
azimuth, however, this will only affect the intensity of the reflections and not the
shape of the polarisation dependence, as the matrices involved will retain the same
basic shape. Although this does reproduce the data reasonably and a conical nature
of the structure could be explained by the external magnetic field which on I10
is produced by permanent magnets where the minimum field is around 6.5 mT.
Further this polarisation dependence would require a large disparity in the resonant
scattering pre-factors such that the second order matrix dominates.
Quadrupolar scattering has been observed in non-centrosymmetric systems at
positions where E1 scattering is disallowed [157], it is usually coexistent with a dou-
ble peak feature in the energy resonance. This is not observed so a quadrupolar
effect can be disregarded, further the sigma-sigma channel from quadrupolar scat-
tering is non-zero and a deviation from 0 and -1 at ψ = 0 is expected for quadrupolar
scattering. The σ-σ channel has a tan 2θ term which as the scattering angle is close
to 90 would be expected to dominate for this process.
The case for x-ray birefringence playing a role is potentially much stronger. The
seminal paper on x-ray birefringence was on copper oxide [100] which is expected
to have a large birefringence as Cu2+ is in the d9 state so only has one hole. In
an octahedral crystal field this would either reside in the 3z2 − r2 or the x2 − y2
orbital and limit the absorption of the x-rays to certain polarisations aligned with
these orbital shapes. The theory for the polarisation dependence of resonant x-ray
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Figure 6.35: Full polarisation analysis measurements of the (top) (1 + τ, 0, 0) and
(bottom) (1,−τ, 0) superlattice reflections. Solid lines show simulations for a conical
magnetic structure with a second order scattering matrix.
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Figure 6.36: Ligand arrangements for the different copper sites. The energy level
diagrams correspond to undistorted trigonal bipyramidal and square based pyramid
structures
scattering requires that the intermediate state be able to absorb all polarisations of
x-rays. This would complicate the calculations somewhat as the two copper sites
have different ligand fields. An energy level diagram for the different arrangements
is shown in figure 6.36.
One major argument that there is a lack of birefringent effects is that the ATS
peak fits perfectly with theory, with the incident polarisation always being rotated
by 90 degrees. The satellite peaks which are in very close proximity would be
expected to show similar but not identical birefringent effects16. Again considering
the polarisation dependences the problem really is much more deep rooted as any
inclusion of the helical model will produce an imaginary component within the
scattering matrix which will produce a deviation from P 21 + P
2
2 = 1 which is not
observed (other than with the already considered counter rotating helical model).
We will fit the data with a general model to see what moment would be expected
from this full polarisation analysis. It is found that the data can be reproduced with
a simple matrix with real components as follows:
M =
 0 1
1 0
 , (6.26)
M =
 0 −0.46
1 0.204
 . (6.27)
16The birefringent effects would not be the same on the scattered ray as for the different peaks
these would have different polarisations. So any birefringence could transform the scattered beam
differently.
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Figure 6.37: Full polarisation analysis measurements at 901.8 eV and 12 K of the
(top) (1 + τ, 0, 0) and (bottom) (1,−τ, 0) superlattice reflections. Solid lines in top
and bottom graphs show simulations from the scattering matrices M =
 0 1
1 0
,
and M =
 0 −0.46
1 0.204
 respectively.
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Figure 6.38: Full polarisation analysis measurements of the (1,−τ, 0) superlattice
reflection in the conical phase at 901.5 eV, 50 K, and 21.5 mT. Solid lines again
show simulations from the scattering matrix M =
 0 −0.46
1 0.204
.
These matrices correspond to moments pointing roughly along the propagation
vectors (1, 0, 0) and (0, 1, 0).
The component in the pi − pi channel comes from the (1, 0, 0) peak no longer
being along the scattering vector and the inequivalent σ−pi and pi−σ elements are
due to a slight azimuthal rotation of the structure. This model corresponds to a
long period spin density wave with the moment pointing along the scattering vector.
Conical and Skyrmion Phases
Full polarisation measurements were also taken in the conical phase at 50 K, shown
in figure 6.38. The field was rotated to be perpendicular to the sample so that the
peak is measured at the same (1, τ, 0) position for all other magnetic phases. A 21.5
mT field was applied so such that the field did not have to be adjusted between the
conical and skyrmion phases. The skyrmion phase was measured in the same field
but at 57.5 K. The results of the conical phase shown in figure 6.38 are fitted to the
same model as the helical phase. Some deviations can be noted between the model
and the data. This is likely due to the peak position changing and the alignment
of the field not being perfectly along the (0, 1, 0) direction. There are however, no
major deviations from the helical model and a similar pattern is observed. It is
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Figure 6.39: Full polarisation analysis measurements of the (1,−τ, 0) superlattice
reflection in the skyrmion phase at 901.5 eV, 57.5 K, and 21.5 mT. Solid lines again
show simulations from the scattering matrix M =
 0 −0.46
1 0.204
.
therefore expected that a similar model of moments oriented along the scattering
vector satisfies the data. The skyrmion phase showed a similar result, with data
and the same model as the helical phase shown in figure 6.39. The error bars here
are quite large as the peak is much weaker than in the other phases, however, the
previous model fits well to within the error bars.
These polarisation dependences are far from expected. All the polarisation de-
pendences of the three phases can be fitted to the same model. It can therefore
be supposed that the skyrmion phase is very similar to the helical phase, and that
the skyrmion phase is similar to the convolution of three of the magnetic structures
from the helical phase, it is this that can be approximated to a skyrmion.
6.5.11 Spin Density Wave
We shall now consider the physical possibility of the long spin density wave structure
and it’s implications. Long spin density waves of this nature are novel but have
been observed in other systems such as Ca3Co2O6 [158]. This is possible as there
are multiple exchange interactions which are present in the crystal which occur via
different intermediate oxygens. In Cu2OSeO3 there are two oxygen ligands between
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each of the 12b site copper atoms which will largely cancel the DM interaction,
however, a large DM interaction is expected and predicted between the 12b and
4a sites [153]. Currently the only direct evidence for the helical structure is from
LTEM measurements. LTEM is only sensitive to moments in the plane and could
produce images similar to those observed in the helical and conical regions of the
phase diagram. However, the moment is pointing perpendicular to the direction
expected for these cases. As only the in-plane moment direction can be measured
in the 6-fold region, a pattern that would resemble a Ne´el wall type skyrmion with
γ = 0, pi case from figure 6.2 would be expected for this spin density wave. A vortex
like pattern could still be observed but the moments would point towards the centre
of the skyrmion and not perpendicular to it.
Magnetisation measurements of a helical structure would be expected to be quite
different from that of a long spin density wave. Magnetisation measurements of the
long spin density wave structure of Ca3Co2O6 show strong step like features where
the magnetisation is relatively constant until a magnetic transition is induced and
then staying constant again [159]. This is not observed in the magnetisation data
collected on this sample, which is consistent with the helical structures.
6.5.12 Satellites Around Forbidden Reflections
This is not the first case where satellite reflections around forbidden reflections have
shown unexpected polarisation dependences. The most relevant case is in the thesis
of Thomas Frawley [160], and published here [109]. Here FeAs was investigated
which adopts an incommensurate helical magnetic structure below 77 K with a
propagation vector (0, 0, 0.389) and a similar sized ordered moment to Cu2OSeO3
of 0.5 µB. In this study full polarisation analysis measurements were taken at
(0, 0, τ) and (0, 0, 1− τ) at the Fe L-edges as well as azimuthal measurements at the
(0, 0, 2− τ) and (1, 0, 3− τ) reflections at the Fe K-edge.
The (1, 0, 3 − τ) azimuthal measurement was not ideal due to a large angle
between the surface and the reflection but qualitatively fitted with the same model
as the (0, 0, τ) and (0, 0, 2 − τ) reflections. The fitted model was a distorted helix,
with an elliptical structure which is further rotated so that the major axis points
roughly 21◦ away from the a-axis.
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Figure 6.40: (top) Full polarisation analysis measurements of the (0, 0, τ) reflection
in FeAs at the Fe LIII edge. (bottom) Full polarisation analysis measurements of
the (0, 0, 1− τ) reflection in FeAs at the Fe LIII edge. Figure taken from [160].
The full polarisation analysis measurements of the (0, 0, 1 − τ) do not fit with
this model. In FeAs the (0, 0, 1) reflection is outside the Ewald sphere at the Fe
L-edges, however, it is a forbidden reflection in the Pnma space group but would be
expected to exist on resonance as an ATS reflection due to the glide plane extinction
in a similar situation to Cu2OSeO3. Further the polarisation dependence of this
forbidden reflection would be expected to be identical to the (1, 0, 0) in Cu2OSeO3
just rotating the incident light by 90◦. The polarisation dependence of the (0, 0, 1−
τ) peak in FeAs and the (1 + τ, 0, 0) peak in Cu2OSeO3 are identical. The full
polarisation analysis measurements from FeAs are reproduced in figure 6.40.
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6.6 Summary
We have measured samples of Cu2OSeO3 using resonant x-ray as well as neutron
powder and single crystal diffraction with the aim of determining any peculiarities
in the magnetic structure of the helical, conical, and skyrmion phases.
A (1, 0, 0) reflection has been observed in neutron powder diffraction data in the
helical ground state, this is not consistent with the magnetic ground state having
the one up three down magnetic structure. The (1, 0, 0) reflection disappears upon
entering the ferrimagnetic phase and Rietveld refinement fits the pattern well with
a moment size of 0.924 µB/Cu ± 0.05.
The helical ground state fits best with a structure where all the moments are
ferromagnetic apart from one of the 4a moments which is antiferromagnetically
aligned. The refined moment was consistent with that determined by magnetisation
measurements of ∼1 µB. Magnetisation measurements were consistent with those
taken previously with a paramagnetic moment determined as 1.50 µB/Cu ± 0.009
but with a saturation moment of 0.527 µB/Cu ± 0.003 below the magnetic transi-
tion. This is consistent with the three up one down ferrimagnetic structure and an
ordered moment size of 1.06 µB/Cu ± 0.006.
We have determined that the resonant reflection at the structurally forbidden
(1, 0, 0) position visible at all temperatures is allowed due to the anisotropy of the
tensor of x-ray susceptibility (ATS). ATS can provide information about the local
environment of the resonant atoms, in our case there are too many parameters in
the scattering tensor to be able to derive anything more interesting than the cause
of the peak.
Magnetic satellites were observed around the ATS reflection below ∼57 K, the
patterns being consistent with the helical, conical, and skyrmion phases. The re-
flections display scattering only in the σ-pi′ channel and not in the σ-σ′ channel, as
expected for magnetic scattering, however, their polarisation dependence is far from
that expected for a helix.
There is no deviation from the equation
√
P 21 + P
2
2 = 1 which is inherent in
any non-collinear magnetic structure. One possibility considered was that there
are counter rotating helices within the magnetic structure as this would cancel the
imaginary parts and the equation
√
P 21 + P
2
2 = 1 would be retrieved. The simulated
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polarisation dependences for the reflections, however, did not match the data.
Other effects such as birefringence [100] can be discounted as the ATS reflection
has the expected polarisation dependence. Higher order scattering processes such
as quadrupolar scattering [157] would expect a large deviation from P1 = -1 P2 = 0
with sigma incident light and can also be discounted.
Second order dipole scattering could produce a similar polarisation dependence
to the data but requires a conical magnetic structure as well as a dominant resonant
scattering factor for the second order process. This possibility appears unlikely when
comparing to the results of FeAs [109,160] where a similar second order matrix and
conical structure could explain the polarisation dependence but the dominant second
order process is not evident in other magnetic reflections.
It is suspected that the polarisation dependence is in some way related to the
reflections being satellites around the ATS reflection. Similar results have been ob-
served in FeAs [109, 160] for a satellite reflection around an ATS peak, however, in
this example the ATS reflection was outside the Ewald sphere and was not con-
sidered in the analysis. The polarisation dependence was therefore attributed to a
long period antiferromagnetic structure with the moment oriented along the propa-
gation vector. In FeAs all the azimuthal and polarisation dependences of all other
reflections were consistent with a helix with the moment rotating in the plane per-
pendicular to the propagation vector. We have fitted our data with a similar model
of moments aligned along the propagation vector in a long spin density wave and
found it consistent with the polarisation dependence. This however, is not consistent
with either our magnetisation data from the same sample or any other published
data on this system.
We have been unable to determine any details of the magnetic structure from the
polarisation measurements other than that they are similar in the helical, conical,
and skyrmion phases. This suggests that the magnetic structure is similar in all
three phases, however, this could be distorted as in the case of FeAs [109,160]. The
complex nature of the helix was not realised at the ATS satellite in FeAs and the
sensitivity to the structure may be lost in such a reflection. It is therefore impossible
to draw any conclusions from the polarisation dependence of these peaks without
more investigation of satellite reflections around ATS peaks.
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6.7 Conclusions
We have used resonant x-ray, as well as neutron powder, and single crystal diffraction
to study both the magnetic ground state and the skyrmion phase of Cu2OSeO3.
Magnetisation measurements are largely consistent with those measured previ-
ously and confirm the presence of the skyrmion phase. The saturation magnetisation
of 0.53 µB/Cu ± 0.003 suggests a moment in the ferrimagnetic phase of 1.06 µB/Cu
± 0.006. The paramagnetic susceptibility is fitted to give a Curie constant from a
moment of 1.50µB/Cu ± 0.009.
We have determined the nature of the (1, 0, 0) reflection by full polarisation
analysis to be due to the anisotropy of the tensor of x-ray susceptibility (ATS).
Polarisation analysis of the helical conical and skyrmion satellites have been
undertaken. These polarisation dependences fit with a model of a long-range spin
density wave with the moments oriented along the scattering vector. This model is
very different from the expected polarisation dependence for a helix. This provides
evidence along with the measurements in the thesis of Thomas Frawley [160] that
the observed polarisation dependence is transformed as a result of being a satellite
around an ATS reflection. We have had many discussions with scientists in the
field about this data and none can see why, in the current theory, that a satellite
reflection should be affected by the parent peak. There are no large modifications
in the polarisation dependence between the helical, conical, and skyrmion phases.
Although these results do not reproduce the correct magnetic structure, it is an
indication that the magnetic structure of the helices remains unchanged between
the phases and is not modified in the skyrmion phase.
Wish (a long-wavelength neutron diffractometer) was used for both single crystal
and powder neutron measurements. The satellite peaks were resolved in both of
these setups. The data however, was not sufficient to easily distinguish the 6-
fold skyrmion satellites. The neutron powder measurements confirm the nuclear
structure and that the field polarised phase structure is ferrimagnetic in nature,
although with a larger moment size of 0.924 µB/Cu ± 0.025.
The presence of a (1, 0, 0) reflection in the helical phase indicates a fundamental
change in the magnetic structure. This has been fitted with a structure where all
the moments are ferromagnetic apart from one of the 4a site copper moments which
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is aligned antiparallel in a reduced ferrimagnetic structure.
This is the first direct evidence that the ground state of Cu2OSeO3 is different to
the ferrimagnetic phase and also the first evidence showing that the skyrmion phase
is ferrimagnetic. This reduced ferrimagnetism is not expected to alter the properties
of the skyrmion phase and would be expected to behave simply as a skyrmion with
a reduced moment. There is therefore a more complex magnetic transition required
between the helical and ferrimagnetic phases than previously thought. The nature of
this transition may play an important role in the stabilisation of the skyrmion phase.
This is also the first confirmed study of a change in the polarisation dependence of
a magnetic reflection around an ATS reflection, which requires much more study.
Further Work
To further investigate the skyrmion phase, measurements around the main beam
would need to be taken. This would remove any effects from the ATS peak giving
more evidence that there is something missing from the theory of resonant x-ray
scattering but also hopefully give more of an insight into the magnetic structure
in these systems. Further investigations should also be made into satellites around
ATS reflections from different magnetic structures. A good starting point might be
Ca3Co2O6 which displays a long spin density wave with the moment aligned along
the propagation vector as this system belongs to the space group R3¯c and has both
glide plane and screw axis extinctions which will likely produce ATS reflections [158].
Similar measurements may be possible in other skyrmion systems MnSi, Fe0.5Co0.5Si,
FeGe, and MnGe. These systems have much smaller unit cells so only measurements
around the main beam would be possible, but the satellites would have a larger
separation from the main beam than in Cu2OSeO3 so contamination would be less
likely. Polarisation analysis measurements of the magnetic satellites in BeFeO3
would also provide useful insight as there is no ATS reflection. Although there may
be technical constraints with the peak intensity and close proximity of the satellites
in this system.
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Addendum
Since the submission of this thesis there has been further work published on the po-
larisation dependence of the magnetic satellites of Cu2OSeO3 using soft x-rays [161].
Circularly polarised light was used to distinguish between the different winding num-
bers of possible skyrmions. The polarisation in this instance appears to follow the
expected pattern. Circular polarisation is sensitive to the sense of the helical rota-
tion and the scattering intensity at the positive and negative satellites gives insight
to the domain populations of the different helical rotation [162]. As our scattering
matrix just induces a rotation of the polarisation, this would not affect helically
polarised light, further they did not measure the scattered polarisation only its in-
tensity, making them insensitive to the peculiarities that we have observed. It is,
however, evidence that the helical nature of the peaks can be observed at these
reflections around the ATS peak.
Anti-skyrmions have also been observed both above room temperature and in a
non-cubic tetragonal system [163] with the Cnv symmetry predicted by theory.

Part III
The Magnetic Properties of
Manganese Oxide Mono- and
Bi-layers in Different Charge
Environments
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Chapter 7
Sample Growth and the
Properties of Thin-Film
Perovskite Structures
The following two chapters investigate the magnetic properties of manganese in
highly unique thin film arrangements, the first chapter consists of measurements
on single layers of manganese oxide in heterostructures while the second chapter
consists of measurements on bilayers of manganese, where the manganese layers are
separated by lanthanum oxide or strontium oxide. Different configurations of stron-
tium titanate (SrTiO3)(STO) and lanthanum aluminium oxide (LaAlO3)(LAO) are
used as sandwich layers with the aim of controlling the magnetic properties due to
the differing charge environments. The different layers surrounding the manganese
layers are expected to donate electrons and begin filling the eg orbitals. In this
way we hope to be able to demonstrate that the magnetism of the manganese layer
can be effectively controlled by layering with different materials. These constitute
the first samples of their kind. We have used x-ray magnetic circular dichroism
(XMCD), a highly sensitive element selective technique which directly probes the
orbital specific populations of spin-up and spin-down electrons. XMCD is a reso-
nant x-ray technique and gives element specific information about spin and orbital
magnetic properties of systems.
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7.1 Introduction
While the fundamental properties of single crystals are interesting, it is the prop-
erties of thin-films of materials that are the most viable option for technological
advancement. When a material is grown as a thin film onto a substrate the dif-
fering properties of the substrate can produce entirely new phenomena. Transition
metal oxides, especially those containing manganese are a continuing field of study
due to them simultaneously displaying spin, charge, and orbital degrees of freedom,
which manifest among other things as, magnetism, charge ordering, and cooperative
Jahn-Teller distortions.
Interfaces already play a crucial role in electronics with the conducting junction
between two different semiconductors forming the basis for modern electronics in
transistors, solar cells, LEDs, etc. Compared to bulk semiconductors, bulk transi-
tion metal oxides display a diverse and interesting array of properties such as high
temperature superconductivity, colossal magneto-resistivity, charge and orbital or-
dering, and Jahn-Teller distortions [164]. These properties arise due to strongly
interacting electrons, the reduced dimensionality present in heterostructures leads
to stronger electron correlations, enabling the possibility for an even more diverse
range of properties.
Manganese oxides are highly functional materials which display properties desir-
able for application in devices. For example giant magneto-resistance is a property of
layered ferromagnetic materials where there is a large change in the resistance when
changing the magnetisation state. This property is used to read the magnetic state
of hard drives. Manganese oxides have the property of colossal magneto-resistance
which is orders of magnitude stronger than giant magneto-resistance [165]. They
also display multiferroic properties which are a coupling of the electronic and mag-
netic degrees of freedom such that the magnetic behaviour can be controlled with
currents and electric fields [166].
7.2 Material Growth
Over the past decade sample growth techniques have developed greatly, where atom-
ically smooth thin-film structures can now be grown a single layer at a time. Pulsed
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laser deposition and sputter deposition techniques involve ablating a target of the
material desired for deposition, the resultant vapour is then deposited onto a sub-
strate. The substrate is heated to ensure the deposited materials have the required
energy to move on the surface and form a good crystal structure. When depositing
oxide materials the whole process is often carried out in an oxygen atmosphere to
reduce the risk of oxygen vacancies. Molecular beam epitaxy is a similar technique
where there are multiple sources of different elements and these react when they are
incident on the surface to form the required material. This process is much slower
and a good vacuum is required so that the rate of impurity introduction is low
enough. The growth of these layers in monitored by in-situ RHEED (reflection high
energy electron diffraction) to determine when layers have formed before growing
the next layer. RHEED is a surface diffraction technique and the intensity of the
diffraction spots relate directly to the surface roughness. Therefore, peaks in the
intensity of the RHEED pattern correspond directly to the completion of a single
layer of growth. This results in unit-cell thick layers with exceptional structural and
electronic morphologies.
7.2.1 Pulsed Laser Deposition
Pulsed laser deposition (PLD) is a technique that grows single unit cell layers of
materials almost instantaneously at the limit of extreme vapour supersaturation.
PLD uses a high intensity pulsed ultraviolet laser light to ablate the target. The
most common laser used is a KrF laser which is an excimer laser (excited dimer)
sometimes called an exciplex laser (excited complex) where the laser light is produced
when the KrF complex decomposes to Kr and F emitting light of 248 nm (in the
deep UV region of the spectrum), UV light is used due to its strong absorption.
There is a certain amount of dead time to allow the reactants to re-form the excited
complex, as a result they can only operate at a maximum of around 50 Hz (which
defines the pulses). This can be utilised in the growth as an exact number of pulses
required to grow a single layer can be determined.
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7.2.2 Sputter Deposition
Sputtering is a similar technique to pulsed laser deposition differing only in the
ablation method of the target. In sputter deposition ion beams are used to transfer
energy to the atoms on the surface of the material so that they can overcome the
surface binding energy. Argon beams are generally used due to argon being inert.
In sputter deposition an electric field is used to accelerate the argon ions towards
the targets.
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7.3.1 Bulk Transition Metal Oxide Properties
Before looking directly at the properties of thin-film systems it is important to have
a general knowledge of the bulk properties of these systems.
The Perovskite Crystal Structure
The perovskite and perovskite-like crystal structures are ubiquitous across many of
the transition metal oxides studied currently, with almost 200 publications linked
to perovskites in 2015. Perovskites are named after a naturally occurring mineral
(perovskite) composed of calcium titanate CaTiO3 which has a cubic structure. The
cubic perovskite structure is generalised as ABO3 where B is a transition metal, the
A atoms reside at the apexes of a cube, the B atom at the body centre and the
oxygen atoms at the face centres which form an octahedron with the B atom, as
depicted in figure 7.1 [167]. This can be thought of as being composed of AO and
BO2 monolayers which is useful when discussing thin-film materials. The name
perovskite is now very broad and is usually linked to any systems containing octa-
hedral arrangements of oxygens not limited to cubic systems. Perovskite structures
are prevalent in transition metals due to the shapes of the 5d orbitals (shown in the
introduction in figure 1.3).
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Figure 7.1: Crystal structure of the cubic perovskite CaTiO3. with calcium in green,
titanium in blue, and oxygen in red.
Octahedral Rotations
Octahedral rotations are an ordered tilting of the transition metal octahedra and
are prevalent in many perovskite systems. They play an important role in the
electronic, magnetic and orbital properties as these are all heavily mediated by the
B-O-B bond angle. The electron bandwidth and hence the metal insulator transition
temperature is also strongly dependent upon the B-O-B bond angle. The electron
bandwidth takes the form W = d−3.5 cos θ [168] where 2θ is the bond angle away
from 180◦. Octahedral rotations occur when the unit cell size is not compatible
with the energy minimum for the B-O bond length. In this case the octahedra
can rotate to maintain the octahedral arrangement or distorted octahedra can form,
whichever is more energetically favourable. Strain has been used in the past to alter
the electronic properties of materials [169, 170], however, applying strain reduces
the bond length as well as the bond angle which counteract each other, reducing
the effect on the electron bandwidth. The transfer of octahedral rotations from the
substrate to the film has been shown to be a much more efficient route to enhancing
the electronic properties than strain as the bond lengths and angles can be adjusted
cooperatively.
182 7.3. Material Properties
Figure 7.2: Structure of NdNiO3 showing rotations of the NiO6 octahedra using [172]
and data from [173].
Rotation Nomenclature
Octahedral rotations were first characterised and categorised by Glazer et al. in
1975 [171]. A rotation in one octahedron induces a rotation of the opposite sense in
the neighbouring octahedra occupying the plane perpendicular to the rotation axis.
However, subsequent layers out of plane are free to rotate either in the same or the
opposite direction. In Glazer notation we denote the rotation about a particular
axis with superscript + or − denoting rotations in subsequent planes being in the
same or opposite direction. The rotation axis is denoted by the position and tilting
by the crystallographic axis (a, b or c). When the magnitude of the tilting is equal to
another axis the letter is repeated. For example an abc rotation would have different
magnitudes of tilts along the three axes but an aaa rotation would have the same
magnitude of tilt along all three axes. An example of a system with octahedral
rotations is shown for the case of NdNiO3 in figures 7.2 and 7.3.
Determination of Rotations
The Glazer notation for the tilt system can be determined through simple extinction
rules. The tilting causes a doubling of the unit cell along the pseudo cubic axes,
resulting in the reflections shown in table 7.1 [171];
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Figure 7.3: Crystal structure of NdNiO3 shown along the pseudocubic axes showing
the a−b−c+ tilt system.
symbol h k l conditions
a+ even odd odd k 6= l
b+ odd even odd l 6= h
c+ odd odd even h 6= k
a− odd odd odd k 6= l
b− odd odd odd l 6= h
c− odd odd odd h 6= k
Table 7.1: Reflection conditions for different octahedral rotations
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7.3.2 Properties of Thin-Film Oxide Heterostructures
Epitaxial Strain
One of the first problems encountered when attempting to grow thin films is the
lattice mismatch between the lattice parameters of the sample and the substrate.
For poorly matched materials, defects are introduced in the growth which relieve the
strain until after a certain thickness of deposited material the lattice parameters are
relaxed back to its unstrained bulk values, the larger the mismatch the more defects
are introduced and the quicker strain is relieved. Epitaxially strained films have the
property that the material being grown has a very similar lattice parameter to the
substrate such that the lattice parameter of the deposited material is the same as
that of the substrate throughout the deposited layer.
Interfacial Roughness
In a heterostructured material the roughness between different materials can be
important for the growth of subsequent layers. If a large number of layers are needed
a rough interface will cause a large intermixing of the materials which can increase
in subsequent layers. The interfacial roughness can be improved by a number of
growth technique factors such as the substrate temperature, substrate treatment,
and control of the growth mode. Further to this there are some more fundamental
properties that govern interface roughness which are related to charge transfer and
polar interfaces.
Interfacial roughness can most easily be thought of as the interface between two
materials being distinct but not localised to a plane. There are two distinct ways
interfaces can be rough, one where there is a sharp interface but it is disordered, the
other where there is ion intermixing, examples of this are shown in figure 7.4. In
both cases there is a finite width to the interface and they can display the same av-
eraged ion distributions across the interface, however, in the case of ion intermixing,
roughness will not worsen with subsequent layers.
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Figure 7.4: (left) Interfacial roughness from disordered interface. (right) Interfacial
roughness from ion intermixing.
The Polar Catastrophe, Charge Transfer, and Oxygen Vacancies
Many materials can be thought of as being built up of a number of different mono-
layers, in some cases these monolayers are charged forming a polar material. For
comparison we shall look at non-polar STO and polar LAO, both take the form of a
perovskite structure and can be thought of as being built up of AO and BO2 layers.
In the case of STO both of these layers are charge neutral. In the AO layer the
strontium forms 2+ ions paired with the 2− oxygen ions and in the BO2 layer the
titanium forms 4+ ions paired with the two oxygen 2− ions. For the case of LAO
the lanthanum forms 3+ ions which gives an overall charge to the LaO layers of +1
and the aluminium forms 3+ ions giving the AlO2 layers an overall charge of −1.
The so-called ‘polar catastrophe’ in oxide heterostructures is the thin-film equiva-
lent of the problem of single crystal surface termination, where reconstructions and
dangling bonds occur. In a single crystal of LAO the termination layer is charged
and this charge is only partially compensated for by the layer below. The surface
reconstruction must therefore also incorporate a charge of 0.5e. The polar catas-
trophe occurs at the interface between polar and non-polar materials in thin-film
structures, where now an interfacial reconstruction is required to compensate the
extra charge. In systems used in the semiconductor industry growing GaAs on Si
will result in large interfacial roughnesses as the materials compensate for charges at
the interface by an intermixing of the ions. In transition metal oxide materials the
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transition metal valence state can change so the charge is compensated in a process
known as charge transfer. Alternately if no valencies are energetically favourable,
oxygen vacancies may occur to compensate the charge.
It has been reported that how an interfacial region is constructed can play an
important role in the balance between charge transfer and oxygen vacancies [174].
Fundamental differences have been observed in SrTiO3/LaAlO3 interfaces depending
on the deposition order with strontium interfaces (AlO2/SrO/TiO2) being around
half as rough as lanthanum interfaces (AlO2/LaO2/TiO2). Electron energy loss
spectroscopy (EELS) measurements pinpoint the difference between the interfaces.
Strontium interfaces are compensated by oxygen vacancies resulting in a sharper
interface than in the lanthanum case, where the titanium valence changes and a
more diffuse electron cloud results in an increased roughness.
There are a number of factors which need to be examined when considering how
this will affect magnetism in such systems. While oxygen mediates the magnetic
exchange, vacancies at the apical sites will only affect magnetic coupling between
subsequent deposited layers. The orbital magnetic moment could be effected to a
much larger degree due to orbital quenching of the moment from the crystal field
splitting resulting in only a small number of electrons contributing to the orbital
moment.
Orbital Reconstruction
Interfacial orbital ordering has been observed in 4×LaNiO3/4×LaAlO3 heterostruc-
tures [175]. There was found to be an average preferential occupation of the x2− y2
over the 3z2 − r2 orbitals by 5.5 ± 2% in the nickel layers. A further segregation is
found between the inner and outer layers (of the stacks of four) with the inner layers
having a roughly 3% higher occupation than the outer layers. The errors are not
explicitly worked out for this final number but from their previous results we expect
an error value of around ± 3%. However, the results are further corroborated by
local density approximation (LDA + U1) calculations. These measurements were de-
termined by the fitting of resonant x-ray spectra taken at the superlattice reflection
1The U stands for an introduction of a strong intra-atomic interaction as LDA calculations
often fail to describe systems with strongly correlated d or f electrons
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coming from the repeating structure of the thin-film in the x-ray reflectivity.
7.4 Sample Growth
Samples were grown on 5 mm square STO substrates which were treated with hydro-
gen fluoride to ensure TiO2 termination and annealed to achieve atomic terraces. To
achieve the ‘monolayers’ single unit cells of either SrMnO3 or LaMnO3 were grown
on the substrate and then the capping layers of 6 unit cells of STO or LAO were
deposited on top. Reflection high energy electron diffraction measurements were
used to calibrate the number of pulses required by giving surface sensitive infor-
mation with oscillations in intensity peaking at each complete growth layer. The
lattice parameters between all these systems are relatively matched (for the small
thicknesses of the samples being grown) and are shown in table 7.2.
7.4.1 Theoretical Calculations
Theoretical calculations have been completed on bulk samples of SrMnO3 (SMO),
LaMnO3 (LMO), and LaSrMn2O6 which highlight some interesting properties which
may be relevant to our systems [179,180]. In the case of LaMnO3 it was found that
with a reduction in the lattice parameters there is only a small energy difference
between configurations with Mn4+ and the more favourable Mn3+ of between 5 and
15 mRy (less than 0.2eV). These calculations do not extend to how the change in
oxidation state comes about or where the extra electron on the manganese is coming
from. In the case of LaSrMn2O6 the ground state is found to be Mn
4+ but with
Jahn-Teller distortions a mixed valence Mn3+/Mn4+ state becomes favourable. In
Crystal Space Group Lattice parameter Reference
SrTiO3 Pm3m 3.905 A˚ [176]
LaAlO3 R3¯m 3.792 A˚ [176]
SrMnO3 Pm3m 3.805 A˚ [177]
LaMnO3 Pbnm (Pseudocubic) 3.914 A˚ [178]
Table 7.2: Lattice parameters for various cubic perovskites.
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Crystal Magnetism Transition Temperature Moment Size Ref
SrTiO3 - - - -
LaAlO3 - - - -
SrMnO3(bulk) G-Type AFM 260 K 2.6 µB [181]
SrMnO3(film) ? 40 K ? [182]
LaMnO3(bulk) A-Type AFM 125 K 4 µB [183]
LaMnO3(film) FM 25 K 1.14 µB [183]
Table 7.3: Type transition temperature and moment size for the constituent compo-
nents of our samples. Non-magnetic samples are shown with a (-) unknown values
with a (?).
SrMnO3, Mn
4+ is calculated to be energetically favourable by over 100 mRy, for all
cases the Mn4+ was calculated to display ferromagnetic ordering.
It is interesting to note that the mixed valence state is relatively unfavourable
in these systems and the effect of strain altering the energy gap between different
ground states as small perturbations could easily be induced in the heterostructure.
These calculations highlight how sensitive these systems are to small changes in
environment.
7.4.2 Magnetic Transition Temperature
The magnetic transition temperatures and moment sizes of all the different con-
stituent components of the systems are displayed in table 7.3. The transition tem-
peratures and moment size for thin films compared to the bulk are much reduced.
This is due to the lack of inter-layer coupling in thinner samples and we would
therefore expect a similar lowering of the transition temperature in our samples.
7.4.3 Magnetic Properties
A recent paper by Zhai et al. [183] has investigated the link between octahedral rota-
tions and magnetism. In this work samples were grown on TiO2 terminated SrTiO3
substrates with structures (LaMnO3+δ)N/(SrTiO3)N . A large increase in transition
temperature was observed from 25-75 K from two to three layers with a moment
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size increase from 1.2 to 2.2 µB. No investigations were carried out on single unit
cell layers, however, a similarly large increase in transition temperature between the
monolayer and bilayer systems could be expected. Bulk LaMnO3 exhibits A-Type
antiferromagnetic ordering2 with an ordered moment size of 4 µB and a transition
temperature at 125 K. Thin-films are generally observed to exhibit ferromagnetism
with a reduced moment and a composition of LaMnO3+δ due to cation vacancies
and strain effects.
Octahedral Rotations
Bulk SrTiO3 has no octahedral rotations but LaMnO3 displays octahedral rotations
depending upon the manganese valence. For Mn3+ an orthorhombic structure with
a−a−c+ rotations is adopted, for higher valencies a rhombohedral structure with
a−a−a− rotations becomes prevalent. LAO for nine unit cells has a rotation nomen-
clature of a−a−a− [184] which is the same as that for LMO but with a different
magnitude around the c-axis. This should give a difference in the manganese layers
for our samples as the capping layer in the case of LAO will reinforce the octahedral
rotations. The reduced Mn-O-Mn bond angle resulting from this would be expected
to reduce both the ordered moment size and the transition temperature in these
cases.
From the Zhai et al. paper [183] the most relevant system to our study is the
case of two unit cells of LaMnO3. This system has a much reduced moment of 1.14
µB and the transition temperature is reduced to 25 K. The remnant field from the
hysteresis in this system is also very reduced to around 0.25 µB. X-ray absorption
fine structure (XAFS) measurements confirm the valence state of the manganese
at around 3.15 for the two unit cell thick sample. This reduction is attributed to
the B-O-B bond angle which has the largest deviation in this case. The maximum
moment (2.9 µB) being observed in the six unit cell system which has a much reduced
in-plane rotation angle, with a subsequent increase in the ordering temperature to
around 120 K
It has been shown by theoretical calculations that about four unit cells are af-
2Consisting of ferromagnetic planes stacked antiferromagnetically
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fected when La0.75Sr0.25MnO3 which has an a
−a−a− rotation pattern is forced to have
no rotation [185]. So rotations are expected to be largely effected by the surrounding
layers.
Chapter 8
The Magnetic Properties of
Manganese Oxide Monolayers in
Different Charge Environments
The results presented in this chapter are published here H.-J. Liu, J.-C. Lin, et al.
‘A Metal-Insulator Transition of the Buried MnO2 Monolayer in Complex Oxide
Heterostructure’. Advanced Materials, 28; pp. 9142-9151 (2016) [186].
The following chapter investigates the magnetic properties of monolayers of man-
ganese when surrounded by different configurations of strontium titanate (SrTiO3)
(STO) and lanthanum aluminium oxide (LaAlO3) (LAO). The aim is to control the
magnetic properties due to the differing charge environments as LaO layers would
be expected to donate electrons to the MnO2 layers. We have used x-ray magnetic
circular dichroism (XMCD) to determine the magnetisation and temperature de-
pendent properties of these films. This chapter focusses on the results, introductory
material can be found in the previous chapter Chapter 7 Sample Growth and the
Properties of Thin-Film Perovskite Structures.
8.1 Manganese Oxide Monolayers
The monolayer samples grown were SrO/MnO2/SrO (SMS), SrO/MnO2/LaO
+ (SML)
and LaO+/MnO2/LaO
+ (LML), the structures are shown in figure 8.1. To compen-
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Figure 8.1: Structures around the MnO2 monolayers with atoms depicted as follows;
green strontium, blue titanium, red oxygen, purple manganese, orange lanthanum,
and light blue aluminium. Left to right the samples as SMS, SML, and LML.
sate for the positively charged local environment in the SML and LML samples fewer
electrons are expected to be given up from the manganese to the conduction band
the corresponding oxidation states would then na¨ively be expected to form Mn4+,
and Mn3.5+ in the SMS, and SML samples. As the LaO layer below the MnO2 layer
in the LML samples is deposited on non-polar STO the whole of the charge com-
pensation for this layer might be expected to be taken on by the manganese layer
and oxidation states as low as Mn2.5+ could be achieved.
8.1.1 Experimental Techniques
Three samples were grown by pulsed laser deposition with single manganese oxide
layers in different charge environments provided by adjacent layers of either LaO
or SrO. The three samples were all grown on TiO2 terminated STO substrates. X-
ray absorption measurements including temperature and field dependence XMCD
measurements were taken using total electron yield. The high-field magnet end-
station of the I06:Nanoscale beam-line at the Diamond Light Source Ltd. was used
with energies at the manganese LII/LIII edges, more details of the I06 beamline can
be found in section Section 3.3.3 Diamond I06. All measurements were taken with
the samples oriented at 30◦ to the main beam to maximise the in-plane magnetisation
with the field directed along the beam.
The samples were insulating and as such many effects of charging were observed
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before the rate of photoelectrons and the drain current could equilibrate. To counter-
act this, measurements were taken with an extended pre-edge region and also spectra
were taken in the sequence with circular polarisations positive, negative, negative,
positive so that time dependent charging effects could easily be recognised.
Structural Analysis by HAADF-STEM
A Cs-corrected STEM (JEM-2100F, JEOL, Co., Tokyo, Japan) operated at 200
kV and equipped with a spherical aberration corrector (CEOS Gmbh, Heidelberg,
Germany) were performed with a minimum probe of about 1 A˚ in diameter. The
probe convergence angle and the detection angle were 25 mrad and 92-228 mrad,
respectively.
Scanning Tunnelling Microscopy and Spectroscopy (STM/STS)
Topography measurements were taken by scanning the tip at a fixed voltage (-2.0
V) and adjusting the height so the current is constant. Current measurements were
taken by scanning the tip at a fixed height and fixed voltage and measuring the
tunnel current. By ramping the bias voltage and keeping the tip distance fixed,
information regarding the local density of states can be determined. The gradient
of the tunnel current is proportional to the density of states with a resolution of
0.4 nm. Before the STM measurements, amorphous SrRuO3 (SRO) capping layers
(>500 nm) were deposited on top of all samples to prevent the tip crashing during
the measurements. The samples were cleaved in situ in an UHV chamber whose
base pressure was approximately 5× 10−11 torr [187]
8.2 Results and Discussion
8.2.1 Monolayer Sample Quality
All results in the following section were collected by our collaborators. All figures
are either from the published paper [186] or its supplementary material.
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TEM Measurements
High-angle annular dark-field scanning transmission electron microscopy (HAADF-
STEM) was used to confirm the sample structure quality and interface segregation.
Figure 8.2 shows results of HAADF-STEM images for the three samples which
are top to bottom, SMS, SML, and LML. The intensity is related to the electron
density and the raw images clearly show the difference between the columns of
A sites (Sr and La) and B sites (Ti, Mn, and Al). The interface is clear in the
SML and LML cases due to the difference in electron density of La and Sr. The
manganese ions however, are not easily distinguishable from those of titanium or
aluminium as they have similar atomic numbers. Averaging the images improves
the distinction. The right hand column shows the intensity plots of the averaged
data and shows that the desired structures have been realised. There is still some
variation in the background which could be the result of inter-diffusion between
the different materials. To further investigate this possibility atomic resolution EDS
(energy dispersive x-ray spectroscopy) mapping has been carried out which is shown
in figure 8.3. This reveals a large diffusion (two to three unit cells) of the manganese
when the capping layer is LAO, and some subsequent diffusion of titanium from the
substrate. A similar inter-diffusion was not observed with SMO as a capping layer.
Transport Measurements
As bulk measurements cannot determine the properties of the interface, scanning
tunnelling microscopy and spectroscopy (STM/STS) was used to probe the elec-
tronic properties across the interface taken at a cleaved cross-section of the sample.
The schematic of STM measurements of the SMS and LML samples are illustrated
in figure 8.4 (a). STM measurements were then taken on the SMS and LML samples
at 110 K (figure 8.4 (b)), apparent height differences are due to different electronic
structures of the different materials offering differing tunnel currents. The topogra-
phy images are sensitive to the conductivity of the different materials. There is a
large amount of variation in the SMS sample suggesting that the surface is not well
cleaved, which can be expected for pseudo-cubic perovskites.
Figure 8.4 (c) shows the tunnel current profile across the sample surfaces. The
tunnel current images of the SMS sample appear to show a diffuse conducting region
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Figure 8.2: High-angle annular dark-field scanning transmission electron mi-
croscopy images with growth direction vertical for SMS (top), SML (middle) and
LML(bottom). With raw image (left), averaged image (middle) and the intensity
profiles (right) from [186].
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Figure 8.3: Atomic resolution EDS mapping data showing the atomic positions of
the different constituents in the SML sample, from the supplementary materials
of [186].
around the monolayer position. This may be linked to the roughness of the cleaved
surface as there are regions deep within the substrate which also show currents
similar to those around the interface.
There is also a roughly 1 nm line of high current in the LML sample. The
resolution of the measurement is around one unit cell and this broadening is likely
due to the manganese diffusion noted in the EDS maps. There are large variations
in the current along the monolayer which may be due to percolation effects from the
manganese diffusion as these samples are largely insulating.
The conductivity of the monolayers is unexpected as both SrMnO3 and LaMnO3
are insulating, however, bulk ceramic samples of LaxSr1−xMnO3 have been shown
to be conducting. The end members are insulating but with doping of 0.8 > x >
0.2 the samples become conducting. This has been associated with Jahn-Teller-
induced structural distortions which destroy charge ordering and a ferromagnetic
metal forms [188]. It is interesting to note that these measurements calculate a
roughly 80% manganese 3+ valence for the x = 0.5 case. The deviation from the
expected ratio mirrors the conductivity increase across the x range. The presence
of a conducting interface in both cases therefore suggests a similar process and a
higher proportion of Mn3+ may be expected in the LML and SML cases.
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Figure 8.4: (a) Schematics of cross-sectional STM employed to investigate the prop-
erties of the MnO2 monolayers. (b) Typical cross-sectional topography images of the
SMS and LML samples with a tip bias of -2.0 V. (c) Tunnel current images of the
SMS and LML samples at tip bias of -2.0 V. The red dashed lines in the images can
be assigned as the position of the MnO2 monolayers, which show brighter contrast
compared to other region. (d) Differential of the tunnel current providing density of
states information across the MnO2 monolayers in SMS are measured at 110 K. (e-f)
The same analyses of the LML sample measured at 110 K and 30 K, respectively
from [186].
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For the SMS sample, conductivity could occur due to oxygen vacancies which
have been shown to be linked to growth by pulsed laser deposition of STO and
a subsequent conductivity in the STO films [189, 190]. Another important effect
to consider is the stacking of interfaces. In LAO and STO systems TiO2 termi-
nated STO produce conducting interfaces but SrO terminated STO interfaces are
insulating [191]. This is due to the ability of the titanium to change oxidation state
compared to the aluminium. Increased oxygen pressures in the growth was observed
to reduce the conductivity again suggesting a link to oxygen vacancies. More recent
surface diffraction measurements have confirmed a link to oxygen vacancies [192]. A
reduction in apical oxygen occupancy around the interfacial TiO2 layer and a coin-
cident reduction of the titanium from 4+ to 3+ causes a bending of the conduction
band in the STO to below the fermi level and hence conductivity.
The derivative of the tunnel current gives information about the local density of
states, this is shown in figures 8.4 (d) and (e). The STO and LAO layers surrounding
the monolayer interfacial region all have a large band gap of over 3 eV (as expected
for an insulator)1, the interfacial regions more closely resemble the band gap for a
semiconductor with 0.4 and 1.6 eV respectively (silicon has a band gap of 1.14).
The reduced band gap in the interfacial regions is consistent with the tunnel current
measurements, the density of states is much lower in the SMS sample, supporting
the smaller tunnel current observed in the LML sample.
The LML sample shows a sharp transition away from the interface providing
more evidence of its locally high quality. The interfacial region is extended to about
1 nm, which is above the instrument resolution and consistent with the observation
of manganese inter-diffusion. In the SMS sample the interfacial region is much
narrower, consistent with there being less inter-diffusion of the manganese layer.
The band gap is very disperse which could be due to the oxygen vacancies providing
different charge environments for different manganese ions which smoothes the band
gap.
DFT calculation also carried out by our collaborators and published here [186]
predicted the LML sample to be metallic. These are predictions of low temperature
properties, so to corroborate the calculations a measurement at 30 K was taken,
1The expected band gaps for STO, and LAO are 3.2 eV, and 5.6 eV respectively [191]
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figure 8.4 (f). This shows markedly different results from the 110 K data. The
band gap is much more disperse and appears to meet in the middle giving rise to
something resembling a semi-metal, more like the high temperature SMS sample.
The interface also appears much less sharp suggesting that the monolayer now affects
the surrounding layers much more.
The temperature dependences of semiconducting materials can depend on a num-
ber of factors. The temperature dependence may be expected to be similar to that of
a metal with an increasing conductivity on reducing temperature due to a reduction
in scattering of the conduction electrons from the thermal motion of the lattice. The
factors which can affect the temperature dependence however, are more numerous
as both the band gap and the fermi level will change with temperature. Doping
further alters the temperature dependence with doped semiconductors sometimes
showing a decrease in conductivity upon cooling. This semiconductor-semi-metal
transition occurs between 30 K and 110 K and may be linked to magnetic order
within the system.
8.2.2 Monolayer XMCD
Initial measurements were taken using total electron yield as this gives a much
stronger signal than fluorescence yield, due to the small sample volume involved.
This is largely due to the different interaction volumes of the two measurements
reducing the background for the total electron yield. Due to the insulating nature
of the samples the Auger electrons cannot be compensated and charge builds up on
the sample surface causing a large change in the initial slope of the measurements as
well as spikes and steps in the datasets when the surface charge builds up sufficiently
to cause a current to flow. An example dataset is shown in figure 8.5. The initial
scan of a measurement set also often showed a large decaying tail down to a linear
background as the surface charges reach equilibrium. To counter this, new samples
were fabricated with a thin layer of titanium coated on the surface to increase the
surface conductivity. Titanium was used because of a good surface affinity and the
fact that only thin layers need to be grown to form a good conducting surface. Due
to the changing charge and chemical environment of the samples, chemical shifts
might be expected between the different spectra. The absorption spectra are shown
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Figure 8.5: Absorption spectra from a non titanium coated sample.
in the top panel of figure 8.6, the edge jump is normalised to 1 in each case. There
is no noticeable chemical shift between samples. The maximum chemical shift that
might be expected in manganese systems is around 1 eV [193] which would easily
be notable with the energy resolution of these measurements.
The SML and LML samples show qualitatively very similar lineshapes with very
similar features. The notable exception to this being the pre-edge peak in the
LML sample, however, closer inspection of the SML and SMS samples suggests the
presence of a similar peak, all be it one that is not experimentally resolved.
Determination of Manganese Valence
The valence state of the manganese is important for accurate determination of the
moment using the sum rules. Fitting spectra of a known manganese valence can
provide a reasonable method for determining the oxidation state of the manganese
present in the absence of full multiplet calculations.
Reference spectra are shown in the middle panel of figure 8.6 and comprise of
MnO2, SrMnO3, and LaMnO3 which have manganese oxidation states of 2+, 3+,
and 4+ respectively2. The reference spectra are fitted to the experimental data using
a least squares algorithm with the parameters of; the reference spectra magnitudes,
and an energy shift between the monolayer samples and the reference spectra, which
will account for different energy calibrations between the different measurements.
Finally a tanh step edge was fitted to the spectra to account for differences in the
2The reference spectra were collected separately to the monolayer spectra by our collaborators
on the dragon beamline at NSRRC, Taiwan
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Figure 8.6: (top) Absorption spectra from monolayer samples from the average of
circular right and circular left absorption scans. (middle) Absorption scans from
reference spectra. (bottom) Fitted (dashed line) and experimental data (solid line)
of the sample spectra by summing reference spectra in different ratios. In all panels
the edge jump is normalised to 1.
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Sample
Spectra ratios Oxidation
MnO(2+) SMO(3+) LMO(4+) State
SMS/Ti 0.46 ± 0.02 0.44 ± 0.03 0.10 ± 0.02 2.64 ± 0.13
SML/Ti 0.10 ± 0.01 0.77 ± 0.01 0.13 ± 0.01 3.03 ± 0.05
LML/Ti 0.18 ± 0.01 0.82 ± 0.02 0 2.82 ± 0.06
Table 8.1: The oxidation states determined from least squares fitting of reference
spectra shown in figure 8.6. The corresponding number of holes for manganese is
three more than the oxidation state.
edge jump. The result of these are convincing fits and are shown in the bottom
panel of figure 8.6, the calculated oxidation states and corresponding ratios of the
reference spectra are displayed in table 8.1.
There is a significant proportion of manganese 2+ across all the samples. The
largest proportion being found in the SMS sample where the manganese would be
expected to be in the 4+ state from charge transfer arguments.
The overall oxidation state of the SMS system is calculated at 2.64 which even if
it was energetically favourable for only the manganese to change oxidation state and
not the surrounding titanium ions would correspond to roughly 80% of the man-
ganese ions having at least one oxygen vacancy. This number of oxygen vacancies
might suggest problems with the sample growth.
The SML and LML samples are somewhat similar so will be considered together.
The 3+, 4+ ratio in the SML and LML samples are roughly the same as expected
from bulk (0.8/0.2 and 1.0/0.0 respectively) [194], the main difference being the
addition of manganese 2+ ions, the presence of which could contribute to the con-
ductivity seen in the previous section.
These valencies cannot be explained by charge transfer arguments and are ex-
pected to be a result of oxygen vacancies induced by the growth. Nakagawa et
al. [174] showed that the structure of an interface can be dependent upon the de-
position order of different layers between polar and non-polar materials sometimes
inducing intermixing and other times introducing oxygen vacancies. They found
that LaO/AlO2/SrO interfaces introduced oxygen vacancies with LaO/TiO2/SrO
interfaces introducing ion intermixing. This kind of oxygen vacancy which is lo-
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Sample
Spin Orbital Total
(µB/Mn) (µB/Mn) (µB/Mn)
SMS/Ti 0.82 ± 0.02 0.29 ± 0.006 1.11± 0.05
SML/Ti 0.41 ± 0.003 0.15 ± 0.001 0.56 ± 0.05
LML/Ti 0.50 ± 0.005 -0.10 ± 0.001 0.40 ± 0.05
Table 8.2: Sum rule derived spin and orbital magnetic moment values are derived
from the 1.7 K, 6 T data in figure 8.7.
calised at the interface to account for the polarity difference between the materials
may be difficult to remove with post growth annealing in an oxygen environment or
even by increasing the pressure of the oxygen atmosphere during growth especially
if this is an energetically favourable way of accounting for the polar interface.
The reduced proportion of manganese 2+ and therefore oxygen vacancies in
the SML and LML samples is accounted for by the ion intermixing observed with
the EDS mapping in these samples which will account for the polar interfaces and
therefore require fewer oxygen vacancies to equilibrate.
Electron energy loss spectroscopy (EELS) measurements could be useful in de-
termining the cause of the 2+ ions, as in the case of reference [174] by determining
the oxidation state of the surrounding ions [195].
XMCD Measurements
XMCD measurements were taken in a 6 T field on all three samples and strong
dichroic signals were observed at 1.7 K, as shown in figure 8.7. Sum rule analysis of
the dichroic signals are displayed in table 8.2. The overall moment sizes are of the
order of magnitude expected for a thin-film. The moment size in the SMS sample
is significantly larger than in the LML or SML samples. The moment size roughly
follows the proportion of manganese 2+ in each sample. This is due to manganese
2+ having five electrons in the d-orbitals, in a high spin state, with all the spins
aligned in the same direction.
It should be noted that the moment derived here is an average over all manganese
ions and that any non-magnetic ions will still contribute to the absorption but not
the dichroism. These values should therefore be considered as a minimum.
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Figure 8.7: Base temperature (1.7 K) XMCD spectra from the SMS (top), SML
(middle), and LML (bottom) samples in the maximum field of 6 Tesla.
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Comparing these measurements to multiplet calculations carried out on thin films
of MnFe2O4 [196] (figure 8.8), there is a striking resemblance between the dichroism
of the SMS sample and calculations for manganese 2+ in a tetrahedral environment.
This would suggest that the apical oxygens around the manganese 2+ ions are
both missing and that the in-plane oxygen ions are highly distorted to something
resembling a tetrahedral geometry. From the calculations in figure 8.8 [196] it can
be seen that there is also an increased dichroism in this case which is reflected in
the increased moment size for the SMS sample.
XMCD is not a perfect technique and is useful for comparative measurements
between samples but due to the close nature of the manganese L-edges, accurately
determining a moment size is difficult, and depends upon the choice of where one
peak ends and the next peak begins, explained by Piamonteze et al. here [197].
This shows to some extent the ability to control the magnetic moment size with
oxidation state. However, the desired effects were not achieved through charge trans-
fer from the surrounding layers but properties introduced by the layer deposition
method.
8.2.3 Magnetic Field Dependence
Magnetisation curves were taken by measuring the intensity on and off the peak in
the dichroism while varying the field from −6 to +6 Tesla and back to −6 Tesla,
then repeating with the opposite polarity of the light. The sample magnetisations
are shown in figure 8.9, for all three cases a paramagnetic like field dependence with
no remnant magnetisation is observed. All the curves have a slight positive gradient
at the high field values, a paramagnet would be expected to saturate to a constant
value at high fields. The field dependence for a paramagnet outside the linear low
field Curie constant region is that of a tanh following the equation:
M(B) = µ tanh
µB
kBT
(8.1)
Where µ is the moment size, B it the applied field, kB is Boltzmann’s constant, and
T is the temperature. In nanoparticles a form of magnetism called superparamag-
netism can occur [198–202]. Where there are ferromagnetic nanoparticles that are
separated spatially and therefore do not interact with each other, forming a system
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Figure 8.8: Comparison of the Mn LII,III-edges’ XMCD of MnFe2O4 (5 nm) to the
calculated Mn LII,III edges XMCD for Mn
2+ (Td), Mn
2+ (Oh), and Mn
3+ (Oh) (blue
lines) and their weighted sum (red line) (T = 300 K, H = 5 T) [196].
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Figure 8.9: Field dependence of the manganese magnetisation, top, middle, bottom;
LML, SML, and SMS samples respectively. Experimental data represented by black
circles, fits to paramagnetic and superparamagnetic models shown in red and blue
dashed lines respectively.
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Figure 8.10: Schematic of how both ion interdiffusion and oxygen vacancies can
introduce pockets of locally ferromagnetic manganese (surrounded by red dashed
boxes) that are not coupled to each other.
which behaves like a paramagnet with large moments. Superparamagnetism is a
magnetic effect which comes from the magnetic separation of moments so that they
are no longer interacting and is not specific to certain systems [203].
Superparamagnetism has been observed in thin-film samples [204–206], for ex-
ample Co0.9Zn0.1Fe2O4 grown by pulsed laser deposition on MgO substrates dis-
plays superparamagnetic properties [207]. In these cases nano-crystallites instead of
smooth layers were formed which caused the superparamagnetism.
An analogous effect can occur in our thin-film materials where the manganese
inter-diffusion will remove the Mn-O-Mn bonds and will interfere with any exchange
interactions, also oxygen vacancies will remove the superexchange pathway causing
the manganese ions to be non-interacting. An example of how such isolated ferro-
magnetic ‘nanoparticles’ may form is shown in figure 8.10. Superparamagnetism is
characterised by the Langevin function and the magnetisation follows the relation:
M(B) = nµ
(
1
tanh µB
kBT
− 1
µB
kBT
)
(8.2)
Where now n is the density of nanoparticles in the sample and µ is the magnetic mo-
ment of a nanoparticle. All other variables have their usual meaning. The Langevin
function has a positive gradient at high x values. Fitting to both the paramagnetic
and superparamagnetic functions is shown in figure 8.9 with the results of the fits in
table 8.3. The superparamagnetic model has consistently better R2 values than the
paramagnetic model. Although the fits are similar between the paramagnetic and
superparamagnetic models and both fit largely within the error bars, the variance of
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Sample
Paramagnetism Superparamagnetism
Moment R2 Density Moment R2
SMS/Ti 0.97 ± 0.02 0.957 0.720 ± 0.173 1.84 ± 0.16 0.987
SML/Ti 0.62 ± 0.01 0.953 0.274 ± 0.218 2.35 ± 0.22 0.984
LML/Ti 0.51 ± 0.01 0.951 0.232 ± 0.064 2.11 ± 0.06 0.998
Table 8.3: Parameters for the fit to the magnetisation curves with paramagnetic
and superparamagnetic models.
the data should also be taken into account. The variance in the datasets are small
which suggests that the error bars are overestimates. Just looking at the data points
the superparamagnetic model can be seen to fit much better to the data.
From the densities of the superparamagnetic fit ‘nanoparticle’ sizes can be calcu-
lated and contain 1.4, 3.7, and 4.3 manganese ions respectively for the SMS, SML,
and LML samples. The values around 4 are consistent with the inter-diffusion for
the SML and LML samples noted by EDS mapping in figure 8.3. The value of 1.4
manganese ions per ‘nanoparticle’ is very small and suggests that the large number
of oxygen vacancies are localised to the MnO2 plane and there are limited vacancies
at the apical sites. The tetrahedral distortion could also play an important role
as the superexchange strength is dependent to some extent upon bond angle [208].
This could result in strong coupling in pairs of manganese ions where the distortion
maintains a bond angle close to 180◦.
Superparamagnetism is a widely investigated phenomenon which has potential
applications in, for example, hyperthermia. Hyperthermia is a phenomenon where
magnetic nanoparticles heat up in varying magnetic fields and has applications in
cancer treatment. Increased efficiency of heating in superparamagnetic particles al-
lows safer frequencies of the field to be used [209]. Superparamagnetic nanoparticles
also have potential applications as spin filters for spintronics [210]. Thin films may
also be useful for such applications, however, there are problems with making small
enough grains/nanoparticles [204]. Our samples display very small grains, however,
this effect would not be seen in thicker films as (1) it would be localised to the
interface and (2) coupling out of the plane from successive layers would link the
previously isolated ‘nanoparticles’.
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8.2.4 Temperature Dependence
The experimental set up on I06 is optimised for low temperature measurements, as
a result, higher temperature measurements are technically difficult, especially when
the reduced signal requires that a higher number of repeat measurements must be
taken to establish a good signal to noise ratio (see the section Section 3.3.3 Diamond
I06 on I06 for more details).
As a superparamagnet has very similar behaviour to a paramagnet it will also
display a similar temperature dependence. There are however, a few notable ex-
ceptions. Superparamagnets display a property called the blocking temperature3.
The effect arrises due to different time scales of the moments compared to the mea-
surement method. If the measurement time is faster than the time taken for the
moments to switch, the sample can be described as being in a blocked state, which
would result in the observation of ferromagnetic behaviour. The switching speed
of the moments will change with temperature so there is therefore a set blocking
temperature for a measurement method with a fixed measurement time. The x-ray
measurements taken here are slow (a number of minutes) and are expected to be
longer than the moment switching time (usually in the order of nanoseconds). This
is further verified by the lack of any ferromagnetic behaviour in the field dependent
data.
We therefore expect the paramagnetic and superparamagnetic temperature de-
pendences to follow very similar decays and both described are by the Langevin func-
tion. The shapes of the temperature dependences can be fitted with the Langevin
function, however, a y-offset is required to achieve a good fit to the data. The results
and fit are shown in figure 8.11 with the fit parameters shown in table 8.4. The phys-
ical interpretation of the y-offset is an ordered ferromagnetic moment which persists
with a negligible temperature dependence up to 200 K.
This interpretation of the results seems unlikely, even though bulk SMO has a
transition temperature of 260 K. This is significantly higher than previously observed
transition temperatures in thin film samples of only 40 K. For an ordered system the
3The effect should also be present in a paramagnet, however, it is in reality not observable due
to the smaller moment size.
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Figure 8.11: Temperature dependences of the manganese magnetic moment. Top
middle and bottom show dependences from the SMS, SML, and LML samples re-
spectively. The black and red lines show fits to paramagnetic and superparamagnetic
models respectively.
Sample
Paramagnetism Superparamagnetism
Moment Offset Moment Density Offset
SMS/Ti 1.02 ± 0.11 0.15 ± 0.05 11± 1.6 0.104 ± 0.01 0.019± 0.03
SML/Ti 0.49 ± 0.07 0.17 ± 0.03 18 ± 2.2 0.029 ± 0.004 0.05± 0.02
LML/Ti 0.42 ± 0.07 0.097 ± 0.03 21± 4 0.021 ± 0.004 -0.017± 0.03
Table 8.4: Parameters for the fit to the temperature curves with paramagnetic and
superparamagnetic models.
212 8.2. Results and Discussion
Figure 8.12: Spectra with circular right, circular left, and the difference, shown for
the SML sample at 210 K in a 6 T field.
removal of nearest neighbours by layering a material in a heterostructure reduces
the ordering temperature as evidenced by the reduction in ordering temperature
noted in SMO. The remnant moment is small but appears real as shown by the
210 K data from the SML sample (figure 8.12). Although the baseline is atypical
it is well matched between the two spectra. Further, a ferromagnetic moment of
this size would be observable in the low-temperature field dependent data. The
superparamagnetic model fits the data to a high degree but the fit parameters are
not consistent with those from the field dependent data. Fitting both the field
and temperature dependent data simultaneously (figure 8.13 and table 8.5) further
verifies that the model cannot fit the temperature data4.
In some situations the temperature dependences of ferrimagnetic samples can
display relatively flat temperature dependences which could be an explanation for
the constant moment above 100 K, however, this is due to the moments changing
size in an unequal way until they become antiferromagnetic and is usually present in
4The data is fitted with a least squares algorithm, as such all the data points are treated equally.
As a result the field dependent data dominates the fit
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Figure 8.13: Simultaneous fitting of both the temperature and field dependent
datasets using the same model. Solid lines show a paramagnetic model and dashed
lines show the superparamagnetic model.
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Sample
Paramagnetism Superparamagnetism
Moment Offset Moment Density Offset
SMS/Ti 0.98 ± 0.02 0.16 ± 0.03 2.01± 0.28 0.60 ± 0.09 0.16± 0.03
SML/Ti 0.61 ± 0.02 0.14 ± 0.02 2.96 ± 0.56 0.20 ± 0.04 0.14± 0.02
LML/Ti 0.50 ± 0.01 0.08 ± 0.02 2.56± 0.54 0.18 ± 0.04 0.08± 0.01
Table 8.5: Parameters from simultaneous fitting of temperature and field data.
systems where there are two different magnetic elements. Ferrimagnetism has been
observed in purely manganese systems, albeit rarely. Ferrimagnetic manganese has
most commonly been found in molecular magnets [211, 212], although the system
YBaMn2O5 is ferrimagnetic [213], where there is a reduced dimensionality of the
manganese similar to the CuO planes in YBCO. In this case the ferrimagnetism is
due to a combination of antiferromagnetism and charge ordering. There is a che-
querboard pattern of manganese 2 and 3 plus ions which have different size moments
and antiferromagnetic coupling between the two. A similar effect would be possible
in these samples with the different oxidation states found from the valence calcula-
tions. A change in ferrimagnetic moment sizes would be evidenced by a change in the
dichroic lineshape with temperature. The normalised dichroism spectra for the SMS
sample is therefore shown in figure 8.14. The dichroic lineshape is constant with
temperature with the lowest temperature, 1.7 K, data being anomalous. The shift in
the dichroism cannot account for the low temperature increase in the magnetisation
over the other samples as this shift would actually constitute a reduction in the to-
tal moment, it could however, explain to some extent the increased orbital moment.
These results do not rule out ferrimagnetism, just that any ferrimagnetism that
may exist has a fixed moment ratio with temperature and therefore cannot explain
the higher temperature linear dependence observed. A ferrimagnetic arrangement
would however, cause a linear high-field field-dependence as the moments begin a
spin flop transition.
Temperature dependences qualitatively similar to those observed here have been
observed in magnetic nanoparticles due to size effects [214, 215]. At low tempera-
tures there is a significant deviation from the expected T 3/2 Bloch law for a ferro-
magnet. This is explained by the nanoparticle size altering the magnon spectrum as
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Figure 8.14: Normalised dichroic signals at different temperatures for the Mn LIII
edge of the SMS sample.
long wavelength magnons can no longer propagate. Long wavelength magnons are
responsible for demagnetisation at low temperatures and the suppression of these
magnons results in an increase in the sample magnetisation. The functional form of
this increase is exponential of the form Ms = Ce
−E/kBT and has been shown to be
prevalent below around 100 K. Above this temperature there is a crossover back to
the normal Bloch temperature dependence. M0 is the saturation magnetisation, C
is related to the spin wave number and occupancy and relates to the linear region
at high temperatures, the E/kB value relates to the shape of the exponential decay
and is dependent upon the spin wave energy levels.
The result of such a fit is shown in figure 8.15. The low temperature spin-wave
adjusted Bloch function fits all three datasets without the need for a transition to the
high temperature Bloch law. The fitted parameters for E/kB are 18.0±2.7, 30±3,
and 35±6. These values are within the ranges from the previous measurements
[214, 215]. As there is no real magnetic transition observed, a different explanation
for the change in the transport measurements of the LML sample is required. The
change in conductivity of the sample at low temperatures could also be related to
the curtailing of the magnon spectrum.
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Figure 8.15: Fitting of the temperature dependent data to a modified low temper-
ature Bloch model described by Ms − Ce−E/kBT .
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8.3 Summary
The electronic and magnetic properties of manganese oxide monolayers in het-
erostructures between LaAlO3 and SrTiO3 have been measured. Three samples
were measured with structures LaO/MnO2/LaO (LML), SrO/MnO2/LaO (SML),
and SrO/MnO2/SrO (SMS). Magnetic and electronic measurements were given by
x-ray absorption techniques with sample quality and conductivity given by electron
microscopy. The differing charge environments induced by the neutral SrO layers
and the positively charged LaO layers were expected to alter the magnetic properties
of the manganese via charge transfer.
Scanning transmission electron microscopy measurements showed apparently
high quality interfaces and the desired sample structures across the three samples
with epitaxial growth and no defects. Further investigation using an energy sensi-
tive electron detector allowed the determination of different chemical elements. This
showed that the manganese layer does not form a single layer in the SML sample and
that some intermixing is occurring of around three unit cells when the capping layer
is LaAlO3. Ion intermixing was not observed in the SMS sample. Ion intermixing
has been shown to be a prevalent effect in heterostructured systems and can occur
to compensate for a polar interface [174].
Scanning tunnelling microscopy was then used to give local conductivity informa-
tion around the manganese layer, not possible from bulk measurements. This showed
that the samples display conducting interfaces. The presence of conducting regions
in SrTiO3 deposited by pulsed laser deposition is not uncommon and can occur due
to a reduction in the oxygen composition so that it becomes non-stoichiometric,
SrTiO3−δ [189,190]. This conduction is then attributed to the presence of titanium
3+ ions. These conducting regions are often localised to interfaces and it is therefore
difficult to determine what exactly is causing the conduction in these samples. These
conductivity effects have been shown to be reduced in other samples by growth in
an oxygen environment and post growth annealing [189].
X-ray absorption measurements were fitted to reference samples to determine a
rough manganese oxidation state for the samples. The x-ray absorption spectra are
very different from that expected from purely charge transfer from the surrounding
layers. Significant quantities of manganese 2+ are detected across all the samples.
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The manganese 2+ concentration cannot be explained by charge transfer and is ex-
pected to be a result of oxygen vacancies induced by the growth method. Nakagawa
et al. [174] showed that the structure of an interface can be dependent upon the de-
position order of different layers between polar and non-polar materials, sometimes
inducing intermixing, and other times introducing oxygen vacancies. They found
that LaO/AlO2/SrO interfaces introduced oxygen vacancies with LaO/TiO2/SrO
interfaces resulting in ion intermixing. Even by increasing the pressure of the oxy-
gen atmosphere during growth these vacancies may be difficult to remove especially
if this is an energetically favourable way of accounting for the polar interface. Our
two cases for the top layer are MnO2/LaO and MnO2/SrO which appear to induce
ion intermixing and oxygen vacancies respectively, although the reverse effects are
still expected to exist to some extent in all the samples. The presence of oxygen
vacancies explains the large proportion of manganese 2+ in the SMS sample and the
intermixing observed by EDS mapping in the SML sample. The overall oxidation
states of the ion intermixing dominated SML and LML samples (3.03+, 2.82+) are
somewhat close to those expected from pure charge transfer (3.5+, 3+). The SMS
sample showed a large deviation from the charge transfer expected value (4+) due
to the presence of a large quantity of oxygen vacancies (2.64+).
XMCD measurements were then taken on all the samples at 1.7 K and 6 T. The
SMS sample has the largest moment as determined by the XMCD sum rules. This
is due to the large manganese 2+ proportion as manganese 2+ will have 5 electrons
in the d-orbitals all aligned in the same direction. By comparison of the shape of
the XMCD spectra to calculations by Matzen et al. [196] the SMS sample appears
to show that the manganese 2+ ions are in a tetrahedral environment suggesting
the oxygen vacancies cause a large distortion of the remaining oxygen ligands away
from the usual octahedral arrangement. The calculated moment sizes are 1.11,
0.56, 0.4 µB for the SMS, SML, and LML samples respectively, these values are very
reasonable compared to other thin film samples of similar thicknesses. XMCD is not
a perfect technique and is useful for comparative measurements between samples but
due to the close nature of the manganese L-edges accurately determining a moment
size is difficult, as explained by Piamonteze et al. here [197]. These results show to
some extent the ability to control the magnetic moment size with oxidation state,
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however, the desired effects were not achieved through charge transfer from the
surrounding layers, but introduced by the layer deposition.
The magnetic field dependences of all three samples were then measured again
by XMCD. The magnetisation did not show any remnant field, showing that the
samples are not ferromagnetic, however, the shape of the magnetisation curve indi-
cates that they are superparamagnetic. Superparamagnetism is an effect which is
prevalent in magnetic nanoparticles [198–203] and the system behaves in a similar
way to a paramagnet with a very large moment size. This suggests that our samples
consist of ferromagnetic domains which do not interact strongly. Both ion inter-
mixing and oxygen vacancies will remove the magnetic interactions with the nearest
neighbours to the manganese ions, oxygen vacancies remove the intervening oxygen
required for the superexchange mechanism while ion intermixing will separate them
spatially. Fitting of the magnetisation curves suggests that manganese ions are clus-
tered in groups of only a handful of interaction manganese ions, this is consistent
with the intermixing observed from the EDS mapping as well as the proportion of
oxygen vacancies.
Superparamagnetic properties have been observed in thin films previously [207],
here again the deposition method was pulsed laser deposition and Co0.9Zn0.1Fe2O4
was deposited. In this case nano-crystallites instead of smooth layers were formed
which result in the superparamagnetism There are many examples of superparam-
agnetism in thin films of nano-crystalline material [204–207]. We believe this is the
first example of such a feature in an epitaxial film.
Further evidence of the superparamagnetic behaviour is given in the tempera-
ture dependence of the moments which doesn’t follow the standard Bloch law. In
superparamagnets the magnon spectrum is curtailed by the nanoparticle size, which
modifies the Bloch law temperature dependence which then takes on an exponential
form [214,215].
Superparamagnetism is not expected to be observed in thicker films as coupling
with ions out of the plane will reconnect ions which would not previously interact.
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8.4 Conclusions
We have measured samples of manganese oxide monolayers in differing charge envi-
ronments provided by heterostructures between LaAlO3 and SrTiO3. The differing
charge environments due to the neutral SrO layers and the positively charged LaO
layers being expected to alter the magnetic properties of the manganese via charge
transfer. The samples structural quality and conductivity were measured with elec-
tron microscopy techniques. Further analysis using x-ray absorption techniques were
used to determine the magnetic and electronic properties of the manganese.
Electron microscopy shows a good epitaxial structure with no dislocations. Fur-
ther investigation using energy dependent mapping shows that the manganese layer
is diffused into the surrounding layers by around 3 unit cells when the capping layer
is LaAlO3.
Transport measurements with scanning tunnelling electron microscopy show a
conducting interface in all samples. The presence of a conducting interface in the
non-polar SrO/MnO2/SrO (SMS) sample suggests oxygen vacancies introduced in
the growth induce the conductivity. This is backed up by the presence of manganese
2+ ions, determined by fitting the manganese absorption spectra with reference
spectra of samples with different manganese oxidation states.
X-ray absorption measurements were then taken, these show that the samples
broadly fall into two categories, dependent upon the capping layer. Comparison
to reference spectra shows significant quantities of manganese 2+ across all the
samples. This is expected to be induced by oxygen vacancies in the samples. Lower
oxidation states observed in the LML and SML samples is compensated for by ion
intermixing
X-ray magnetic circular dichroism (XMCD) measurements at 1.7 K and 6 T show
strong a signal in all the samples, with calculated moment sizes of 1.11, 0.56, 0.4
µB for the SrO/MnO2/SrO (SMS), SrO/MnO2/LaO (SML), and LaO/MnO2/LaO
(LML) samples respectively. These values are consistent with the magnitudes of
moments observed in other thin film samples. The varying moments show to some
extent that the magnetic properties of the manganese can be controlled by thin
film deposition with different surrounding layers. Comparisons to other multiplet
calculations suggest that the SrTiO3 capped samples absorption signal is a result of
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manganese 2+ in a tetrahedral environment giving evidence that there are oxygen
vacancies and a distortion of the remaining in-plane oxygen ligands.
The magnetic field dependences of all three samples do not display any rem-
nant field, revealing that they are not ferromagnetic, however, the shape of the
magnetisation curves indicate that they are superparamagnetic and the sample con-
sists of ferromagnetic domains which are separated spatially so that they do not
interact strongly. The diffusion of the manganese layer into the surrounding layers
and oxygen vacancies would both produce such an effect, stopping the formation of
long-range magnetic interactions. The fitted nanoparticle sizes are 1.4, 3.7, and 4.3
manganese ions respectively for the SMS, SML, and LML samples.
The temperature dependent data, although not fitting with the Langevin func-
tion, does fit with a modified Bloch law which is again consistent with nanoparticle
like objects.
We believe this is the first example of superparamagnetic behaviour in an epi-
taxial film as opposed to polycrystalline thin films.
We have also shown that although the surrounding layers do not contribute to
the manganese layers oxidation state as expected. The magnetic properties of the
manganese layers can be controlled by growing samples with different capping layers.
Further Work
As this and the following chapter are investigating very similar samples, details on
further work will be given at the end of the conclusions of the next chapter in section
Section 9.4 Conclusions.

Chapter 9
The Magnetic Properties of
Manganese Oxide Bilayers in
Different Charge Environments
The following chapter investigates the magnetic properties of bilayers of manganese
oxide when surrounded by different configurations of strontium titanate (SrTiO3)
(STO) and lanthanum aluminium oxide (LaAlO3)(LAO). The aim is to control the
magnetic properties due to the differing charge environments as LaO layers would
be expected to donate electrons to the MnO2 layers. Now in addition to the previous
chapter’s investigation of the monolayers, an increased coupling between manganese
layers out-of-the-plane is expected to strengthen the magnetic coupling and allow
for larger ordered moments and higher transition temperatures. We have used x-ray
magnetic circular dichroism (XMCD) to determine the magnetisation and temper-
ature dependent properties of these films. This chapter focusses on the results, in-
troductory material can be found in the previous chapter Chapter 7 Sample Growth
and the Properties of Thin-Film Perovskite Structures.
9.1 Manganese Oxide Bilayers
To further investigate these systems, bilayer samples were grown, where two MnO2
layers are separated by a single atomic layer. Now there is an added degree of
freedom of what the intervening AO layer is between the two manganese monolayers,
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Structure short label
SrO /MnO2 /SrO /MnO2 /SrO (SSS)
SrO /MnO2 /SrO /MnO2 /LaO
+ (SSL)
SrO /MnO2 /LaO
+ /MnO2 /LaO
+ (SLL)
SrO /MnO2 /LaO
+ /MnO2 /SrO
+ (SLS)
LaO+ /MnO2 /LaO
+ /MnO2 /LaO
+ (LLL)
LaO+ /MnO2 /LaO
+ /MnO2 /SrO (LLS)
LaO+ /MnO2 /SrO /MnO2 /SrO (LSS)
LaO+ /MnO2 /SrO /MnO2 /LaO
+ (LSL)
Table 9.1: Growth direction is left to right and the right hand column shows the
shorthand notation.
in these samples an increased ordered moment is expected due to increased coupling
between the manganese ions out of the plane. The additional manganese layer should
also limit the effects of inter-diffusion and fill in the gaps allowing for magnetic
exchange between what would have previously been separated regions. The samples
are again topped with a titanium layer to reduce charging effects. Samples are
described in table 9.1 where a short notation for the sample structures is introduced,
and visualised in the same order in figure 9.1. This chapter only contains the results
from the XMCD measurements as this is part of an extended project with many
collaborators. The other measurements taken on the monolayer samples remain to
be taken.
9.1.1 Experimental Technique
Eight samples were grown with two manganese oxide layers in different charge en-
vironments surrounded by either LaO or SrO. The samples were all grown on TiO2
terminated STO substrates. X-ray absorption measurements including temperature
and field dependence XMCD measurements were taken using total electron yield.
The high field magnet end-station of the I06:Nanoscale beam-line at the Diamond
Light Source Ltd was used with energies at the manganese LII/LIII edges. More
details of the I06 beamline can be found in section Section 3.3.3 Diamond I06. All
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Figure 9.1: Structures around the MnO2 monolayers with atoms depicted as follows
green strontium, blue titanium, red oxygen, purple manganese, orange lanthanum,
and light blue aluminium. Sample labels from top left to bottom right are as follows,
SSS, SSL, SLL, SLS, LLL, LLS ,LSS, LSL.
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measurements were taken with the samples oriented at 30◦ to the main beam to
maximise the in-plane magnetisation with the field directed along the beam.
The samples were insulating and as such many effects of charging were observed
before the rate of photoelectrons and the drain current could equilibrate. To counter-
act this, measurements were taken with an extended pre-edge region and also spectra
were taken in the sequence with circular polarisations positive, negative, negative,
positive so that time dependent charging effects could easily be recognised.
9.2 Results and Discussion
As with the monolayer samples, absorption measurements were taken using total
electron yield due to the small sample volume. The lineshapes can broadly be
split into two groups and appear to be strongly linked to the capping layer. The
samples with a lanthanum oxide capping layer (- - L) resemble the lineshape of the
SML monolayer sample and samples with a strontium oxide capping layer (- - S)
resemble the lineshape of the SMS monolayer with a dominant Mn2+ peak, this is
shown in figure 9.2. Analogous to the monolayer samples very little chemical shift is
noticeable. The exception to this is in the SSL sample where an apparent positive
shift is observed, however, little to no shift in the position of the central peak at the
LIII edge is observed. The positive shift is therefore likely to indicate the presence
of manganese 4+ ions which from the reference spectra (figure 8.6) can be seen to
have a higher energy.
9.2.1 Determination of Manganese Valence
Fitting the reference spectra from the middle panel of figure 8.61 provides con-
vincing fits and are shown in figure 9.3, with the calculated oxidation states and
corresponding ratios of the reference spectra displayed in table 9.2.
1The reference spectra are fitted to the experimental data using a least squares algorithm with
the parameters of the reference spectra magnitudes and a general shift between the monolayer
samples and the reference spectra which will account for different energy calibrations between the
different measurements. Finally a tanh step edge was fitted to the spectra to account for differences
in the edge jump
9.2. Results and Discussion 227
Figure 9.2: Absorption spectra from bilayer samples from the average of circular
right and circular left absorption scans. (top) L - - samples with lanthanum oxide
below the manganese bilayer. (bottom) S - - samples with strontium oxide below
the manganese bilayer.
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Figure 9.3: (solid lines) Averaged absorption spectra from bilayer samples. (dashed
lines) Fitted line from summing reference spectra in different ratios.
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Sample
Spectra ratios Oxidation
MnO(2+) SMO(3+) LMO(4+) State
SSS 0.42 ± 0.01 0.54 ± 0.01 0.04 ± 0.01 2.62 ± 0.05
LSS 0.62 ± 0.01 0.33 ± 0.03 0.05 ± 0.03 2.43 ± 0.15
LLS 0.55 ± 0.01 0.45 ± 0.01 0 2.45 ± 0.04
SLS 0.60 ± 0.01 0.30 ± 0.03 0.10 ± 0.03 2.50 ± 0.15
LLL 0.05 ± 0.01 0.95 ± 0.01 0 2.95 ± 0.04
SLL 0.02 ± 0.01 0.98 ± 0.01 0.00 ± 0.01 2.98 ± 0.05
SSL 0.01 ± 0.01 0.69 ± 0.02 0.30 ± 0.01 3.29 ± 0.07
LSL 0.04 ± 0.01 0.88 ± 0.01 0.08 ± 0.01 3.04 ± 0.05
Table 9.2: The oxidation states determined from least squares fitting of reference
spectra shown in figure 9.3. The corresponding number of holes for manganese is
just three more than the oxidation state.
It is no surprise that the spectra again fall into two broad categories with - - S
samples all showing similar oxidation states of around 2.5+ and the - - L samples
all showing oxidation states of around 3+. The exception to this is the SSL sample
which has the highest oxidation state of any of the monolayer or bilayer samples
measured with an oxidation state of 3.29 and is the only sample with an appreciable
Mn4+ concentration. This accounts for the positive energy shift noted in the previous
section. The - - S samples have roughly proportionate values of manganese 2+ and
3+ resulting in oxidations states around 2.5+.
The high quantities of manganese 2+ in the - - S samples provide evidence that
the 2+ moments observed in the SMS monolayer sample was not anomalous and is
reproducible. This is further evidence that the oxygen vacancies are a byproduct of
the deposition of the STO capping layer similar to references [189,190].
Unlike in the monolayers where manganese 2+ is present in all the samples the -
- L bilayer samples only contain small proportions of manganese 2+ and other than
the SSL sample (which has already been noted to be somewhat anomalous) small
or negligible proportions of 4+. As a result the fitted oxidation states for the LLL,
LSL, and SLL samples are found to be predominantly 3+. These are consistent with
the monolayer samples with LAO capping layers.
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Even though the samples’ properties appear to be dominated by the capping
layer there is still some variation within the different capping layers. The - - S
samples do not follow the expected oxidation states from simplistic charge transfer
calculations, however, the SSS sample does have the highest oxidation state which
is expected. The other samples SLS and LSS are expected to have similar oxidation
states and LLS would be expected to be lower, all are within the calculated errors.
In the absence of the oxygen vacancies produced by the STO capping layer the
SSL sample is expected to have the highest oxidation state and this is the case.
Even with smaller error bars the remainder of the - - L samples are still very close
in oxidation state showing the strong coupling to the capping layer and little effect
of the other layers on the oxidation state.
Again these valencies cannot be explained by charge transfer arguments and are
expected to be a result of oxygen vacancies induced by the growth method and
capping layer [174].
Theoretical calculations have shown that strain can induce a favourable man-
ganese 3+ in LaMnO3 [179, 180]. As our results show a strong dependence on the
capping layer it is expected that this strain is induced by the capping layer. This
is unlikely to be the case as the monolayer films were observed to be epitaxial and
the capping layer is only 6 unit cells thick. Another possibility is that the titanium
is changing oxidation state preferentially over the manganese in the samples gov-
erned by ion intermixing. Ion intermixing may also allow for energetically favourable
charge transfer horizontally instead of in the growth direction, where the manganese
nearest neighbour is replaced by a titanium or aluminium ion. This suggests that
more care must be taken to ensure that the charge transfer will happen in the desired
direction and theoretical calculations should be carried out first.
A localised probe which is sensitive to the oxidation state such as Electron en-
ergy loss spectroscopy (EELS) would be required to determine if the titanium and
aluminium ions are playing a role in the manganese oxidation state by determining
their oxidation states (as in the case of reference [174]).
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Sample
Spin Orbital Total
(µB/Mn) (µB/Mn) (µB/Mn)
SSS 0.68 ± 0.006 0.24 ± 0.002 0.92 ± 0.006
LSS 1.03 ± 0.028 0.51 ± 0.014 1.54 ± 0.032
LLS 0.94 ± 0.007 0.25 ± 0.002 1.19 ± 0.007
SLS 0.95 ± 0.026 0.19 ± 0.005 1.14 ± 0.026
LLL 0.81 ± 0.005 0.35 ± 0.002 1.15 ± 0.006
SLL 0.56 ± 0.005 0.017 ± 0.0001 0.58 ± 0.005
SSL 0.43 ± 0.005 0.09 ± 0.001 0.52 ± 0.005
LSL 0.61 ± 0.005 0.17 ± 0.001 0.78 ± 0.005
Table 9.3: Sum rule derived spin and orbital magnetic moment, values are derived
from 1.7 K, 6 T data in figure 9.4.
9.2.2 XMCD Measurements
The absorption spectra for circular-right and circular-left polarised light and the
corresponding difference spectra are shown in figure 9.4, sum rule analysis of these
spectra is shown in table 9.3. It is interesting to note that even though the SSL
sample has a different spectral lineshape, the dichroic signal has a similar shape to
the other - - L samples.
The calculated moment sizes are similar in magnitude to those from the mono-
layer samples, an increased moment could be expected for an increased manganese
coupling due to its higher concentration in these samples, however, this is not ob-
served. The moments of the - - S samples are generally larger than the - - L moments
due to the large manganese 2+ concentration. The XMCD signal in all the - - S
samples resemble the multiplet calculations for manganese 2+ in a tetrahedral en-
vironment from figure 8.8 [196] resembling the monolayer SMS sample. The spin
moment sizes of the - - S samples appear to follow a similar trend to the manganese
2+ proportion. The orbital moments do not appear to be linked to any particular
feature from the valence calculations. The calculated orbital moments are significant
and contribute a large proportion to the overall moment sizes.
The expected moment sizes from the simple valence and only charge transfer
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Figure 9.4: Base temperature (1.7 K) spectra in maximum field of 6 Tesla. (left)
Circular right (red) and circular left (black) spectra from the bilayer samples. (right)
Difference spectra between circular right and circular left.
9.2. Results and Discussion 233
would be in the order LLL>LSL>SLL>SSL and this order is reproduced. It is also
consistent within the - - L samples that the samples containing more LaO layers
have larger moments. Which when referring to table 7.3 is consistent with LaMnO3
having a larger moment than SrMnO3.
The lack of increased moment sizes in the bilayers as compared to the monolayer
samples is in contradiction to the results of [183] and may be due to a similar inter-
diffusion of the manganese into the capping layer as seen with the monolayer samples.
Even with inter-diffusion there would still be expected to be more manganese ions
stacked vertically than in the monolayer samples and therefore an increased moment
size. Apical oxygen vacancies could inhibit the interlayer coupling in the - - S
samples, in the - - L samples the valence calculations are also strongly linked to the
capping layer and show little variation to the other layers surrounding the manganese
oxide. It is therefore again likely that oxygen vacancies are the main contributing
factor to the oxidation state and inhibiting the interlayer coupling resulting in the
same magnitude of ordered moment.
The tetrahedral distortion could also play an important role as the superexchange
strength is dependent to some extent upon bond angle [208]. This could result in
strong coupling between pairs of manganese ions where the distortion maintains a
bond angle close to 180◦. This would maintain a similar moment size to that ob-
served in the monolayer samples even with a similar proportion of oxygen vacancies.
As mentioned in the previous chapter XMCD is not a perfect technique due to the
close proximity of the manganese L-edges and accurately determining a moment size
is difficult, as explained by Piamonteze et al. here [197].
Again as in the previous chapter these XMCD measurements further confirm
the ability to control the magnetic moment size with oxidation state, not through
charge transfer from the surrounding layers but by properties introduced by the
layer deposition.
9.2.3 Magnetic Field Dependence
Magnetisation curves were taken by the same method as for the monolayers, mea-
suring the intensity on and off the peak in the dichroism while varying the field from
−6 to +6 Tesla and back to −6 Tesla, then repeating with the opposite polarity of
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Sample
Paramagnetism Superparamagnetism
Moment Moment Density
SSS 0.86 ± 0.007 1.68 ± 0.01 0.70 ± 0.01
LSS 1.30 ± 0.03 1.86 ± 0.03 1.03 ± 0.03
LLS 1.09 ± 0.01 2.05 ± 0.01 0.72 ± 0.02
SLS 1.04 ± 0.01 2.11 ± 0.01 0.65 ± 0.01
LLL 1.06 ± 0.01 2.70 ± 0.01 0.47 ± 0.03
SLL 0.62 ± 0.01 2.71 ± 0.01 0.23 ± 0.01
SSL 0.58 ± 0.003 1.62 ± 0.003 0.42 ± 0.01
LSL 0.76 ± 0.005 1.98 ± 0.005 0.47 ± 0.02
Table 9.4: Parameters for fits to the magnetisation curves shown in figure 9.5 with
paramagnetic and superparamagnetic models.
light.
The magnetisation curves for the bilayer samples show qualitatively a very similar
shape to the monolayer samples with an initial curve followed by a linear increase
above around three Tesla and no remnant field, suggesting again that these samples
are superparamagnetic in nature. The magnetisation curves are shown in figure 9.5
with the results of a fit to a paramagnetic model following equation 8.1 shown by
solid lines. As with the previous chapter the paramagnetic model does not reproduce
the data and a superparamagnetic model must be considered. The results of a fit to
a superparamagnetic model following equation 8.1 are shown by dashed lines again
in figure 9.5. The results of fitting to these models are displayed in table 9.4.
Superparamagnetism is usually observed in magnetic nanoparticles , as explained
in Section 8.2.3 Magnetic Field Dependence and figure 8.10. Oxygen vacancies and
ion intermixing are expected to magnetically isolate small group of manganese ions.
Again the fitted moment sizes per nanoparticle are consistent with nanoparticle
sizes of only a few manganese ions. As these densities are related to the coupling of
the different ‘nanoparticles’ the fact that the densities from the superparamagnetic
fits is then consistent with oxygen vacancies impeding the interlayer coupling as
both the densities and the moment sizes are comparable across the monolayer and
bilayer samples.
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Figure 9.5: Magnetic field dependence of sample magnetisations. Data is represented
as filled circles with paramagnetic fits shown by solid lines and superparamagnetic
fits shown by dashed lines.
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Generally the samples can be split again into the two groups observed from the
lineshapes by the shapes of the magnetisation curves. The - - L samples are roughly
linear above 2 T while the - - S samples have a more gradual curve. This is mirrored
in the fitted nanoparticle densities, which are linked to the shape of the tanh curve.
The LLL sample cannot be fitted well with the superparamagnetic model, this is
due to a dominant linear shape at high fields. The Langevin function cannot accom-
modate the increasing linear region above 2 T. Similar effects have been observed
in ferrimagnetic nanoparticles [200, 201, 215, 216] (mainly ferrite) with a linear in-
creasing high field region, which is not observed in the corresponding bulk materials.
The linear region can then be attributed to the beginnings of a spin flop transition.
Magnetic induction can cause a post-saturation linear region in ferromagnetic hys-
teresis curves, but as we are only sensitive to the magnetism on the manganese and
are investigating an insulating material this can be disregarded.
Superparamagnetism is a widely investigated phenomenon which has potential
applications for example in hyperthermia where magnetic nanoparticles heat up in
varying fields which has applications in cancer treatment. Increased efficiency of
heating in superparamagnetic particles allows safer frequencies of the field to be
used [209]. Superparamagnetic nanoparticles also have potential applications as
spin filters for spintronics [210]. Thin films may also be useful for such applications,
however, there are problems with making small enough grains/nanoparticles [204].
Our samples display very small grains, however, this effect would not be seen in
thicker films as (1) it would be localised to the interface and (2) coupling out of the
plane from successive layers would link the previously isolated ‘nanoparticles’.
9.2.4 Temperature Dependence
The temperature dependences are shown in figure 9.6. The distinction between the
- - L and - - S samples here is striking. The - - S samples show an initial drop off in
the aligned moment, followed by a somewhat linear trend upon further increasing
the temperature above around 70 K. For the - - L samples the moment follows a
more linear trend with temperature. The temperature dependences from the SML
and LML monolayer samples in figure 8.11 seem to also fit this pattern of a flatter
curve when the capping layer is LAO.
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Again fitting the temperature dependences with a paramagnetic (solid lines) and
superparamagnetic (dashed lines) models (shown in figure 9.6) the superparamag-
netic fits are consistently better than the paramagnetic ones and the fit parameters
are displayed in table 9.5. As with the monolayer samples a constant offset must be
added as the moment does not reduce to zero at high temperatures.
The results of a combined fit for the - - S samples are shown in figure 9.7 with
- - L samples in figure 9.8, the results of the fit are shown in table 9.6. The - - S
samples fit well to the field-dependent data and at least show the expected shape
in the temperature data, although neither of the models fit well. The temperature
dependent data for the - - L samples does not follow the expected trend and cannot
be explained by this model. The temperature dependences are again shown not to
fit when a combined model was used for the temperature and field data.
The temperature dependences are shown to fit with a modified Bloch law at low
temperatures, as shown in figure 9.9. The results of the temperature dependences
are well reproduced, mirroring the monolayer samples. The fits are similar to those
of the Langevin function without consideration for the field dependent data. The
functional form between the Langevin function and the modified Bloch law are
different and more data points would be required to distinguish between them. The
modified Bloch function is dependent upon the spin wave spectrum which is linked
to the nanoparticle sizes. One explanation for the differences between the - - S and -
- L samples is then that differing manganese inter-diffusion between the two sample
sets results in different effective nanoparticle sizes.
The difference in two groups of temperature dependences could arise from the
oxygen symmetry as the - - S samples from the XMCD measurements are in a tetra-
hedral environment compared to the - - L octahedral environment. The distorted
tetrahedral arrangement would result in a reduced electron bandwidth which will
inhibit the superexchange interaction and therefore weakening the coupling giving
the reduced temperature stability observed.
The transfer of octahedral rotations from the capping layer might also have a
similar effect, however, as only the LAO and not the STO capping layers will exhibit
octahedral rotations, this effect may only be small when compared to the distortion
of the oxygen ligands in the - - S samples.
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Figure 9.6: Temperature dependence of sample magnetisations from XMCD mea-
surements. Data is represented by filled circles, the solid lines represent paramag-
netic fits and the dashed lines represent superparamagnetic fits.
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Sample
Superparamagnetism
Moment Size Density Size
SSS 9.79 ± 1.22 0.10 ± 0.01 2.6 ± 0.1
LSS 9.18 ± 0.68 0.17 ± 0.01 2.4 ± 0.2
LLS 11.89 ± 1.22 0.10 ± 0.01 2.5 ± 0.1
SLS 10.24 ± 0.74 0.11 ± 0.01 2.5 ± 0.2
LLL 51.54 ± 24.07 0.026 ± 0.014 3.0 ± 0.1
SLL 21.07 ± 14.51 0.017 ± 0.023 3.0 ± 0.1
SSL 28.20 ± 11.28 0.016 ± 0.01 3.3 ± 0.1
LSL 30.94 ± 2.89 0.026 ± 0.003 3.0 ± 0.1
Table 9.5: Parameters for superparamagnetic fits to the temperature dependence
data shown in figure 9.6.
Sample
Superparamagnetism
Moment Size Density Offset
SSS 1.98 ± 0.20 0.55 ± 0.06 0.20 ± 0.02
LSS 1.95 ± 0.10 0.96 ± 0.05 0.22 ± 0.02
LLS 2.16 ± 0.14 0.66 ± 0.04 0.19 ± 0.02
SLS 2.42 ± 0.20 0.54 ± 0.05 0.22 ± 0.02
LLL 3.12 ± 0.32 0.39 ± 0.04 0.32 ± 0.03
SLL 3.00 ± 0.33 0.20 ± 0.02 0.18 ± 0.02
SSL 1.81 ± 0.21 0.35 ± 0.04 0.18 ± 0.02
LSL 2.23 ± 0.26 0.39 ± 0.05 0.25 ± 0.03
Table 9.6: Parameters for simultaneous fitting of temperature and field dependent
data to superparamagnetic functions shown in figures 9.7 and 9.8.
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Figure 9.7: Simultaneous fitting of the temperature and field dependent data for the
- - S samples to a superparamagnetic Langevin function.
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Figure 9.8: Simultaneous fitting of the temperature and field dependent data for the
- - L samples to a superparamagnetic Langevin function.
242 9.2. Results and Discussion
Figure 9.9: Temperature dependent data fitted with a modified Bloch function.
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9.3 Summary
We have measured the electronic and magnetic properties of manganese oxide bi-
layers in heterostructures between LaAlO3 and SrTiO3. The differing charge envi-
ronments due to the neutral SrO layers and the positively charged LaO layers being
expected to alter the magnetic properties of the manganese via charge transfer. Now
with manganese coupling out-of-the-plane stronger magnetic coupling is expected
and concurrent increases in the ordered moment size, and transition temperature,
over the previous chapters monolayer samples. X-ray absorption techniques were
used to determine the magnetic and electronic properties of eight different man-
ganese bilayer samples.
X-ray absorption measurements have been fitted to reference samples to deter-
mine a rough manganese oxidation state for the samples. This reference spectra
fitting shows very different results than expected purely from charge transfer from
the surrounding layers. The lineshapes and resultant oxidation states were found
to be mainly dependent on the capping layer. Samples which would nominally
be expected to be the same for example LaO/MnO2/SrO/MnO2/SrO (LSS) and
SrO/MnO2/SrO/MnO2/LaO (SSL) therefore display very different properties.
Significant quantities of manganese 2+ are detected across all the SrTiO3 capped
(- - S) samples. The manganese 2+ cannot be explained by charge transfer and is
expected to be a result of oxygen vacancies induced by the growth of the capping
layer. The LaAlO3 capped (- - L) sample valencies are all around 3+ which is
consistent with the monolayer samples. It is expected that the titanium is changing
oxidation state preferentially over the manganese in the - - L samples, which, as in
the monolayer samples, are expected to be governed by ion intermixing.
The unexpected oxidation states and strong links to the capping layer suggest
that more care must be taken to ensure that the charge transfer occurs in the
desired way and theoretical calculations should be carried out first. A localised probe
which is sensitive to the oxidation state such as Electron energy loss spectroscopy
(EELS) [195] would be required to determine if the titanium and aluminium ions
are playing a role in the manganese oxidation state by determining their oxidation
states (as in the case of reference [174]). The dependence of interfacial properties on
the growth order is not new and has been previously observed in LaAlO3/SrTiO3
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heterostructures [174].
X-ray magnetic circular dichroism (XMCD) measurements were then taken on
all the samples at 1.7 K and 6 T. Sum rule analysis of XMCD spectra show larger
moments in the - - S samples than the - - L samples, consistent with the monolayer
results. The larger - - S moment is due to the manganese 2+ proportion as man-
ganese 2+ will have 5 electrons in the d-orbitals all aligned in the same direction.
By comparison of the shape of the XMCD spectra to calculations by Matzen et
al. [196], the - - S samples appear to show that the manganese 2+ ions are in a
tetrahedral environment, suggesting the oxygen vacancies cause a large distortion
of the remaining oxygen ligands away from the usual octahedral arrangement.
As with the monolayer samples, the calculated moment sizes are consistent with
those expected for thin film samples. XMCD is not a perfect technique and is useful
for comparative measurements between samples but due to the close nature of the
manganese L-edges, accurately determining a moment size is difficult, as explained
by Piamonteze et al. [197]. These results show to some extent the ability to control
the magnetic moment size with oxidation state, however, the desired effects were
not achieved through charge transfer from the surrounding layers, but properties
introduced by the layer deposition of the capping layer.
The magnetic field dependence of all the samples was then measured, again by
XMCD. The magnetisation curves do not show any remnant field, showing that they
are not ferromagnetic, however, the shape of the magnetisation curve indicates that
they are superparamagnetic and that the samples consist of ferromagnetic domains,
which do not interact strongly. Superparamagnetism is an effect which is prevalent
in magnetic nanoparticles [198–203] where the system behaves in a similar way to
a paramagnet with a very large moment size. Both ion intermixing and oxygen
vacancies will remove the magnetic interactions making superparamagnetism possi-
ble, oxygen vacancies remove the intervening oxygen required for the superexchange
mechanism, while ion intermixing will separate them spatially.
The field dependent curves largely fit a superparamagnetic model, however, the
LLL and LSL samples, although producing fits close to the error bars appear to
follow a dependence more like that of a ferrimagnet, with a linear magnetisation
dependence at high fields. To distinguish between these models higher-field data
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would be required to determine if the linear region continues or saturation is reached.
Fitting the magnetisation curves suggests that manganese ions are clustered in
groups of only a handful of interacting manganese ions. This is consistent with the
intermixing observed from the EDS mapping of the monolayer samples as well as
the proportion of oxygen vacancies.
Superparamagnetic properties have been observed in thin films before [207], here
again the deposition method was pulsed laser deposition and Co0.9Zn0.1Fe2O4 was
deposited. In this case, nano-crystallites instead of smooth layers were formed, which
result in the superparamagnetism. There are many examples of superparamagnetism
in thin films of nano-crystalline material [204–207]. We believe this is the first
example of such a feature in an epitaxial film.
Further evidence of the superparamagnetic behaviour is given in the tempera-
ture dependence of the moments. For superparamagnetism the magnon spectrum is
curtailed by the nanoparticle size, which modifies the expected Bloch law temper-
ature dependence, as a result the temperature dependence takes on an exponential
form [214,215].
If superparamagnetism is purely a result of charge equilibration at the capping
layer it would not be expected to be observed in thicker films as coupling with ions
out-of-the-plane will reconnect ions that were not previously interacting.
The capping layer has proven to be the dominant factor in the magnetic prop-
erties of the thin films. It has also shown to be highly robust, overriding other
potential influences such as charge transfer, especially in thin film samples. It is a
highly important and somewhat overlooked factor when considering thin film prop-
erties. This leaves the question of how far into a film the effects of the first deposited
layer penetrate and therefore dominate in determining the thin-film properties.
9.4 Conclusions
We have measured samples of manganese oxide monolayers in differing charge envi-
ronments provided by heterostructures between LaAlO3 and SrTiO3. Charge trans-
fer from the positively charged LaO layers was expected to alter the magnetic prop-
erties of the manganese. Compared to the previous chapter manganese coupling
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out-of-the-plane is expected to result in stronger magnetic coupling and concurrent
increases in the ordered moment size, and transition temperature. X-ray absorption
techniques were used to determine the magnetic and electronic properties of the
manganese.
X-ray absorption measurements show that the samples broadly fall into two
categories dependent upon the capping layer. Comparison of the absorption spectra
to literature values shows that the samples capped with SrTiO3 (- - S) have a large
amount of manganese 2+ present and this is consistent with the shape of the x-ray
magnetic circular dichroism (XMCD). The dichroic lineshapes resemble that of a
tetrahedrally coordinated manganese ion [196] suggesting that the apical oxygens
are missing (consistent with the valence state) and that the remaining in-plane
oxygen atoms are highly distorted. The moment sizes calculated by the XMCD
sum rules are in the region of 1 µB, consistent with other thin film samples. The
LaAlO3 (- - L) capped samples are found to be dominated by manganese 3+ which
taking account of the results from the previous chapter and Nakagawa et al. [174]
is expected to introduce ion intermixing at the interfaces. The XMCD sum rule
derived moment sizes are reduced compared to the - - S samples due to the decrease
in unpaired electrons from manganese 2+ to 3+.
The field dependent curves for both capping layers largely fit to a superparam-
agnetic model, however, the high field regions for the LaO/MnO2/LaO/MnO2/LaO
(LLL), and LaO/MnO2/SrO/MnO2/LaO (LSL) samples, although producing good
fits close to the error bars, appear to follow a dependence more like that of a ferri-
magnet, with a linear increase in magnetisation at high fields. Superparamagnetism,
usually observed in magnetic nanoparticles, occurs in these samples through the de-
coupling of manganese ions from both ion intermixing and oxygen vacancies.
Temperature dependences are best described by a modified Bloch function con-
sistent with measurements on magnetic nanoparticles. These measurements are
again consistent with the nanoparticle like nature of the samples and evidence the
intervention of the oxygen vacancies, and diffusion of the manganese layers, to the
magnetic coupling.
Oxygen vacancies and the oxygen environment in growth are very important
factors for the final properties of the sample. These results show that the control
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of the oxygen environment cannot be generalised and although the samples capped
with LaAlO3 (- - L) appear to have a stoichiometric oxygen ratio, the - - S samples
grown under the same conditions do not. This highlights the care that must be
taken to ensure the correct oxygen pressure even across nominally similar samples.
We have shown that the magnetic properties of the manganese oxide layer can be
effectively controlled by the heterostructuring of different materials. However, the
dominant processes are limited to structural changes in ion intermixing and oxygen
vacancies and not charge transfer due to the polarity of the surrounding materials.
In future a more careful analysis to characterise the structure of the sample is re-
quired to determine ion intermixing oxygen vacancies before magnetic measurements
are taken.
Further Work
Further samples should be grown under increased oxygen pressures to reduce the
oxygen vacancies of the samples with SrTiO3 capping layers. This may allow the
control of the magnetic properties of the manganese through charge transfer.
Some of the samples did not follow the expected field dependence for a super-
paramagnetic system at higher fields, suggesting that the samples may have some
ferrimagnetic properties. Higher field measurements should be carried out on these
samples. The continuation of the high field linear regions in the magnetisation or
a discontinuous increase in the moment indicative of a spin-flop transition would
confirm that the manganese is ferrimagnetic.
The suggested mechanism for decoupling of the manganese moments of ion in-
termixing and oxygen vacancies are expected to be localised at interfacial regions.
A more focussed study should therefore be carried out with samples with SrTiO3
and LaAlO3 capping layers with increasing manganese layer thicknesses to confirm
that a remnant field is set up and that the manganese ions become coupled and dis-
play ferromagnetic properties. This would also allow the determination of how far
reaching the effects of the capping layer are in controlling the material properties.
Electron energy loss spectroscopy (EELS) measurements should be undertaken
to confirm the oxidation states of the atoms surrounding the manganese layers. In
the case of the LaAlO3 capping layer this could confirm if charge transfer is indeed
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occurring, but with charges preferentially localising on the titanium ions.
Chapter 10
Overall Conclusions and Future
Work
This thesis has highlighted the sensitivity of soft x-rays to small changes in mag-
netism, with both the polarisation dependence of magnetic scattering, and x-ray
magnetic circular dichroism.
This work has improved upon the metrology of how to take full polarisation
analysis measurements. This improvement allows data on much weaker reflections
to be collected as longer count times can be used which can be applied to measuring
weak non-resonant scattering. This will also allow full polarisation analysis mea-
surements to be collected on multiple stronger peaks to give a more robust picture
of the nature of magnetic systems.
The sensitivity of the polarisation of magnetic x-ray scattering has been high-
lighted with the small canting of the magnetic moments observed in the system
CeRu2Al10. A canting of 9.6 degrees was observed towards the a-axis in this system.
This spin canting is likely caused by the Dzyaloshinskii-Moriya interaction, however,
taking the symmetry arguments for the possible interaction pathways into account
there must be a symmetry lowering for the canting to exist. The structural argu-
ments for a symmetry lowering imply the possibility for spin canting in isostructural
compounds, which require further investigation to observe if a canting is present in
these systems.
The (1, 0, 0) reflection in Cu2OSeO3 was found to be due to the anisotropy of
the tensor of x-ray susceptibility (ATS). X-ray intensity was observed at the (1, 0, 0)
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position when entering the helical magnetic state, indicating a fundamental change
in the magnetic structure from the ferrimagnetic state (where no (1, 0, 0) intensity
is observed). Rietveld analysis is consistent with a helical magnetic structure where
one moment is aligned antiparallel to the other fifteen, in a reduced ferrimagnetic
structure. A novel polarisation dependence was observed in the magnetic satellites
around the ATS reflection, the polarisation dependence of which does not follow
that of a helical magnetic structure that is expected in these systems. There is a
suggestion that the polarisation dependence is altered due to the ATS reflection. To
check this the polarisation dependence of the magnetic satellites should be measured
around the main beam.
Unique samples of manganese oxide mono- and bi-layers were investigated us-
ing x-ray magnetic circular dichroism. Different layers were grown surrounding the
manganese to create different charge environments so that charge transfer between
the surrounding layers could change the oxidation state of the manganese and hence
the magnetic properties. The magnetic properties and the oxidation state of the
manganese was found to be strongly linked to the capping layer used which was
either SrTiO3 (STO) or LaAlO3 (LAO). The STO-capped samples displayed large
quantities of manganese 2+ and larger magnetic moments than the LAO-capped
samples which displayed ion intermixing. Both types of samples display apparently
superparamagnetic properties, which, although a property that has been observed
in thin films has until now only been observed in polycrystalline samples, and not
in buried heterostructures. Further investigation of these systems is required to
rule out the possibility of ferrimagnetism. Further samples should also be grown
in increased oxygen pressures to try to limit the oxygen vacancies seen in the STO
capped samples. The range of effects of the capping layer requires further investi-
gation. Samples of different thicknesses would be needed to be grown with different
capping layers. When/if the properties of the films with different capping layers
converge this would suggest that the capping layer is no longer the dominant factor
of the thin film properties. The ability to control magnetic properties in thin films
has been confirmed to some extent, however, it is strongly linked to the capping layer
and not the surrounding layers. It has been shown to be a highly robust method
with very similar properties being observed for many different sample architectures.
Part IV
Appendices
251
Appendix A
Relation Between Polarisation and
Electric Field
By considering the electron clouds around the atoms to be bound classically in a
varying applied electric field we have a system that resembles a forced harmonic
oscillator, obeying the equation of motion shown below:
F (t) = m(x¨+ γx˙+ ω20x) = qE (A.1)
Where γ is a damping term, ω0 is the natural frequency of the system, and q is
the polarisation vector. The driving force is light, described by the equation for the
plane wave equation as follows:
E = E0e
i(kx−wt) (A.2)
Where k is the wavevector, x is the propagation direction ,w is the angular frequency,
t is time, and E0 is the wave amplitude. The displacement of the electron cloud will
oscillate at the same frequency as the light, therefore we can write.
x = x0e
i(kz−wt) (A.3)
Then the time derivates become, γx˙ = −iγwt, and x¨ = −w2x, solving equation A.1
for x gives:
x =
q/m
−iγwt+ w2 − w20
E (A.4)
Using p = qx we arrive at:
p =
q2/m
−iγwt+ w2 − w20
E (A.5)
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Appendix B
Particles in an External Field
Using Lagrangian Mechanics L = V − T becomes:
L =
1
2
mx˙2 +
e
c
x˙A (B.1)
For a particle of mass m with charge e moving in an external field with vector
potential A, the canonical momentum is then:
p =
δL
δx˙
= mx˙+
e
c
A (B.2)
The Hamiltonian is then:
H =
∑
x˙p− L = mx˙2 + e
c
x˙A− 1
2
mx˙2 − e
c
x˙A =
mx˙2
2
(B.3)
Rearranging the equation B.2 for the normal momentum x˙m we get:
x˙m = p− e
c
A (B.4)
Substituting this into the equation for the Hamiltonian we can see that in an external
field the momentum is just transformed thus p→ p− e
c
A:
H =
(
p− e
c
A
)2
2m
(B.5)
For the momentum squared the transform becomes more complicated:
p2 →
[
σ
(
p− e
c
A
)]2
(B.6)
Which can be evaluated by using relationships for the commutators and anti-commutators
of the Pauli matrices:
σaσb = 1/2([σa, σb] + {σa, σb}) = 1/2(σaσb − σbσa + σaσb + σbσa) (B.7)
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Examples of the commutator and the anti-commutator are shown below:
[σa, σb] =
 0 1
1 0
×
 0 −i
i 0
−
 0 −i
i 0
×
 0 1
1 0

=
 i 0
0 −i
−
 −i 0
0 i

= 2iσc (B.8)
Therefore:
[σb, σa] =
 −i 0
0 i
−
 i 0
0 −i
 = −2iσc (B.9)
{σa, σb} =
 0 1
1 0
×
 0 −i
i 0
+
 0 1
1 0
×
 0 −i
i 0

=
 i 0
0 −i
+
 −i 0
0 i

= 0 (B.10)
[σb, σb] =
 0 −i
i 0
×
 0 −i
i 0
−
 0 −i
i 0
×
 0 −i
i 0

=
 1 0
0 1
−
 1 0
0 1

= 0 (B.11)
{σb, σb} =
 0 −i
i 0
×
 0 −i
i 0
+
 0 −i
i 0
×
 0 −i
i 0

=
 1 0
0 1
+
 1 0
0 1

= 2I (B.12)
From this we obtain:
σσ = δI +
∑
iσεabc(a.σ)(b.σ) = aiσibiσi = aibi(δI + iεabcσk) (B.13)
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Where hopefully we can see from above that:
iεabcσkaibj = iσk(aibj − biaj) + iσj(akbi − bkai) + iσi(ajbk − bjak) = iσ.(a× b)
(B.14)
Where abδI becomes abI then using this in the equation above (remembering that
the cross product of two parallel vectors is 0, a× b = ab sin(θ)) produces :[
σ
(
p− e
c
A
)]2
=
(
p− e
c
A
)2
+ iσ
(
p− e
c
A
)
×
(
p− e
c
A
)
=
(
p− e
c
A
)2
+ iσ
(
p× p + e
2
c2
A×A− e
c
p×A− e
c
A× p
)
=
(
p− e
c
A
)2
− iσ
(e
c
p×A + e
c
A× p
)
(B.15)
To make progress we introduce an arbitrary wavefunction (ψ):(e
c
p×A + e
c
A× p
)
ψ =
e
c
(p×A)ψ + e
c
(pψ)×A + e
c
A× pψ
= −i~σ
(e
c
∇×A
)
ψ
= −i~e
c
σBψ (B.16)
So now the first order approximation becomes:
σp2 →
(
p− e
c
A
)2
− ~e
c
σB (B.17)
Appendix C
Full Polarisation Analysis Setup
The usual experimental setup involves finding the centre of rotation of the diffrac-
tometer and ensuring that the incident beam coincides with this point. For exper-
iments requiring polarisation analysis the determination of the centre of rotation
of the analyser stage is also required, and this must also coincide with the beam.
This is important as it will ensure that the beam always hits the same part of the
polarisation analyser crystal (PA) as analyser crystals are not always uniform across
their surface. If this is not the case the peaks in θp will move with η and much
longer scans in θp must be taken, significantly increasing the measurement time. An
example of a poorly aligned analyser is shown in figure C.11.
Alignment of the PA stage can be non-trivial due to the absence of a pin and
camera. It requires the rotation of the diffractometer perpendicular to the scattering
plane (α), or at least the motion of the detector perpendicular to the scattering
plane. The alignment can be done by having the 2θp (the angle of the detector on
the PA stage) at zero and half-cutting the PA crystal with the beam at successive
η rotations. The alignment of the PA requires at least three measurements of the
half-cut at different η angles, preferably at values of 0, 90, and 180 degrees and
adjustment of the diffractometer so that these coincide using the detector angle 2θ
and the angle of the diffractometer perpendicular to the scattering plane α. It should
also be noted that the PA crystal should be flat with respect to the beam at this
point as the half-cut position is important for ensuring the diffracted beam is also
1Only the half-cut position of the PA stage must be on the centre of rotation, and the beam is
a useful tool for doing this in the absence of a pin and camera.
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Figure C.1: θp scans at different η angles for a poorly aligned analyser.
hitting the centre of rotation of the PA stage. This can be achieved by iteratively
rocking the PA crystal in the beam using θp going to the peak and the half-cutting
the sample. The main aim of this process is to ensure that the surface of the PA
crystal coincides with the centre of rotation of the PA stage.
Alignment of Bragg reflections correctly onto the PA crystal is also imperative.
This must be done by effectively halfcutting the beam by moving 2θ (with η at
0) and then repeating with χ (and η at 90). This will ensure that the diffracted
beam is hitting the centre of rotation of the PA stage. Even with a perfectly aligned
diffractometer and PA stage θp scans are still required as the background may change
depending upon the η rotation.
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