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ABSTRACT
Turn of Phrase: Contrastive Pre-Training for Discourse-Aware
Conversation Models
Roland Laboulaye
Department of Computer Science, BYU
Master of Science
Understanding long conversations requires recognizing a discourse flow unique to
conversation. Recent advances in unsupervised representation learning of text have been
attained primarily through language modeling, which models discourse only implicitly and
within a small window. These representations are in turn evaluated chiefly on sentence pair
or paragraph-question pair benchmarks, which measure only local discourse coherence.
In order to improve performance on discourse-reliant, long conversation tasks, we
propose Turn-of-Phrase Pre-Training, an objective designed to encode long conversation
discourse flow. We leverage tree-structured Reddit conversations in English to, relative to
a chosen conversation path through the tree, select paths of varying degrees of relatedness.
The final utterance of the chosen path is appended to the related paths and the model learns
to identify the most coherent conversation path.
We demonstrate that our pre-training objective encodes conversational discourse awareness by improving performance on a dialogue act classification task. We then demonstrate
the value of transferring discourse awareness with a comprehensive array of conversation-level
classification tasks evaluating persuasion, conflict, and deception.
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Chapter 1
Introduction
Evaluating the intent and effect of an utterance in a conversation requires understanding
not only the utterance itself, but also the context in which it is spoken. While sometimes
significant contextual cues are simple and directly precede the utterance, often many cues
interact over the course of a long conversation to enrich the meaning of an utterance. Complex
conversational tasks such as evaluating an utterance for persuasion, conflict, or deception
require recognition of long-conversational patterns and as a result highlight the limitations of
current pre-trained language models.
The explosive success of pre-trained language models like GPT [9] and BERT [3] has
focused significant attention on the types of problems transformer [12] language models are
best suited to address. Common benchmarks like GLUE [13], RACE [6], and SQuAD [10] are
comprised of sentence pairs and paragraph-question pairs, which fit nicely in a transformer’s
attention window. Conversations of arbitrary length, however, are ill-suited for typical
transformers due to their quadratic sequence length memory complexity. This poses a problem
for conversational discourse tasks, which typically have long text inputs. Prior efforts have
circumvented this limitation by using attention models to encode individual utterances and
passing the encodings to a hierarchical RNN to learn over the entire conversation. However,
these research efforts found that in this setting, attention models failed to significantly
outperform simpler LSTM-based approaches. We identify two possible causes for this relative
lack of success. The first is that when used in conjunction with a hierarchical RNN, attention
models cannot contextualize an utterance with other utterances in the conversation, removing
the primary advantage of the attention mechanism. The second is that while BERT’s pretraining scheme leads to significant downstream improvements for a range of tasks, it may
be that conversational discourse tasks might benefit from a pre-training task tailored to
conversations.
The first of these limitations has been addressed by recent advances that reduce the
attention mechanism’s quadratic complexity. Models such as Big Bird [14], Performer [2], and
Reformer [5] replace the attention mechanism’s dot product operation with approximations
that enforce sparsity and yield linear or log-linear complexities. This means these models
can be used directly on conversations without the need for a hierarchical RNN, enabling
them to contextualize across utterance boundaries. In this paper, we evaluate Big Bird on a
range of conversational discourse tasks. Overcoming the second limitation requires designing
a pre-training objective that will train the attention mechanism to model the relationships
not only between words in the utterances but between the utterances themselves.
A number of pre-trained language models include an auxiliary whole-sentence objective
to enhance discourse awareness. BERT [3] is trained to predict whether two sentences belong
to the same text, ALBERT [7] is trained to predict binary sentence ordering within a text,
1

and CONPONO [4] estimates the in-text distance between a pair of sentences. These auxiliary
tasks are responsible for significant improvements in downstream transfer learning evaluations.
However, these objectives all rely on evaluating a pair of texts, encoded jointly, which means
that they only capture the dynamics between two texts as opposed to an arbitrary number.
To address this shortcoming, we propose Turn-of-Phrase (ToP), a contrastive dialog
coherence pre-training objective designed for conversation encoding. We leverage the treestructured conversation format, such as that found in Reddit threads, to construct contrastive
conversation groupings that share some utterances, but where only one conversation represents
an entire, coherent, contiguous chain of utterances. For example, given an English thread on
Reddit, we select a comment, hereafter referred to as an utterance, in the thread as a terminal
node. We then trace back the conversational path to the thread’s root post, also an utterance,
and call the sequence of utterances from root to terminal node our original conversation. By
leveraging a Reddit thread’s tree-structure, we can produce meaningful contrastive examples
of conversational discourse relative to our original conversation. From the same thread, we
sample other conversational paths of similar length to the original conversation and append
the original conversation’s final utterance to the sampled contrastive examples. The model
then encodes the original conversation as well as the contrastive examples and must identify
the original by assigning it a higher probability value. In doing so, the model is trained to
recognize discourse coherence in a conversation.
We directly evaluate our model’s ability to capture conversational discourse information
by evaluating it on ConvoKit’s [1] Coarse Discourse Corpus [15], a collection of Reddit
threads with discourse relation annotations for each utterance. We then evaluate our model’s
performance on downstream conversation tasks that can benefit from discourse-capturing
embeddings. We present results on four tasks from ConvoKit, evaluating respectively
persuasion, conflict, and deception. We achieve SOTA on the persuasion and conflict tasks.
Our primary contributions are:
1. We evaluate the performance of Big Bird on conversational discourse tasks.
2. We describe Turn-of-Phrase, a conversation-level pre-training objective designed to
learn discourse flow in a sequence of utterances.
3. We demonstrate that Turn-of-Phrase produces embeddings with conversational discourse
information by evaluating the embeddings on the Coarse Discourse Corpus [15].
4. We demonstrate that Turn-of-Phrase can improve performance on downstream conversation tasks compared to whole-sentence pre-training objectives. We present results
on the following corpora: Winning Arguments Corpus [11], Conversations Gone Awry
Dataset [16], and Deception in Diplomacy Conversations [8]. We achieve SOTA on
Winning Arguments Corpus and Conversations Gone Awry Dataset.
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Chapter 2
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Abstract

The explosive success of pre-trained language
models like GPT (Radford et al., 2018) and BERT
(Devlin et al., 2019) has focused significant attention on the types of problems transformer (Vaswani
et al., 2017) language models are best suited to
address. Common benchmarks like GLUE (Wang
et al., 2018), RACE (Lai et al., 2017), and SQuAD
(Rajpurkar et al., 2016) are comprised of sentence
pairs and paragraph-question pairs, which fit nicely
in a transformer’s attention window. Conversations
of arbitrary length, however, are ill-suited for typical transformers due to their quadratic sequence
length memory complexity. This poses a problem
for conversational discourse tasks, which typically
have long text inputs. Prior efforts have circumvented this limitation by using attention models to
encode individual utterances and passing the encodings to a hierarchical RNN to learn over the entire conversation. However, these research efforts
found that in this setting, attention models failed
to significantly outperform simpler LSTM-based
approaches. We identify two possible causes for
this relative lack of success. The first is that when
used in conjunction with a hierarchical RNN, attention models cannot contextualize an utterance with
other utterances in the conversation, removing the
primary advantage of the attention mechanism. The
second is that while BERT’s pre-training scheme
leads to significant downstream improvements for
a range of tasks, it may be that conversational discourse tasks might benefit from a pre-training task
tailored to conversations.

Understanding long conversations requires recognizing a discourse flow unique to conversation. Recent advances in unsupervised representation learning of text have been attained
primarily through language modeling, which
models discourse only implicitly and within
a small window. These representations are
in turn evaluated chiefly on sentence pair or
paragraph-question pair benchmarks, which
measure only local discourse coherence.
In order to improve performance on discoursereliant, long conversation tasks, we propose
Turn-of-Phrase Pre-Training, an objective designed to encode long conversation discourse
flow. We leverage tree-structured Reddit conversations in English to, relative to a chosen
conversation path through the tree, select paths
of varying degrees of relatedness. The final utterance of the chosen path is appended to the
related paths and the model learns to identify
the most coherent conversation path.
We demonstrate that our pre-training objective encodes conversational discourse awareness by improving performance on a dialogue
act classification task. We then demonstrate
the value of transferring discourse awareness
with a comprehensive array of conversationlevel classification tasks evaluating persuasion,
conflict, and deception.

1

Introduction

Evaluating the intent and effect of an utterance in
a conversation requires understanding not only the
utterance itself, but also the context in which it is
spoken. While sometimes significant contextual
cues are simple and directly precede the utterance,
often many cues interact over the course of a long
conversation to enrich the meaning of an utterance.
Complex conversational tasks such as evaluating
an utterance for persuasion, conflict, or deception
require recognition of long-conversational patterns
and as a result highlight the limitations of current
pre-trained language models.

The first of these limitations has been addressed
by recent advances that reduce the attention mechanism’s quadratic complexity. Models such as Big
Bird (Zaheer et al., 2020), Performer (Choromanski et al., 2020), and Reformer (Kitaev et al., 2020)
replace the attention mechanism’s dot product operation with approximations that enforce sparsity and
yield linear or log-linear complexities. This means
these models can be used directly on conversations
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without the need for a hierarchical RNN, enabling
them to contextualize across utterance boundaries.
In this paper, we evaluate Big Bird on a range of
conversational discourse tasks. Overcoming the
second limitation requires designing a pre-training
objective that will train the attention mechanism
to model the relationships not only between words
in the utterances but between the utterances themselves.

ture conversational discourse information by evaluating it on ConvoKit’s (Chang et al., 2020) Coarse
Discourse Corpus (Zhang et al., 2017), a collection of Reddit threads with discourse relation annotations for each utterance. We then evaluate our
model’s performance on downstream conversation
tasks that can benefit from discourse-capturing embeddings. We present results on four tasks from
ConvoKit, evaluating respectively persuasion, conflict, and deception. We achieve SOTA on the persuasion and conflict tasks.
Our primary contributions are:

A number of pre-trained language models include an auxiliary whole-sentence objective to enhance discourse awareness. BERT (Devlin et al.,
2019) is trained to predict whether two sentences
belong to the same text, ALBERT (Lan et al., 2019)
is trained to predict binary sentence ordering within
a text, and CONPONO (Iter et al., 2020) estimates
the in-text distance between a pair of sentences.
These auxiliary tasks are responsible for significant improvements in downstream transfer learning
evaluations. However, these objectives all rely on
evaluating a pair of texts, encoded jointly, which
means that they only capture the dynamics between
two texts as opposed to an arbitrary number.

1. We evaluate the performance of Big Bird on
conversational discourse tasks.
2. We describe Turn-of-Phrase, a conversationlevel pre-training objective designed to learn
discourse flow in a sequence of utterances.
3. We demonstrate that Turn-of-Phrase produces
embeddings with conversational discourse information by evaluating the embeddings on
the Coarse Discourse Corpus (Zhang et al.,
2017).

To address this shortcoming, we propose Turnof-Phrase (ToP), a contrastive dialog coherence pretraining objective designed for conversation encoding. We leverage the tree-structured conversation
format, such as that found in Reddit threads, to construct contrastive conversation groupings that share
some utterances, but where only one conversation
represents an entire, coherent, contiguous chain of
utterances. For example, given an English thread
on Reddit, we select a comment, hereafter referred
to as an utterance, in the thread as a terminal node.
We then trace back the conversational path to the
thread’s root post, also an utterance, and call the
sequence of utterances from root to terminal node
our original conversation. By leveraging a Reddit
thread’s tree-structure, we can produce meaningful
contrastive examples of conversational discourse
relative to our original conversation. From the same
thread, we sample other conversational paths of
similar length to the original conversation and append the original conversation’s final utterance to
the sampled contrastive examples. The model then
encodes the original conversation as well as the
contrastive examples and must identify the original
by assigning it a higher probability value. In doing so, the model is trained to recognize discourse
coherence in a conversation.

4. We demonstrate that Turn-of-Phrase can improve performance on downstream conversation tasks compared to whole-sentence pretraining objectives. We present results on the
following corpora: Winning Arguments Corpus (Tan et al., 2016), Conversations Gone
Awry Dataset (Zhang et al., 2018), and Deception in Diplomacy Conversations (Peskov and
Cheng, 2020). We achieve SOTA on Winning
Arguments Corpus and Conversations Gone
Awry Dataset.

2 Preliminary
The following provides context for pre-training and
conversational discourse that set the stage for our
proposed pre-training objective and what it tries to
accomplish.
2.1

Pre-Training

Pre-training neural networks relies on the assumption that similar tasks require similar processing of
raw inputs. The degree of similarity dictates the
extent to which the featurization learned for one
task can be reused for another, with most of the
fine-tuning for the other task typically concentrated
on deeper layers of the network. This similarity
relationship is most useful when one of the tasks

We directly evaluate our model’s ability to cap-
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Figure 1: A simple conversation annotated with dialogue acts (taken from (Král and Cerisara, 2010)).

Figure 2: A Reddit thread sampled from the Convokit’s
Reddit Small Corpus represented as a directed tree.

in question has abundantly available training data,
which when leveraged for pre-training can help
make up for a relatively small training dataset for
the other task.
In light of the ubiquity of natural language on
the internet, the language modeling objective has
proved particularly effective in pre-training models for other NLP tasks, as demonstrated first by
ULMFiT (Howard and Ruder, 2018) and then GPT
(Radford et al., 2018). The masked language modeling (MLM) objective used in BERT (Devlin et al.,
2019) benefits from the same data ubiquity while
improving on the quality of pre-training by removing the forward-directional limitation of the classical language modeling. BERT and related models
further add a discourse-linked pre-training objective, the next sentence prediction (NSP) task, predicting whether two sentences are adjacent in a
text. The MLM and NSP tasks have proven to
share significant featurization requirements with a
wide variety of NLP tasks, improving performance
on question answering, textual entailment, coreference resolution, multiple choice tests, etc.

malizes this notion, indicating that utterances carry
pragmatic weight. An early codification of speech
acts identified the following high-level speech act
categories (Bach and Harnish, 1979):
1. Constative - expresses a belief, together with
the intention that the hearer form a like belief.
2. Directive - expresses the speaker’s attitude
toward some prospective action by the hearer.
3. Commissive - obligates oneself or proposes
to obligate oneself to do something.
4. Acknowledgment - expresses certain feelings toward the hearer.
The above taxonomy provides a useful lens
through which to understand the interactions that
make up a dialogue. More granular dialogue acts
(statement, agreement, disagreement, question, justification, elaboration, etc.) can be thought of in
terms of this framework. For example, a stated
opinion is a form of constative, a follow-up question is a directive (to answer), and subsequent personal insult is an acknowledgment. Identifying
an utterance’s dialogue act requires an understanding of the conversational context up to that point.
This frames the dialogue act assignment problem
as an instance of the coherence relation identification task alluded to previously. The new utterance
and a prior utterance form an adjacency pair whose
relationship can be characterized in terms of the
dialogue act of the new utterance. This allows one
to understand a dialogue as a discourse made up of
chains of questions, statements, agreements, rebuttals, etc. as shown in Figure 1.

2.2 Discourse
Analyzing language beyond individual words and
sentences requires introducing a larger unit of language. A discourse is a coherent group of sentences
or utterances. A conversation, an essay, a short
story, and a thread on Reddit are all encompassed
by the term. One method by which we can evaluate
discourse coherence is by categorizing the ways
in which sentences relate to each other or to the
discourse as a whole.
While the above applies to all types of discourse,
we focus on one type of discourse in particular: conversation. Conversational dialogue is characterized
by turns that associate each utterance with a particular participant (Sacks et al., 1978). As such, utterances produced by each participant possess their
own intent and are meant to affect the conversation
in a specific way. The concept of speech acts for-

3 Approach
Social media platforms serve as repositories of
large swaths of conversations that, based on the
platform in question, vary in format, structure,
topic, and content. For the purpose of this paper, we focus on conversations found on Reddit.
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about football, but the replacement utterances concern politics – topical coherence can be somewhat
preserved by selecting the replacement utterances
from conversations discussing the same topic.
In the case of Reddit conversation paths, if replacement utterances are selected from the same
thread, identifying the differences between the original and modified conversation paths using topical differences will be more difficult, resulting in
greater reliance on discourse incoherence such as
failing to answer a question or responding to a relatively calm utterance with an insult. We can further
limit the distinction between the original and altered conversations by replacing only contiguous
utterances with contiguous utterances that stem
from the same branching point as shown in Figure
3. Doing so better preserves topic coherence and
also removes discourse incoherence at the junction
leading to the first replaced utterance. The only
remaining incoherence lies at the junction between
the last replaced utterance and the subsequent original utterance. This reduces the task to judging
whether one particular turn-of-phrase is coherent
in the context of the preceding conversational flow.

Figure 3: Constructing a contrastive neighbor that exhibits reduced conversational coherence.

Reddit is subdivided into various subreddits that
each focus on a different topic. Within each subreddit, collective conversations are organized by
thread, each thread consisting of a post and replies.
Reddit conversations exhibit the spectrum of conversational discourse acts discussed above, ranging
from questions, elaborations, and justifications to
arguments and insults.
Each Reddit thread is structured as a tree, as
shown in Figure 2, with the post serving as the
root and chains of replies forming branches. Any
user, regardless of prior involvement in the conversation, can jump in with a reply at any point in
the tree, forming a new branch. In the context of
this conversation tree, we introduce the notion of a
conversation path, a sequence of utterances encompassing the chain of replies from the post to any
reply. Conversation paths can be characterized as
normal, turn-taking conversations with an unknown
number of participants. Unlike typical conversations, however, conversation paths have naturally
occurring conversation path neighbors, namely the
neighboring branches in the tree. While all conversation paths in a tree exhibit a certain degree of
relatedness due to their being in the same thread,
their degree of relatedness can increase based on
the number of replies that they share, or in other
words, the depth at which they branch from one
another. This degree of relatedness opens the possibility for contrastive pre-training.

3.2

ToP Formulation

Given a tree-structured thread where u0 corresponds to the root, for each utterance ui ∈ U in
the thread, there exists a unique sequence pi ∈ P
of utterances from u0 to ui . Randomly select pi
from Pd ⊂ P , the set of sequences p that satisfy
|p| ≥ d. Then, we define the set of neighbors of pi
as Ni ⊂ Pd as the set of sequences pj ∈ Ni where
|pj | = |pi | and pj and pi share a minimum of k
utterances. Randomly select n neighbors, pi,0 , ...,
pi,n from Ni . For each selected neighbor, replace
the final utterance in the sequence with ui , the final
utterance in pi . The resulting sequences constitute
the contrastive examples.
In order to process the selected conversation path
pi and its n neighbors, for each path, we join all
the utterances into one string and separate each utterance with a <SEP> token. We also add a <CLS>
token at the very beginning of the string. The attention model can then process the sequence in parallel and output contextualized representations for
each token position. We collect the encoding at the
<CLS> position, pass them independently through
a linear layer to reduce them to one dimension and
then pass them jointly through a softmax function
to produce a probability for each path. The atten-

3.1 Pre-Training Intuition
When observed through the lens of conversational
discourse, conversations can be seen as a coherent
sequence of discourse acts. Holding all else equal,
should one or more utterances in the conversation
be replaced with other utterances selected without
accounting for discourse act, the resulting sequence
should be noticeably less coherent. While the replacement may be detectable based on not only
lowered discourse coherence but also lowered topical coherence – i.e. the original conversation was

7

tion model is trained to maximize the probability
of the original conversation path pi .
The hyperparameters d, k, and n serve to modulate the difficulty of the pre-training task. Increasing d allows the model to consider longer conversation paths which can require modeling more
complex conversational discourse. Increasing k
yields contrastive examples that share more utterances with the pi , making them more difficult to
distinguish. Lastly, increasing n produces more
contrastive examples, making it more difficult to
identify pi .

discussions and a wider variety of conversational
discourse acts than the typical exchange on Reddit. We used ConvoKit’s (Chang et al., 2020)
changemyview, worldnews, and politics subreddits, pulling all 117,492 threads from the first and
200,000 threads from each of the latter two. ConvoKit’s subreddit datasets are collections of all
non-deleted threads from the inception of Reddit
through Oct 2018.
We used conversation paths with lengths ranging
from 3 to 8 utterances inclusive. We required conversation path neighbors to share 2 utterances with
the original path. We used pre-trained versions of
the models using both 1 and 3 contrastive neighbors, but found that the performance difference was
negligible and so report only on experiments conducted using a single contrastive neighbor. While
sub-quadratic attention models can handle bigger
inputs, they still have limits, so we truncated each
individual utterance at 256 tokens before concatenating them. We pre-trained the model using a
learning rate of 2e − 5 and the Adam optimizer
(Kingma and Ba, 2014) and ran our experiments
on 4 Nvidia V100 connected through NVLink.

4 Experiments
4.1 Data
We used the ConvoKit (Chang et al., 2020) collection of datasets for both our pre-training and
downstream evaluations. ConvoKit stores a wide
variety of conversation datasets as graphs and provides an API for search and traversal. In addition
to a large number of subreddits, ConvoKit also includes annotated datasets associated with a wide
variety of conversation-related tasks. We provide
further details about the datasets we used for each
experiment in the subsequent sections.

4.4

4.2 Models

Direct Discourse Evaluation

While the ultimate goal of conversational discourse
pre-training is to improve performance on downstream conversation tasks, performance improvements on those tasks are only implicitly linked to
conversational discourse. In order to verify that
our ToP pre-training objective does indeed facilitate modeling conversational discourse, we also
evaluated it directly on discourse act prediction.
We used the Coarse Discourse Sequence Corpus (Zhang et al., 2017), accessible in ConvoKit
(Chang et al., 2020). It consists of 9,483 threads,
115,827 utterances pulled from a variety of subreddits. Each utterance is annotated with the discourse acts it contains from one of the following
labels: answer, elaboration, question, appreciation,
agreement, disagreement, humor, announcement,
and negative reaction. As each utterance can have
many labels, we use the majority label as the training target.
For our baselines, we first used two naive approaches, All Answers referring to predicting "answer" for every utterance and Q-Mark being identical to All Answers except when a question mark is
encountered in which case "question" is predicted.
For more competitive baselines, we used the Coarse

In order to evaluate the efficacy of our ToP pretraining objective, we pre-trained and evaluated
Big Bird’s (Zaheer et al., 2020) downstream performance with and without ToP pre-training. Big
Bird provides linear complexity attention with respect to input length by approximating dot-product
attention with a sparse attention mechanism comprised of a combination of window attention, selective global attention (full attention over essential
tokens), and random attention.
We used the implementation of Big Bird provided by Huggingface (Wolf et al., 2020). We used
the 12-layer, 768-hidden, 12-heads Roberta (Liu
et al., 2019) model as a pre-trained base. We wrote
our ToP pre-training and evaluation code in Pytorch (Paszke et al., 2019). The code is available
at https://anonymous.4open.science/
r/turn-of-phrase-6BEE/README.md.
4.3 Pre-Training
Using MLM pre-trained versions of the models,
we further pre-trained them with ToP. In order
to pre-train the models, we selected subreddits
that we though would be amenable to longer form
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Model
All Answers
Q-Mark
Feature CRF
Big Bird
ToP Big Bird

Precision
0.16
0.30
0.747
0.788
0.831

Recall
0.41
0.52
0.763
0.803
0.848

F1
0.23
0.38
0.747
0.792
0.84

Model
Full Path Interplay
Big Bird
ToP Big Bird

Accuracy
0.692
0.711
0.729

Table 2: Model comparison for persuasion prediction
in Winning Arguments Corpus.

Table 1: Model comparison for discourse act prediction.

4.5.1

Persuasion

The Winning Arguments Corpus (Tan et al., 2016),
accessible in ConvoKit (Chang et al., 2020), is
a collection of threads from the changemyview
subreddit. As the name implies, the premise behind
the subreddit is that users can start threads with
controversial opinions and engage in a back-andforth discussion with would-be persuaders. When
a persuader proves successful, the thread’s creator
can award them a ∆, signifying that their view
was changed. In the Winning Arguments Corpus,
conversation paths that lead to a ∆ are labelled
persuasive. We evaluate our ToP pre-trained model
on predicting whether a conversation is persuasive.
We employ both the Winning Arguments paper’s interplay model and Big Bird with no ToP
pre-training as baselines. The interplay model
measures the lexical interplay between reply utterances and the root post that presents the view to
be changed.
Our results are displayed in Table 2. The ToP
pre-trained model’s ultimate boost in performance
is split between a boost associated with the switch
to Big Bird and one from ToP pre-training. The fact
that Big Bird can capture more complex interplay
interactions than the pairwise word interplay used
in the interplay model likely accounts for its performance increase. The ToP pre-trained model’s
further improvement suggests a link the contextualization necessary to predict conversation coherence
and that required to model argument persuasiveness.

Figure 4: A comparison of F1 scores by discourse act.

Discourse paper’s (Zhang et al., 2017) non-neural
featurization as well as Big Bird with no ToP pretraining. The embedding of the <SEP> token is
used to generate a distribution over discourse acts
for each utterance and the probabilities are passed
through a conditional random field for smoothing.
The results are shown in Table 1. While the
baseline Big Bird model yields improvement over
the feature-based model, ToP pre-training significantly improves its performance, demonstrating
the ToP pre-training does indeed yield discourseaware embeddings. We can get a deeper look into
specifically where the improvements are concentrated. Figure 4 breaks down F1 score by discourse
act label. We see that elaboration, appreciation,
agreement, and disagreement are the labels that are
primarily affected. We hypothesize that these types
of discourse acts are defined less by the specific
words in their utterance and more by the conversational context in which they appear. This stands in
contrast with labels like question or announcement
that are easily identified by single tokens.

4.5.2

Conflict

The Conversations Gone Awry Corpus (Zhang
et al., 2018), accessible in ConvoKit (Chang et al.,
2020), contains two collections of conversations
to devolve into conflict, one from Wikipedia talk
pages and one from the changemyview subreddit.
We focus on the collection from changemyview.
The dataset’s creator assumed that replies that were
removed by the moderators for violating the subreddit’s rules indicated conflict. As a result, they

4.5 Downstream Evaluation
We evaluate our ToP pre-trained model on three
conversation tasks that represent distinct elements
of conversation that are informed by conversational
discourse: persuasion, conflict, and deception.
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Model
BOW
Pragmatic
Big Bird
ToP Big Bird

Accuracy
0.567
0.616
0.613
0.632

et al., 2019). The third and fourth baselines are like
the first two except without the power dynamics
score. We evaluate both our final baseline, Big Bird
without ToP pre-training, and the ToP pre-trained
model without power dynamics.
Table 4 shows that Big Bird, both with and without ToP pre-training, outperforms the baselines that
like it do not have access to the power dynamics
score. However, it fails to outperform the ContextLSTM + Power baseline. While we cannot with certainty determine the cause of these results, it may
be that the power dynamics provide information
that cannot be inferred from the text alone. It is also
likely that the Deception in Diplomacy Corpus is
too small for the Big Bird attention model to learn
to recognize meaningful deception patterns. Yet
another possibility is that our pre-training objective is insufficient to capture the discourse elements
required for deception detection.

Table 3: Model comparison for pairwise conflict prediction in Conversations Gone Awry Corpus.

annotated each conversation path that leads to such
a removal. We evaluate our model on the pairwise conflict prediction task which involves predicting which of a pair of conversations will devolve into conflict. The Conversations Gone Awry
paper presents a number of models, two of which
we select as baselines: a simple bag-of-words and
a model, consisting of hand-crafted pragmatic features such as politeness symbols and conversation
prompt types, that serves as a strong baseline.
The results, shown in Table 3, indicate our ToP
pre-trained model’s outperforming of the pragmatic
baseline is due to ToP pre-training as opposed to
Big Bird’s attention mechanism. The gains, though
modest, suggest that, as was the case with persuasion, learning to modeling conversation discourse
gets you part of the way to recognizing conversations that lead to conflict.

5 Related Work
This section covers recent research relevant to the
goal of creating dialogue-act-aware embeddings.
Section 5.1 gives an overview of a variety approaches to modeling discourse in dialogue found
on microblog platforms. Section 5.2 discusses an
assortment of embeddings pretrained on natural
language tasks and their uses.

4.5.3 Deception

5.1

The Deception in Diplomacy Corpus (Peskov and
Cheng, 2020), accessible in Convokit (Chang et al.,
2020), consists of 246 conversations between players of the negotiation-base game Diplomacy. For
every conversation, each utterance is annotated
both for the sender’s actual truthfulness and the
truthfulness suspected by the receiver. The deception prediction task consists of predicting both actual and suspected lies. Performance is reported
both with a weighted macro F1 score as well as
a lie-only F1 score, which demonstrates just how
difficult detecting deception really is. As baselines, we use four models from the Deception in
Diplomacy paper, Context LSTM + Power, Context
LSTM + Power + BERT, Context LSTM, and Context LSTM + BERT. The first baseline encodes each
utterance with word embeddings and an LSTM and
feeds both the resulting encoding and a power dynamics score based off of the in-game score into
a hierarchical context LSTM that combines utterances. The second baseline is like the first except
that the utterances are encoded with BERT (Devlin

Modeling Conversational Discourse on
Social Media

Attempts to model microblog discourse vary wildly,
both in the discourse-related tasks they focus on
and in the way they featurize text. In an early
effort, Qadir et al. focus on classifying message
board posts according to the four speech act types
described in the research area overview (Qadir and
Riloff, 2011). They represent the text using handcrafted linguistic features. In a more recent attempt,
Cerisara et al. jointly model sentiment and dialogue
act on threads from Mastodon, an open-source social media platform that resembles Twitter (Cerisara et al., 2018). In that work, each comment is
encoded using word embeddings and a bi-LSTM
and the thread is encoded using an RNN placed
hierarchically over the bi-LSTM. The multi-task
approach proves useful in overcoming data scarcity
in either one of the tasks. Joty and Mohiuddin use
a bi-LSTM and CRF to classify adjacency pairs by
dialogue act for forum and email dialogue (Joty and
Mohiuddin, 2018). They investigate various depen-
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Model
Context LSTM + Power
Context LSTM + Power + BERT
Context LSTM
Context LSTM + BERT
Big Bird
ToP Big Bird

Actual Lie
Macro F1
0.580
0.562
0.560
0.537
0.567
0.564

Lie F1
0.261
0.230
0.197
0.177
0.238
0.234

Suspected Lie
Macro F1
0.543
0.537
0.533
0.535
0.539
0.540

Lie F1
0.156
0.139
0.121
0.130
0.144
0.147

Table 4: Model comparison for deception prediction on Deception in Diplomacy Corpus.

dency schemes between sentences in adjacent posts.
Dusmanu et al. tackle argument mining on Twitter (Dusmanu et al., 2017). While their work on
argument extraction lies beyond the scope of this
work, their initial task of argument detection is relevant as an argument can be considered a dialogue
type. Their work represents tweets as bags-ofwords, parse trees, and extracted sentiment. Also
reliant on tailored linguistic features, in this case
LIWC (Pennebaker et al., 2001) and word clusters,
Preoţiuc-Pietro et al. detect whether tweets fall under the complain dialogue act (Preoţiuc-Pietro et al.,
2019). Finally, Cocarascu and Toni use an LSTM
to encode tweets to extract arguments and then
classify coherence relations between tweets and
comments as attacking or supporting (Cocarascu
and Toni, 2018). The attacking and supporting
arguments are then combined to form a general
argumentative feature that is used in downstream
thread classification tasks.

tion, inference, and similarity tasks that comprise
SentEval (Conneau and Kiela, 2018). CONPONO
(Iter et al., 2020) also leverages a new pre-training
task, which consists of modeling the in-text distance between sentence pairs. When pre-trained
with CONPONO in addition to masked language
modeling, BERT sees improved performance on
textual entailment, common-sense reasoning, and
reading comprehension. Building embeddings for
entire tweets instead of words, Zeng et al. (Zeng
et al., 2019) use VAE (Kingma and Welling, 2013)
to model both latent topics and latent discourse acts.
They represent tweets as bags-of-words and define
both latent topics and latent discourse as distributions over words. They design a loss that encourages the latent discourse component to model the
function words, leaving the content words for the
topic model. This approach yields coherent topics
and discourse acts that correspond partially to actual dialogue acts. The generated embeddings also
transfer well to a tweet classification task.

5.2 Linguistic Embeddings

6 Conclusion

The transfer of pre-trained linguistic embeddings
has become extremely prevalent. Contextualized
word embeddings, trained using language modeling, as in GPT (Radford et al., 2018), or masked
language modeling, as in BERT (Devlin et al.,
2019), have improved performance on the majority
of downstream NLP tasks. While discourse modeling may be implicitly associated with language
modeling, some pre-training approaches target discourse more specifically. Nie et al. introduce a new
pre-training task (Nie et al., 2019) wherein a parser
is used to identify explicit discourse markers to
produce annotations similar to those found in Penn
Discourse Treebank (Prasad et al., 2008) on arbitrary passages. This task is then used to train a biLSTM to predict masked discourse markers. The
produced discourse-aware embeddings can then be
transferred to various tasks such as the classifica-

This paper details how online, tree-structured conversations can be used to construct contrastive
conversation coherence examples that can in turn
be used in the Turn-of-Phrase pre-training task.
When used to pre-train attention models, ToP pretraining yields embeddings that better capture conversational discourse acts, as demonstrated by the
Coarse Discourse Corpus. ToP pre-training also
improves performance on two conversation tasks,
evaluating conversations for persuasion and conflict. These results underline the value of discourselinked pre-training for solving discourse-linked
tasks. Future work in this direction might explore other pre-training tasks that exploit the treestructure of online social media conversations.
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