In this paper, we prove that the Voronoi formula of Miller-Schmid type applies to automorphic forms on GL(3) for the congruence subgroup Γ 0 (N ), when the conductor of the additive character in the formula is a multiple of N .
Introduction
A Voronoi formula is a Poisson-type summation formula involving the Fourier coefficients of an automorphic form, with the coefficients twisted by an additive character on either side. The Voronoi formula on GL 2 is a powerful standard tool to study automorphic forms on GL 2 and their Lfunctions. The formula is explicity and implicit at several places ( [Good, DuIw, Juti] ).
Let f be an automorphic form on GL 2 for Γ 0 (N ) with the n th Fourier coefficient λ f (n). A Voronoi formula treats the expressions of the type n λ f (n) exp 2πi an c ω(n),
where (a, c) = 1 and ω is a test function on R. There are two distinct scenarios for the relationship between c and N :
N |c and (c, N ) = 1.
The first scenario is a formula
where N |c, aā ≡ 1 mod c and Ω is an integral transform of ω. The second scenario is a formula n λ f (n) exp 2πi an c ω(n) = The Voronoi formulas in higher rank are more recent. The Voronoi formula for automorphic forms for SL 3 (Z) was first discovered by Miller and Schmid in [MiSc1] . Other proofs and generalizations can be found in [MiSc2, IcTe, GoLi1, GoLi2, Zhou, KiZh, MiZh] . In [IcTe] , a general formula is formulated by Ichino and Templier over number fields and it allows automorphic forms with ramification (instead of automorphic forms for SL n (Z)). The ramification is only allowed at places disjoint from the additive character (the second scenario). It is believed by [MiSc2] that a general formula can be achieved if some Atkin-Lehner information is available on GL n for n ≥ 3. So far no Atkin-Lehner theory is available on GL n with n ≥ 3.
In this paper, we introduce a Voronoi formula of Miller-Schmid type for automorphic forms on GL 3 of level N for the congruence subgroup Γ 0 (N ) when the conductor of the additive character is a multiple of the level N (i.e., N |c, analogous to the first scenario) without involving any AtkinLehner theory on GL 3 . The case treated in this paper is the exact opposite of [IcTe] . Theorem 1.1. Let F be a Maass form on GL 3 for Γ 0 (N ) with a character χ : Z/N Z → C × . It has the Fourier-Whittaker coefficient A F (m 1 , m 2 ). Let c be a positive integer with N |c and let a,ā be two integers with aā ≡ 1 mod c. Let m = 0 be an integer. We have the identity
where we define for abbreviation
The Dirichlet series on the left is convergent when ℜs is large; the Dirichlet series on the right is convergent when −ℜs is large; both have analytic continuation to the whole complex plane. Here S( * , * ; * ) is the classical Kloosterman sum and the unordered triple (α, β, γ) is determined by the eigenvalues of F under Casimir operators.
The author believes that the analogous formulas of Miller-Schmid type should also apply to automorphic forms on GL n (R) for the congruence subgroup Γ 0 (N ). The author is currently working on them.
Our proof is similar to and different from that of [GoLi1] by Goldfeld and Xiaoqing Li. In [GoLi1, Section 3], for a Maass cusp form F for SL 3 (Z), its Voronoi formula involves Fourier coefficients of both F and its contragredientF . This would prevent its proof from being generalized to the case of level N . In this paper we realize that the contragredientF is unnecessary in the formulation and the proof of the Voronoi formula. Moreover, in [GoLi1] , the proof is based upon thatF is invariant under . The other parts of our proof are heavily indebted to [GoLi1] , and other sources such as Goldfeld and Thillainadesan's proof of the converse theorem in [Gold] .
The classical theory of Maass cusp forms for SL 3 (Z) has been developed in [Bump, Gold] . The classical theory of Maass forms on GL 3 for Γ 0 (N ) is still in its infancy. The dissertation [Bala] of Balakci studies the Eisenstein series on GL 3 for Γ 0 (N ). We will not introduce a precise definition of cuspidality for Maass forms for Γ 0 (N ) because that is unnecessary for the Voronoi formula in Theorem 1.1. For the Voronoi formula of Theorem 1.1 we only need Maass forms being cuspidal at one cusp, instead of being cuspidal at every cusp.
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Background on automorphic forms
Let h = GL 3 (R)/(O 3 (R) · R × ) denote the generalized upper half plane. Each z ∈ h has the form z = xy, where
and x i , y i ∈ R and y i > 0 for i = 1, 2, 3. Let D denote the the center of the universal enveloping algebra of gl 3 (R). Define the congruence subgroup Γ 0 (N ) of SL 3 (Z) by
Maass forms on GL 3 (R) of level N have been considered in [GoHu, Bala] . Let F be a Maass form for Γ 0 (N ) with a Dirichlet character χ : Z/N Z → C × , i.e., F is a smooth function on h which satisfies:
• the function F is of moderate growth, see [Bala, Definition 0 .2];
Remark 2.1. We do not call F Maass cusp form because the last condition only requires cuspidality at one cusp.
Define e(x) := exp(2πix). Because F is invariant under * * * * * * 0 0 * , it has Fourier-Whittaker 3 expansion by [Bala, Theorem 0.3] ,
The Jacquet's Whittaker function W Jacquet is defined in [Gold, Section 5.5] . We only need the Jacquet's Whittaker function on GL 3 , which can also be found in [Blom, (2.10) ]. We follow the notation ibid. for W ± ν 1 ,ν 2 and we have
Here we suppress the spectral parameter (ν 1 , ν 2 ) from W Jacquet . The spectral parameter (ν 1 , ν 2 ) is determined by the eigenvalues λ D of F under differential operators D ∈ D. In the rest of this paper, we will only use W Jacquet but not W ± ν 1 ,ν 2 . We define for convenience
For z 1 = x 1 + iy 1 and for σ = a b c d ∈ SL 2 (Z) we will use the notation for linear fractional transformation
We will use the two basic facts
and
Left side
Let m = 0 be an integer. We define the integral
Lemma 3.1. For k = 0 or 1 and for fixed y 2 , the function
has rapid decay as y 1 → ∞.
Proof. By (1), F in H(x 1 ; y 1 , y 2 ) has the Fourier-Whittaker expansion
In H(x 1 ; y 1 , y 2 ), the integration in dx 3 forces m 1 C = 0. This implies C = 0 and then A = D = ±1. Integration in dx 2 forces m 2 = m. Thus we have
has rapid decay as y 1 → ∞ because of the decay property of the Jacquet's Whittaker function.
For k = 0 or 1, we define
By a change of variable we get for ℜs 1 large
Lemma 3.2. For ℜs 1 large, H k (s 1 , s 2 ) is absolutely convergent for all s 1 ∈ C.
4 Right side
Let c be a multiple of N . Let σ = a b c d be a matrix in SL 2 (Z) and thus 1 σ ∈ Γ 0 (N ). We have the Iwasawa decomposition
Lemma 4.1. For k = 0 or 1 and for fixed y 2 , the function
has rapid decay as y 1 → 0.
Proof. Using the aforementioned, we have a Fourier-Whittaker expansion
where we define z ′ 2 := −cx 3 +y 2 |cz 1 +d|i. Here A and B are a pair of integers satisfying AD −BC = 1. We compute the part in e( * ),
, we have another way to calculate H(x 1 ; y 1 , y 2 ) and it is
after switching dx 3 and dx 2 . In H(x 1 ; y 1 , y 2 ), the integration in dx 2 forces m 1 C = cm and we have
can be rewritten as a summation of D + lC with D ranging in
and l ranging over all integers. We now obtain
Changing variables
which is the classical Kloosterman sum. We obtain
For k = 0 or 1, we get after taking partial derivative with respect to x 1 at
By a change of variable x 3 → y 1 y 2 x 3 we obtain
has rapid decay as y 1 → 0 because of the decay property of the Jacquet's Whittaker function. 
Now we have
Let us recall a famous formula for k = 0, 1 
