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  1 (0 < r < re)













































1 0  r < re
0 re  r
(4)
粒子 iの重み関数の半径 re内に、質量m の粒子がNi個存在すると考えると、質
量密度 iは次のように表される。


































となる。MPS法の重み関数では r = 0でw =1となるから、r = 0を避ける為に





















i、jを持っているとする。粒子 j の変数値 jを、粒子 i の変数値 iからのテイ
ラー展開で表すと
j = i +rji  (rj   ri) +    (10)
となる。1次の項で考えると、
rji  (rj   ri) ' j   i (11)
左辺の勾配は、粒子 i, j に対して対称で、粒子 iと粒子 jの間の値と考えると
rjij  (rj   ri) = j   i (12)
左辺は、粒子 i,j 間における勾配ベクトルrjijと、相対位置ベクトル rj   riの内
積である。両辺を相対位置ベクトルの絶対値で割ると、右辺は差分式になる。
rjij  (rj   ri)jrj   rij =
j   i
jrj   rij (13)
さらに両辺に相対位置ベクトル rj   ri方向の単位ベクトルを掛けると、
hriij =

rjij  (rj   ri)jrj   rij

(rj   ri)
jrj   rij =

















































となる。式 (16)は、図 5に示すように、実線の矢印の相対位置ベクトル rj   riの
傾きに加えて、それに破線の矢印の直交する方向のベクトル rj?   riの傾きを足









































































[(j   i)w(jrj   rij)] (23)





j 6=i jrj   rij2w(jrj   rij)P







































( fkp )w(jrj   rpj)

(27)





(fkp )w(jrp   rqj) (28)
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間ステップで、時刻 tkにおける各粒子の位置 rki、速度uki、圧力 P ki を元に、次の

















































































0 = ni + n
0
i (38)



















+ ir  u0i = 0 (41)
左辺第 2項の iを一定値 0で近似すると
Di
Dt
+ 0r  u0i = 0 (42)
となる。この式の両辺を 0で割る。加えて、流体の密度は粒子数密度に比例して











+r  u0i = 0 (44)



















(P k+1j   P k+1i )w(jrj   ri j)

(46)
となり、P k+1i に対する連立 1次方程式を得ることができる。この時,重み関数の計
算に使う粒子の座標は、陽的に計算した仮の粒子の座標 ri を用いる。この連立方
程式を解くと、次の時刻 k+1の圧力が求まる (図 8c)。連立 1次方程式の解法には、








i   ui )t (47)











i   ui )

t




i   ui )t
= ri + (u
k+1
i   ui )t (48)
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図 9: 局所的に粒子が集中する例
















(P k+1j   P^ k+1i )
jrj   ri j2
(rj   ri )w(jrj   ri j)
#
(49)
P^ ki は粒子 iの圧力P ki と、半径 reの中にある近傍の粒子 jの圧力P kj の中での最低
値である。
P^ ki = min
j2J
(P ki ; P
k
j ) (50)
J = fj : w(jrj   rij) 6= 0g (51)
図 10では、粒子 iの圧力を近傍での圧力の最低値、粒子 jの値で置き換えて圧力













図 10: 粒子 iの圧力が高い時の圧力勾配
の計算
図 11: 粒子 iの圧力が低い時の圧力勾配
の計算























































の計算の際に、粒子 iの圧力 P k+1i の値をゼロに固定する。この自由表面の判定に
使われるパラメータ には、越塚らの研究によって安定的に計算できるとされる

































































で半径 reを変えるのが一般的である。例として、勾配モデルで re = 2:1、ラプラ



















リッド番号が 5から 6に変化する時の配列のインデックスが 5と 6なので、左の
表のグリッド配列のインデックス (グリッド番号)が 5のEndに粒子リスト配列の
インデックスの 5、6の Startに 6をセットする。再び、右の表を見ていくと、グ
リッド番号が 6から 9に変化する時のインデックスが 8と 9なので、左の表のイン
デックス (グリッド番号)が 6の Endに粒子リスト配列のインデックスの 8、9の
20
















しかし、2006年に NVIDIAから GeForce 8800GTXが発表されたことにより
GPUコンピューティングの環境は一変した。 GeForce 8800GTXは NVIDIAの
21
図 15: Uniform Gridを使う場合の重み関数の計算
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Keplerでは Streaming Multiprocessor X（SMX）という名称で呼ばれている [11]。
このユニットの数はGPUによって異なる。 SMXは CUDAコアと呼ばれるシン
プルなプロセッサが 192個集まって構成され、CUDAコアは計算を行う最小単位




る。 この他に SMXには、図 18に記載してないが、超越関数を計算する Special
Function Unit（SFU）、メモリからデータを読み書きするロード/ストアユニット、
テクスチャユニット、L1キャッシュ、L2キャッシュなどで構成されている。
CUDAコアごとにレジスタがあるが、さらに SMXごとに SMX内の CUDAコ
25


















表 3: NVIDIA GPU アーキテクチャの比較
GPU名 C2075(Fermi)[13] K20X(Kepler)[12][14] GTX TITAN X
(Maxwell)[15][16]
CUDAコア数 448 cores 2688 cores 3072 cores
プロセッサクロック 1150 MHz 732 MHz 1000 MHz
Streaming Multiprocessor(SM) 14 SMs 14 SMXs 24 SMMs
CUDAコア数 (SP)/SM 16 cores x 2 group 16 cores x 12 group 32 cores x 4 group
特殊関数UNIT/SM 4 units 32 units 32 units
WARPスケジューラ/SM 2 units 4 units 4 units
共有メモリ/SM 16 KB or 48 KB1) 16 KB or 48 KB1) 96 KB
L1キャッシュ/SM 48 KB or 16 KB1) 48 KB or 16 KB1) 48 KB KB2)
L2キャッシュ/SM 768 KB 1536 KB 3072 KB
ECCメモリ機能 ○ ○ ×
メモリインタフェース 384 bits 384 bits 384 bits
メモリテクノロジ GDDR5 GDDR5 GDDR5
Load/Store アドレス幅 64 bit 64 bit 64 bit
メモリバンド幅 144 GB/s 250 GB/s 336.5 GB/s
GFLOPS（単精度） 1030 GFLOPS 3935 GFLOPS 6144 GFLOPS
GFLOPS（倍精度） 515 GFOPS 1312 GFLOPS 192 GFOPS





















































ドが設定できる。「1ブロックあたり 8 8 8スレッド」と x方向、y方向、z方向
に三次元的表現で管理することができる。また、「1ブロックに 512スレッド」「1




















































































































































図 31: NVIDIA Visual Prolerの動作画面




















は圧力のポアソン方程式を解く部分となる。粒子数N の場合、N N の係数行列
が作られる。しかし、行列の非零要素数がN(近傍の粒子数)となる疎行列で、か
つ対称行列になる。例として、2次元のシミュレーションにおいてラプラシアンモ
デルの重み関数の半径 reを 3.1とした時、近傍の粒子数は 20  30個になり、行













算をともなう「cal viscosity」、「set coecient matrix」、「cal pressure gradient」、












set uniform grid 粒子のグリッド番号を計算し粒子リスト配列に格納
sort grid index 粒子リスト配列をグリッド番号の昇順にソート




set boundary condition 速度、圧力の境界条件の設定
set coecient matrix 圧力のポアソン方程式の係数行列の計算
poisson solver 反復解法による圧力のポアソン方程式の計算
set minimum pressure 近傍の粒子が持つ圧力の最低値の探索
cal pressure gradient 圧力勾配の計算
move particle pressure gradient 圧力勾配の加速度による粒子の速度と位置の修正
表 5: Uniform Grid適用前後の関数のオーダー (*のついてる関数のみに適用)
関数名 適用前 適用後
set uniform grid O(N) O(N)
sort grid index　 (quick sort) O(N logN) O(N logN)
grid start end O(N) O(N)
cal gravity O(N) O(N)
cal viscosity* O(N2) O(N)
move particle O(N) O(N)
set boundary condition O(N) O(N)
set coecient matrix* O(N2) O(N)
poisson solver (CG法) O(N1:5) O(N1:5)
set minimum pressure* O(N2) O(N)
cal pressure gradient* O(N2) O(N)


























































CPUv2は圧力のポアソン方程式を解くために、lis (Library of Iterative Solvers














































































































































































































































































































































































































図 39: GPUの各プログラムにおける 1ステップあたりの計算時間
4.5.2 計測結果














































































































































f(x; 0) = (x) (61)









































































ているとする。2次元の時、u = (u; v)の発散は

















jrj   rij 
rj   ri









(uj   ui)  (rj   ri)









uij  (rij   ri)












uij  (rj   ri)















jrj rij2  (rj   ri)











[(j   i)w(jrj   rij)] =
P
j 6=i(j   i)w(jrj   rij)P





















































hr  rP ik+1i (79)
となる。非圧縮の条件を満たすためには、時刻 tk+1において式 (75)より
r  uk+1 = 0 (80)
を満たさなければならない。つまり、式 (79)は






















+ 0r  ui = 0 (83)
を、流体密度のラグランジュ微分D=Dtの前進差分で近似する。ここで、非圧縮
性から ki = 0となるので
i   0
t


















































































































2 +   + aiiP k+1i +   + aiN 1P k+1N 1 + aiNP k+1N = bi (92)
54
という式で表せる。N は粒子数である。この式は、全ての粒子において成立する
ので、時刻 tk+1の圧力P k+1i を求める連立 1次方程式を得ることができる。この式
を行列を用いて書くと0BBBBBBBBBBB@
a11 a12    a1i    a1N 1 a1N
















aN 11 aN 12    aN 1j    aN 1N 1 aN 1N
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