established from the perspective of psychological exper-
V(x(t)) = r(t) + yl'(x(t + 1)) or equivalently,(2)
where~(t) is called the TD error.
In its simplest form,
has parameters w(t) = {w%(t)} that are adjusted to make c(t) = O. It is natural to make the adjustments using the delta rule (Rescorla & Wagner, 197!2; YVidrow & Stearns, 1985) : to solve the temporal credit assignment problem, which comes from the distance in time between making an action and seeing its consequence in terms of getting to the goal, It turns out that temporal difference algorithms learn exactly the predictions of proximities that are required for dynamic programming (Bellman, 1957) . In fact, the same error signal that these algorithms use to learn how far states are away from the goal can also be used to criticize the choice of actions (Barto, Sutton & Anderson, 1983; Barto, Sutton & Watkins, 1989 a" = argmaxau'z(t). ((j) In this formulation, c(t) in equation 3 is used to criticize the choice of action, indicating whether the one selected was better or worse than the average. Va" (t) is updated as:
Avf" (t) = fl, (t)x, (t)c(t),
where ,f3(t)is another stimulus specific learning rate. Gallistel,
