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A NEW REASON FOR DOUBTING THE RIEMANN
HYPOTHESIS
Philippe Blanc
Abstract. We make plausible the existence of counterexamples to the Rie-
mann hypothesis located in the neighbourhood of unusually large peaks of |ζ|.
The main ingredient in our argument is an identity which links the zeros of a
function f defined on the interval [−a, a] and the values of its derivatives of
odd order at ±a.
1. Introduction
The Riemann hypothesis is the conjecture that all nontrivial zeros of the func-
tion ζ, defined for ℜ(s) > 1 by
ζ(s) =
∞∑
n=1
1
ns
and on C\{1} by analytic continuation, have real parts equal to 1/2. The interested
reader will find the history of the Riemann hypothesis in the book of Edwards [9]
and, in the book of Borwein et al. [5], the papers of Bombieri and Conrey in its
favour and some reasons for doubting in an exciting paper of Ivic´.
The goal of this research, which began after having read Ivic´’s paper, is to make
plausible the existence of counterexamples to the Riemann hypothesis located in
the neighbourhood of unusually large peaks of |ζ|, precisely where they are expected
if they exist.
In this paper, we will make use of the Hardy Z function defined by
Z(t) = eiθ(t)ζ
(
1
2
+ it
)
where
θ(t) = arg
(
π−i
t
2 Γ
(
1
4
+ i
t
2
))
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and the argument is defined by continuous variation of t starting with the value 0
at t = 0. It can be shown [12] that
θ(t) =
t
2
log
t
2π
− t
2
− π
8
+O
(
1
t
)
.
The real zeros of Z coincide with the zeros of ζ located on the line of real part 1/2.
If the Riemann hypothesis is true, then the number of zeros of Z in the interval
(0, t] is given by [12]
(1.1) N(t) =
1
π
θ(t) + 1 + S(t)
where S(t) = 1
π
arg ζ(1/2+ it) if t is not a zero of Z and arg ζ(1/2+ it) is defined by
continuous variation along the straight lines joining 2, 2 + it and 1/2 + it starting
with the initial value arg ζ(2) = 0. If t is a zero of Z we set S(t) = limǫ→0+ S(t+ ǫ).
Further, we introduce the function S1(t) =
∫ t
0
S(u)du.
The notations used in this paper are standard : ⌊x⌋ and ⌈x⌉ stand for the
usual floor and ceiling functions and {x} := x − ⌊x⌋. The writing f(x) ≪ g(x)
means there exist x0 and a positive constant C such that |f(x)| 6 Cg(x) for x > x0
where g(x) is positive for x > x0, f(x) ≫ g(x) is the same as g(x) ≪ f(x) and
f(x) ≍ g(x) is equivalent to g(x) ≪ f(x) ≪ g(x). The symbol f(x) = Ω±(g(x))
means that lim supx→∞ f(x)/g(x) > 0 and lim infx→∞ f(x)/g(x) < 0. Bernoulli
polynomials of degree n are defined by
x+1∫
x
Bn(t) dt = x
n.
Finally, for r > 1 and t > tr we set log1t ≡ log t and logr t = log(logr−1 t) for r > 2.
The content of this paper is as follows : In Section 2 we present our argument
which disfavours the Riemann hypothesis. Statements and proofs of some technical
results are to be found in Section 3.
2. On the possible existence of counterexamples to the Riemann
hypothesis
Let TM > 0 be such that Z reaches a maximum at TM and let T ± a, located
as indicated in the Figure 1, be such that Z(T ± a) 6= 0 and Z ′ reaches a local
maximum at both T + a and T − a. Further, let γk be the zeros of Z numbered in
such a way that γ−2 < T − a < γ0 6 . . . 6 γn < T + a and n is odd.
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T − a
T + aT
γ0 γ1 γ2 γ3 γ4 γ5
TM
t
Figure 1. Positions of TM , T and T ± a with n = 5.
As a consequence of Theorem 3.1 and Lemma 3.2 there exist numbers α±2k−1 de-
pending on T , a and γ0, . . . , γn such that for K > n+ 1 we have
(2.1)
∣∣∣∣∣
K∑
k=1
α+2k−1Z
(2k−1)(T + a) +
K∑
k=1
α−2k−1Z
(2k−1)(T − a)
∣∣∣∣∣
6 2n−
1
2 c2K−1,n
(
2a
nπ
)2K
max
T−a6t6T+a
|Z(2K)(t)|
where c2K−1,n is defined in (3.2). Now, we assume that T is sufficiently large and
a is small enough so that there exists K > n+ 1 where K∈ ( 14θ′(T ), 78θ′(T )] and
we define the numbers
β±2k−1 = (−1)k+1α±2k−1θ′(T )2k−1 , d±2k−1 = (−1)k+1
Z(2k−1)(T ± a)
θ′(T )2k−1
and
e2K,n = 2
n− 12 c2K−1,n
(
2aθ′(T )
nπ
)2K
min
(
logT, 3 ζ
(
1
2
+
2K
θ′(T )
))
.
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Observe that the terms θ′(T )2k−1 and 1/θ′(T )2k−1 are just scaling factors. Thanks
to Lemma 3.1 and since n is odd, the numbers β±2k−1 are positive and inequality
(2.1) together with Corollary 3.1 imply that
(2.2)
∣∣∣∣∣
K∑
k=1
β+2k−1d
+
2k−1 +
K∑
k=1
β−2k−1d
−
2k−1
∣∣∣∣∣ 6 e2K,n.
As examples, we compute the numbers β±2k−1, d
±
2k−1 and e2K,n for a couple of
large values of T for which Z is computable and then we will see what is going on
for very large values of T if the Riemann hypothesis is true.
In these examples, we use Theorem 3.2 to compute the derivatives and, in the
second one, we use the data of Bober and Hiary [11] together with finite differences
to compute low order derivatives. In both cases, we neglect the error term.
As a first example, we choose
(2.3) T = 7.1934200352263711248× 1014,
K =
⌈
1
4θ
′(T )
⌉
= 5 and a = 0.38644 so that n = 3 and TM = T + 0.56179, a value
for which Z(TM ) = 738.756. We get e10,3 = 2940.12 and the values of β
±
2k−1 and
d±2k−1 are collected in Table 1.
2k − 1 β+2k−1 d+2k−1 β−2k−1 d−2k−1
1 0.20 171.73 1.13 0.32
3 0.85 45.20 2.60 0.60
5 2.25 17.90 4.46 1.06
7 4.86 8.99 7.31 1.55
9 9.53 5.26 12.08 1.94
Table 1. Table of β±2k−1 and d
±
2k−1 for T given by (2.3).
For the second one, we choose
(2.4) T = 3.924676458989430915525116928410362023× 1031,
K =
⌈
1
4θ
′(T )
⌉
= 9 and a = 0.33794 so that n = 7 and TM = T+0.43039, a value for
which Z(TM ) = 16244.865, the largest known value of Z. We get e18,7 = 100375.07
and the values of β±2k−1 and d
±
2k−1 are collected in Table 2.
We now turn to the key of our argument. We observe, in Tables 1 and 2,
that β+1 d
+
1 is much smaller than e10,3 and e18,7. Surprisingly, under the Riemann
hypothesis and some technical conditions, if S(T + a)− S(T − a) is large then not
only β+1 is large, but numerical computations strongly suggest that β
+
1 d
+
1 can be
much larger than e2K,n.
From now we assume that the Riemann hypothesis is true and for the moment
we relax the condition that Z ′ be maximum at T ±a. Concerning the order of S(t),
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2k − 1 β+2k−1 d+2k−1 β−2k−1 d−2k−1
1 0.10 3209.26 8.79 0.24
3 0.48 622.68 16.76 0.38
5 1.30 180.96 21.37 0.53
7 2.63 66.25 23.76 0.71
9 4.52 28.01 25.25 0.93
11 6.99 12.92 26.63 1.19
13 10.05 6.21 28.33 1.48
15 13.74 2.94 30.60 1.78
17 18.12 1.23 33.57 2.07
Table 2. Table of β±2k−1 and d
±
2k−1 for T given by (2.4).
it is known [7], [13], that
|S(t)| 6
(
1
4
+ o(1)
)
log t
log2 t
, S(t) = Ω±
(√
log t
log2 t
)
and a conjecture of Farmer, Gonek and Hughes [10] asserts that
(2.5) lim sup
t→∞
S(t)√
log t log2 t
=
1
π
√
2
.
For a further use we introduce the functions
A1(t) =
1
4
log t
log2 t
, A2(t) =
√
log t log2 t
π
√
2
, A3(t) =
√
log t
log2 t
.
LetM+(t) = max06u6t S(u) and let c∈ (0, 1). Under the assumptions of Lemma 3.4,
there exist arbitrary large T and a ≍ (log2 T )−1 log3 T such that S(T + a) >
cM+(T + a) and
β+1 > e
cM+(T + a)
(
1 +O
(
1
log3 T
))
and moreover, if M+(T + a) = A1(T + a) and K∈
(
1
4θ
′(T ), 78θ
′(T )
]
, then
e2K,n 6 e
− 2πcKlog3 T
(
1 +O
(
1
log3 T
))
.
This shows that when M(T + a) = A1(T + a) then β
+
1 is large and e2K,n is small
when T is large. Our lower bound for β+1 does not really take into account the
distribution of zeros, and proving that β+1 d
+
1 can be much larger that e2K,n if
M+(T+a) = A2(T+a) or A3(T+a) requires to solve the minimization problem (P)
defined in Section 3. Its solution leads to
(2.6) β+1 > φc(T, a,M+(T + a), r1(T, a), r2(T, a))
where r1(T, a) and r2(T, a) are O((log3 T )
−1) and the function φc has to be com-
puted numerically.
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We now seek a lower bound for d+1 . Concerning the order of ζ(1/2 + it), a conjec-
ture [10], related to (2.5), asserts that there exist arbitrary large values of t such
that
(2.7) |ζ(1
2
+ it)| > e(1 + o(1))
√
1
2 log t log2 t
whereas Bondarenko and Seip [6] show unconditionally that
(2.8) |ζ(1
2
+ it)| > e(1 + o(1))
√
log t log3 t
2 log2 t
for some arbitrary large t.
We quote Bober and Hiary [4]: ”It is always the case in our computations that
when ζ(1/2 + it) is very large there is a large gap between the zeros around the
large value. And it seems that to compensate for this large gap the zeros nearby
get ”pushed” to the left and right. A typical trend in the large values that we have
found is that S(t) is particularly large and positive before the large value and large
and negative afterwards.”
Therefore, it is reasonable to expect that for c ∈ (0, 1) small enough, there exist
arbitrary large T , a and TM as defined in the beginning of this section such that
(2.6) holds and Z(TM ) is large. Further, assuming that S(TM ) > −M+(T + a) we
get, using (1.1)
d+1 =
Z ′(T + a)
θ′(T )
>
Z(TM )
θ′(T )(TM − γn) >
Z(TM )
2πM+(T + a)
.
Now it gets interesting. We compute our different bounds for c = 1/4, T = 1020000,
a = (log2 T )
−1 log3 T = 0.22107 and K = ⌊ 78θ′(T )⌋ = 20146 without, of course,
taking into account the O(·) and o(·).
If M+(T + a) = A2(T + a), it is reasonable to use the bound (2.7) and since
|Z(t)| = |ζ(1/2 + it)|, this leads to
β+1 > 8.55× 10864, d+1 > 8.86× 10212 and e2K,n = 5.18× 10775
so that β+1 d
+
1 > 7.57× 101077.
If M+(T + a) = A3(T + a), we use (2.8) to get
β+1 > 2.88× 10874, d+1 > 2.34× 1028 and e2K,n = 9.97× 10896
so that β+1 d
+
1 > 6.73× 10902.
As a consequence of Lemma 3.6, the distribution of zeros of Z which gives rise
to the lower bound (2.6) is not the one mentioned in the previous citation. This
suggests that β+1 is probably much larger than the right hand side of (2.6).
For very large T , the numbers d±2k−1 are of course not all positive but when d
±
2k−1
is negative then |d±2k−1| is very probably small with respect to d+1 as suggested by
our second example in which −1 < d+2k−1 < 0 and d−2k−1 > 0 for k = 11, 12, . . . , 24.
In the general case, some of the β±2k−1d
±
2k−1 must be negative and large in absolute
value in order to compensate almost exactly β+1 d
+
1 . This is hardly conceivable.
Note that our argument fails if S(T + a) is ”small” each time that Z(TM ) is very
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large, a situation which is not observed in [4]. Anyway, our results cast doubt on
the numerical evidence in favour of the Riemann hypothesis.
3. Some technical results
The key of our argument is an identity which links the zeros of a function
f ∈ C2r [−a, a] and the values of its derivatives of odd order on the boundaries of
the interval. The proofs of Theorem 3.1 and Lemmas 3.1 and 3.2 are very similar
to those of Lemmas 2.3 and 2.7 of [2] and Lemma 3.2 of [1].
Theorem 3.1. Let Ψ2l−1 be defined for pairwise distinct x0, . . . , xn ∈ (−a, a)
by
Ψ2l−1(x0, . . . , xn, x) =
(4a)2l−1
(2l)!
n∑
k=0
µk
(
B2l
(1
2
+
x+ xk
4a
)
+B2l
({x− xk
4a
}))
where
µk =
1
∏
06j6n
j 6=k
(
sin
(
π
xk
2a
)
− sin
(
π
xj
2a
)) for k = 0, . . . , n.
Then
a) For l > 1 the functions Ψ2l−1(·, . . . , ·,±a) have continuous extensions
Ψ∗2l−1(·, . . . , ·,±a) defined for x0, . . . , xn ∈ (−a, a).
b) For 2l > n + 2 the functions Ψ2l−1 have continuous extensions Ψ
∗
2l−1
defined for x0, . . . , xn ∈]− a, a[ and x ∈ [−a, a].
c) If 2r > n+2 and f ∈ C2r[−a, a] is a function which vanishes at xk where
−a < x0 6 . . . 6 xn < a and the xk are numbered according to their
multiplicities, then we have the identity
r∑
k=1
Ψ∗2k−1(a)f
(2k−1)(a) −
r∑
k=1
Ψ∗2k−1(−a)f (2k−1)(−a)(3.1)
=
a∫
−a
Ψ∗2r−1(x)f
(2r)(x) dx
where for short Ψ∗2k−1(±a) and Ψ∗2r−1(x) stand for Ψ∗2k−1(·, . . . , ·,±a) and
Ψ∗2r−1(·, . . . , ·, x) .
Lemma 3.1. Let Ψ∗2l−1 be the function defined in Theorem 3.1. Then
(−1)l+1Ψ∗2l−1(a) > 0 and (−1)n+l+1Ψ∗2l−1(−a) > 0 .
Lemma 3.2. Let Ψ∗2l−1 be the function defined in Theorem 3.1 and assume that
l > n+ 1. Then
||Ψ∗2l−1||2 6
2n−1 c2l−1,n√
a
(
2a
nπ
)2l
8 BLANC
where
||Ψ∗2l−1||22 =
a∫
−a
(
Ψ∗2l−1(x)
)2
dx
and
(3.2) c2l−1,r =

 ∞∑
s=0
((
r
r + s
)2l−1 (
2r + s− 1
s
))2
1
2
.
Moreover, if n is sufficiently large and l > n lognlog2 n
then c2l−1,n = e
o(n) where the
o(·) is uniform in l.
The next theorem [3] and its corollary, which hold without assuming the Rie-
mann hypothesis, are concerned with the high order derivatives of the Hardy Z
function.
Theorem 3.2. Let t be large enough and c > e be a fixed constant. Then, for
0 6 k 6 c2 θ
′(t), we have, uniformly in k,
Z(k)(t) = 2
∑
16n6
√
t
2pi
1√
n
(θ′(t)− logn)k cos
(
θ(t)− t logn+ kπ
2
)
+ O
(
t
1
4 (c log c−c−1)θ′(t)k+1
)
.
Corollary 3.1. Let T be large, 0 < a ≪ 1 and K ∈( 14θ′(T ), 78θ′(T )] . Then,
for t ∈ [T − a, T + a], we have
|Z(2K)(t)| 6 min
(
logT, 3 ζ
(
1
2
+
2K
θ′(T )
))
θ′(T )2K .
Proof. For t ∈ [T − a, T + a] and since 2K 6 74θ′(T ) and θ′′(t) = O
(
1
t
)
, we
can use Theorem 3.2 with c = 72 +O
(
a
T log T
)
to get the bound
|Z(2K)(t)| 6

2

 ∑
16n6
√
t
2pi
1√
n
(
1− logn
θ′(t)
)2K+O (t− 150 θ′(t))

 θ′(t)2K .
Moreover 2K > 12θ
′(T ) and θ′(t) = θ′(T )(1 + O( a
T log T )) and we hence have the
inequalities(
1− logn
θ′(t)
)2K
6 e
−2K
logn
θ′(t) = n
− 2K
θ′(T ) +O(
a
T log T ) 6 n
−
2K
θ′(T )
(
1 +O
( a
T
))
for 1 6 n 6
√
t
2π . We complete the proof using
∑
16n6
√
t
2pi
1
n
= log
√
t
2π
+ γ +O
(
1√
t
)
=
1
2
logT − 1
2
log 2π + γ +O
(
1√
T
)
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where γ is Euler’s constant and
∑
16n6
√
t
2pi
1
n
1
2+
2K
θ′(T )
6 ζ
(
1
2
+
2K
θ′(T )
)
together with θ′(t)2K = θ′(T )2K(1 +O( a
T
)). 
Applied to the Hardy Z function and the interval [T−a, T+a], identity (3.1) writes
here
K∑
k=1
Ψ∗2k−1(a)Z
(2k−1)(T + a) −
K∑
k=1
Ψ∗2k−1(−a)Z(2k−1)(T − a)
=
a∫
−a
Ψ∗2K−1(x)Z
(2K)(T + x) dx
where Ψ∗2k−1(±a) and Ψ∗2K−1(x) stand respectively for Ψ∗2k−1(x0, . . . , xn,±a) and
Ψ∗2K−1(x0, . . . , xn, x) and xk = γk − T .
We set α±2k−1 = ±Ψ∗2k−1(±a) and we use the Cauchy-Schwarz inequality together
with Lemma 3.2 to get the relation (2.1). Lemma 3.1 implies the positivity of β±2k−1
since n is odd and (2.2) is a consequence of Corollary 3.1 and relation (2.1).
Before turning to the computation of lower bounds for β+1 , we first prove some
preparatory results.
Theorem 3.3. Let M0(t) = max
06u6t
|S(u)| and assume that M0(2t)=O(M0(t)).
Then
S1(t) = O
(
M0(t)
log2 t
)
.
Proof. The proof is very similar to a proof of a classical result of Titchmarsh
[14, Theorem 14.13] so we only give a sketch. We will make use of the formula
(3.3) S1(T ) =
1
π
2∫
1
2
log |ζ(σ + iT )| dσ +O(1).
Let M1(t) = max06u6t |S1(u)|. For σ > 12 and 0 < ξ < 12 t, we have
(3.4) log ζ(σ + it) = i
t+ξ∫
t−ξ
S(y)
σ − 12 + i(t− y)
dy +O
(
M1(2t)
ξ
)
+O(1)
10 BLANC
and on the set Ω = {σ + it ∈ C|σ > 12 + 1log2 T , 4 6 t 6 T } we get
| log ζ(σ + it)| 6 M0(2t)
t+ξ∫
t−ξ
dy
((σ − 12 )2 + (t− y)2)
1
2
+O
(
M1(2t)
ξ
)
+O(1)
6 2M0(2t)
ξ
σ − 12
+O
(
M1(2t)
ξ
)
+O(1)
6 2M0(2T )(log2 T )ξ +O
(
M1(2T )
ξ
)
+ O(1)
and the choice ξ =
(
M1(2T )
M0(2T ) log2 T
) 1
2
leads to
log ζ(σ + it) = O
(
(M0(T )M1(2T ) log2 T )
1
2
)
since we assume that M0(2t) = O(M0(t)). Now we apply Hadamard’s three-circles
theorem to the circles C1, C2 and C3 centred in σ1 + it where σ1 =
3
2 +
1
log2 T
of
radii r1 = σ1 − 54 , r2 = σ1 − σ and r3 = 1 where σ < 54 . Using the facts that
logM0(T )≫ log2 T and logM1(T )≫ log2 T we get
log ζ(σ + it) = O
(
(M0(T )M1(2T + 2) log2 T )
1
2 e−C(σ−
1
2 ) log2 T
)
for some positive constant C, which implies that
(3.5)
2∫
1
2+
1
log2 T
log |ζ(σ + it)| dσ = O
(
(M0(T )M1(3T ))
1
2 (log2 T )
−
1
2
)
.
The real part of (3.4) may be written
log |ζ(σ + it)| =
ξ∫
0
x
(σ − 12 )2 + x2
(S(t− x)− S(t+ x)) dx
+ O
(
M1(2t)
ξ
)
+O(1)
and we have
1
2+µ∫
1
2
log |ζ(σ + it)| dσ =
ξ∫
0
Arctan
(µ
x
)
(S(t− x)− S(t+ x)) dx
+O
(
µ
M1(2t)
ξ
)
+ O(µ) = O(ξM0(2T )) +O
(
µ
M1(2T )
ξ
)
+O(µ).
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Finally, we choose µ = 1log2 T
and ξ as before to get
1
2+
1
log2 T∫
1
2
log |ζ(σ + it)| dσ = O
(
(M0(T )M1(2T ))
1
2 (log2 T )
−
1
2
)
which together with (3.5) and (3.3) yield
S1(t) = O
(
(M0(T )M1(3T ))
1
2 (log2 T )
−
1
2
)
.
To complete the proof, we introduce the function
Ψ(T ) = max
46t6T
(log2 t)M1(t)
M0(t)
and we proceed as Titchmarsh. 
Lemma 3.3. Let xk = γk − T and 0 < a≪ 1. Then
n∑
k=0
sin
(
π
xk
2a
)
= S(T + a) + S(T − a) +O
(M1(T + a)
a
)
where M1(t) = max06u6t |S1(u)|.
Proof of Lemma 3.3. Using Stieltjes integral we have
n∑
k=0
sin
(
π
xk
2a
)
=
∑
T−a<γk<T+a
sin
(
π
γk − T
2a
)
− s−1
=
T+a∫
T−a
sin
(
π
t− T
2a
)
d
(
1
π
θ(t) + 1 + S(t)
)
− s−1
where s−1 = 0 or sin
(
π γ−1−T2a
)
according to the position of γ−1 with respect to
T − a, and integrations by parts lead to
n∑
k=0
sin
(
π
xk
2a
)
=
2a
π2
T+a∫
T−a
cos
(
π
t− T
2a
)
θ′′(t) dt + S(T + a) + S(T − a)
− π
2a
T+a∫
T−a
cos
(
π
t− T
2a
)
S(t) dt − s−1.
We complete the proof using the estimates θ′′(t) = 0
(
1
t
)
and the second mean
value theorem. 
Lemma 3.4. Let M+(t) = max06u6t S(u) and M−(t) = min06u6t S(u) and
assume that M−(t) = O(M+(t)) and M+(2t) = O(M+(t)). Then for t sufficiently
12 BLANC
large there exists α ∈ [1, 2], depending on t, such that
S(t− αH)≪ M+(t)
log3 t
where H = cH
log3 t
log2 t
and cH is a fixed positive constant.
Proof. we have(
sup
[t−2H,t− 32H]
S(u)
)
H >
t− 32H∫
t−2H
S(u) du > −CM+(t)
log2 t
and (
inf
[t− 32H,t−H]
S(u)
)
H 6
t−H∫
t− 32H
S(u) du 6 C
M+(t)
log2 t
for some positive constant C and hence there exists α ∈ [1, 2] such that
S(t− αH)≪ M+(t)
log3 t
.

Theorem 3.4. Assume that M+(t) and M−(t) satisfy the assumptions of Lem-
ma 3.4 and let c ∈ (0, 1) be a fixed constant. Then there exist arbitrary large T and
a ≍ (log2 T )−1 log3 T such that
(3.6) β+1 > e
cM+(T + a)
(
1 +O
(
1
log3 T
))
.
Moreover, if M+(T + a) = A1(T + a) and K∈
(
1
4θ
′(T ), 78θ
′(T )
]
, then
(3.7) e2K,n 6 e
− 2πcKlog3 T
(
1 +O
(
1
log3 T
))
.
Proof. Let t be sufficiently large, such that S(t) = cM+(t), and α satisfying
the conclusion of Lemma 3.4 for H = 14 (log2 t)
−1 log3 t. Further let T and a such
that T + a = t and T − a = t − αH and hence a = c1(log2 t)−1 log3 t for some
c1 ∈ [ 18 , 14 ]. This choice of a will be used in the proof of (3.7). By definition
β+1 = α
+
1 θ
′(T ) = Ψ∗1(x0, . . . , xn, a)θ
′(T ) where xk = γk − T and proceeding as in
the proof of [1, Lemma 3.2], one checks that for pairwise distinct yk ∈ (−a, a) we
have
Ψ1(y0, . . . , yn, a) >
2a(1 + t¯)n
3π2n2
where
t¯ =
1
n+ 1
n∑
k=0
sin
(
π
yk
2a
)
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which, by continuity, extends to Ψ∗1(y0, . . . , yn, a) when the yk are not distinct.
From (1.1) we deduce that
(3.8) n =
2a
π
θ′(T )
(
1 +O
(
1
log3 T
))
and hence Theorem 3.3 and Lemma 3.3 imply that t¯ = O((log3 T )
−1) and
log β+1 > n log(1 + t¯) +O(log2 T ) = n t¯ (1 +O(t¯)) +O(log2 T )
=
(
S(T + a) + S(T − a) +O
(
M+(T + a)
log3 T
))(
1 +O
(
1
log3 T
))
= cM+(T + a)
(
1 +O
(
1
log3 T
))
.
By the choice of a and (3.8) we have
K > n
logn
log2 n
and, by Lemma 3.2, we get log c2K−1,n = o(n) and using
nπ = 2aθ′(T ) + πcA1(T + a)
(
1 +O
(
1
log3 T
))
we conclude that
log e2K,n = n log 2 + o(n)− 2K log nπ
2aθ′(T )
+O(log2 T )
6 n log 2− 2πcK
log3 T
(
1 +O
(
1
log3 T
))
.
We complete the proof by noting that n = O(K(log2 T )
−1 log3 T ). 
Observe that the proof of the lower bound (3.6) uses only the mean of sin
(
π xk2a
)
.
We now compute a lower bound for β+1 which takes into account the distribution
of zeros.
Under the assumptions of Lemma 3.4, there exist, for c ∈ ]0, 1[, arbitrary large T
and a ≍ (log2 T )−1 log3 T such that S(T + a) = cM+(T + a) and S(T − a) ≪
(log3 T )
−1M+(T + a). We select such a T and a, and as suggested by the compu-
tations of [4], we assume, which is not essential, that
(3.9) 0 6 S(T − a) 6 S(γk) for k = 0, . . . , n.
For ease of notation, we set τk = sin
(
π γk−T2a
)
for k = 0, . . . , n. According to the
position of γ−1 with respect to T − a and thanks to (1.1), we have
k + 1 =
1
π
(θ(γk)− θ(T − a)) + S(γk)− S(T − a)− q
where q = 0 or 1, for k = 0, . . . , n. Therefore
k + 1 =
1
π
θ′(T )(γk − (T − a)) + S(γk)− S(T − a)− q − r
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where 0 6 r 6 a
2
T
since θ′′′(t) < 0 for t > 1, and this implies that
γk − T = −a+ π
θ′(T )
(k + 1+ S(T − a)− S(γk) + q + r) .
Thanks to (3.9) we have
−M+(T + a) 6 S(T − a)− S(γk) 6 0
and since −1 < τk < 1 we get
(3.10) τ−(k) 6 τk 6 τ+(k)
where
τ−(k) = − cos
(
max
(
π2
2aθ′(T )
(k + 1−M+(T + a)) , 0
))
and
τ+(k) = − cos
(
min
(
π2
2aθ′(T )
(k + 2 + r) , π
))
for k = 0, . . . , n. For further use we recall some elementary facts concerning the
divided differences.
Lemma 3.5. Let I = (−1, 1), f ∈ Cn+2(I) and let g be the function defined for
pairwise distinct numbers y0, . . . , yn ∈ I by
g(y0, . . . , yn) =
n∑
k=0
f(yk)∏
06j6n
j 6=k
(yk − yj)
and let g∗ be the continuous extension of g defined for y0, . . . , yn ∈ I. Then
a) There exists η = η(y0, . . . , yn) ∈ I such that
(3.11)
∂g∗
∂yi
(y0, . . . , yn) =
f (n+1)(η)
(n+ 1)!
.
b) Let h be the function defined in a neighbourhood of 0 by
h(t) = g∗(y0, . . . , yi + t, . . . , yj − t, . . . , yn).
Then there exists ξ = ξ(y0, . . . , yn) ∈ I such that
(3.12) h′(0) = −(yj − yi)f
(n+2)(ξ)
(n+ 2)!
.
Proof. Assertion a) is a consequence of the representation formula
g(y0, . . . , yn) =
1∫
0
dτ1
τ1∫
0
dτ2 · · ·
τn−1∫
0
f (n) (y0 +
n∑
k=1
τk(yk − yk−1)) dτn .
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Since divided differences are invariant by permutation it is sufficient to prove the
second assertion for i = n− 1 and j = n. By using integration by parts we get
h′(0) =
1∫
0
dτ1
τ1∫
0
dτ2 · · ·
τn−1∫
0
f (n+1) (y0 +
n∑
k=1
τk(yk − yk−1))(τn−1 − 2τn) dτn
= −(yn−yn−1)
1∫
0
dτ1
τ1∫
0
dτ2 · · ·
τn−1∫
0
f (n+2) (y0+
n∑
k=1
τk(yk−yk−1))(τn−1τn−τ2n) dτn
and (3.12) is a consequence of the mean value theorem. 
Let I = (−1, 1) and let g be the function defined for pairwise distinct numbers
y0, . . . , yn ∈ I by
(3.13) g(y0, . . . , yn) =
n∑
k=0
f(yk)∏
06j6n
j 6=k
(yk − yj)
where f(t) = B2
(
1
2 +
1
π
Arcsin
√
1+t
2
)
and let g∗ be the continuous extension of g
defined for y0, . . . , yn ∈ I. Consider the problem (P) :
min g∗(y0, . . . , yn)
subject to 

τ0 6 y0 6 . . . 6 yn 6 τn,
τ−(k) 6 yk 6 τ+(k) for k = 0, . . . , n,
n∑
k=0
yk =
n∑
k=0
τk .
Lemma 3.6. Problem (P) has a unique solution (y
0
, . . . , y
n
). Further there
exist 1 6 J 6 L 6 n− 1 such that y
k
= τ+(k) for k = 0, . . . , J − 1, yJ = . . . = yL
and y
k
= τ−(k) for k = L+ 1, . . . , n.
Proof. Since −1 < τ0 < τn < 1 the function g∗ is continuous on the set
[τ0, τn]
n+1 and Problem (P) has at least a solution (y
0
, . . . , y
n
). Moreover there
exists 1 6 K 6 n− 1 such that τ−(K) < yK < τ+(K). Let J and L be respectively
the smallest and largest index such that y
k
= y
K
. Assume there exist indices
k > L + 1 such that τ−(k) < yk and let j be the smallest of these indices. Hence,
for t sufficiently small (y
0
, . . . , y
L
+ t, . . . , y
j
− t, . . . , y
n
) is an admissible solution
and thanks to (3.12) and [2, Lemma 2.4] the function h defined by
h(t) = g∗(y
0
, . . . , y
L
+ t, . . . , y
j
− t, . . . , y
n
)
satisfies
h′(0) = −(y
j
− y
L
)
f (n+2)(ξ)
(n+ 2)!
< 0.
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This is a contradiction and therefore y
k
= τ−(k) for k = L + 1, . . . , n. A very
similar argument shows that y
k
= τ+(k) for k = 0, . . . , J − 1. The uniqueness is a
consequence of the characterisation of the optimal solutions. 
We are now able to compute a lower bound for β+1 . By continuity, we can
assume that the zeros are distinct. We have
β+1 = Ψ
∗
1(x0, . . . , xn, a)θ
′(T )
= 4a
(
n∑
k=0
µkB2
(
3
4
+
xk
4a
))
θ′(T )
where we have used the fact that B2(
1
2 + x) is even, and the identity
3
4
+
1
2π
Arcsin t =
1
2
+
1
π
Arcsin
√
1 + t
2
for t ∈ [−1, 1]
leads to
β+1 = 4a


n∑
k=0
f(τk)∏
06j6n
j 6=k
(τk − τj)

 θ′(T ) > 4a g∗(y0, . . . , yn)θ′(T )
where (y
0
, . . . , y
n
) is the solution of Problem (P). Note that this solution depends
on c, T , a, M+(T + a),
∑n
k=0 τk and n. Thanks to (1.1) and Lemma 3.3 the lower
bound takes the form
(3.14) β+1 > φc(T, a,M+(T + a), r1(T, a), r2(T, a))
where r1(T, a) and r2(T, a) are O((log3 T )
−1) and to get an approximation for very
large T , it makes sense to put r1 = r2 = 0 in (3.14). To compute numerically a
lower bound for φc(T, a,M+(T + a), 0, 0), we first solve Problem (P) and thanks to
(3.11) and [2, Lemma 2.4] we can slightly decrease the y
k
to make them distinct
and we use relation (3.13). To conclude we present an argument which shows why
|d+2k−1| is very probably small with respect to d+1 if d+2k−1 is negative. Let
sn(t) = − 2√
n
(θ′(t)− log n) sin(θ(t) − t logn)
so that
Z ′(t) =
∑
16n6
√
t
2pi
sn(t) +O
(
t−
1
4 θ′(t)2
)
.
For T large, 0 < a≪ 1 and K∈( 14θ′(T ), 78θ′(T )] we have
d+2k−1 =
1
θ′(T )2k−1
∑
16n6
√
T+a
2pi
(θ′(T + a)− logn)(2k−2)sn(T + a) +O
(
T−
1
50 θ′(T )
)
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and by partial summation
d+2k−1 >
(
1 +O
( a
T
)) 1
θ′(T )
(
min
16m6
√
T+a
2pi
m∑
n=1
sn(T + a)
)
+O
(
T−
1
50 θ′(T )
)
.
Since Z ′(T + a) is very large, it is difficult to imagine that there exists m such that∑m
n=1 sn(T + a) is negative and large in absolute value.
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