We investigate the problem of bearings-only tracking of manoeuvring targets using particle filters (PFs). Three different (PFs) are proposed for this problem which is formulated as a multiple model tracking problem in a jump Markov system (JMS) framework. The proposed filters are (i) multiple model PF (MMPF), (ii) auxiliary MMPF (AUX-MMPF), and (iii) jump Markov system PF (JMS-PF). The performance of these filters is compared with that of standard interacting multiple model (IMM)-based trackers such as IMM-EKF and IMM-UKF for three separate cases: (i) single-sensor case, (ii) multisensor case, and (iii) tracking with hard constraints. A conservative CRLB applicable for this problem is also derived and compared with the RMS error performance of the filters. The results confirm the superiority of the PFs for this difficult nonlinear tracking problem.
INTRODUCTION
The problem of bearings-only tracking arises in a variety of important practical applications. Typical examples are submarine tracking (using a passive sonar) or aircraft surveillance (using a radar in a passive mode or an electronic warfare device) [1, 2, 3] . The problem is sometimes referred to as target motion analysis (TMA), and its objective is to track the kinematics (position and velocity) of a moving target using noise-corrupted bearing measurements. In the case of autonomous TMA (single observer only), which is the focus of a major part of this paper, the observation platform needs to manoeuvre in order to estimate the target range [1, 3] . This need for ownship manoeuvre and its impact on target state observability have been explored extensively in [4, 5] .
Most researchers in the field of bearings-only tracking have concentrated on tracking a nonmanoeuvring target. Due to inherent nonlinearity and observability issues, it is difficult to construct a finite-dimensional optimal Bayesian filter even for this relatively simple problem. As for the bearings-only tracking of a manoeuvring target, the problem is much more difficult and so far, very limited research has been published in the open literature. For example, interacting multiple model (IMM)-based trackers were proposed in [6, 7] for this problem. These algorithms employ a constant velocity (CV) model along with manoeuvre models to capture the dynamic behaviour of a manoeuvring target scenario. Le Cadre and Tremois [8] modelled the manoeuvring target using the CV model with process noise and developed a tracking filter in the hidden Markov model framework. This paper presents the application of particle filters (PFs) [9, 10, 11] for bearings-only tracking of manoeuvring targets and compares its performance with traditional IMMbased filters. This work builds on the investigation carried out by the authors in [12] for the same problem. The additional features considered in this paper include (a) use of different manoeuvre models, (b) two additional PFs, and (c) tracking with hard constraints. The error performance of the developed filters is analysed by Monte Carlo (MC) simulations and compared to the theoretical Cramér-Rao lower bounds (CRLBs). Essentially, the manoeuvring target problem is formulated in a jump Markov system (JMS) framework and these filters provide suboptimal solutions to the target state, given a sequence of bearing measurements and the particular JMS framework. In the JMS framework considered in this paper, the target motion is modelled by three switching dynamics models whose evolution follows a Markov chain. One of these models is the standard CV model while the other two correspond to coordinated turn (CT) models that capture the manoeuvre dynamics.
Three different PFs are proposed for this problem: (i) multiple model PF (MMPF), (ii) auxiliary MMPF (AUX-MMPF), and (iii) JMS-PF. The MMPF [12, 13] and AUX-MMPF [14] represent the target state and the mode at every time by a set of paired particles and construct the joint posterior density of the target state and mode, given all measurements. The JMS-PF, on the other hand, involves a hybrid scheme where it uses particles to represent only the distribution of the modes, while mode-conditioned state estimation is carried out using extended Kalman filters (EKFs).
The performance of the above algorithms is compared with two conventional schemes: (i) IMM-EKF and (ii) IMM-UKF. These filters represent the posterior density at each time epoch by a finite Gaussian mixture, and they merge and mix these Gaussian mixture components at every step to avoid the exponential growth in the number of mixture components. The IMM-EKF uses EKFs while the IMM-UKF utilises unscented Kalman filters (UKFs) [15] to compute the modeconditioned state estimates.
In addition to the autonomous bearings-only tracking problem, two further cases are investigated in the paper: multisensor bearings-only tracking, and tracking with hard constraints. The multisensor bearings-only problem involves a slight modification to the original problem, where a second static sensor sends its target bearing measurements to the original platform. The problem of tracking with hard constraints involves the use of prior knowledge, such as speed constraints, to improve tracker performance.
The organisation of the paper is as follows. Section 2 presents the mathematical formulation for the bearings-only tracking problem for each of the three different cases investigated: (i) single-sensor case, (ii) multisensor case, and (iii) tracking with hard constraints. In Section 3 the relevant CRLBs are derived for all but case (iii) for which the analytic derivation is difficult (due to the non-Gaussian prior and process noise vectors). The tracking algorithms for each case are then presented in Section 4 followed by simulation results in Section 5.
PROBLEM FORMULATION

Single-sensor case
Conceptually, the basic problem in bearings-only tracking is to estimate the trajectory of a target (i.e., position and velocity) from noise-corrupted sensor bearing data. For the case of a single-sensor problem, these bearing data are obtained from a single-moving observer (ownship). The target state vector is
where (x, y) and (ẋ,ẏ) are the position and velocity components, respectively. The ownship state vector x o is similarly defined. We now introduce the relative state vector defined by
for which the discrete-time state equation will be written. The dynamics of a manoeuvring target is modelled by multiple switching regimes, also known as a JMS. We make the assumption that at any time in the observation period, the target motion obeys one of s = 3 dynamic behaviour models: (a) CV motion model, (b) clockwise CT model, and (c) anticlockwise CT model. Let S {1, 2, 3} denote the set of three models for the dynamic motion, and let r k be the regime variable in effect in the interval (k − 1, k], where k is the discretetime index. Then, the target dynamics can be mathematically written as
where
T is the sampling time, and v k is a 2 × 1 i.i.d. process noise vector with v k ∼ N (0, Q). The process noise covariance matrix is chosen to be Q = σ 2 a I, where I is the 2 × 2 identity matrix and σ a is a process noise parameter. Note that Gv k in (3) corresponds to a piecewise constant white acceleration noise model [16] which is adequate for the large sampling time chosen in our paper. The mode-conditioned transition function f (rk+1) (·, ·, ·) in (3) is given by
Here F (rk+1) (·) is the transition matrix corresponding to mode r k+1 , which, for the particular problem of interest, can be specified as follows. F (1) (·) corresponds to CV motion and is thus given by the standard CV transition matrix:
The next two transition matrices correspond to CT transitions (clockwise and anticlockwise, respectively). These are given by
where the mode-conditioned turning rates are
Here a m > 0 is a typical manoeuvre acceleration. Note that the turning rate is expressed as a function of target speed (a nonlinear function of the state vector x k ) and thus models 2 and 3 are clearly nonlinear transitions. We model the mode r k in effect at (k − 1, k] by a timehomogeneous 3-state first-order Markov chain with known transition probability matrix Π, whose elements are
such that
The initial probabilities are denoted by π i P(r 1 = i) for i ∈ S and they satisfy
The available measurement at time k is the angle from the observer's platform to the target, referenced (clockwise positive) to the y-axis and is given by
where w k is a zero-mean independent Gaussian noise with variance σ 2 θ and
is the true bearing angle. The state variable of interest for estimation is the hybrid state vector
Thus, given a set of measurements Z k = {z 1 , . . . , z k } and the jump-Markov model (3), the problem is to obtain estimates of the hybrid state vector y k . In particular, we are interested in computing the kinematic state estimatex k|k = E[x k |Z k ] and mode probabilities P(r k = j|Z k ), for every j ∈ S.
Multisensor case
Suppose there is a possibility of the ownship receiving additional (secondary) bearing measurements from a sensor located at (x 
and w k is a zero-mean white Gaussian noise sequence with variance σ 2 θ . If the additional bearing measurement is not received at time k, we set z k = ∅. The bearings-only tracking problem for this multisensor case is then to estimate the state vector x k given a sequence of measurements
Tracking with constraints
In many tracking problems, one has some hard constraints on the state vector which can be a valuable source of information in the estimation process. For example, we may know the minimum and maximum speeds of the target given by the constraint 
Likewise, the dynamics model should be modified in such a way that x k is always constrained to Ψ. In the absence of hard constraints, suppose that the process noise v k ∼ g(v) is used in the filter. With constraints, the pdf of v k becomes a statedependent truncated density given bỹ
For the bearings-only tracking problem, we will consider hard constraints in target dynamics only. The measurement model remains the same as that for the unconstrained problem. Given a sequence of measurements Z k and some constraint Ψ on the state vector, the aim is to obtain estimates of the state vector x k , that is,
where p(x k |Z k , Ψ) is the posterior density of the state, given the measurements and hard constraints.
CRAMÉR-RAO LOWER BOUNDS
We follow the approach taken in [12] for the development of a conservative CRLB for the manoeuvring target tracking problem. This bound assumes that the true model history of the target trajectory
is known a priori. Then, a bound on the covariance ofx k was shown to be
where the mode-history-conditioned information matrix
(22) Following [17] , a recursion for J * k can be written as
where, in the case of additive Gaussian noise models applicable to our problem, matrices D i j k are given by
θ is the variance of the bearing measurements, and Q k is the process noise covariance matrix. The JacobianF (1) k for the case of r * k+1 = 1 is simply the transition matrix given in (6) . For r * k+1 ∈ {2, 3}, the JacobianF (r * k+1 ) k can be computed as
where f
i (·) denotes the ith element of the dynamics model function f ( j) (·). The detailed evaluation ofF ( j) k is given in the appendix.
Likewise, the Jacobian of the measurement function is given byH
, ∂h ∂y k+1
For the case of additional measurements from a secondary sensor, the only change required will be in the computation of D 22 k . In particular, R k+1 andH k+1 will be replaced by R k+1 andH k+1 , corresponding to the augmented measurement vector (z k+1 , z k+1 ). These are given by 
(30) The simulation experiments for this problem will be carried out on fixed trajectories. This means that for the corresponding CRLBs, the expectation operators in (24) vanish and the required Jacobians will be computed at the true trajectories. The recursion (23) is initialised by
where P 1 is the initial covariance matrix of the state estimate. This can be computed using the expression (38), where we replace the measurement θ 1 by the true initial bearing.
TRACKING ALGORITHMS
This section describes five recursive algorithms designed for tracking a manoeuvring target using bearings-only measurements. Two of the algorithms are IMM-based algorithms and the other three are PF-based schemes. The algorithms considered are (i) IMM-EKF, (ii) IMM-UKF, (iii) MMPF, (iv) AUX-MMPF, and (v) JMS-PF. All five algorithms are applicable to both single-sensor and multisensor tracking problems, formulated in Section 2. Sections 4.1, 4.2, 4.3, 4.4, and 4.5 will present the elements of the five tracking algorithms to be investigated. The IMM-based trackers will not be presented in detail; the interested reader is referred to [7, 12, 16] for a detailed exposition of these trackers. Section 4.6 presents the required methodology for the multisensor case while Section 4.7 discusses the modifications required in the PF-based trackers for tracking with hard constraints.
IMM-EKF algorithm
The IMM-EKF algorithm is an EKF-based routine that has been utilised for manoeuvring target tracking problems formulated in a JMS framework [7, 12] . The basic idea is that, for each dynamic model of the JMS, a separate EKF is used, and the filter outputs are weighted according to the mode probabilities to give the state estimate and covariance. At each time index, the target state pdf is characterised by a finite Gaussian mixture which is then propagated to the next time index. Ideally, this propagation results in an s-fold increase in the number of mixture components, where s is the number of modes in the JMS. However, the IMM-EKF algorithm avoids this growth by merging groups of components using mixture probabilities. The details of the IMM-EKF algorithm can be found in [7] , where slightly different motion models to the one used here were proposed.
The sources of approximation in the IMM-EKF algorithm are twofold. First, the EKF approximates nonlinear transformations by linear transformations at some operating point. If the nonlinearity is severe or if the operating point is not chosen properly, the resultant approximation can be poor, leading to filter divergence. Second, the IMM approximates the exponentially growing Gaussian mixture with a finite Gaussian mixture. The above two approximations can cause filter instability in certain scenarios.
Next, we provide details of the filter initialisation for the EKF routines used in this algorithm.
Filter initialisation
Suppose the initial prior range is r ∼ N (r, σ 2 r ), wherer and σ 2 r are the mean and variance of the initial range. Then, given the first bearing measurement θ 1 , the position components of the relative target state vector is initialised according to standard procedure [12] , that is,
with covariance
where σ θ is the bearing-measurement standard deviation. We adopt a similar procedure to initialise the velocity components. The overall relative target state vector can thus be initialised as follows. Suppose we have some prior knowledge of the target speed and course given by s ∼ N (s, σ 2 s ) and c ∼ N (c, σ 2 c ), respectively. Then, the overall relative target state vector is initialised aŝ
where (ẋ
is the velocity of the ownship at time index 1. The corresponding initial covariance matrix is given by 
IMM-UKF algorithm
This algorithm is similar to the IMM-EKF with the main difference being that the model-matched EKFs are replaced by model-matched UKFs [15] . The UKF for model 1 uses the unscented transform (UT) only for the filter update (because only the measurement equation is non-linear). The UKFs for models 2 and 3 use the UT for both the prediction and the update stage of the filter. The IMM-UKF is initialised in a similar manner to that of the IMM-EKF.
MMPF
The MMPF [12, 13] has been used to solve various manoeuvring target tracking problems. Here we briefly review the basics of this filter. The MMPF estimates the posterior density p(y k |Z k ), where 
where δ(·) is the Dirac delta measure. Next, the posterior pdf at k can be written as
where approximation (40) was used in (41). Now, to represent the pdf p(y k |Z k ) using particles, we employ the importance sampling method [9] . By choosing the importance density to be p(y k |y k−1 ), one can draw samples 
which can be used to approximate the posterior pdf p(y k |Z k ) as
k ) which can be computed using the measurement equation (12) . This completes the description of a single recursion of the MMPF. The filter is initialised by generating N samples {x
from the initial density N (x 1 , P 1 ), wherex 1 and P 1 were specified in (37) and (38), respectively.
A common problem with PFs is the degeneracy phenomenon, where, after a few iterations, all but one particle will have negligible weight. A measure of degeneracy is the effective sample size N eff which can be empirically evaluated asN
The usual approach to overcoming the degeneracy problem is to introduce resampling wheneverN eff < N thr for some threshold N thr . The resampling step involves generating a new set {y
by sampling with replacement N times from the set {y
AUX-MMPF
The AUX-MMPF [14] focuses on the characterisation of pdf p(x k , i, r k |Z k ), where i refers to the ith particle at k − 1. This density is marginalised to obtain a representation of p(x k |Z k ). A proportionality for the joint probability density p(x k , i, r k |Z k ) can be written using Bayes' rule as
where p(r k |r k−1 ) is an element of the transition probability matrix Π defined by (9) . To sample directly from p(x k , i, r k |Z k ) as given by (47) is not practical. Hence, we again use importance sampling [9, 14] to first obtain a sample from a density which closely resembles (47), and then weight the samples appropriately to produce an MC representation of p(x k , i, r k |Z k ). This can be done by introducing the function q(x k , i, r k |Z k ) with proportionality
Importance density q(x k , i, r k |Z k ) differs from (47) only in the first factor. Now, we can write q(
and define
In order to obtain a sample from the density q(x k , i, r k |Z k ), we first integrate (48) with respect to x k to get an expression for q(i, r k |Z k ),
A random sample can now be obtained from the density
is drawn from the discrete distribution q(i, r k |Z k ) given by (52). This can be done by splitting each of the N particles at k − 1 into s groups (s is the number of possible modes), each corresponding to a particular mode. Each of the sN particles is assigned a weight proportional to (52), and N points {i j , r 
Observe that by omitting the {i j , r j k } components in the triplet sample, we have a representation of the marginalised density p(x k |Z k ), that is,
The AUX-MMPF is initialised according to the same procedure as for MMPF.
JMS-PF
The JMS-PF is based on the jump Markov linear system (JMLS) PF proposed in [18, 19] for a JMLS. Let
denote the sequences of states and modes up to time index k. Standard particle filtering techniques focused on the estimation of the pdf of the state vector x k . However, in the JMS-PF, we place emphasis on the estimation of the pdf of the mode sequence R k , given measurements
Given a specific mode sequence R k and measurements Z k , the first term on the right-hand side of (57), p(X k |R k , Z k ), can easily be estimated using an EKF or some other nonlinear filter. Therefore, we focus our attention on p(R k |Z k ); for estimation of this density, we propose to use a PF. Using Bayes' rule, we note that
Equation (58) provides a useful recursion for the estimation of p(R k |Z k ) using a PF. We describe a general recursive algorithm which generates N particles {R
at time k which characterises the pdf p(R k |Z k ). The algorithm requires the introduction of an importance function q(r k |Z k , R k−1 ). Suppose at time k − 1, one has a set of particles
. Then, from (58) and the principle of importance sampling, one can write
From (60), we note that one can perform resampling (if required) to obtain an approximate i.i.d. sample from p(R k |Z k ). The recursion can be initialised according to the specified initial state distribution of the Markov chain, π i = P(r 1 = i). How do we choose the importance density q(r k |Z k , R k−1 )? A sensible selection criterion is to choose a proposal that minimises the variance of the importance weights at time k, given R k−1 and Z k . According to this strategy, it was shown in [18] that the optimal importance density is p(r k |Z k , R i k−1 ). Now, it is easy to see that this density satisfies
is proportional to the numerator of (62) as the denominator is independent of r k . Also, the term p(r k |r k−1 ) is simply the Markov chain transition probability (specified by the transition probability matrix Π). The term p(z k |Z k−1 , R k ), which features in the numerator of (62), can be approximated by one-step-ahead EKF outputs, that is, we can write (63) where ν k (·, ·) and S k (·, ·) are the mode-history-conditioned innovation and its covariance, respectively. Thus, p(r k |r k−1 ) and (63) allow the computation of the optimal importance density.
Using (62) as the importance density q(·|·, ·) in (61), we find that the weight
Since r k ∈ {1, . . . , s}, the importance weights given above can be computed as
Note that the computation of the importance weights in (65) requires s one-step-ahead EKF innovations and their covariances.
This completes the description of the PF for estimation of the Markov chain distribution p(R k |Z k ). As mentioned earlier, given a particular mode sequence, the state estimates are easily obtained using a standard EKF.
Methodology for the multisensor case
The methodology for the multisensor case is similar to that of the single-sensor case. The two main points to note for this case are that (a) the secondary measurement is processed in a sequential manner assuming a zero time delay between the primary and secondary measurements and (b) for the processing of the secondary measurement, the measurement function (15) is used in place of (13) for the computation of the necessary quantities such as Jacobians, predicted measurements, and weights.
Modifications for tracking with hard constraints
The problem of bearings-only tracking with hard constraints was described in Section 2.3. Recall that for the constraint x k ∈ Ψ, the state estimate is given by the mean of the posterior density p(x k |Z k , Ψ). This density cannot be easily constructed by standard Kalman-filter-based techniques. However, since PFs make no restrictions on the prior density or the distributions of the process and measurement noise vectors, it turns out that p(x k |Z k , Ψ) can be constructed using PFs. The only modifications required in the PFs for the case of constraint x k ∈ Ψ are as follows:
(i) the prior distribution needs to bep(x) defined in (17) and the filter needs to be able to sample from this density; (ii) in the prediction step, samples are drawn from the constrained process noise densityg(v; x k ) instead of the standard process noise pdf.
Both changes require the ability to sample from a truncated density. A simple method to sample from a generic truncated densityt(x) defined bỹ
0 otherwise (66) is as follows. Suppose we can easily sample from t(x). Then, to draw x ∼t(x), we can use rejection sampling from t(x) until the condition x ∈ Ψ is satisfied. The resulting sample is then distributed according tot(x). This simple technique will be adopted in the modifications required in the PF for the constrained problem. 1 With the above modifications, the PF leads to a cloud of particles that characterise the posterior density p(x k |Z k , Ψ) from which the state estimatex k|k and its covariance P k|k can be obtained.
SIMULATION RESULTS
In this section, we present a performance comparison of the various tracking algorithms described in the previous section. The comparison will be based on a set of 100MC simulations and where possible, the CRLB will be used to indicate the best possible performance that one can expect for a given scenario and a set of parameters. Before proceeding, we give a description of the four performance metrics that will be used in this analysis: (i) RMS position error, (ii) efficiency η, (iii) root time-averaged mean square (RTAMS) error, and (iv) number of divergent tracks. To define each of the above performance metrics, let (x 
denotes the i jth element of the inverse information matrix for the problem at hand, then the corresponding CRLB for the metric (67) can be written as
The second metric stated above is the efficiency parameter η defined as
which indicates "closeness" to CRLB. Thus, η k = 100% implies an efficient estimator that achieves the CRLB exactly. For a particular scenario and parameters, the overall performance of a filter is evaluated using the third metric which is the RTAMS error. This is defined as
where t max is the total number of observations (or time epochs) and is a time index after which the averaging is carried out. Typically is chosen to coincide with the end of the first ownship manoeuvre.
The final metric stated above is the number of divergent tracks. A track is declared divergent if its estimated position error at any time index exceeds a threshold which is set to be 20 km in our simulations. It must be noted that the first three metrics described above are computed only on nondivergent tracks. 
Single-sensor case
The target-observer geometry for this case is shown in Figure 1 . The target which is initially 5 km away from the ownship maintains an initial course of −140
• . It executes a manoeuvre in the interval 20-25 minutes to attain a new course of 100
• , and maintains this new course for the rest of the observation period. The ownship, travelling at a fixed speed of 5 knots and an initial course of 140
• , executes a manoeuvre in the interval 13-17 minutes to attain a new course of 20
• . It maintains this course for a period of 15 minutes at the end of which it executes a second manoeuvre and attains a new course of 155
• . The final target-observer range for this case is 2.91 km. Bearing measurements with accuracy σ θ = 1.5
• are received every T = 1 minute for an observation period of 40 minutes.
Unless otherwise mentioned, the following nominal filter parameters were used in the simulations. The initial range and speed prior standard deviations were set to σ r = 2 km and σ s = 2 knots, respectively. The initial course and its standard deviation were set toc = θ 1 + π and σ c = π/ √ 12, where θ 1 is the initial bearing measurement. The process noise parameter was set to σ a = 1.6 × 10 −6 km/s 2 . The MMPF and AUX-MMPF used N = 5000 particles while the JMS-PF used N = 100 particles. Resampling was carried out ifN eff < N thr , where the threshold was set to N thr = N/3. The resampling scheme used in the simulations is an algorithm based on order statistics [21] .
The transition probability matrix required for the jump Markov process was chosen to be and the typical manoeuvre acceleration parameter for the filters was set to a m = 1.08 × 10 −5 km/s 2 . Figure 2 shows the RMS error curves corresponding to the five filters: IMM-EKF, IMM-UKF, MMPF, AUX-MMPF, and JMS-PF. A detailed comparison is also given in Table 1 . Note that the column "improvement" refers to the percentage improvement in RTAMS error compared with a baseline filter which is chosen to be the IMM-EKF. From the graph and the table, it is clear that the performance of the IMM-EKF and IMM-UKF is poor compared to the other three filters. Though the final RMS error performance of the IMM-UKF is comparable to the JMS-PF, since it has one divergent track, its overall performance is considered worse than that of the JMS-PF. It is clear that the best filters for this case were the MMPF and AUX-MMPF which achieved 59% and 56% improvement, respectively, over the IMM-EKF. Also note that the JMS-PF performance is between that of IMM-EKF/IMM-UKF and MMPF/AUX-MMPF. From the simulations, it appears that the relative computational requirements (with respect to the IMM-EKF) for the IMM-UKF, MMPF, AUX-MMPF, and JMS-PF are 2.6, 23, 32, and 30, respectively.
The rationale for the performance differences noted above can be explained as follows. There are two sources of approximations in both IMM-EKF and IMM-UKF. Firstly, the probability of the mode history is approximated by the IMM routine which merges mode histories. Secondly, the mode-conditioned filter estimates are obtained using an EKF and an UKF (for the IMM-EKF and IMM-UKF, respectively), both of which approximate the non-Gaussian posterior density by a Gaussian. In contrast, the MMPF and AUX-MMPF attempt to alleviate both sources of approximations: they estimate the mode probabilities with no merging of histories and they make no linearisation (as in EKF) and characterise the non-Gaussian posterior density in a nearoptimal manner. Thus we observe the superior performance of the MMPF and AUX-MMPF. The JMS-PF on the other hand is worse than MMPF/AUX-MMPF but better than IMM-EKF/IMM-UKF as it attempts to alleviate only one of the sources of approximations discussed above. Specifically, while the JMS-PF attempts to compute the mode history probability exactly, it uses an EKF (a local linearisation approximation) to compute the mode-conditioned filtered estimates. Hence, note that even if the number of particles for the JMS-PF is increased, its performance can never reach that of the MMPF/AUX-MMPF. It is interesting to note from the improvement figures for the JMS-PF and MMPF that the first source of approximation is more critical than the second one. In fact, the contributions of the first and second sources of approximation appear to be in the ratio 2 : 1.
It is worth noting that in the above simulations, the performance of the AUX-MMPF is comparable to that of the MMPF. This is expected due to the low process noise used in the simulations as one would expect the performance of the AUX-MMPF to approach that of MMPF as the process noise tends to zero. However, for problems with moderate to high process noise, the AUX-MMPF is likely to outperform the MMPF.
Next, we illustrate a case where the IMM-EKF shows a tendency to diverge while the MMPF tracks the target well for the same set of measurements. Figure 3a shows the estimated track and 95% error ellipses (plotted every 8 minutes) for the IMM-EKF. Note that the IMM-EKF covariance estimate at 8 minutes is poor as it does not encapsulate the true target position. This has resulted in not only subsequent poor track estimates, but also inability to detect the target manoeuvre. This is clear from the mode probability curves shown in Figure 3b , where we note that though there is a slight bump in the mode probability for the correct manoeuvre model, the algorithm is unable to establish the occurrence of the manoeuvre. The overall result is a track that is showing a tendency to diverge from the true track.
For the same set of measurements, the MMPF shows excellent performance as can be seen from Figure 4 . Here we note that the 95% confidence ellipse of the PF encapsulates the true target position at all times. Notice that the size of the covariance matrix shortly after the target manoeuvre is small compared to other times. The reason for this is that the target observability is best at that instant compared to other times. For the given scenario, both the ownship manoeuvre and the target manoeuvre have resulted in a geometry that is very observable at that instant. After the target manoeuvre, the relative position of the target increases and this leads to a slight decrease in observability and hence slight enlargement of the covariance matrix. The mode probability curves for the MMPF shows that unlike the results of IMM-EKF, the MMPF mode probabilities indicate a higher probability of occurrence of a manoeuvre. The overall result is a much better tracker performance for the same set of measurements.
Multisensor case
Here we consider the scenario identical to the one considered in Section 5.1, except that an additional static sensor, located at (5 km, −2 km), provides bearing measurements to the ownship at regular time intervals. These measurements, with accuracy σ θ = 2
• , arrive at only 3 time epochs, namely, at k = 10, 20, and 30. Figure 5 shows a comparison of IMM-EKF, IMM-UKF, and MMPF for this case. It is seen that the MMPF exhibits excellent performance, with RMS error results very close to the CRLB. The detailed comparison given in Table 2 shows that MMPF achieves a final RMS error accuracy that is within 8% of the final range. By comparing with the corresponding results for the single-sensor case, we note that the final RMS error is reduced by a factor of 2.5. Interestingly, the IMM-EKF and IMM-UKF performance is very poor and is worse than their corresponding performance when no additional measurement is received. Though this may seem counterintuitive, it can be explained as follows. For the given geometry, at the time of the first arrival of the bearing measurement from the second sensor, it is possible that due to nonlinearities and low observability in the time interval 0-10 minutes, the track estimates and filter calculated covariance of the IMM-based filters are in error, leading to a large innovation for the second sensor measurement. The inaccurate covariance estimate results in an incorrect filter gain computation for the second sensor measurement. In the update equations of these filters, the large innovation gets weighted by the computed gain which does not properly reflect the contribution of the new measurement. The consequence of this is filter divergence. It turns out that for the ownship measurements-only case, even if the track and covariance estimates are in error, the errors introduced in the filter gain computation are not as severe as in the multisensor case. Furthermore, as the uncertainty is mainly along the line of bearing, the innovation for this case is not likely to be very large. Thus the severity of track and covariance error for this particular scenario is worse for the multisensor case than for the single-sensor case. Similar results have been observed in the context of an air surveillance scenario [12] .
Tracking with hard constraints
In this section, we present the results for the case of bearingsonly tracking with hard constraints. The scenario and parameters used for this case are identical to the ones considered in Section 5.1. This time, however, in addition to the available bearing measurements, we also impose some hard constraints on target speed. Specifically, assume that we have prior knowledge that the target speed is in the range 3.5 ≤ s ≤ 4.5 knots. This type of nonstandard information is difficult to incorporate into the standard EKF-based algorithms (such as the IMM-EKF), and so in the comparison below, the IMM-EKF will not utilise the hard constraints. However, the PF-based algorithms, and, in particular, the MMPF and AUX-MMPF, can easily incorporate such nonstandard information according to the technique described in Section 4.7. Figure 6 shows the RMS error in estimated position for the MMPF that incorporates prior knowledge of speed constraint (referred to as MMPF-C). The figure also shows the performance curves of the IMM-EKF and the standard MMPF that do not utilise knowledge of hard constraints. A detailed numerical comparison is given in Table 3 . It can be seen that the MMPF-C achieves 83% improvement in RTAMS over the IMM-EKF. Also, observe that by incorporating the hard constraints, the MMPF-C achieves a 50% reduction in RTAMS error over the standard MMPF that does not utilise hard constraints (emphasising the significance of this nonstandard information). Incorporating such nonstandard information results in highly non-Gaussian posterior pdfs which the PF is effectively able to characterise.
CONCLUSIONS
This paper presented a comparative study of PF-based trackers against conventional IMM-based routines for the problem of bearings-only tracking of a manoeuvring target. Three separate cases have been analysed: single-sensor case; multisensor case, and tracking with speed constraints. The results overwhelmingly confirm the superior performance of PF-based algorithms against the conventional IMM-based schemes. The key strength of the PF, demonstrated in this application, is its flexibility to handle nonstandard information along with the ability to deal with nonlinear and nonGaussian models. 
