The paper considers a simple model of radially symmetric cell which undergoes growth due to a continuous supply of nutrient, and disintegration as a result from the various tasks the cell performs. The boundary of the cell is a \free boundary", unknown in advance, which e v olves by responding to both the growth and disintegration processes. If the nutrient concentration (at innity) exceeds a certain critical number, then two stationary solutions exist. It is established, by rigorous mathematical proofs, that the stationary solution with the smaller radius is unstable, whereas the stationary solution with the larger radius is stable.
The model
In this paper we consider a physico-chemical model of a self-maintaining protocell which undergoes process of growth and dissolution that mimics (but greatly simplies) biological cells. The model was initiated and studied in [4] [5] . The protocell can be visualized as having a porous structure maintained by building materials with concentration C; the structure is sustained only as long as C exceeds a critical concentration C . Metabolism is maintained by n utrient material with concentration which is distributed in the entire space with = at 1 ( > 0). C and satisfy a coupled system of reaction diusion equations: c @C @t C= ; += 0 in the cell;
= 0 outside the cell;
where c is a positive constant. The constant c is the quotient of the time scale of diusion to the time scale of cell doubling. In cases of interest, such as in tumor growth [1] , [2] , c is a v ery small constant.
On the boundary of the protocell C = C . The various tasks that the cell continuously performs take their toll on the cell: they cause it to shrink. This is modelled by disintegration
at the boundary at a rate , > 0. On the other hand the ux of building material at the boundary causes the cell to grow. The total result of these two eects is V n = @C @n where n is the exterior normal, and V n is the velocity of the boundary points in the direction n.
We shall consider here only the case of a spherical cell (in 3-dimensions 3 ; u = C C and denoting the boundary of the cell by r = s(t), we then have the following system for u = u(r; t ) ; = ( r ; t ) and r = s(t): r @ @r u= if r < s ( t ) ; t > 0 ; (1.3) u = 0 on r = s(t); t > 0 ; (1.4) u = u 0 (r) for t = 0 ; (1.5) and nally, the free boundary condition s 0 (t) = u r ( s ( t ) ; t ) : (1.6) As shown in [4] , if = is less than a critical number then no steady state solutions exist, whereas if = is larger than then there exist two steady state solution, with free boundary radii R 0 and R + 0 , R 0 < R + 0 . Numerical results and some heuristic arguments are given in [4] to show that the solution with R 0 is unstable whereas the solution with R + 0 is stable. The purpose of this paper is to give rigorous mathematical proofs of these results.
In xx2, 3 we establish various estimates and prove existence and uniqueness of the solution to (1.1){(1.6). In x4 we prove that the stationary solution corresponding to R 0 is unstable. In x5 we prove that the stationary solution corresponding to R + 0 is stable if c is suitably small. Theorem 2.2 If a solution (u(r; t ) ; s ( t )) of (2.6){(2.9) exists for all 0 < t < T (T 6 1), then s(t) < R 8 0 < t < T (2.12) where R is a constant independent of T.
Proof. We distinguish two cases: Case (i): = 6 . Since u 0 (r) > 0, we have, by the maximum principle, u(r; t ) > 0 for 0 6 r < s ( t ). From (2.10) and the denition of we obtain We shall prove that (2.12) holds for this choice of R. Indeed, if this is not true, then there is a rst t > 0 such that s(t ) = R . Since s(t) < R for 0 < t < t , w e have, by comparison (using the maximum principle), 0 6 u(r; t ) 6 2 ( R r ) ;0 < r < s ( t ) ; 0 < t 6 t : Thus s(t ) < R , which is a contradiction. From the uniform boundedness of s(t) w e can infer (by comparison) the uniform boundedness of u(r; t ): 0 6 u(r; t ) 6 C ( R r )where R > sup 06t6T s(t): (2. 18)
The next lemma gives a sharper estimate on u(r; t ) for r near s(t), as well as a useful estimate for s 0 (t). Lemma 2.3 Let R; C 1 be positive constant for which R > sup 06t6T s(t); 0 6 u 0 (r) 6 C 1 tanh(cs(0)) 1 e cs0 r for 0 6 r < s (0):
Then there is a constant K depending only on C 1 , R, , c and such that 0 6 u(r; t ) 6 K tanh(cs(t)) 1 e cst r for 0 < t 6 T ; (2.20) and < s 0 ( t ) < + cK tanh(cs(t)) for 0 < t 6 T : (2.21) Proof. By the maximum principle, u(r; t ) > 0 i f r < s ( t ) and u r (s(t); t ) < 0; hence s 0 (t) > for t > 0 : (2. We claim that for a suitable choice of the constant K, = 0 s o w u cannot take minimum at r = 0). It follows that u r (s(t); t ) > w r ( s ( t ) ; t ) = K c tanh(cs(t)); (2.26) and so s 0 (t) 6 + K c tanh(cs(t)):
To nish the proof of the lemma, it remains to verify (2.24). Observe that (2.24) is equivalent t o (2 p 2)K tanh(cs(t)) > c e cst cosh s(t) e cr sinh r for 0 < r < s ( t ) : (2. 27)
The function e cr sinh r is monotonically increasing in the following cases:
Case (i): c 6 1; Case (ii): c > 1, r 6 s(t) 6 1 2 log c + 1 c 1 for all 0 6 t 6 T.
In these two cases, it suces to prove (2.27) for r = s(t), so that, (2.27 and a continuation argument, we then have s 0 (t) 6 = 2 for all t > e t . This is a contradiction to the assumption that s(t) > 0 for all t > 0.
In view of theorems 2.2 and 3. then there exists a global solution (u(r; t ) ; s ( t )) of (2.6){(2.9) with s(t) > D 2 for all t > 0 :
Proof. where g(r) is dened in (2.1).
Since g 0 (r) < 0 for 0 < r 6 R 0 , g ( R 0 ) = = and 0 < s ( t ) 6 R 0 , w e have Clearly, w(s(t); t ) > 0 for 0 < t < t , and, by (4.1), w(r; 0) > 0. It follows, by the maximum principle, that w(r; t ) > 0 for 0 < t < t . Since s 0 (t ) = 0 , w e also have (from the denition of w and g) that w(s(t ); t ) = 0 and, therefore, by the maximum principle, w r (s(t ); t ) < 0 : The proof is essentially the same as the proof of Theorem 4.1, with w replaced by u r (r; t )+ r = s ( t ).
We note that Theorem 4.4 is not contained in Theorem 4.1 since, in general, r = s (0) is not larger than the right-hand side of (4.1).
R + 0 is stable
In this section we prove that the stationary solution corresponding to R + 0 is stable provided the coecient c is suciently small. As we note that in the Introduction in actual biological cells of interest, c may indeed be very small. In the case c = 0, the solution ('(r; t ) ; R ( t )) of (2.6){(2.9) can becomputed explicitly [4] :
'(r; t ) = cosh R(t) sinh R(t) R(t) sinh r r Proof. By (5.4) R 0 < R 6 R 6 S :
W eclaim that R 0 < R 6 R + 0 6 R 6 S:
In fact, if R > R + 0 , then g(s()) > = + " for some small " > 0 and all suciently large .
Therefore,
which is a contradiction to Lemma 2.1. This proves that R 6 R + 0 . Similarly, R 0 6 R. To prove (5.6), let '(r; t ) bethe solution of the following problem c' t ' = cosh(R + ") sinh r r for r < R "; t > T ; ' ( R "; t) = 0 for t > T ; ' ( r ; T ) = 0 for r < R ";
where " > 0 is small. If we take T = T(") t o be large enough, then R " 6 s(t) 6 R + " for t > T ; and, by maximum principle, u(r; t ) > ' ( r ; t ) for t > T . Hence Letting " ! 0+, we obtain the inequality (5.6). The inequality (5.7) can be established in a similar way. Using this in (5.18) we obtain js 0 (t)j 6 2c" 6 C " e "t + jf(t)jjs(t) R + 0 j 6 2c" 6 C " e "t +( + C ") " 2 ( C ") e C "t + 2c" 6 C " 1 ( C ") " e "t < "e "t for 0 < t 6 t ;
provided 2c
6 C " + h ( + C ")" ( C ") + 2c 6 C " ( + C ") ( C ") " i < 1; which is satised if c < 3=2 and " is suciently small, and this is a contradiction to the assumption that js 0 (t )j is equal to e "t . Finally, from (5.19), w e deduce that s(t) converges to R + 0 exponentially fast.
Proof of Theorem 5.1. From Lemma 5.2 and (5.6), (5.7) we see that the assumptions of Lemma 5.3 are satised at some suciently large time t = T. It follows that js(t) R + 0 j 6 C e t ; js 0 (t)j 6 C e t for all large enough t, where C; are positive constants, and this completes the proof of Theorem 5.1.
Remark 5.1. The above proof shows that if (3.6) and (3.10) hold then the assertion of Theorem 5.1 holds for any 0 < c < c where c depends only on ; C 1 and C 2 , in addition to and .
