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Abstract
Regular Path Queries (RPQs) are a type of graph
query where answers are pairs of nodes connected by
a sequence of edges matching a regular expression.
We study the techniques to process such queries on
a distributed graph of data.
While many techniques assume the location of each
data element (node or edge) is known, when the com-
ponents of the distributed system are autonomous,
the data will be arbitrarily distributed.
As the different query processing strategies are
equivalently costly in the worst case, we isolate query-
dependent cost factors and present a method to
choose between strategies, using new query cost esti-
mation techniques.
We evaluate our techniques using meaningful
queries on biomedical data.
1 Introduction
Regular Path Queries (RPQs) were first introduced
as part of a query language for graph databases [7, 6],
and gained particular interest as a way of querying
the distributed graph formed by the World Wide Web
pages and hyperlinks [1, 2, 20]. More recently, there
has been renewed interest in RPQs with the develop-
ment of the Semantic Web: a form of RPQ was in-
cluded in version 1.1 of the SPARQL query language
(“property paths”).
In this paper, we study the problem of processing
regular path queries over distributed data.
Several distributed query processing algorithms
were proposed for the graph of Web pages and hyper-
links [2, 9] and for distributed graph databases [26].
These algorithms rely on a key property of these two
settings, which is that the nodes in the graph are lo-
calized, in the sense that identifiers of nodes can be
directly mapped to a location in the network where
the node (i.e., a description of the node and of its
incident edges) will be found.
However, when the components of the distributed
systems are autonomous and can freely choose which
data they host (e.g. peer-to-peer (P2P) database sys-
tems or Semantic Web servers), this property does
not hold: instead, data resources may be found in
arbitrary locations, and may also be replicated in
multiple locations.
In fact, even when data can be described as local-
ized, a difficulty occurs if we want to use the “in-
verse” operator[4, 3], which is used to express path
expressions where edges are followed in the “reverse”
direction. In the Web context for example, travers-
ing a hyperlink in the reverse direction would require
finding all the pages that link to a given page, which
requires searching the entire Web.
In other words, for Regular Path Queries with In-
verse on distributed data, data can be considered lo-
calized only if the distribution and placement of data
is controlled in a centralized way, for example by a
shared algorithm.
In every other case, the data should be considered
as non-localized. This setting of non-localized data is
illustrated in figure 1b.
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(a) An example graph of data. (b) A graph of data arbitrarily distributed and replicated between 3 sites.
We show that existing distributed query process-
ing techniques proposed for localized data are unap-
plicable to this setting, and evaluate centralized tech-
niques, based on the idea of dynamically accessing the
sources for each query, either in a single step before
executing the query locally, or else on the fly during
query execution [14, 13]. Ladwig and Tran [17] refer
to the former approach as “top-down”, and to the
latter as “bottom-up”.
In the worst case, both strategies may result in re-
trieving the entire graph of data, which is unmanage-
able in practice. However, in practice we can expect
the majority of queries to be more selective, and ide-
ally we would like a query processing strategy that
performs well on “real-life” cases, and we would also
like to determine conditions to choose between the
different strategies, and identify a priori the prob-
lematic cases.
We show that the optimal strategy choice depends
on the selectivity of the query, and propose two tech-
niques to estimate the “selectivity” of queries based
on a sample of the data. We evaluate our techniques
against a real dataset from the biomedical domain
and a set of meaningful queries.
The rest of this paper is organized as follows. In
section 2 we provide some background definitions
and algorithms for RPQ in general. In section 3 we
evaluate existing query processing techniques for the
specific case of non-localized (arbitrarily distributed)
data. In section 4, we evaluate and compare two
query execution strategies against the biomedical
data, and determine conditions to choose between
the strategies. We present our query cost evaluation
techniques in section 5. Finally, we illustrate the use
of all these techniques in a brief case study (section
6), and draw some conclusions in section 7.
2 Definitions and Algorithms
for RPQs
Informally, the idea of a regular path query is to
find pairs of nodes in a graph of data, such that
the path (sequence of edges) from one node to the
other matches a given regular expression. Two varia-
tions of RPQs have been considered in the literature:
multi-source queries, that return every pair of nodes
matching the query, and single-source queries, where
a single “start node” is given.
We now define these queries more formally.
2.1 Notations
All queries are applied to an edge-labeled directed
graph GD = 〈V,E〉, where V = {v0, v1, . . . , vN} are
nodes and E ⊂ V ×∆ × V are edges labeled from a
set of labels ∆ = {δi}.
A path in GD from a node v0 to a node vk is a
sequence of adjacent edges (v0, δ1, v1), (v1, δ2, v2), . . . ,
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(vk−1, δk, vk) starting at node v0 and ending at node
vk.
The notation v0
w→ vk indicates that there exists
a path from v0 to vk such that the sequence of edge
labels δ1, δ2, . . . , δk along this path forms a word w.
If r is a regular expression, we note L(r) the regular
language defined by r.
2.2 Definitions
Definition 1 (Multi-source Query) A multi-
source query Qr is defined by a regular expression r
over ∆. When Qr is applied to the graph GD, the
answers to Qr are defined as follows:
Ans(Qr, GD) = {(vi, vj) ∈ V × V |vi w→ vj , w ∈ L(r)}
Definition 2 (Single-source Query) A single-
source query Qr,v0 , applicable to the graph GD, is
defined by a regular expression r over ∆, and a
distinguished node v0 of GD. The answers to Qr are
defined as follows:
Ans(Qr,v0 , GD) = {vj ∈ V |v0 w→ vj , w ∈ L(r)}
2.3 Regular Path Query With Inverse
The notion of a Regular Path Query can be extended
to the notion of a Regular Path Query with Inverse
(RPQI [4], also sometimes called 2RPQ [3]), when
directed edges can be traversed in both directions.
Such queries can be particularly useful in directed
acyclic graphs, since for any pair of nodes related by
a path v1
w→ v2, there is no path from v2 back to
v1. Using the “inverse” operator allows an extended
notion of a path to exist between v2 and v1.
Conceptually, adding the inverse operator amounts
to duplicating the edges in the graph, adding, for each
existing edge, a parallel edge pointed in the opposite
direction. The additional edges semantically repre-
sent the inverse relation of those represented in the
original graph. We construct the labels of the new
edges in a systematic way, by appending a “−1” su-
perscript to the existing labels.
Formally, we consider the extended alphabet ∆′
defined by extending ∆ with an additional symbol
δ−1 for each symbol δ in ∆.
For a given graph of data GD, we construct the
extended graph G′D = 〈V,E′〉, where E′ is defined
as:
E′ = E ∪ {(vj , δ−1, vi)|(vi, δ, vj) ∈ E}
RPQI applied to GD are then simply RPQs on G
′
D.
Definition 3 (Multi-source RPQI) A multi-
source RPQI query QIr, applicable to the graph GD,
is defined by a regular expression r over ∆′. When
the query is applied to the graph GD, the answers to
QIr are the answers to the RPQ Qr applied to G
′
D.
Ans(QIr, GD) = Ans(Qr, G
′
D)
Single-source RPQI are defined in a similar way.
2.4 Example
As an example, we consider the graph of data shown
in figure 1a, and the following example queries, ap-
plied to this graph of data:
• Q1 = (1, a∗bb) is a single-source query that re-
quests all nodes that can be reached from node
1 by a path matching the regular expression
a∗bb. An automaton for this regular expression
is shown in figure 1. The answers to the query
are nodes 5 (path 1-4-5, bb) and 8 (path 1-2-6-
9-3-8, aaabb). For node 8, there exist an infinite
number of paths yielding this result, including
any number of traversals of the cycle 2-6-9-2.
• Q2 = (ac(a|b)) is a multi-source query that re-
quests all pairs of nodes related by a path match-
ing the regular expression ac(a|b). The answers
to this query are the pairs of nodes (1, 5), (9,
5) (both paths labeled aca), (1, 8), (9, 8), (2,
7)(paths labeled acb).
• QI3 =(1, a∗b−1), is a single-source RPQI, where
b−1 denotes following an edge labeled b in the
opposite direction. Answers to QI3 are nodes
4 and 7 (paths 1-2-5-4 and 1-2-6-7). Again, the
cycle 2-6-9-2 can be added to both of these paths.
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Figure 1: A query automaton.
2.5 Basic RPQ Algorithm
The main algorithm to answer such queries (detailed
below) was sketched in a 1989 paper by Mendelzon
and Wood [21].
We detail their general algorithm, which is the ba-
sis of most approaches (as we will show later on). We
will refer to this algorithm as the product automaton
algorithm, or PAA:
1. build a finite automaton A1 associated with the
regular expression r. The initial state of A1 is
q0, the accepting states are {qfi}.
2. consider the graph of data as an automaton A2
(nodes→ states, edges→ transitions), and com-
pute the cross-product of the automata Ap =
A1 ×A2.
3. • (single-source RPQ): the initial node in
the graph is set (N0): search Ap from the
initial state (q0, N0) to find all reachable ac-
cepting states (qfk, Nj). All nodes (Nj) are
answers to the single-source query.
• (multi-source RPQ): we are looking for
all pairs of nodes related by the regu-
lar path: search Ap from all initial states
(q0, Ni) to find all reachable accepting
states (qfk, Nj). All pairs of nodes (Ni, Nj)
are answers to the multi-source query.
For step 3, any graph search algorithm can be used,
such as breadth-first or depth-first.
2.6 Application to RPQI
Since RPQI query answering can be reduced to an-
swering RPQ on another graph, the same algorithm
can be used. However, the graph G′D is an artifact of
the definition and method, and is not materialized as
a database. Traversing an inverse edge amounts to
traversing an existing edge in the opposite direction,
and depending on the data model, this may not be
possible.
In a Web setting, this is prohibitively costly, be-
cause it means finding the hyperlinks pointing to a
given page, which could be anywhere. Discovering
all such links would require crawling the entire Web.
On the other hand, distributed graph databases can
be designed to efficiently support edge traversal in
both directions, which is required for graph query
languages such as Gremlin1.
2.7 Complexity
For database query languages, the traditional param-
eters considered in a complexity study are the data
size and the query size [29]. The cost of executing a
fixed query, as a function of the data size is the data
complexity, whereas if both the query and database
are considered variable then the cost is the combined
complexity in Vardi’s taxonomy [29].
The size of the data graph has two parameters, the
number of nodes |V | and the number of edges |E|.
For a regular path query, the query size is the num-
ber of characters and operators in the regular expres-
sion [22], which we will note m.
Based on these parameters, the cost of the PAA al-
gorithm is the cost of building the query automaton,
plus the cost of building and searching the product
automaton. In practice, only a subset of the product
automaton will be searched and built on the fly. How-
ever, in the worst case the full product automaton is
reachable and must be built and searched.
A non-deterministic query automaton can be built
in O(m) time and has O(m) states [22]. The product
automaton will have O(|V |.m) states and O(|E|.m)
transitions.
The complexity of a graph search (BFS or DFS)
over this automaton is therefore O(|E|.m + |V |.m).
The total combined complexity of the PAA algorithm
is therefore O((|E|+ |V |).m). We note that a varia-
tion of RPQ where the paths should be regular sim-
1http://gremlin.tinkerpop.com
4
ple paths (paths where nodes are not repeated) is
NP-complete [21].
2.8 Optimizations
To our knowledge, two approaches for optimizing the
PAA algorithm have been proposed.
The first one, introduced by Fernandez et al. in [9],
is based on graph schemas, i.e. partial knowledge of
the graph structure. A graph schema can indicate
that some paths, although they match a prefix of the
regular expression, will not lead to a solution. These
paths can then be pruned from the search space, and
thus reduce the cost of the search.
The second one, by Koschmieder [15, 16] (Yakovets
et al. [31] also discuss a very similar optimization),
is based on knowledge of the frequency of different
labels in the graph of data, and reduces the subgraph
explored in the query.
If the regular expression contains a label known to
be rare, the regular expression is split into smaller
queries around the occurrences of the rare label,
which are then used as “waypoints” for the query
execution.
For example, for our example query Q2 using the
regular expression ac(a|b), the label c is rarer than a
or b, only occurring three times in the entire graph
(whereas a and b occur 6 times each). The optimal
query execution would then start from all edges la-
beled c, which are the edges 4-3, 2-3, and 6-8, then
search backwards for a (i.e., a−1, using the notation
we introduced for RPQI) and forwards for a|b. This
produces only 3 starting points, as opposed to 6 if the
search starts from every a edge, and 12 if the search
started from all candidates for the last edge, which
may be labeled a or b.
This approach assumes that edges can be efficiently
traversed in both directions (as discussed for RPQI),
and is also mainly useful for multi-source queries: for
single-source queries, the starting point occurs only
once, and therefore constitutes the best rare waypoint
to begin the traversal from.
For both of these optimizations, it is worth noting
that the basic PAA algorithm is still used. In the
first case, the optimization helps prune the search of
the product automaton Ap, while in the second case
the main query is split into smaller subqueries that
are also executed using the PAA.
We can therefore consider the PAA algorithm to
be the fundamental basis of RPQ processing, and in
the rest of this paper we will focus on adapting this
algorithm to the distributed setting, without further
consideration for these optimizations.
3 RPQ Processing on Dis-
tributed Data
In this section, we discuss general strategies to pro-
cess RPQ on distributed data. Several query pro-
cessing strategies have been proposed for SPARQL
queries in general, in the Semantic Web setting (with
no specific consideration of the RPQ case, which is
part of the language since SPARQL 1.1), and others
have been proposed for the Web and for distributed
database systems.
We discuss their applicability to the case of RPQ
on non-localized data, with an evaluation of their
worst-case complexity.
3.1 Distributed Query Execution
The main distributed query processing strategy is
based on the idea of “query shipping”. In this strat-
egy, first detailed in [2], during the graph traversal the
query is shipped to the nodes hosting the edges being
traversed. This assumes that data is localized, in the
sense that edges point to nodes located at a specific
site of the distributed system (a specific server on
the semantic web, or a specific peer in a peer-to-peer
database system). There is therefore a distinction be-
tween local edges, which point to nodes on the same
server (the server where the query is being processed),
and outgoing edges, which point to a different server.
We can illustrate this on example graph of data,
shown in figure 1b. For example, to process a query
Q1 = (1, a∗bb), the query is first shipped to the lo-
cation where node 1 is stored. Local edges matching
the query are then traversed until solutions or outgo-
ing edges are found. In our example, the local edge
1-2 (labeled a) is traversed, followed by the outgoing
edge 2-6, also labeled a: the subquery (6, a∗ bb) must
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be shipped to the location where node 6 is stored.
The regular expression a∗bb represents every possible
suffix to the path aa, so that the full path will still
match the original query.
This approach was designed for localized data (e.g.
the graph of Web pages and hyperlinks), where the
node identifier would encode a single location. If the
data is not localized, the location of node 6 is un-
known a priori : one solution to find it is to check
every possible location, or broadcast a query for it.
The other problem is that there may be several loca-
tions for node 6, and ideally the query should not be
processed in parallel at all these sites, and instead a
single location should be chosen.
We note that while the technique presented in [2]
is designed for single-source queries, a similar idea is
used in [26] for an extension to multi-source RPQ for
weighted labeled graphs, where the path with mini-
mal weight is also computed.
It is also worth noting that with localized data,
supporting the “inverse” operator is problematic,
since incoming edges to a node can be located any-
where.
3.2 Query decomposition
As the previous strategy may cause a large amount
of traffic in shipping queries back and forth between
sites, a better solution may be the query decomposi-
tion technique proposed by Suciu [27], which allows
a query to be answered by exchanging only one pair
of messages (subquery-answer) between the querying
site and each other site.
The idea of this technique is to anticipate the query
shipping by enumerating all the possible “suffix” sub-
queries, and applying the subqueries to all “incom-
ing nodes”, i.e. nodes that have incoming edges from
other sites. The results of all these subqueries can
then be collected at the querying site to reconstruct
the sub-graph traversed in the query execution.
However, this strategy again requires distinguish-
ing “local” and “outgoing” edges in the graph of data,
i.e. it assumes localized data.
3.3 SPARQL Query Processing Ap-
proaches
In the Semantic Web context, SPARQL endpoints
are primarily intended to serve complex queries over
their local data, acting as servers for clients which
merely send a query and obtain the results. Recently,
there have been a number of proposals for client-side
query processing[14, 13, 28]: the idea is to unburden
the servers (which have availability issues) and in-
stead process the query on the client side, using data
retrieved on a per-query basis, usually by dereferenc-
ing URIs (and retrieving flat RDF files).
Research in this area has largely focused on the
identification of relevant data sources, and the incor-
poration of retrieved data into the query execution
process.
A basic approach to data source selection is to
dereference the URIs found during the query process-
ing [14], which is convenient as it does not require
any prior knowledge of sources. However, it implic-
itly relies on the assumption that the data describing
a resource identified by a given URI will be found by
dereferencing this URI. In other words, the assump-
tion is that Semantic Web data is localized, and since
this assumption is only partially true, techniques re-
lying on it must accept some level of incompleteness
in their results [28].
When many sources are known, and it becomes
desirable to only query a subset of these sources,
more advanced query selection can make use of var-
ious types of catalogs, indexes, or summaries of the
data available at each source [25, 13]. While these
indexes and summaries can help mitigate the prob-
lem of incompleteness [13], in practice they are often
unavailable [25].
For the actual execution of queries, query plan-
ning techniques can be adapted from the domain of
relational databases, and the key issue is the order-
ing of JOIN operations, and of their data retrieval
steps. However, these query planning techniques are
primarily designed for queries with a finite number
of JOINs. However, for RPQ, a path defined with a
Kleene closure (*) may involve an arbitrary number
of edge traversals, which are essentially JOINs, if the
data is represented by a table listing the edges of the
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graph (e.g. RDF triples). For single-source queries,
the obvious solution is then to start from the given
start node, and compute the JOINs iteratively.
Implicitly, the data for each JOIN is then also re-
trieved iteratively, and may involve as many itera-
tions as nodes are traversed in the graph of data.
Intuitively, this technique may retrieve only the data
needed for the query, but it requires many separate
requests.
This technique has been described as “bottom-
up” [17], and can be opposed to a “top-down” ap-
proach, which consists instead in retrieving all the
data relevant to the query in a single first step, be-
fore executing the query locally. The advantage of
the “top-down” approach is that it requires a single
query to each source, but the disadvantage is that in
that initial step, it is much more difficult to pinpoint
which data will actually be needed for the query.
For RPQ, a simple selection strategy can use the
labels that appear in the query. If the regular expres-
sion in the query doesn’t contain any wildcards, only
the edges with labels appearing in the query need to
be retrieved. In our example using the query Q1,
defined by the regular expression a∗bb, applying this
strategy would consist in retrieving all of the edges
labeled a or b. In cases where every possible edge
label appears in the query, or if the query contains
a wildcard symbol (“.”), this approach will result in
the full graph of data being retrieved.
3.4 Peer-to-peer Databases
In P2P database systems (e.g. Piazza [12],
Edutella [23], or SWAP [8]), it is assumed that a
finite number of sources exist, are known and avail-
able, and query processing typically makes use of all
the data sources. The data sources are connected in a
P2P network and communicate via specific messages
to retrieve data and process queries.
The same general approaches could also be applied,
although the primary mechanism to retrieve data is
then to broadcast simple queries to the participating
peers, which can then return a subset of their data
matching the query.
Recent proposals of Linked Data Triple Pat-
tern Fragments servers [30], designed to support
client-side query processing by serving basic filter-
ing queries, bring the Semantic Web domain much
closer to the P2P domain then before, and may shift
the problem of source selection towards a problem of
selecting relevant data within each source.
If a simple query can be selective enough, it be-
comes conceivable to broadcast it to every Linked
Data source, and obtain a much more complete set
of answers, made up of very little data from each
source, rather than querying few sources and retriev-
ing larger amounts of data from each.
3.5 Complexity Comparison
In this section, we discuss how the above query pro-
cessing techniques can be adapted for RPQ on non-
localized data, and compare their asymptotic com-
plexities for this problem.
3.5.1 Complexity Metrics and Parameters
Traditional cost metrics for distributed query pro-
cessing are message complexity and response time.
When the distribution is used to parallelize and speed
up the processing, the response time is the more rel-
evant metric; in this case however, the distributed
query processing algorithms primarily aim to reduce
the communication overhead of collecting all the data
in a centralized location. Therefore it is more rele-
vant here to focus on the message cost. Ultimately,
the communication overhead will also strongly affect
the final response time due to network congestion.
As for centralized query processing, the size of the
data graph (parameters |E| and |V |) and the size of
the query (m) are important complexity parameters.
In a distributed setting, the components of the sys-
tem can be represented as a graph, where the com-
ponents are nodes and the edges represent their com-
munication channels. This representation naturally
unifies peer-to-peer networks, where the graph rep-
resents the overlay network, and the Semantic Web
setting, where the client can be represented by a com-
ponent connected in a star pattern with all the rele-
vant data sources (servers).
The characteristics of this graph are also essential
cost factors: these factors are the number of nodes
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Np and the number of edges Nc.
As we have mentioned previously, each data re-
source (atomic piece of data) may be available in zero
to many arbitrary locations. However, we can con-
sider that the data replication rate k is a cost param-
eter: this means that on average, each data resource
is found in K locations, where K = k.Np. (to distin-
guish these, we will call K the replication factor, and
k the replication rate.) We note that for asymptotic
cost estimations, we will consider that K = O(Np).
3.5.2 Communication Primitives
In order to process a query, the sites can communicate
in one of two ways: broadcast or unicast messages.
Broadcasts are messages from one site to all the other
sites, and their cost is proportional to the network
size, whereas unicasts are point-to-point messages be-
tween specific sites. For the different query process-
ing algorithms, broadcasts will basically be used to
distributed queries (or subqueries), whereas unicasts
are used to return the responses to these queries.
In the absence of network topology optimizations,
and under the minimal assumptions of a reliable
asynchronous network [19] the message cost of broad-
casting a fixed-size message is O(Nc), and we consider
the cost of unicasts to be constant (independent of
network size).
As the centralized query processing algorithm (the
PAA) is of linear complexity, the network communi-
cation will be the performance bottleneck in a dis-
tributed query execution. We therefore focus our
comparison on the communication costs involved in
the query execution.
3.5.3 Top-down Query Processing
In this strategy, which we will call S1 in the rest of
the paper, the data is retrieved by a single broadcast.
If the edge labels appearing in the query are used for
selecting this data, then the size of this message is
proportional to the size of the query (O(m)). In the
worst case, the full graph of data is returned. As all
the peers storing data will respond, this means this
amount of data is multiplied by the replication factor
K. With K = k.Np, the amount of data being sent
by unicast is O(k.Np.(|E|+ |V |)).
3.5.4 Bottom-Up Query Processing
In the “bottom-up” query processing strategy, which
we will refer to as S2 in the rest of the pa-
per, the product automaton is constructed, with
O(m.|V |) nodes and O(m.|E|) edges. Searching this
graph, depth-first or in another order, has a cost of
O(m.(|V |+|E|)), counting one operation to read each
node or edge in the graph.
However, as the storage is not, in fact, local, this
“read” involves a broadcast search and several uni-
cast responses. This would imply O(m.(|V | + |E|))
broadcasts, and a total of O(m.k.Np.(|V |+ |E|)) re-
sponses sent by unicast. However, a simple optimiza-
tion where the graph of data is cached locally (rather
than being retrieved multiple times) reduces the num-
ber of broadcasts and unicasts to O(|V | + |E|) and
O(k.Np.(|V |+ |E|)), respectively.
3.5.5 Query Shipping
In the “query-shipping” strategy, which we will refer
to as S3, the PAA algorithm is executed, and in the
worst case every edge is an outgoing edge, meaning
there is a broadcast at every step of the product au-
tomaton search, with unicast responses to return the
data.
The cost is therefore similar to that of S2, except
that since the broadcasts are sent by different sites,
they cannot be cached, so the amounts of data be-
ing broadcast and unicast are O(m.(|V | + |E|)) and
O(m.k.Np.(|V |+ |E|)), respectively.
3.5.6 Query Decomposition
We will refer to this strategy as S4. In the worst
case, every edge at every site may be an outgoing
edge. This information must be broadcast, for sites
to identify their “incoming” nodes, and therefore the
message cost of this step is O(k.Np.|E|). The query
execution itself can be efficient, with only one broad-
cast (of the initial query) and one response per site.
However, in the worst case, which is that of each edge
8
being “outgoing”, the intermediate results returned
by the query could amount to the full graph of data,
replicated K times. The amount of data to be broad-
cast is therefore O(k.Np.|E|+m) and the amount of
data sent by unicast is O(k.Np.(|E|+ |V |)).
3.6 Conclusion
The study of worst-case complexity paints the some-
what naive “top-down” query processing strategy S1
in a very favourable light. However, its worst case
still involves transferring the entire graph of data over
the network, which is problematic. In addition, this
worst case appears quite likely to happen: with our
simple selection method, the mere presence of a wild-
card in the query is enough to cause it.
In any case, it appears that with every strategy,
we have an inescapable worst case where computing
a query actually requires the full graph of data, and
therefore the message cost can reach at least Θ(|E|+
|V |).
With very large datasets, even this baseline com-
plexity seems unmanageable. This motivates a search
for alternative strategies to reduce the costs: can we
anticipate very costly query processing by analyzing
the query? Can we cap the cost by interrupting the
processing once a limit has been reached?
For the second question, it seems clear that for
strategies S1, S3, and S4, the answer is no: once
the query is sent out, the querying agent has little
visibility or control over the processing. This is an
advantage of the iterative strategy S2.
In addition, although more costly than S1 in the
worst case, S2 also has the advantage that it only
retrieves the data needed for the query: this implies
that for selective queries, S2 may perform better.
We can compare the amounts of data broadcast
and retrieved for some “real-world” queries. Given
some concrete figures, we can then analyze the trade-
off between these quantities, and determine condi-
tions that favour one or the other strategy.
This is the object of the next section.
4 Cost Comparison on Real-
world Queries
4.1 Dataset and queries
In order to conduct an empirical study, we acquired
a “real-world” dataset from the biomedical domain,
with some meaningful queries to apply to this data.
The dataset is a graph of knowledge automatically
extracted from a corpus of pubmed abstracts [24].
The queries are the same ones used in [16]; the queries
and the dataset were kindly provided by the authors
of that study.
The graph has approximately 50,000 nodes and
340,000 edges. The nodes identify concepts such as
molecules, genes, or animal species, and the edges
represent relationships, such as a molecule activating
a gene or the terms simply co-occurring in the same
pubmed abstract.
The queries express meaningful associations be-
tween biological entities, and are expressed as multi-
source regular path queries, i.e. regular expressions
on the alphabet of edge labels. These regular expres-
sions are listed in table 2, with the number of solution
pairs to the multi-source query.
As the graph has 50,000 nodes, we can create
50,000 single-source queries from each regular expres-
sion (multi-source query). However, for many nodes
the relationship expressed by the query simply does
not make sense, which in practice means for most
nodes there will be no adjacent edges matching the
beginning of a query path, and therefore the cost of
evaluating the query will be basically nil. For the
queries of interest here, less than 2% of the nodes
were valid starting points. The exact number of valid
starting points for each query is given in the last col-
umn of table 2.
When evaluating the cost of queries, we will restrict
our analysis to these valid starting points. Obviously,
calculating the average cost when it is nil 99% of the
time would produce results of little value.
In order to compare the cost of strategies S1 and
S2 for these queries, one way would be to evaluate
them in a distributed setting, and vary the param-
eters of this distributed setting. However, for these
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s. broadcasts unicasts total
S1 O(m) O(k.Np.(|E|+ |V |)) O(m.Nc + k.Np.(|E|+ |V |))
S2 O(|V |+ |E|) O(k.Np.(|E|+ |V |)) O(k.Np.Nc.(|E|+ |V |))
S3 O(m.(|E|+ |V |)) O(m.k.Np.(|E|+ |V |)) O(m.Nc.(|E|+|V |)+m.k.Np.(|E|+
|V |))
S4 O(k.Np.|E|+m) O(k.Np.(|E|+ |V |)) O(k.Np.(Nc.|E|+ |V |) +Nc.m)
Table 1: RPQ for non-localized data: summary of asymptotic query processing costs.
strategies, the distribution parameters only directly
affect the cost of broadcasts or unicasts, which in
turn determine the cost of the query execution. We
can therefore compute the number of broadcasts and
unicasts required for each query, then calculate the
costs of each broadcast and unicast analytically for
the different values of the distribution parameters.
For this purpose, we first compute the number of
unicasts and broadcasts for these different queries.
4.2 Broadcast and Unicast costs
In the following analysis, we consider each symbol
(edge label or node identifier) transmitted in a query
or response as the unit of cost for message traffic.
The true cost would be obtained by multiplying our
values by the number of bytes per symbol, and adding
some overhead for the message headers.
4.2.1 Cost of S1
The processing of a query by S1 requires a single
initial query (broadcast) to retrieve all the data (a
subset of GD) potentially needed to process the RPQ.
This data is the set of edges whose labels are found
in the query, and the length of the initial broadcast
query is therefore the number of distinct labels in the
query.
The data matching the query is then returned by
“point-to-point” messages (unicasts). The amount
of data to be transferred is the number of match-
ing edges to the initial broadcast, multiplied by the
length of each edge: we consider that an edge is ex-
pressed as 3 symbols, two node identifiers and an edge
label.
It is important to notice that for strategy S1, the
cost does not depend on the query start node, and
is even the same for a single-source or a multi-source
query.
4.2.2 Cost of S2
In strategy S2, the PAA is executed locally, accessing
the remote data through broadcast searches.
During the search of the product automaton, at
each node there is a broadcast search to find neigh-
bours of the current graph node. Each time, the
broadcast query indicates the current node and the
labels of the potential outgoing edges, which are
the symbols associated with the outgoing transitions
from this automaton state.
The amount of data to be broadcast is the sum of
the lengths of all these individual queries. The data
returned as unicast messages is the set of edges in
GD that match them.
We assume a simple optimization whereby two
identical broadcast queries that are made at different
points of the algorithm will result in a single one be-
ing processed over the network, and the second time
its results are obtained from a local cache.
Unlike strategy S1, for strategy S2 each single-
source query will have a different cost.
4.3 Results
Figures 2a and 2b summarize the values obtained for
the above cost functions, with our biological queries.
For each regular expression, we compare side-by-
side the cost of S1 (which is the same for all the single-
source queries) and the costs of S2: we show here the
mean and the maximum cost. Note that the mean is
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Query Multi-source so-
lution pairs
Start nodes with
non-zero cost
q1 C+ “acetylation” A+ 1710 477
q2 C+ “acetylation” I+ 20 477
q3 C+ “methylation” A+ 0 477
q4 C+ “methylation” I+ 0 477
q5 C+ “fusions” P 0 477
q6 “fusions” A+ 8 2
q7 A+ “receptor” P 0 731
q8 I+ “receptor” P 0 366
q9 A A+ 80905 711
q10 I I+ 2118 354
q11 C E 249 364
q12 A+ I+ 49638 711
Edge labels (‘|’ means disjunction):
C = {interaction | interactions | binding | complex | interacting | complexes | interacts}
A = {activation | activity | production | induction | overexpression | up-regulation | induces | activates | in-
creases}
I = {down-regulation | inhibits | inhibited | inhibitor | inhibition}
E = {expression | overexpression | regulates | up-regulation | expressing}
P = {dephosphorylates | dephosphorylated | dephosphorylate | dephosphorylation | phosphorylates | phospho-
rylated | phosphorylate | phosphorylation}
Table 2: Biological queries: regular expression, number of solutions (multi-source), number of valid start
nodes
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(a) Broadcasts (b) Unicasts
Figure 2: Amount of data to be transferred by broadcast /unicast for the evaluation of the biological queries.
calculated only for valid starting points, i.e. it is the
mean of all non-zero costs.
These figures illustrate well the trade-off between
broadcasts and unicasts for the two strategies. Strat-
egy S1 always requires a minimal amount of data
to be broadcast, but also consistently retrieves fairly
large amounts of data via unicast. Strategy S2 has
typically higher broadcast costs and much lower uni-
cast costs, and is also much more variable. We note
that the queries considered here are all quite selective,
in the sense that they only retrieve a small fraction of
the data graph. S1 retrieves between 0.2% and 0.8%
of the graph, whereas S2 retrieves less than 0.1% of
the graph in almost every case.
However, due to this trade-off and the high varia-
tions in the cost of S2, it is unclear which strategy
is generally preferable. In the following, we exam-
ine this trade-off in analytical terms, in relation to
the parameters that determine the costs of broadcast
and unicast messages.
4.4 Cost functions
In order to express and compare the costs of S1 and
S2, we introduce the following notations:
• the number of distinct labels in a query q is noted
Qlbl(q),
• the number of matching edges, or rather the
amount of data encoding these edges, is noted
DS1(q,GD),
• Qbc(q,GD) describes the total amount of data
that is broadcast with strategy S2,
• The amount of data transferred by unicast for
S2, encoding the set of edges traversed by the
algorithm, is noted Ds2(q,GD).
• The data is replicated on average K times, where
K = k.Np.
In the above functions we have indicated the de-
pendencies of these quantities on q and GD as func-
tion arguments. In the following we leave these func-
tion arguments out in order to improve readability.
We also remind the reader that the number of mes-
sages for a broadcast in a connected network with Nc
edges is betweenNc (best case) and 2.Nc (worst case).
If the average (outgoing) node degree in the network
graph is d, then Nc can be approximated as d.Np.
Ignoring the protocol overhead for each message, we
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can therefore approximate the cost of broadcasting b
bytes of data as 2.d.Np.b.
We obtain the following cost functions:
costS1(q,GD) = 2.Nc.Qlbl + k.Np.Ds1
= 2.d.Np.Qlbl + k.Np.Ds1
= Np(2.d.Qlbl + k.Ds1) (1)
costS2(q,GD) = 2.Nc.Qbc + k.Np.Ds2
= Np(2.d.Qbc + k.Ds2) (2)
4.5 Query Execution Strategy Choice
Using equations 1 and 2, we can establish the fol-
lowing condition, determining whether S2 or S1 is
preferable :
2.d.Qlbl + k.Ds1 < 2.d.Qbc + kDs4
⇔ k.(Ds1 −Ds2) < 2.d(Qbc −Qlbl)
⇔ k
d
< 2
Qbc −Qlbl
Ds1 −Ds2 (3)
In the following, we will use the notation:
discr(q,GD) = 2
Qbc −Qlbl
Ds1 −Ds2
Equation 3 provides a discriminating condition to
choose between S1 and S2, independent of the net-
work size. Parameters d and k characterize the net-
work topology and the data distribution within this
network. Higher values of d (denser networks) in-
crease the cost of broadcasts, therefore favouring
strategy S1, that broadcasts less data, whereas higher
values of k (higher data replication rates) increase the
cost of retrieving data (each data resource retrieved
comes in more copies), therefore favouring S2, which
only retrieves the data necessary to execute the PAA.
We also know that k < 1 < d, because k > 1 would
mean that every peer has multiple copies of the full
graph of data, and in a network where d < 1 the
network graph cannot be connected2.
The sets of values for which S2 and S1 are optimal
can be visualized graphically as in figure 3.
2with the exception of the linear alignment of n peers, where
d = n−1
n
Figure 3: Optimality of S1 and S2 depending on k, d
and the query-dependent discriminating function.
This gives us the following discriminating condi-
tions:
• If Qbc(q,GD) ≤ Qlbl(q,GD) then S2 is necessar-
ily optimal. The trivial case is where the query
starting point is not valid, and this may also hap-
pen with very long and complex queries.
• If Qbc(q,GD) > Qlbl(q,GD), then in the 2-
dimensional space of values for k and d, S2 is
optimal in a triangle bounded by the lines of
equations k = 1, d = 1 and kd = discr(q,GD).
• For any other values of k and d that fulfil the
condition k < 1 < d, S1 is optimal.
• Note that if discr(q,GD) > 1, then S1 is nec-
essarily optimal, because the triangle described
above does not intersect with the region where
k < 1 < d.
For our example biomedical queries, of the 5622
single-source queries with non-zero cost3), in 42 cases
S2 is necessarily optimal, and for the 5580 others, ei-
ther S1 or S2 will be optimal depending on the net-
work parameters.
3Altogether we could apply each of the 12 multi-source
queries to 50,000 nodes, yielding 600,000 single-source queries.
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The problem is that while we can immediately
identify queries with zero cost, and have immediate
access to Qlbl(q) (the number of distinct labels in the
query), the other parameters are not readily acces-
sible. Therefore, discr(q,GD) cannot be calculated
without actually executing the query over the data
of interest, which means that despite this analysis we
still cannot tell, a priori, which strategy to choose.
One solution would be to estimate the remaining
cost parameters, which may be possible if we have ac-
cess locally to a sample of the data. Such an estimate
would have the added benefit that we could detect
the “worst case” situations, where the full graph of
data is likely to be downloaded, causing an overload
of network traffic.
The next section will explore two statistical graph
models that can be used to produce such cost esti-
mations.
5 Query Cost Estimation
5.1 Related Work
To the best of our knowledge, the only existing
method to estimate query selectivity is the “locality”
metric proposed in [20]. This metric mainly relies
on the distinction between “local” and “outgoing”
edges in the query itself to determine how many sites
need to be visited to answer the query, and assumes
that a bounded amount of data is stored at each site.
In most query languages (and in the basic definition
of RPQ) this distinction between local and outgoing
edges does not exist.
Several data structures have also been proposed to
“summarize” graph data, which allows a user to view
the structure of the data and the existing paths to be
queried, and can also be used to optimize query exe-
cution by pruning the search graph [11, 9, 5]. These
techniques mainly give indications of whether paths
exist, with no direct applications to cost estimation.
For XML data, some techniques to estimate the
selectiveness of path queries were proposed in the
context of the XPath query language [18]. These
techniques were designed for tree-structured data and
do not handle regular expressions. However, our ap-
proach is comparable, extended to arbitrary graphs
and regular paths.
5.2 Estimation
5.2.1 Network and Distribution Parameters
These parameters will determine the cost of a single
broadcast, and the multiplying factor for responses
returned by multiple peers. These parameters can be
obtained or estimated from simple queries. Ideally,
these queries should be supported by the communi-
cation protocol.
• Np, network size: can be obtained by broadcast-
ing a “ping” query, where each recipient simply
responds with an acknowledgement.
• Nc, number of network connections: can be ob-
tained by broadcasting a query requesting each
peer’s number of active network connections.
The sum of responses will be 2 ∗Nc.
• k, data replication rate: can be estimated by
querying for a small number of known data re-
sources, and counting the average number of re-
sponses. This will yield an estimate of K (data
replication factor), which can then be divided
by Np to obtain k. The accuracy of this esti-
mate depends on using a representative sample
of resources. Querying for more resources incurs
more costs but will improve the estimate.
5.2.2 Query selectivity
We now turn to the “query selectivity” functions:
• Qlbl(q) can be trivially obtained from the query:
it is the number of distinct edge labels appearing
in the regular expression.
• Ds1(q,GD) can be estimated by counting the la-
bel frequencies on a sample of the data, and mul-
tiplying by the total number of edges |E|. |E|
can be estimated by a broadcast query request-
ing a count of the distinct resources stored at
each site, then dividing by the expected replica-
tion K.
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• Qbc(q,GD) and Ds2(q,GD) are more difficult to
estimate. The message cost of executing a query
is linear in the data size, but only because in the
worst case it requires transferring exactly the full
data graph. In terms of true cost, there is no ev-
idence of a linear relationship between the cost
on a sample of the data and the true cost, if
only because it is highly unlikely that the start
node will be present in the sample. Instead, we
have explored the possibility of creating statisti-
cal models of the graph of data, then evaluating
the query against a larger random graph gener-
ated from this model. We have considered two
models, which we describe next.
5.3 Statistical Graph Models
5.3.1 Binomial Random Graph
The first model that we investigate is based on the bi-
nomial random graph model (or Gilbert model [10]),
where for any pair of nodes (v1, v2), there is a prob-
ability p that the edge (v1, v2) exists. Extending this
model to labelled graphs, for any label a, each edge
(v1, a, v2) exists with a probability p(a).
The probabilities p(ai) for the different edge labels
can be estimated by frequency counts.
Based on this model, the cost of a query can be
estimated by executing the PAA replacing the access
to the data graph with a function that randomly gen-
erates edges using the binomial distribution.
5.3.2 Bayesian-Binomial Random Graph
The disadvantage of the above model is that it com-
pletely ignores the graph structure, in the sense that
adjacent edges have independent probabilities of ex-
isting. In fact, in a real-world graph, it is likely that
the presence and labels of adjacent nodes are corre-
lated, due to the semantics of the relationships that
they represent.
A more elaborate model should therefore estimate
the probabilities of edges conditional to the existence
(and labels) of adjacent edges. Although such a
“static” model is difficult to describe, we can use a
“generative” model: as above we apply the PAA and
replace the access to the data graph with a function
that randomly generates edges, except this time we
generate edges using probabilities conditional to the
label of the edge that brought us to this node.
5.4 Evaluation
Based on the above models, we have evaluated the
quality of our cost evaluations using our biological
queries.
As we have noted previously, for S2 the cost fac-
tors (the amount of data that is broadcast, and the
amount of data retrieved by unicast) vary wildly.
However, they are also highly correlated, and we will
focus here on results for the number of edges tra-
versed during query execution, which can be consid-
ered an (inverse) measure of the query selectivity. It
seems unrealistic to hope to estimate the cost of a
specific single-source query without a detailed knowl-
edge of the graph of data, since applying the same
path query to different (valid) starting points yields
very different costs. However, these costs follow a
specific probability distribution, which we can con-
sider to be a good target for estimation.
For each query, we have therefore compared the
real distribution (frequencies) of costs for the differ-
ent start nodes, with the distribution of costs ob-
tained for many runs of our algorithm, using each of
the models. Specifically, since the graph has 50,000
nodes, we have 50,000 true costs, and we also ran
50,000 runs of the algorithms for the models. Recall
that 99% of the time, the cost is nil; this was true for
the models as well, within one or two percent.
We constructed the models using the full graph of
data: this allows us to evaluate the technique itself,
without the noise caused by imperfect sampling4. We
defer to future work the evaluation of approximate
models obtained using only a sample of the data.
In order to compare the probability distributions
of the true costs and the models, we have plotted
the three tail distributions (complementary CDF) for
each query: figure 4 shows the plots for a sample of
4Ideally, a representative sample of the data should pro-
duce the same graph label frequencies, and therefore the same
models. Variations due to imperfect sampling are not our main
concern here.
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the queries (4 queries). The others are comparable.
Note the logarithmic scale on the x-axis.
Across all queries, we observe that the first
model consistently underestimates costs, whereas the
Bayesian model tends to overestimate them, although
there are exceptions (as for query 6, shown in fig-
ure 4b).
As we have pointed out previously, there are no es-
tablished metrics or baselines to evaluate these mod-
els, so we will limit ourselves to an informal explana-
tion of these resulting figures.
The reason why the simple Gilbert model underes-
timates the likelihood of paths is that it ignores the
structure of the graph and therefore its semantics.
As we have mentioned before, for a given edge label,
there are only very few nodes for which the relation-
ship expressed by this label makes sense. This could
mean that at any point in a path, there is a very
low probability that such a path continues. And this
is the result obtained by the model: paths are very
short. However, as the query (and the data) is mean-
ingful, at any point along a path, edges will tend to
lead to nodes for which the relationship does make
sense, and the probability that the path continues is
higher than that found by the Gilbert model.
This is precisely the point of using conditional
probabilities in the Bayesian model. The Bayesian
model estimates the probabilities of outgoing edges of
a node conditionally to the label by which we reached
this node.
For example, we could be following paths labelled
a∗bb, where the label b might be very rare, but such
labels may be clustered together due to the seman-
tics of the relationship b. This would mean that the
probability of an edge b existing between two arbi-
trary nodes v1 and v2 may be very low, but might
be much higher if we know that v1 has an incoming
edge labelled b.
Where the Bayesian model falls short of perfection
is that although it may produce good estimates of the
number of outgoing edges from a given node, it then
picks the targets of these edges at random, ignoring
other structural properties of the graph such as clus-
tering (in an undirected graph) or edge transitivity,
the equivalent in a directed graph. These properties
mean that in real-world graphs, if two nodes v1 and v2
(a) Tail Distribution for query q1.
(b) Tail Distribution for query q6.
(c) Tail Distribution for query q8.
Figure 4: Tail Distributions for different queries: true
distribution, and estimates based on the two types of
statistical graph models.
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have a common neighbour v3, they are more likely to
be themselves connected than would be expected by
random chance. This implies that paths with a com-
mon origin will tend to merge together and explore
fewer nodes (than would be expected in a random
graph without those structural properties).
6 Example Scenario
Before concluding the chapter, as a way of illus-
trating the importance of the different analysis and
techniques developed here, we revisit the problem of
choosing a query execution strategy, with an example
scenario.
We consider a biomedical researcher (we will name
her Alice) involved in a data-sharing network. In
this network, there are 150 researchers, with an av-
erage of 6 connections each. The data they share is
the Alibaba dataset (the dataset we have been using
throughout this chapter), and each data item (edge
in the graph) is shared by 20% of the researchers, on
average.
Alice is looking for enzymes linked to the protein
known as p53, of central importance in cancer re-
search.
Specifically, Alice would like to apply the single-
source query q = (p53, C+“acetylation”A+) to the
shared dataset.
The regular expression is that of query 1 shown
in table 2, and C and A refer to groups of labels
given in the same table. C is a list of different terms
describing protein interaction, and A is a list of terms
describing the activation of chemical compounds (e.g.
enzymes).
In this scenario, the main questions are: how
should Alice evaluate the query in a way that min-
imizes the network traffic? How much traffic might
the query generate?
Following the analysis in section 4.5, we use the
discriminating function:
discr(q,GD) = 2
Qbc −Qlbl
Ds1 −Ds2
Alice can now estimate the different components of
this discriminant function:
• The network and distribution parameters Np, Nc
and k are obtained as described in section 5.2.1.
Alice obtains the values 150, 450, and 0.2. In
addition, she estimates the network density d to
be NcNp = 3.
• There are 18 distinct edge labels in this query,
so Qlbl = 18
• Alice estimates Ds1 on her local data: the labels
in the query represent approximately 0.5% of the
edges in the data. This means over the total
graph she can expect a value of around 1800 for
Ds1.
• We assume that Alice’s data produces accurate
edge label frequencies, and her estimate of the
distributions for Ds2 are as shown in figure 4a.
We note that in this model, the distributions
are given only for non-zero costs: Alice knows
that the protein p53 is known to interact with
many other proteins, so she is certain that there
are edges labelled A adjacent to the start node;
therefore the cost will not be zero. According
to the model, she estimates that there is 90%
chance that Ds2 will be less than 15, and around
10% chance that it will be much higher. How-
ever, despite the very high values generated by
the Bayesian model, she knows that it is bounded
by the value of Ds1 (1800).
• Alice’s model for broadcast costs (not shown)
provides her with a similar-looking figure, and
she finds there is a 90% chance that Qbc will be
less than 70, and a 10% chance that it will reach
a higher value. Using5 the bounds for Ds2, Alice
estimates that this higher value will be of the
order of 8000.
For the higher values of Qbc and Ds2, the use of
the discriminant function is unnecessary: it is obvi-
ous that the unicast costs of the two strategies will be
comparable, whereas S2 will have a very high broad-
cast cost.
5There is an approximately linear relationship between Ds2
and Qbc, we omit the details here.
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For the lower estimates of Qbc and Ds2, the dis-
criminant function is:
discrlow = 2
70− 18
1800− 15
= 0.058
and:
k
d
=
0.2
3
= 0.067
Therefore, kd > discrlow. This means that accord-
ing to these estimates, S2 has a 90% chance of being
better, whereas there is a 10% chance that S1 is bet-
ter.
Alice can now make an informed choice, based on
estimates that required mainly local processing, and
a small number of broadcast queries (to estimate the
network size and data replication rate, as discussed
in section 5.2.1).
It is worth noting that even if S1 turns out to be
less costly, with S2 Alice can also set an arbitrary
limit to the cost, and interrupt the query if the limit is
reached. This, of course, would come at the expense
of completeness.
7 Conclusion
We studied the problem of evaluating regular path
queries on distributed data, where data is not local-
ized, and is accessed through broadcast or unicast
messages.
Our complexity analysis shows that the worst-case
message cost of all the known algorithms is equivalent
to collecting the full graph of data locally (or higher),
which can be prohibitively expensive.
We compared the most promising approaches,
which are the centralized “top-down” and “bottom-
up” approaches (S1 and S2, respectively). Our an-
alytical and experimental comparison of these two
approaches showed that S1 generates most of its cost
by retrieving more data than necessary, while S2 only
retrieves the data that it needs, but requires more
broadcasts to locate this data during its execution.
Therefore, S2 performs better on more selective
queries, where S1 is very wasteful. However, un-
til now there were no known techniques to estimate
the selectivity of a query without executing it on the
dataset of interest. In order to address this problem,
we proposed a query cost estimation approach based
on two classes of statistical graph models. This ul-
timately provides a way to choose between S1 and
S2, and to evaluate the cost of processing a query
before potentially flooding the network with an ex-
cessive amount of traffic.
The above scenario shows how our techniques can
help support decisions regarding query execution
strategies. It is important to note that we have con-
sidered broadcasts to be queries distributed to all the
data sources: however, these results generalize to sit-
uations where alternative techniques (e.g. an index)
can be used to locate data items. In such cases, the
discriminant function has to be modified to account
for the new broadcast cost, but the rest of our ap-
proach is still applicable. With a lower broadcast
cost, strategy S2 becomes more attractive.
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