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We present a density difference based analysis for a range of orbital–dependent Kohn–Sham func-
tionals. Results for atoms, some members of the neon isoelectronic series and small molecules are
reported and compared with ab initio wave-function calculations. Particular attention is paid to
the quality of approximations to the exchange–only optimized effective potential (OEP) approach:
we consider both the Localized Hartree Fock as well as the Krieger-Li-Iafrate methods. Analysis of
density differences at the exchange–only level reveals the impact the approximations have on the
resulting electronic densities. These differences are further quantified in terms of the ground state
energies, frontier orbital energy differences and highest occupied orbital energies obtained. At the
correlated level an OEP approach based on a perturbative second–order correlation energy expres-
sion is shown to deliver results comparable with those from traditional wave function approaches,
making it suitable for use as a benchmark against which to compare standard density–functional
approximations.
I. INTRODUCTION
The accuracy of density functional theory (DFT)
within the Kohn–Sham (KS) approach (KS–DFT)1 is
strongly dependent on the approximations used in prac-
tical exchange–correlation (XC) functionals. Although
formally an exact theory, based on the Hohenberg–Kohn
theorems2, after four decades of growing applications and
success, it still struggles with the problem of defining
theoretically correct, non–empirical, robust and practi-
cally applicable XC functionals. In the last decade, sig-
nificant attention has been given to the use of orbital–
dependent XC functionals in the KS methodology at both
the exchange3–14 and correlation15–33 levels, which open
up new routes in the search for new DFT methods.
The use of orbital–dependent functionals naturally
leads to the optimized effective potential (OEP)
method34,35, which defines local KS potentials3,15,16,36
(for a review see37–39). To develop orbital–dependent
functionals experience from wave function theories
(WFTs) can be exploited to define a series of XC ap-
proximations that systematically converge towards the
full configuration interaction (FCI) limit40–42. This con-
cept has been named ab initio DFT17 and has proven
to be a very effective route for defining and deriving
orbital–dependent exchange–correlation functionals and
potentials. Recent applications of ab initio DFT16,17,24
show that these functionals are free of many of the limi-
tations of standard DFT. There is no self interaction er-
ror problem, they provide qualitatively correct exchange–
correlation potentials, total and correlation energies and
ionization potentials. They have also been successfully
applied to the description of van der Waals interactions43
and systems with quasidegeneracy24,27.
Recently the concept of difference radial–density
(DRD) distributions, defined with respect to the
Hartree–Fock (HF) radial density44, has been used to
compare the electronic densities calculated from DFT
approaches (both standard and orbital–dependent) and
WFT methods. In fact, it has been shown that the DRD
distribution
DRD(r) = 4pir2
[
ρ(r) − ρHF(r)
]
, (1)
with ρ any DFT or WFT density and ρHF the Hartree–
Fock density, can provide a useful tool in the development
and testing of new and existing exchange–correlation
functionals in KS-DFT. Based mainly on the DRD anal-
ysis it was shown42,44,45 that VWN546, LYP47 and other
correlation functionals do not individually represent sub-
stantial dynamic correlation effects in the KS potential
or electron density. Additionally, we have demonstrated
that at the exchange–only level of approximation, pop-
ular standard DFT exchange functionals, in addition to
their nominal role, represent some dynamic correlation
effects44,45.
In this paper we consider this analysis further and ap-
ply it to a range of orbital–dependent exchange–only and
exchange–correlation approximations. At the exchange–
only level we consider electronic densities calculated us-
ing the Localized HF (LHF)9 and Krieger–Li–Iafrate
(KLI)3 approximations. The DRDs constructed for these
approaches are compared with those from exchange–only
OEP as well as correlated ab initio DFT and WFT meth-
ods. The impact of the approximations involved in the
LHF and KLI approaches on the DRDs are analysed in
light of these comparisons. Additionally, the quality of
each approach is assessed in terms of its associated total
energy and the accuracy of the differences of highest oc-
cupied molecular orbital (HOMO) energy and lowest un-
occupied molecular orbital energy (LUMO), the HOMO–
LUMO gap. The latter provides a sensitive probe of the
2quality of the underlying KS effective potential. Accu-
rate data for the HOMO–LUMO gaps are obtained by
employing an inversion approach48 using coupled–cluster
singles–doubles and perturbative triples [CCSD(T)] den-
sities.
II. METHODOLOGY
In order to define orbital–dependent XC functionals,
potentials and correlated OEP–KS equations we will fol-
low the idea of ab initio DFT17, in which the density
condition36 together with coupled–cluster (CC) method-
ology is employed to derive orbital–dependent multiplica-
tive exchange–correlation potentials in the KS–OEP ap-
proach, defining a range of exchange–only and correlated
OEP methods.
The KS density condition36,49 states that, since by con-
struction the KS determinant ΦKS provides the exact
density at a given space–spin coordinate, any corrections
to the converged KS density, introduced by changes in
ϕi(r), must vanish
17,36,
ρ(r) = ρKS(r) + δρKS(r), δρKS(r) = 0. (2)
The density corrections δρKS(r) are written using the
density matrix correction ∆γpq from CC theory
50 or
many–body perturbation theory (MBPT), and then can
be expanded by orders in the perturbation V by separat-
ing the total Hamiltonian,
H =
∑
i
h(i) +
∑
i<j
1/rij (3)
into a zeroth–order part H0 and a perturbation V ,
H = H0 + V, V = H −H0 (4)
For the detailed diagrammatic and algebraic derivation of
working correlated OEP equations see Refs. 17,18,22,24.
The density condition at first order, δρ(1)(r) = 0, leads
to the exchange–only OEP (OEPx) equation,
∑
ai
ϕa(r)ϕ
∗
i (r)
[
〈a|Kˆ + vx|i〉
εi − εa
]
= 0, (5)
where Kˆ is the nonlocal HF exchange potential.
Throughout this work i, j, . . . denote occupied orbitals,
a, b, . . . unoccupied orbitals and p, q, . . . are used for gen-
eral (i.e. occupied or unoccupied) orbitals. The mul-
tiplicative exchange–only OEP potential, vx(r), corre-
sponds to the functional derivative of the exchange–only
energy functional, Ex[ϕKS], which has the form of the
usual exchange–energy functional from HF theory evalu-
ated on KS orbitals:
Ex[ϕKS] = −
1
2
∑
i,j
(ij|ji), (6)
with the two electron integrals defined as
(pq|rs) =
∫
ϕ∗p(r)ϕq(r)
1
|r − r′|
ϕ∗r(r
′)ϕs(r
′)drdr′. (7)
The KS orbitals employed are the solutions to the stan-
dard KS equation[
−
1
2
∇2 + v(r) +
∫
ρ(r′)
|r− r′|
dr′ + vxc[ρ](r)
]
ϕp(r) = εpϕp(r),
(8)
where v(r) is the external potential due to the nuclei, the
third term is the classical Coulomb potential and vxc(r)
is the local exchange–correlation potential.
Fulfilling the requirement of Eq. (2) through second–
order, δρ(2)(r) = 0, allows the definition of the orbital–
dependent OEP2 equations for the second–order corre-
lation potential. In this paper we will use the OEP2–
sc17 variant of this approach. The OEP2–sc correla-
tion functional takes the standard form of the second–
order energy expression in many–body perturbation the-
ory [MBPT(2)],
E(2)c =
1
2
∑
i,j,a,b
|(ia|jb)|2
dijab
−
1
2
∑
i,j,a,b
(ia|jb)(aj|bi)
dijab
+
∑
i,a
|fia|
2
dia
.
(9)
where the denominators are defined as
dia = fii − faa and dijab = fii + fjj − faa − fbb, (10)
where fpq are the usual Fock matrix elements defined in
terms of KS–OEP spin–orbitals,
fpq = ε
KS
p δpq − 〈p|Kˆ + vxc|q〉. (11)
For OEP2–sc the semi–canonical (SC) transformation of
the OEP2–KS orbitals is performed50, to reinstate orbital
invariance of the MBPT(2) energy for rotations which
mix occupied or virtual orbitals among themselves.
This method has been found to provide a stable al-
ternative to the other second–order correlated OEP2–
KS theories17,27,41–43, where problems with convergence,
overestimation of the correlation energy, and in many
cases poor quality of the correlation potentials were
encountered19,21,24,27,42. Recently the scaled–opposite–
spin version of the second–order correlated OEP method
(SOS–OEP2) was also proposed33.
In order to solve the OEP equations to determine the
exchange–correlation potential, which is then used in the
iterative self–consistent–field (SCF) solution of the KS
equations (see Eq. (8)), we use the finite basis set imple-
mentation of the OEP method from Refs. 6,7. It involves
a projection method7,51 for solving the required integral
equation, and by construction all potentials are expanded
in terms of auxiliary Gaussian functions.
To minimize computational difficulties that are of-
ten encountered in the application of the finite basis
set OEP procedure to both the exchange–only energy
3functional8,12,14,52–56 and that including correlation18,24,
which are the manifestation of the well–known instabil-
ity associated with numerical solutions of Fredholm in-
tegral equations of the first kind, we use the same care-
fully chosen uncontracted basis sets to represent both
the orbitals and potentials in our procedure8,17,24,27,51.
These issues have been discussed extensively in the lit-
erature and several schemes have been proposed for
managing this problem12,14,52–57. Since we use finite
Gaussian–type basis sets, which at large r decay much
faster than 1/r, an incorrect asymptotic behaviour of our
exchange–correlation potentials (which should decay as
−1/r) would be obtained. To ensure the correct asymp-
totic behaviour we use the Colle–Nesbet58 decomposition
of the exchange–correlation OEP potential into two com-
ponents,
vxc(r) = vSlater(r) +
Naux∑
t
ctgt(r), (12)
The first term
vSlater(r) = −
∑
ij
φ∗i (r)φj(r)
ρ(r)
∫
dr′
φ∗j (r
′)φi(r
′)
|r− r′|
+ c.c.
(13)
is the Slater potential59, which is responsible here for
preserving the -1/r asymptotic behaviour and is calcu-
lated on a grid. The second component is determined
via the OEP integral equation, where gt(r) are the aux-
iliary Gaussian basis functions and ct are the expansion
coefficients.
An alternative approach that approximates the
exchange–only OEP potential is the so called localized
Hartree–Fock (LHF) method9,60. In this method a local
exchange potential is derived starting from the approx-
imate assumption that the HF and the exact–exchange
Slater determinants are equal9. The resulting LHF ex-
change potential is
vLHFx (r) = vSlater(r) +
∑
i,j
′
φi(r)φj(r)
ρ(r)
× (14)
×
∫
φi(r
′)
[∑
k
φk(r)φk(r
′)
|r− r′|
− vLHFx (r
′)
]
φj(r
′)dr′ ,
where the molecular orbitals are assumed to be real. The
second term on the right hand side is the so called cor-
rection term and in its calculation the HOMO element
must be excluded from the double summation (as indi-
cated by the prime) to enforce the correct asymptotic be-
haviour of the LHF potential9. If all the i 6= j terms are
dropped from the summations in Eq. (14), the KLI po-
tential3 is recovered. We note that, despite the fact that
the LHF potential is not a functional derivative of any
energy functional61,62, it is computationally very stable
and generally regarded as a very good approximation to
the KS exact exchange potential, having been applied to
a range of different problems in quantum chemistry63–70.
Moreover, it is also derived within the common energy
denominator approximation (CEDA)10 and effective lo-
cal potential (ELP)12 methods as well as the first or-
der approximation to a linear Sham–Schlu¨ter equation25.
However, some studies have noted that the subtle dif-
ferences between the OEP exchange only and LHF/KLI
potentials can have significant effects in the calculation
of response properties71–73. The quality of the LHF/KLI
approximations is further examined in the present work.
To analyze the performance of the orbital–dependent
and standard KS–DFT methods, we use as a reference
the electronic densities calculated at the exchange–only
(HF) level, at the second–order Møller–Plesset (MP2)
and coupled–cluster singles–doubles with perturbative
triples (CCSD(T)) levels.
A. Computational Details
To compare the quality of different WFT and DFT
methods, we have performed calculations for several rep-
resentative systems, which can be divided into three
classes: i) atoms (He, Be, Ne, Ar), ii) the neon isoelec-
tronic series ( Si4+, Ca10+, Zn20+), without relativistic
corrections, and iii) small molecules (He2, N2, CO, H2O).
The calculations have been performed using different
computational approaches. In the ab initio DFT cat-
egory we used the exchange–only OEPx and correlated
OEP2–sc methods, as implemented in the ACES II pack-
age74. The OEP equations were solved in a fully self–
consistent manner together with the KS equations until
a final convergence criteria of 10−8 a.u. on the maximum
change in density matrix elements is reached.
As effective exact–exchange methods we considered the
orbital–dependent LHF and KLI, as implemented in the
TURBOMOLE program package75. The Slater poten-
tial was computed numerically60 and the correction term
using the conjugate gradient technique9. Hartree-Fock
orbitals have been used as starting orbitals for LHF/KLI
calculations, giving convergence in less than 10 SCF cy-
cles for all systems considered in this work. The energy
and density convergence criteria were set to 10−6 a.u.
Among the standard ab initio WFT methods, MP2
and CCSD(T) calculations have been employed to calcu-
late correlation energies and electronic densities.
The inverse–KS calculations were performed with
a development version of the Dalton2011 quantum
chemistry program76. The electronic densities for the
MP2 and CCSD(T) methods are obtained from relaxed
density matrices77–80 constructed using the Lagrangian
approach81–84. In order to determine reference KS
potentials, eigenvalues and HOMO–LUMO gaps corre-
sponding to the WFT densities we have employed the
inversion approach of Yang and Wu48. We employ the
same uncontracted basis sets for the expansion of the po-
tential and orbitals in this approach. The Fermi–Amaldi
potential is used to ensure correct asymptotic decay of
the calculated XC potentials. The smoothing norm pro-
4cedure of Heaton–Burgess et al.13,57 was employed with
a regularisation parameter of 10−5 and the calculations
were considered converged when the gradient norm was
below 10−8 a.u. For further details see Refs. 42,48. The
HOMO energies and HOMO–LUMO gaps determined
from these calculations for the MP2 and CCSD(T)
densities are labelled KS[MP2] and KS[CCSD(T)],
respectively.
1. Basis-sets
The selection of the basis sets in this work was mainly
dictated by the requirement of smooth and well-behaved
convergence of the OEP calculations. For this reason
all basis sets were constructed by partial or full uncon-
traction of medium size (triple zeta) basis sets originally
developed for correlated calculations. The choice of the
basis functions and the de–contraction schemes were op-
timized to ensure a smooth behaviour of OEP potentials,
especially because in all calculations where the KS po-
tentials needs to be expanded in terms of Gaussian basis
functions the same basis sets was employed for the po-
tential expansion as for the molecular orbitals.
In more detail, an even tempered 20s10p2d basis was
employed for He atom and He2 molecule; the uncon-
tracted ROOS–ATZP85 basis was used for Ne; for the Be
atom the ROOS–ATZP basis set was used with s and p
functions uncontracted; for Ar the uncontracted ROOS–
ATZP85 basis is used for s and p type basis functions,
whereas for d and f orbitals we used the uncontracted
aug-cc-pwCVQZ86 basis set. The uncontracted cc–pVTZ
basis set of Dunning87 was used for the molecular systems
N2, CO and H2O. For the neon isoelectronic series mem-
bers the following basis sets were used: in case of Si4+
the ROOS–ATZP basis set with s and p functions un-
contracted; for Ca10+ ion we used uncontracted ROOS-
ATZP basis set of Ne; the Zn20+ ion was calculated in
the ROOS-ATZP basis set with s functions uncontracted
and the g functions removed.
We remark that with this choice of the basis sets, es-
pecially for ionic systems, our HF and CCSD(T) results
differ from benchmark results88,89. Nevertheless, because
the main goal of the present work is to perform a relative
(and mostly qualitative) comparison between different
methods and because all the exchange-only as well as all
the XC methods considered here have a similar basis set
convergence behaviour (almost linear for exchange and
cubic for correlation), the analysis of the different results
is expected to be only slightly influenced by this issue.
Thus, the present computational set up should allow fair
comparison and assessment of the different approaches.
III. RESULTS
In this section we compare a range of orbital–
dependent exchange–only and exchange–correlation
functionals with reference results from WFT methods.
Different criteria are used to assess the quality of the
approaches. Firstly in Section IIIA, we assess the ac-
curacy of the total energies delivered by each method.
Then we consider in Section III B the density differences
(DRDs for atomic systems) relative to Hartree-Fock to
assess both the impact of correlation and the effect of
approximations in the derivation of KS-potentials on the
electronic density obtained. Finally, in Section III C we
compare the HOMO-LUMO gaps and HOMO energies
calculated for each approach.
A. Total energies
The total ground state energies are presented in
Table I. For each method the mean absolute error
(MAE) with respect to the reference values (Hartree-Fock
and CCSD(T) results for exchange-only and exchange-
correlation methods, respectively) are also reported. The
MAEs are separated for each class of systems (atoms,
neon isoelectronic series, molecules). The total MAE is
also reported in the last line of Table I.
Considering exchange-only methods, we see that they
all perform very similarly and are extremely close to the
reference HF results. This finding indicates the high
quality of these approaches for the description of ener-
getic properties of electronic systems. In closer detail,
we observe that the OEPx method delivers the smallest
deviations from HF, as expected. Instead, because of
the variational principle, LHF and KLI results are sys-
tematically slightly above the HF energy (except for case
of He, which gives exactly the same energy, by defini-
tion). Nevertheless, the LHF and KLI approximations
show reasonable agreement with the OEPx results for the
neutral atomic and molecular systems, typical differences
between HF and LHF/KLI being below 8 mH. Overall,
the results of Table I show that LHF and KLI have a
fairly similar performance, with error measures approxi-
mately twice as large as OEPx. Moreover, the deviations
obtained with LHF are slightly smaller than the ones
yielded by KLI. In this respect, it should be noted that
both methods employ the same (i.e. Hartree-Fock) total
energy expression but different (non-variational) poten-
tials. Thus, the difference between LHF and KLI origi-
nates only from self-consistent effects. In addition, it is
worth noting that the KLI potential is not invariant with
respect to orbital rotations, whereas the LHF energy is
stable in this respect9.
Considering the full exchange-correlation approaches
we can see that the OEP2-sc method reproduces MP2
results quite well and both have small deviations with
respect to CCSD(T), with a total MAE of about 10-12
mH. This behaviour can be attributed to the fact that
5TABLE I: Total energies (in Hartree) for Hartree-Fock and CCSD(T) methods. Differences (in mHartree) from these reference
values are shown for several exchange-only (X-only) and exchange-correlation methods, respectively. Mean absolute errors
(MAE) are reported for all systems as well as for the atomic, neon isoelectronic series and the molecular systems.
X-only methods XC methods
System HF OEPx LHF KLI CCSD(T) MP2 OEP2-sc
He -2.8617 0.0 0.0 0.0 -2.9025 5.6 5.6
Be -14.5730 0.6 0.6 0.7 -14.6619 19.9 19.7
Ne -128.5466 1.6 2.3 2.2 -128.9000 7.5 5.9
Si4+ -285.1801 1.2 7.7 7.7 -285.3462 2.4 2.1
Ca10+ -640.3120 1.9 3.1 3.3 -640.5276 3.1 3.0
Zn20+ -1552.5576 0.8 2.5 2.9 -1552.7104 1.4 1.4
Ar -526.8165 5.3 7.1 7.2 -527.4575 23.9 22.0
He2 -5.7234 0.0 0.0 0.0 -5.8051 11.1 11.1
N2 -108.9847 5.3 7.5 7.7 -109.4763 20.1 11.6
CO -112.7816 5.2 7.2 7.4 -113.2574 23.5 14.5
H2O -76.0578 2.0 3.2 3.5 -76.3869 14.9 12.7
MAEato 1.9 2.3 2.5 14.2 13.3
MAEiso 1.4 3.6 4.0 3.6 3.1
MAEmol 3.1 4.5 4.6 17.4 12.5
MAEtot 2.2 3.7 3.9 12.1 10.0
OEP2-sc has a second–order correlation potential based
on the MBPT(2) type energy functional. Interestingly,
the OEP2-sc MAEs are also slightly lower than the MP2
ones, which may be a result of the correlation effects
included in the orbitals by relaxation during the self–
consistent solution of the KS-OEP equations. Examining
the differences between the errors for different classes of
systems, it is interesting to note that the neon isoelec-
tronic series gives MAEs 4-5 times smaller than the ones
for the atomic and molecular systems, for both the MP2
and OEP2-sc methods. This result can be understood
from the relatively simple behaviour of the correlation
energies for the heavier ions88,89, which are very well de-
scribed by second–order perturbation theory.
B. Density-based Analysis
For a more detailed comparison about the potential
of orbital–dependent methods, we directly compare the
DRD distributions calculated relative to the HF radial
densities for the atomic systems. This allows us to in-
spect the influence of correlation effects on the density.
In Figure 1 we compare DRDs for the neon atom, cal-
culated using orbital–dependent KS functionals (OEPx,
KLI, LHF and OEP2-sc; top panel) and wave function
theory methods (MP2 and CCSD(T); middle panel). We
also report, for comparison, (semi-)local standard DFT
methods (SVWN546,90, BLYP47,91; bottom panel). The
CCSD(T) plots are our reference results.
Examining the plots we note that the OEPx DRD is
flat and almost overlaps with the x–axis (the OEPx den-
sity is almost identical to HF one). Including correla-
tion in the orbital–dependent calculations at the OEP2-sc
level provides a DRD that closely resembles the reference
MP2 and CCSD(T) results. The SVWN5 and BLYP re-
sults in Figure 1 show a similar behaviour to the reference
CCSD(T) DRD, except for their amplitudes, which are
much larger than the CCSD(T) results. However, this
reasonable overall behaviour arises because dynamic cor-
relation effects are represented mainly by the exchange-
only S and B88 functionals, which dominate DRDs ob-
tained from the total exchange-correlation SVWN5 and
BLYP calculations respectively44,45.
Interestingly, the LHF and KLI DRDs in Figure 1 are
not as flat as may be expected based on the analysis
of their total energies as presented in Section III A. It
appears that for r < 1. a.u. the LHF/KLI approxima-
tions lead to substantial differences in the DRDs relative
to HF but that their accuracy improves rapidly as r
increases. Furthermore, these errors give rise to a DRD
profile that to some extent mimics correlation effects
at small r. Examining the top panel in Figure 1 we
see that first downward peak (at r ≈ 0.08 a.u.) is also
present in the SVWN5 result. This peak corresponds to
a large density deviation at the nucleus (i.e. LHF/KLI
has less density at the nucleus than HF): however due
to the radial factor in Eq. (1) it appears as a small
peak at finite r (see also section III B 2). The following
upward peak (at r ≈ 0.28 a.u.) in the inter-shell region
closely resembles the one of OEP-sc, MP2 and reference
CCSD(T). The outer features of the correlated DRDs
are however not mimicked at the KLI/LHF level. Similar
observations were made by Teale and Tozer in Ref. 73
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FIG. 1: Difference radial density distributions (DRD;
see Eq. (1)) for the neon atom, calculated using orbital–
dependent OEP–DFT functionals (top panel) wave function
theory (WFT) methods (middle panel) and semi-local stan-
dard DFT methods (bottom panel).
and used to interpret the fact that LHF and KLI ap-
proaches yielded unexpectedly accurate NMR shielding
constants in Refs. 71 and72. Whilst energetically the
LHF and KLI approximations are reasonably accurate
their potentials are not the functional derivative of the
orbital–dependent exchange energy with respect to the
density. Instead errors (relative to OEPx) associated
with the approximations used in their derivation lead
to potentials that give rise to densities with errors
at small r in the core and near valence regions, as
manifested in the DRDs. The results here may go
some way to further explaining the results in Refs. 71
and72 for NMR parameters, since these properties are
sensitive only to regions close to nuclei and in these
areas the LHF and KLI results mimic correlation ef-
fects. This may explain why the calculated values exhibit
a quality closer to correlated GGA results than to OEPx.
1. Neon isoelectronic series
To analyse the behaviour of the different approxima-
tions in more detail, we present similar plots for a few
members of the neon isoelectronic series i.e. Si4+, Ca10+,
Zn20+ and Ne atom in Figure 2 . For clarity we present
results obtained from different methods in separate pan-
els. Moreover, we do not report KLI and OEPx results
here, because they are essentially indistinguishable from
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FIG. 2: Difference radial density distributions (DRD; see
Eq. (1)) for the Ne atom and a few members of the neon
isoelectronic series (Si4+, Ca10+ and Zn20+), calculated using
orbital–dependent OEP–DFT functionals (OEP2-sc, KLI and
LHF), wave function theory methods (MP2 and CCSD(T))
and semi-local standard DFT methods (SVWN5, BLYP).
Note that on the x-axes the radial coordinate r has been
scaled by the nuclear charge, Z.
LHF and HF results, respectively, on the scale presented.
We observe that a clear trend can be distinguished for
CCSD(T) and MP2. The DRDs become, of course, more
compact with increasing Z values (note that in the plot
Zr is reported on the x-axis). At the same time the
height of the different peaks is reduced with Z. This
trend is more accentuated for core features that are al-
most invisible (on this scale) already for Ca10+. The
reference trend is well reproduced by the OEP2-sc calcu-
lations. Thus, this method proves to describe the change
7in correlation effects on increasing Z with good accuracy
and reliability.
The same trend is also qualitatively reproduced by
pure DFT functionals. However, these approaches fail
to give a correct quantitative description of the DRDs
of the different members of the isoelectronic series: i)
the amplitude of the oscillations is overestimated , ii) the
decrease of the peak height with Z is slower and iii) an
additional downward peak is observed near the origin.
In contrast, the LHF calculations display a completely
different behaviour. In this case, in fact, the DRD peak
position is almost fixed at Zr ≈ 2.5 − 2.8 a.u. and the
amplitude of the DRD oscillations is almost constant
(actually slightly increasing with increasing values of Z).
This is opposite to what can be expected on the basis of
the accurate CCSD(T) calculations and so the effect of
LHF mimicking correlation breaks down as Z increases.
These results show therefore that the LHF potential
does not in general include proper correlation effects,
as expected from an orbital–dependent exchange-only
method. Rather, the features of the DRD plots can
be traced back to some limitations of the correction
term which cannot mimic accurately the exact-exchange
response term in the 1s-2s inter-shell region. On the
other hand, the fact that the DRD profiles are almost
independent from Z and vanish in the valence region
means that the LHF potential deviation from the OEPx
potential is only due to an almost constant term near the
core region. This error is therefore quite systematic and
LHF can be safely used as a reasonable approximation
to investigate exact-exchange in heavy ions.
2. Molecules
The density-based analysis presented so far for atoms
using DRDs, can be carried out also for molecules by
considering density differences just along one line. To
show this we report in Figure 3 the density difference
along the molecular axis of a CO molecule, relative to
HF, for different theoretical approaches. The shape of
the accurate MP2 and CCSD(T) density differences re-
flects a depletion of the density around the carbon atom
and an increase around the oxygen atom relative to HF.
This in turn reflects the fact that HF theory predicts
a qualitatively incorrect dipole moment for CO (−0.104
a.u. for HF compared with +0.111 a.u. for MP2), which
is corrected in the correlated methods by a redistribu-
tion of charge. We see once again that the OEP2-sc
method can reproduce the reference CCSD(T) and MP2
results with good accuracy. In contrast, both LHF and
the conventional DFT functionals show large density-
difference peaks around nuclei which are however also
present in atomic systems, see Section III B. The LHF
density-difference profile has qualitatively more in com-
mon with SVWN5 whereas in BLYP the peaks near the
nuclei are of opposite sign. This is consistent with the
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FIG. 3: Difference total density distributions (along the
molecular axis) relative to HF, for the CO molecule, cal-
culated using orbital–dependent OEP–DFT functionals (top
panel) wave function theory methods (middle panel) and
semi-local standard DFT methods (bottom panel).
analysis in Ref. 73.
C. KS HOMO-LUMO gaps and Ionization
Potentials
To complete our analysis we consider the KS HOMO–
LUMO gaps and HOMO energies delivered by each of
the methods in comparison with accurate values obtained
from KS[CCSD(T)] calculations. The latter have been
used here as reference values for the orbital energies and
energy-gaps to allow a direct comparison between all of
the methods using the same finite Gaussian basis sets.
For many of the systems considered here benchmark es-
timates of the orbital energies may be found in Refs. 92–
97. However, these values are calculated using a range of
different basis sets and different methodologies to obtain
accurate densities, making consistent comparisons with
our data difficult. Nonetheless we note that our values
are broadly consistent with those in Refs. 92–97.
The KS HOMO–LUMO gaps for each approach are
presented in Table II. The exchange-only methods
show in general an overestimation with respect to the
KS[CCSD(T)] values. However, for argon and beryllium
the opposite trend is obtained. This shows that the cor-
relation effects are subtle in this context and cannot be
easily predicted. For the atomic and ionic systems the
LHF and KLI gaps are rather close to the OEPx ones.
For molecules the gaps are reduced compared to OEPx
8TABLE II: HOMO–LUMO gaps (in eV) from various methods (see text for further details). Mean absolute relative errors
(MARE) with respect to KS[CCSD(T)] values are presented for the full set of systems as well as for the subsets corresponding
to neutral atoms (ato), the members of the neon isoelectronic series (iso) and molecular systems (mol).
System OEPx OEP2-sc KLI LHF KS[MP2] KS[CCSD(T)]
He 21.60 21.32 21.67 21.67 21.33 21.21
Be 3.57 3.64 3.54 3.54 3.63 3.61
Ne 18.48 16.45 18.47 18.48 16.81 17.00
Si4+ 104.02 100.61 105.11 105.11 102.37 102.45
Ca10+ 348.35 346.03 349.43 349.43 346.13 346.17
Zn20+ 1056.56 1046.56 1055.78 1055.76 1052.45 1052.43
Ar 11.41 11.43 11.06 11.09 11.45 11.51
He2 21.28 21.02 20.82 20.82 20.43 20.31
N2 9.21 8.37 8.73 8.78 8.41 8.51
CO 7.77 7.22 7.32 7.31 7.27 7.25
H2O 8.47 7.51 8.52 8.32 7.55 7.71
MAREato 3.1% 1.3% 4.2% 4.1% 0.7%
MAREiso 0.9% 0.8% 1.3% 1.3% 0.0%
MAREmol 7.5% 2.0% 4.1% 3.6% 1.0%
MAREtot 4.1% 1.4% 3.4% 3.2% 0.6%
and so move closer to the KS[CCSD(T)] values, leading
to an overall reduction in the error measures: the mean
absolute relative error for molecules (MAREmol) is re-
duced from 7.5% in OEPx to 3.6% in LHF.
The OEP2-sc method leads to a substantial improve-
ment of the HOMO-LUMO gaps, thanks to the inclusion
of correlation. In particular it yields smaller gaps than
OEPx for all the systems except beryllium and argon,
in line with the reference values. Thus, it appears to be
able to provide a qualitatively correct description of cor-
relation effects in all systems, unlike conventional DFT
correlation functionals which always increase the HOMO-
LUMO gap25. However, this result may benefit from a
strong cancellation of systematic errors as indicated by
the analysis of HOMO energies (see below). Moreover,
the OEP2-sc correlated approach leads for many systems
to a too strong reduction of the gap, resulting in an un-
derestimation of the KS[CCSD(T)] values. This makes
it somewhat further from the KS[CCSD(T)] values than
KS[MP2]. This finding supports the idea that OEP2-
sc results for the HOMO–LUMO gap should be treated
with caution and may also indicate that the orbital re-
laxation effects incorporated in OEP2-sc have a signif-
icant effect on determining the Kohn–Sham eigenvalue
spectrum. Nevertheless, overall OEP2-sc is the best of
the DFT approaches considered in the present work and
is substantially more accurate than typical conventional
DFT functionals.
In Table III we present the HOMO energies together
with their MAREs, obtained with the same methods as
in Table II. In this case, all the exchange–only meth-
ods (HF, LHF, KLI, OEPx) perform rather well com-
pared with KS[CCSD(T)] and with similar accuracy
(MAREtot below 9%). The KLI and LHF HOMO en-
ergies are very close to each other and slightly closer
to the KS[CCSD(T)] values, whereas OEPx is slightly
more similar to HF, consistent with the results in the
previous sections. On the other hand, the correlated
OEP method (OEP2-sc), despite being the best DFT
approach, provides only slightly more accurate results
relative to KS[CCSD(T)] than OEPx. In fact, its
MAREtot is 8% and thus much larger than for KS[MP2]
(MAREtot=1.5%). Considering the molecular results,
the MAREmol value is much larger for OEP2-sc than
for KS[MP2] and the individual values are substantially
different to the KS[CCSD(T)] reference values. Orbital
energies are particularly sensitive to the quality of the un-
derlying exchange-correlation potentials and these results
indicate that the OEP2-sc potential may be improved in
this respect. This is particularly clear when comparing
the OEP2-sc and KS[MP2] HOMO eigenvalues. The den-
sities for these two approaches are typically very similar
(see Figures 1- 3), whilst their HOMO eigenvalues differ
substantially. For N2 and H2O the effect of OEP2-sc cor-
relation is to make the HOMO eigenvalue more negative
than OEPx, whilst the reference values are more posi-
tive. Given the sensitivity of the HOMO eigenvalue to
the exchange–correlation potential this type of compari-
son may be a useful further test of other ab initio DFT
functionals.
IV. CONCLUSIONS
In this work we have presented a density-difference
based analysis of orbital–dependent exchange and
9TABLE III: HOMO energies (in eV) obtained from various methods (see text for further details). Mean absolute relative errors
with respect to the KS[CCSD(T)] values are also presented for the full set of systems as well as for the subsets corresponding
to neutral atoms (ato), the members of the neon isoelectronic series (iso) and molecular systems (mol).
OEPx OEP2-sc KLI LHF HF KS[MP2] KS[CCSD(T)]
He -24.98 -24.70 -24.99 -24.99 -24.99 -24.68 -24.56
Be -8.41 -8.66 -8.34 -8.41 -8.42 -9.07 -9.43
Ne -23.15 -20.97 -23.11 -23.12 -23.14 -21.01 -21.14
Si4+ -168.53 -161.40 -168.46 -168.47 -168.52 -164.08 -164.16
Ca10+ -593.40 -590.37 -593.33 -593.33 -593.38 -586.49 -586.51
Zn20+ -1847.95 -1823.08 -1843.90 -1843.88 -1847.93 -1826.46 -1826.30
Ar -16.07 -15.66 -16.03 -16.06 -16.08 -15.47 -15.58
He2 -24.98 -24.70 -24.83 -24.83 -24.98 -22.74 -22.62
N2 -17.16 -18.30 -17.12 -17.08 -16.67 -14.93 -13.96
CO -15.02 -14.65 -15.01 -14.97 -15.07 -13.56 -13.17
H2O -13.70 -14.25 -13.58 -13.66 -13.75 -11.44 -11.53
MAREato 6.3% 2.5% 6.4% 6.2% 6.3% 1.4%
MAREiso 1.7% 0.8% 1.6% 1.6% 1.7% 0.0%
MAREmol 16.6% 18.8% 16.0% 16.1% 15.9% 2.8%
MAREtot 8.8% 8.0% 8.6% 8.5% 8.5% 1.5%
exchange–correlation functionals in KS-DFT. The use
of ab initio DFT methods via the OEP approach gives
a partitioning of exchange and correlation contributions
much more in line with standard ab initio WFT meth-
ods. Comparison of OEPx and HF densities showed
that exact-exchange-only DFT densities are very simi-
lar to those obtained from HF. This is also reflected in
the comparison of their energies and HOMO eigenvalues.
We also considered the LHF and KLI approximations to
OEPx. These approaches deliver exchange and total en-
ergies that are close to that of OEPx and HF, however,
examination of DRDs relative to HF revealed substan-
tial differences between the LHF/KLI and HF densities.
In particular, their densities differ in the core and inner-
valence regions close to nuclei. Although they remain
accurate in the outer valence and asymptotic regions.
To assess the accuracy of exchange–correlation func-
tionals the DRDs associated with MP2 and CCSD(T)
theories were constructed and compared with standard
DFT results and the correlated OEP2-sc approach for
the neon atom and three members of the neon isoelec-
tronic series. The standard DFT distributions showed
a reasonable qualitative reproduction of the CCSD(T)
DRDs though their amplitudes were not highly accurate.
The OEP2-sc method delivers results of good accuracy
very close to the MP2 DRDs, as may be expected. Inter-
estingly, for neon the LHF and KLI DRDs show features
close to the nucleus that appear to mimic correlation ef-
fects in that region. To examine this further the Si4+,
Ca10+ and Zn20+ members of the neon isoelectronic se-
ries were investigated. Here similar conclusions were ob-
tained for the standard DFT functionals which qualita-
tively reproduce the MP2 and CCSD(T) DRDs and also
for the OEP2-sc method which closely reproduces the
WFT DRDs as Z increases. However, for LHF and KLI
as Z increases the qualitative behaviour of the DRDs is
different, exhibiting peaks close to the nucleus that are
almost unchanged with Z. This indicates that the mim-
icking of correlation in LHF and KLI is not a general
feature but rather derives from systematic errors of the
correction term in the inter-shell region.
To investigate further, density differences for the CO
molecule were considered. Again OEPx was found to give
density differences close to HF and OEP2-sc gave density
differences close to those from WFT methods. However,
LHF/KLI were found to have a different behaviour near
the nuclei, in agreement with the analysis of the isoelec-
tronic series and the one in Ref. 73. Accidentally, this
behaviour is slightly similar to that of the conventional
exchange–correlation functionals and may go someway
towards explaining the observations for NMR shielding
calculations in Refs. 71,72.
Finally the HOMO–LUMO gaps and HOMO energies
were considered for each of the methods. The results
were compared with values calculated corresponding to
accurate CCSD(T) electronic densities via the approach
of Ref. 48. These quantities were found to be a sensi-
tive probe of the quality of the approaches. In general,
the analysis revealed that correlation effects are quite
complex for these properties, giving different trends for
different systems, and that an accurate description of cor-
relation contributions is important for accurate results.
In particular, the study of the HOMO energies indicated
that even at the OEP2-sc level there are evident limita-
tions in the description of the correlation potential, so
that relatively poor improvements with respect to the
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OEPx results can be achieved. This could be partially
connected to the finite basis set implementation of the
correlated OEP procedure, in which the choice of basis
set used for the calculations play a crucial role in the
description of subtle correlation effects visible in HOMO
energies. Nevertheless, these limitations may be thought
to be mainly systematic and are thus often hidden by er-
ror cancellation effects, as in the case of HOMO–LUMO
gaps.
Overall, our results show that the ab initio DFT OEPx
and OEP2-sc approaches provide density-functional ex-
change and correlation energies that are similar to those
in traditional wave function approaches. We have also
shown that care must be taken when applying the LHF
and KLI approximate exchange approaches. Whilst these
approximations may be accurate in terms of their ener-
gies they can show important differences in the densities
and HOMO–LUMO gaps they produce. Nevertheless it
has been recently shown that LHF KS orbital energies
yield very accurate TD-DFT excitation energies for a
wide class of molecular systems68. Finally, good con-
sistency between the OEP2-sc and KS[CCSD(T)] results
was observed, supporting the idea that this method can
be used as a benchmark against which to test new density
functional approximations. Although, a deeper analysis
of the HOMO eigenvalues from this approach indicated
that some limitations exist also for this advanced method
and further work will be needed to improve the descrip-
tion of subtle correlation effects.
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