It is proved that the ring of Siegel modular forms in any genus is determined by doubly-even selfdual codes and the theta relations. The (higher) weight polynomials of such codes are proved to be the generators of the ring of invariants of a polynomial ring in 2 g variables under a certain speci ed nite group. Moreover codes are uniquely determined by their weight polynomials.
Introduction
The word code is used to mean a binary linear code, i.e. a linear subspace C of IF n 2 of dimension k, denoted n; k; d]. Here d is used to denote the minimal weight d = minfj j with 2 Cnf0g g. The weight j j is just the number of entries 1 in a codeword and is used as a number in Z Z or in IF 2 .
The vectors in C are also called codewords. The number n is called the length of the code. On IF n 2 we have the component-wise product of elements and the usual inner product with < x; y >= jxyj and x = xx. We denote as usual the element 0 = (0; : : : ; 0) and 1 = (1; : : : ; 1). The dual code C ?
refers to the orthogonally complementary subspace. A code is self ? dual when it coincides with its dual. There is the obvious formula jx + yj = jxj + jyj ? 2jxyj:
A code is called even i the weight of every codeword is divisible by 2. A code is called doubly?even i the weight of every codeword is divisible by 4. By the just mentioned formula a doubly-even code has the property C C ? . A code is usually given by a basis written as a matrix like the following examples.
Rep n = 0 1 : : : 0 1 = f0; 1g is a n; 1; n]-code (usually called repetition code) or C 1 = 0 1 0 1 1 0 1 0 is the unique 4; 2; 2]-code if one considers (as we will always do) two codes as equivalent if there is a permutation in S n , which maps one code to the other. A self-dual code always contains the code Rep n .
The most interesting self-dual codes have the further property of being doubly-even. Self-dual doubly-even codes only exist in length a multiple of 8 (or k = dim(C) = n=2 a multiple of 4). In the papers CP], PS] and P] self-dual doubly-even codes up to length 32 are classi ed. The method is always to glue the code together from easier subcodes. Especially the 4-words or tetrads or the subcode generated by 4-words are studied. After classifying the tetrads one regards the possible extensions by gluing vectors. These methods are very successful for small codes. For example it is easy to get the list of the nine self-dual doubly-even codes in length 24, in length 32 there are already 85 codes CP] . There is an obvious notion of direct product of codes and indecomposable codes. Of course only the indecomposable codes are interesting if one wants to classify codes.
We need later the formula # self-dual doubly-even codes in length 2n = 2 3 : : : (2 n?3 + 1) (2 n?2 + 1) which follows from the more general theorem in MST] that for any doubly-even n; s; d]-code T with 8jn and 1 2 T T ? (weakly self-dual) the number of (doubly-even self-dual) codes C which contain T is 2 3 : : : (2 n=2?s?2 + 1) (2 n=2?s?1 + 1): As an application of this formula one may conclude that H 8 Lemma. A d 2d-matrix of type (1; M) is a generator matrix of a self-dual doubly-even code i MM t 1 mod(2) and diag(MM t ) 3 mod(4):
Proof. A matrix of the given type has rank d. The rst condition means that any two vectors of the basis are orthogonal, which implies C C ? hence together with the dimension C = C ? . The condition for the diagonal implies that the basis vectors have weight divisible by 4 which gives doubly-even by induction due to the formula jx + yj = jxj + jyj ? 2jxyj. The other direction is obvious.
u t
For a code C in length n one de nes the weight polynomial as W C (x; y) = X 2C x n?j j y j j :
There is a de nition of biweight polynomial in Hu] . We give now a general de nition for a g th -weight The g th -weight polynomial P g is considered as a polynomial in B g = C f a with a 2 IF g 2 ]: One has P 1 (C) = W C :
The g th -weight polynomials are closely connected to the theory of modular forms. That will be the main theme of the paper. We call the number g the genus of the weight polynomial. We prove that codes are uniquely determined by their weight polynomials. Moreover the ring of Siegel modular forms (for the full modular group in weight divisible by 4) is the normalization of a homomorphic image of the ring generated by the weight polynomials of doubly-even self-dual codes. Hence from an algebraic point of view the theory of modular forms is just coding theory plus the study of the theta relations. In genus one and two there are no relations, in genus three there is one relation and for higher genus it is an open problem to determine the ideal of theta relations.
All of the theory can be easily generalized for codes over other nite elds or modules over Z Z=n etc.. The restriction to IF 2 is only chosen for simplicity.
Siegel modular forms
Throughout the paper we will use the following notations in accordance with R2] .)
It is well known that the group ? g is generated by J = 0 1 ?1 0 and 1 S 0 1 where S runs over all symmetric g g-matrix (1 is the 1 in Gl (g; Z Z)). The action of the modular group on the thetas of second order is given by: = 1 S 0 1 acts by (f a ) = i S a] f a and = J acts as follows: Let We set H g;4 = < AGl (g) ; i ; D S ; P S > the monomial subgroup in H g of index 1 3 : : : (2 g +1). The polynomial P g (C) is considered as a polynomial in B g = C f a with a 2 IF g 2 ]: By using the binary number convention we regard B g as the polynomial ring in the formal symbols f 0 ; : : : ; f 2 g ?1 .
The weight polynomials as de ned above are homogeneous polynomials of degree deg(P g (C)) = length(C) and have the following obvious property: 3.1. specialization formula.
P g (C)(XX 0 ; Y X 0 ; XX 1 ; Y X 1 ; : : :) = P g?1 (C)(X 0 ; X 1 ; : : :)P 1 (C)(X; Y ): This may be translated in terms of modular forms. The restriction of a modular form to decomposable points corresponds to a Segre embedding. This is described in R3]. The specialization formula may be generalized for g = r + s with the weight polynomials in genus g; r and s. 
C C C C A :
A self-dual code always contains the vector 1 (1 x = x = x x hence < x; 1 >=< x; x >= jxj = 0). Moreover the property of being a linear code may be expressed as Runge 3.3. The weight polynomial in genus g of a code which contains the vector 1 is always AGl (g)-invariant, where AGl (g) is considered as a subgroup of permutations in Gl (2 g ; Z Z).
3.4. The weight polynomial in genus g of a doubly-even code is always invariant under the action of D g , where D g is the abelian subgroup of H g generated by the diagonal matrices D S .
We have proved:
Theorem 3.5. For any (self-dual doubly-even) code the weight polynomial in genus g is invariant under the action of the group G g , hence P g (C) 2 CP g .
We have the homomorphism is isomorphic for genus g 2 and surjective for genus g 3. For general genus Th is only integral. Later we will see that the Th(P g (C)) are just theta series of canonically associated lattices. The main statement of this paper is the following Theorem 3.6. The ring CP g is generated by P g (C) for (self-dual doubly-even) codes C.
This theorem will be proved after some preparation. The theorem says that the MacWilliams identity is equivalent to self-duality. It is surprising to get the invariant ring in such an explicit way. The key point in our strategy will be the following: The group G g is generated by a monomial group and the MacWilliams identity W. The ring of invariants is computed in two steps. The rst step is to compute the invariants under the monomial group (see S1], S2] or R2], R3]). The second step is to apply the MacWilliams equation. The method to compute the invariant ring for the monomial group can be expressed in the framework of coding theory. By the surjectivity of the -operator we may suppose that the genus is higher than the degree of an invariant polynomial which implies that the expression of the invariant polynomial as a linear combination of code polynomials of doublyeven codes is unique. Then the MacWilliams equation implies that the occurring codes have to be self-dual. 2) + 4704(6; 6; 2; 2) + 29400(4; 4; 4; 4) + 2688(9; 1; 1; 1; 1; 1; 1; 1) + 336(8; 0; 0; 0; 2; 2; 2; 2) + 4704(6; 2; 2; 2; 4; 0; 0; 0) + 37632(5; 5; 1; 1; 1; 1; 1; 1) + 1176(4; 4; 4; 0; 4; 0; 0; 0) + 61152(4; 4; 0; 0; 2; 2; 2; 2) + 451584(3; 3; 3; 3; 1; 1; 1; 1) + 2201472(2; 2; 2; 2; 2; 2; 2; 2) P 3 (D Furthermore weight polynomials of (self-dual doubly-even) codes have the obvious properties:
3:10: P 1 (C)(0; 1) = 1 = P 1 (C)(1; 0) P 1 (C)(1; 1) = 2 dim(C) = #(C) P g (C) 2 Z Z f a with a 2 IF g 2 ]
(H g ; ) the coe cients of P g (C) are positive P g (C 1 C 2 ) = P g (C 1 )P g (C 2 ) (P g+1 (C)) = P g (C): One may ask if one may get back the code from its code polynomials. . We always use the standard one given by the binary number convention. The weight polynomial only depends on the isomorphism class of the code. This remark holds not only for self-dual doubly-even codes, but for all linear codes.
Example 3.11. The Hamming code H 8 is characterized by its weight polynomial P 3 (H 8 ) = (8) + 14(4; 4) + 168(2; 2; 2; 2) + 1344(1; 1; 1; 1; 1; 1; 1; 1):
The last term (1; 1; 1; 1; 1; 1; 1; 1) gives back the code. We choose one times any element in IF We have proved in R4] the surjectivity of the -operator. Hence it is no restriction for an invariant polynomial in CP g to suppose that the genus is higher than the degree. This will be used in the proof of theorem 3.6..
The surjectivity of the -operator may be used to consider invariant polynomials as living in arbitrary high genus, hence to regard the graded ring
For any degree l it is given by code polynomials of self-dual doubly-even codes of length l.
We de ne P 1 (C) = P g (C) for g dim(C) ? 1 as an element in CP 1 . For arbitrary codes containing 1 one may take the same de nition and regards P 1 (C as a solution of this problem together with the conditions 0 A 29 and A 6 = 1: But only the numbers A 2 f0; 2; 4; 6; 8; 10; 14; 22g correspond to self-dual doubly-even codes. Remark 3.13. One may as well study the group for self-dual codes which is generated by AGl (g) and the element W. If one denotes (as in R3]) the permutation P = (1; 2)(3; 4) : : : then WPW = E 2 . Hence a self-dual code is always even. In genus one it is a group generated by re ections of order 16, the ring of invariants is generated by P 1 ( 2; 1; 2]) = (2) = f 2 0 + f 2 1 and P 1 (H 8 ) = (8) + 14(4; 4). We denote by 2; 1; 2] the (unique) code generated by 0 and 1. For higher genus we regard the permutation Q = (1; 2)(5; 6) : : : which is the image of (1; 2) 2 H 2 under a diagonal embedding of the group H 2 and the equation WQW = diag(1; ?1; 1; 1; : : :). The equation proves that all the elements E ij are in the subgroup generated by AGl (g) and W.
Remark 3.14. Last, but not least we consider the genus one case. The group G 1 is a group generated by (pseudo) re ections of order 192 and the ring of invariants is given by . This is a result of Gleason Gl] . The corresponding result for modular forms is classical. A proof follows from the computation of the ring of invariants for the group H 1 given in R2], p. 68.
Remark 3.15. The diagonal code in H g We want to state just as a curiosity that there is a code sitting inside the group H g . One may take the imaginary part of the diagonal matrices in H g and gets a 2 g ; g + 1; 2 g?1 ]-code with automorphism group AGl (g). This diagonal code is for small genus neither self-dual nor doubly-even, but for genus g 3 it becomes double-even and weakly self-dual (i.e. 1 2 C C ? ). For genus one it is the 2; 2; 1]-code with S 2 as automorphism group, for genus two it is the 4; 3; 2]-code (sum zero code) with automorphism group S 4 , for genus three it is the Hamming code, for genus four it is the 16; 5; 8]-code RM (usually called Reed-Muller-code) with Aut(RM) = AGl (4) of order 322,560.
Codes and lattices
There are many ways to associate a lattice to a code. We refer to CS] for much interesting material. and self-dual doubly-even codes correspond to even unimodular lattices with h(S) 1. Codes are also in another sense the simplest lattices. As usual we call the elements of (euclidian) length 2 roots and the set of all roots root system. Self-dual doubly-even codes correspond (bijectively) to even lattices with a root system containing nA 1 (the root system contains an orthogonal basis of IR n ). Hence self-dual doubly-even codes are the easiest lattices with respect to the root system, see K1] .
There are many more lattices than codes. In dimension 8 the (unique) even lattice comes from the Hamming code H 8 = D ). In dimension 24 there are 24 even lattices (Niemeier), but only 9 coming from codes. In dimension 32 there exist 85 even lattices coming from codes, but more than 80 millions even lattices. In length 40 there are already more than 17,000 self-dual doubly-even codes.
The theta series in genus g for a lattice S or of dimension d is given for 2 IH g by is zero for 2k < g and k > 2g, see B] . For genus one, two and three the inclusion is an isomorphism and one may reformulate 3.6. (or 3.8. and 3.14.) as follows: Theorem 4.3. The ring L 4jk ? g ; k] is for g 3 generated by theta series of even unimodular lattices coming from self-dual doubly-even codes. For arbitrary genus L 4jk ? g ; k] is the normalization of C (C) ] for self-dual doubly-even codes C in its eld of fractions. Moreover the normalization map Th : A g ! Proj (CP g ) is a homeomorphism onto its image.
The ring of theta series of lattices is just the ring of stable modular forms F1]. A modular form f 2 ? g ; k] is called stable, if for any number i there exists a modular form F 2 ? g+i ; k] such that i (F ) = f. The image Th (CP g ) is a subring in the ring of stable modular forms. For 2k < g and 4js the -operator is an isomorphism (singular modular forms). That corresponds to the fact that a code of dimension d is determined by its weight polynomial in genus d ? 1. 5. Mean polynomials and the proof of theorem 3.6.
We considered the weight polynomials of self-dual doubly-even codes and proved the invariance under G g . Hence also the polynomial for H g to be the smallest g such that the monomial is admissible (One has to regard admissible monomials modulo the AGl-action). To avoid exceptions in the following formulae we use the (formal) genus zero case, i. for the symmetrization of an admissible monomial.
Theorem 5.2. The mean polynomial can be computed as 4 (4; 4) 1 1 + 2 2 + 8 2; 2; 2; 2 (2; 2; 2; 2) 1 (1 + 2 2 )(1 + 2) + 8 1; 1; 1; 1; 1; 1; 1; 1 (1; 1; 1; 1; 1; 1; 1; 1) 1 (1 + 2 2 )(1 + 2)(1 + 1) = (8) + 14(4; 4) + 168(2; 2; 2; 2) + 1344(1; 1; 1; 1; 1; 1; 1; 1) = P 3 (H 8 ) in accordance with the fact that H 8 is the unique self-dual doubly-even code in length 8. 
Liftings
In the same way as in the de nition of Eisenstein liftings for modular forms one may de ne a canonical map by symmetrization over the corresponding nite group. In this case there is of course no problem with convergency of a certain series, but does these maps de ne liftings ?
We for some constants which depend on the self-dual doubly-even codes C and C i . Conjecturely only codes C i with P r (C i ) = P r (C) occur. It would follow from this conjecture that for big genus r the map L r;s is indeed a lifting for weight polynomials. There is another map K r;s de ned by taking the same admissible monomial K r;s (f A ) = f (i r;s (A)) : We always have s?r (K r;s (f)) = f hence we get a lifting, but only for r 1 2 deg(f) ? 1 it follows from theorem 3.6. that we get an invariant polynomial in CP s for f 2 CP r (any invariant polynomial is a linear combination of P 1 (C) for codes C and K r;s (P r (C)) = P s (C) = P 1 (C) for r dim(C) ? 1).
Self-dual codes
The method of the previous sections also work for self-dual codes. We only want to state the results. The relevant group is generated by AGl and W. In the notations of lemma 2. g is generated by P g (C) for self-dual codes C.
The admissible monomials correspond to even codes containing 1. The lattices (C) are unimodular lattices (but in general not even In the notation of chapter two we have (? g (1; 2)) = (N g ; AGl (g); M i )= ( 1): The matrices M 1 and W di er by an eighth root of unity. Hence for this level the relation between codes and modular forms is smooth only for the 4-ring.
The computation of the invariant ring for genus one is started in 3.13. There is of course some freedom in choosing invariants in degree 6,8 and 12.) One may check that W(P 2 ) = P 2 W(P 6 ) = ?P 6 W(P 8 ) = P 8 W(P 12 ) = ?P 12 :
Hence B
(AGl(2);W ) 2 = C P 2 ; P 8 ; P 2 6 ; P 6 P 12 ; P 2 12 ] is a hypersurface of degree 36. This result is already contained in Hu] and cited there from a joint paper of MacWilliams, Mallows and Sloane. One may rewrite this. The invariant ring is generated by biweight polynomials of self-dual codes in length 2,8,12,18 and 24. The code in length 2 is the unique Rep 2 -code, the code in length 8 may be chosen as the Hamming-code and the other codes are easy to choose.
For computing modular forms one has to deal with the group of order 4608 ? M 1 ; S 4 ; diag( 1; 1; 1; 1) :
The group (S 4 ; diag( 1; 1; 1; 1); T) is again a subgroup generated by re ections and one may check that M 1 (P 2 ) = iP 2 M 1 (P 6 ) = iP 6 (1; 2) ; k] is the normalization of C (C) ] for self-dual codes C (of length divisible by 8) in its eld of fractions. Moreover the normalization map Th : A g (1; 2) ! Proj(C P g (C)] (for self-dual codes C) is a homeomorphism onto its image.
