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ESTIMACIÓN DE VARIABLES ALEATORIAS USANDO MÍNIMOS C UADRADOS 
 




En este artículo se encuentra el mejor estimador de una variable aleatoriaX  
dada la variable aleatoria Y en el sentido de los mínimos cuadrados.  





In this article finds the best estimator of a random variableX  given the random 
variable in the sense of the square minimums. 
 
KEYWORDS : Random variable, Square minimums and Conditional 
expectation. 
 
 EDGAR ALIRIO VALENCIA 
ANGULO 
Profesor Auxiliar, Magíster en 
Ciencias Matemáticas 
Departamento de Matemáticas 
Facultad de Ciencias Básicas 




Profesor Titular, Magister en 
Instrumentación Física   
Departamento de Matemáticas 
Facultad de Ciencias Básicas 
Universidad Tecnológica de Pereira 
femesa@utp.edu.co 
 
YURI ALEXANDER POVEDA 
 
Profesor Asociado, Matemático, Ph.D. 
en Ciencias Matemáticas. 
Departamento de Matemáticas 
Facultad de Ciencias Básicas 






Uno de los conceptos más importantes que se estudian en 
probabilidad por sus diferentes aplicaciones  es la 
esperanza condicional de una variable aleatoria con 
respecto a una descomposición medible finita o con 
respecto a otra variable aleatoria la cual es medible con 
respecto a  una descomposición. 
 
En el estudio de la esperanza condicional, consideramos 
que tenemos un experimento aleatorio con un espacio de 
probabilidad ( )P,, ℑΩ  y kDD ,,1 Κ son k  eventos 








 y Φ=∩ ji DD   para todo ji ≠ , es decir, 
estos eventos forma una partición de .Ω  
 
Teniendo en cuenta lo anterior vamos a definir la 
esperanza condicional de una variable aleatoria X  con 
respecto a una descomposición medible ,Λ la cual la 
denotaremos por ( )ΛXE  y este concepto nos permitirá 
demostrar un resultado que se presenta en [3], el cual 
dice: si X , Y son dos variables aleatorias, entonces 
( )2)(XfYEnfi f −  
se obtiene para ( ),)(* XYEXf =  por consiguiente 
el mejor estimador de Y en términos de X , en el sentido 
de los mínimos cuadrados es la esperanza condicional 
( )XYE  una variable aleatoria dada en el sentido de los 
mínimos cuadrados. 
 
2. ESPERANZA CONDICIONAL CON RESPECTO 
A DESCOMPOSICIONES FINITAS 
 
A partir de una variable aleatoria dada y de la  definición 
de probabilidad condicional elemental, si nos situamos en 
un espacio de probabilidad finito ( )P,, ℑΩ  y si se 
considera una partición medible se puede definir una
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nueva variable aleatoria, la cual tiene propiedades 
interesantes que vamos a desarrollar. 
Definición 1 Decimos que { }kDDD ,,, 21 Λ=Λ  es 
una descomposición medible de Ω si Φ≠iD , 
Λ∈iD , Φ=∩ ji DD  si ji ≠ , Ω== i
k
i D1Υ  
y 0)( >iDP para ki ,,2,1 Λ= . 
Por lo tanto podemos definir la esperanza condicional de 
una variable aleatoria X con respecto a una 
descomposición medibleΛ , como se presenta en [1] . 








Proposición 2 Sea ( )P,, ℑΩ  un espacio de 
probabilidad, Λ una descomposición de Ω  y X y 
Y variables aleatorias que toman valores en forma finit . 
Entonces: 
(1) ( ) ( ) ( )Λ+Λ=Λ+ YbEXaEbYaXE  donde 
ay b son constantes. 
(2) ( ) ( ).XEXE =Ω   
(3) ( ) ccE =Λ donde ces constante. 
(4)  Si FIX = , entonces ( ) ( ).Λ=Λ FPXE  
(5) ( ) ( )XEXEE =Λ)(  propiedad de la doble 
esperanza. 
La demostración se puede ver en [2]. 
Definición 3 Sea ( )P,, ℑΩ  un espacio de probabilidad, 
{ }kDDD ,,, 21 Λ=Λ  una descomposición de Ω  y 
Y una variables aleatoria. Decimos que Y es 








, donde algunas iy  pueden ser iguales. 
Proposición 4 Sea ( )P,, ℑΩ  un espacio de 
probabilidad, { }kDDD ,,, 21 Λ=Λ  una 
descomposición de Ω  y X y Y variables aleatorias que 
toman valores en forma finita.  Si la variable aleatori  
Y es medibleD − , entonces ( ) ( ).Λ=Λ XYEYXE  
En particular ( ) .XXE =Λ  
La demostración se puede ver en [4].  
Teorema 5 Si Λ una descomposición de Ω  y Y  una 
variable aleatoria ,medible−Λ  entonces  
( )( ) ( ) )2()()( YXfEYXEYfE =  
para toda función  )(Yff = . 
Demostración Como la variable aleatoria Y  es  




























donde )( ij yfx = , ( ){ }jj xYfD == )(: ωω ,  
así   )(Yff =  es medible−Λ y  
( )( ) ( )( ) )5()()( Λ=Λ YXfEEXEYfE  
y por la propiedad de la doble esperanza, finalmente 
obtenemos la expresión  
( )( ) ( ) )6(.)()( YXfEXEYfE =Λ  
Teorema 6 Sean X  y Y  variables aleatorias. La 
esperanza condicional ( )XYEXf =)(  es 
el mejor estimador de Y ,  en términos de X . 
Demostración Llamemos ( )2)()( XfYEXG −=
( ) ( ) )7()())((2)( 22 XfEXYfEYEXG +−=  
por el Teorema 5 tenemos que 
( ) ( )( )XYEXfEXYfE )()( = , por lo tanto  
( ) ( )( ) ( ) )8(.)()(2)( 22 XfEXYEXfEYEXG +−=
 
Como queremos hallar el mínimo, derivamos )(XG . 
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 donde XD  
es la descomposición inducida por la variable X ,
entonces ( ) .0' =XYE  
Así, igualando a cero la derivada de G , tenemos  
( ) ( )( ) )10(.0)(')(')( =− XYEXfEXfXfE  
Por linealidad  
( )( ) )11(0)(')(')( =− XYEXfXfXfE  
de donde  
( )( )( ) )12(0)()(' =− XYEXfXfE  
y se tiene que  
( )( ) )13(0)()(' =− XYEXfXf  
por lo tanto ( )XYEXf =)( . 
Así que, ( )XYEXf =)(  es el mejor estimador de Y  





La esperanza condicional de una variable aleatoria dad  
con respecto a otra , se puede interpretar como el ejor 
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