We present a graph drawing system for gener<al undirected graphs with straight-line edges. It carries out a rather complex set of preprocessing steps, designed to produce a topologically good, but not necessarily nice-looking layout, which is then subjected to Davidson and HareI's simulated annealing beautification algorithm. The intermediate layout is planar for planar graphs and attempts to come close to planar for nonplanar graphs. The system's results are significantly better, and much faster, than what the annealing approach is able to achieve on its own.
Introduction
A large amount of work on the problem of graph layout has been carried out in recent years, resulting in a number of sophisticated and powerful algorithms. An extensive and detailed survey can be found in [HETT93] . Many of the approaches t,aken are limitecl to special cases of graphs, such as trees or planar graphs; ot,hers concentrate on special kinds of layouts, such as rectilinear grid drawings, or convex drawings. In this paper, we continue the work of Davidson and Hare1 [DH89] , which addresses the general problem of drawing arbitrary undirected graphs on the plane, with edges drawn as straight-line segments.
The goal is to try to achieve as "nice" a drawing as possible.
The work in [DH89] uses simulated annealing to maximize a cost function that reflects the aesthetic quality of the drawing. according to the following crit,eria: (i) distributing vertices evenly, (ii) making edge lengths unifornl, (iii) minimizing edge crossings, and (iv) keeping vertices from coming too close to edges.
The system developed in [DH89] performs well on small graphs, but becomes unsatisfactory when applied to graphs of over 30 vertices or so, especially with respect to minimizing edge crossings. Planar graphs that do not result in planar layouts are particularly annoying. *Part of this author's work was carried out during a visit to INKIA, Sophia Antipolis, in September, 1993. The basic idea in the present work is to use some rather intricate algorithms and heuristics -part known and part new -to first obtain a rough approximation to a drawing, with special emphasis on minimizing edge crossing, but with very little that has to do with aesthetics, and then to submit the result to the annealing system of [DH89] f or eautification according to the b other criteria.
Our system employs several phases. Phase A tests for planarity, and is carried out by the algorithm of [RL76, LEC:67], using PQ-trees.
The system then deals somewhat differently with planar and non-planar graphs. The case of planar graphs is simpler, and in it we carry out the following: Phase B uses the /'Q-trees-based algorithm presented in [CNA085] to construct a planar embedding, i.e., an ordered list of the neighbors of each vertex, which, if layed out appropriately in cyclic order around the vertex, leads to a planar drawing.
Phase CY then uses the embedding lists produced by the previous phase to actually draw the graph. The output is a planar drawing with (crossing-free) straightline edges. To carry out this phase we had to design a special drawing algorithm, which is a generalization of the algorithm of [FPPM, CP9Ol.l Phase D is the fine-tuning part of the simulated annealing system of [DH89], slightly modifed.
For nonplanar graphs, the phases are as follows:
Phase A: Planarity testing.
Phase B-: Extracting planar subgraph.
'This is the most technicaly involved part of our work, ald we have devoted a separate paper to the detailed description and analysis of this algorithm; see [HS93] .
Phase H: Planar embedding.
Phase H+: Reinserting removed edges. Phase (7: Planar drawing.
Phase D': Extended randomized beaut,iticat.ion.
Phase I? uses yet another application of the PQtrees algorithm, described in [Kan92, JTS89], t,hat attempts I;O find a maximal planar subgraph in the input graph, by eliminating as few edges as possible. The subgraph produced by this phase is then subjected to the planar embedding algorithm of phase H. Following this, phase H+ reintroduces the eliminated edges, while trying to minimize the number of crossings that arise by doing so. At each crossing point a new vertex is inscrt,ed, yielding again a planar graph.
This planar graph is t,hen drawn in phase C and is beautified by phase D' in a manner similar to that of planar graphs. However, we have had to extend the randomized algorithm of [DH89] with new components that try to overcome distortions introduced by phase R+.
As far as planar graphs are concerned, our system achieves a significant improvement over the annealing system of [DH89] . In general, all planar graphs are drawn planar. In fact, planar graphs with 50 vertices yield drawings that have a clear close-to-perfect. look. The running t,ime is also significantly improved. as the inherently slow annealing process is not, burdened with having to find a solution, but only with "massaging" a topologically suitable layout into a nice-looking one. For graphs that can be nlade planar by rxtractirlg a small number of edges, the results arc still good, and compared with the annealing system ours has the advantage of being stable: In subsequent runs the results are much the same and are all fairly good. while in the annealing system results can vary widely from run to run -:some are acceptable, and some are not.
For graphs that are far from planar (i.e., ones t.hat require the elimination of more t,han 10 edges or so for planarization), improvements are still requirccl, and the system's results can still be worse than a manually produced clrawing, even for medium sized inputs.
Section 2 describes the simulated annealing system of [DH89], which was the starting point for the current work. We next discuss our treatment of planar graphs: Section 3 contains a brief description of the drawing algorithm of phase C' for planar graphs, and Section 4 describes some heuristics used to enhance this drawing algorithm and improve its output. Section 5 describes the changes and extensions introcluced for the case of nonplanar graphs, including the algorithm used to reinsert edges in phase B+, and the co~~~ponc~~ts added to the randomized algorithm in phase 11' to minimize damagr caused by the reinsertion. Section 6 discusses some examples of drawings obtained by the system, with the goal of highlighting the improvements over [DH89] . Section 7 summarizes the asympl,otic. time-complexity of the various parts of the syst,em, and includes a table of perforrna.nce st.at,ist.ics for t,he examples of Section 6. Finally, Section 8 contains some directions for future work.
Randomized beautification
This part in our system is an adaptation of the work of Davidson and Harel [DH89] , in which they applied the simulated annealing paradigm to the problem of drawing graphs nicely. We incorporate their syst,em as our final phase, after a topologically acceptable, but non necessarily nice-looking layout has been found in the earlier phases. In this section we briefly describe t.he sysltm of [DH89], and our adapt.ation and IISC: of it. Simulated annealing tries to find a configuration t,hat minimizes a cost function [LA2871 carefully designed to capture the "niceness" of a drawing. Minimization is attcmptecl by a process that starts from some initial randorn drawing, and repeatedly improves it, as follows. Given the rurrent candidate drawing (T, a new candidate (T' is generated. that is close to u, and the following annealing c.ondition is tested:
Let E and E' be the values of the cost function at fl and 17' respectively; E-E' if E' < E or mndom < ~7 tllen accept u' as the current' candidate.
Hcrtr ~nndom stands for a real number between 0 and 1 1 selected randomly, and 7' is the so-called Icr~~perczt~re, which is cooled down as the process proceeds. This fragment, of the algorithm is tailed an annealit~g step.
Generating the next candidate drawing is carried OII~ as fOllOWsI Choose a vertex q and an angle 0 at random; Let. P be the current position of vi; Move tli to a position Q, such that the line segment PQ is of length r and forms angle 0 with I;he X-axis.
Here, r is the offset radius. It starts from some initial value, and decreases as the process proceeds. The entire process iterates a large number of annealing steps of the kind described above. This number is proportional to the number of vertices in the graph, and, as mentioned, r ancl T are decreased as the process proceeds.
The cost function cleveloped in [DH89] takfls into account several empirical criteria for nice drawings. These are int,egratcd using normalizing factors denoted below by Xi, that define the relative importance of each criterion in the overall value. Many of the parameters of t.hc algorithm are open for interactive change by the user. This includes control of the normalizing factors, thr number of annealing steps to perform, and more. Herr is a brief clescription of the cost function.
The first component tries to spread out, the vertices evenly. For each pair of vertices I+ and uj! the term XI lclij " is added to the cost function, where dij is the Euclidean distance between vi and vj in the cat1didat.e drawing.
The next component, prevents vertices from being positioned too close to the borderline of the drawing space. The following term, for each vertex Vi, takes care of this:
Here, ~'i, ii, ti and bi are the distances between lji and the four borderlines -right, left, top and bottorn.
The next component tries to make the edges short, by adding t,he term X3dr2 to the cost function, for each edge c: where d, is E'S length.
The next component penalizes edge crossings. A fixed value of X4 is added to the cost function for each crossing.
'I'he last component tries to keep vertices from coming too close to edges. For each vertex Vk and edge ~1, the term &/gki2 is added to the cost function, where !/kl denotes the least distance from vk to any point on t'i. Since the calculation of this component is very time consuming, we have incorporated two variants of the cost. function in our system: The full one, in which this conlponent appears, and the simple one, in which it is omitted.
[DH89] contains examples obtained by the simulated annealing system (and also compares it with the springbased methods of [Ead84, KK89] ). While slow in general, due to the inherent time-consuming nature of simulated annealing, the results are very good for small graphs of size up to 20-Z nodes; larger graphs are much harder to handle. Increasing the number of iterations of the system often helps, but this causes a significant inrrcase in the already quite high running time.
The asymptotic running time of the algorithm of [DHSS] is O(la2e), where 11 = IV1 and e = IEl for input graph G = (V, E) . This follows from the fact that updating the cost function can be done with O(tle) per it,eration, and the number of iterations is linear in tl. The initial value of the cost function for the first drawing must be calculated from scratch, which also requires O(l~"e) operations.
In our adoption of the annealing system of [DH89] in phase D, we employ the same cost function and the same method for generating new candidates for a drawing. However, experirncntation showed that in our context, almost, all of the moves accepted were those with E < E'. and only very few were the uphill LOWS, i.e., those accepted by the annealing condition mndom < I ev.
Consequently, we decided to remove this condition and test only for E < E' in accepting a candidate drawing. This saves significant running time, with almost no influence on the results." This version of the algorithm appears already in the original system of [DH89], as a fine lunirlg stage, employed to further irnprove the drawing after the annealing process ends. Thus, interestingly, we use the fine-tuning process for the same task as it is usecl in [DH89], but here it, is preceeded not by a lengthy simulated annealing process, but by quite different, far more complex, yet faster? methods for reaching a rough initial layout of the input graph.
We use both variants of the cost function, and have found that alternating them seems to have the best effect. Start with a number of simple iterations, i.e., ones that do not test) vertex-edge proximity, followed by some iterations that use the full cost function, including this time-consuming test; then again a number of simple it.-erations, followed by some full ones, etc.
Planar graphs: The drawing algorithm
In this section we provide a brief description of the clrawing algorithm for planar graphs, that constitutes phase C: of our system. A more detailecl clescription can be found in [Sar93, HS93] .
The input to this phase is a planar graph accompanied by the planar embedding constructed in phase B using the &?-trees algorithm of [CNA085] .
The output is a planar drawing of the graph that complies with the given embedding. By a planar embeclding of a graph G' we mean an array of lists, one for each vertex, wit.h V'S list containing the edges incident to it in circular order around II in a possible planar drawing of G.
Our algorithrn is a generalized version of the clrawing algorithm of Chrobak and Payne [CP90] , which, in turn, is based on an algorithm by de Fraysseix, Pitch and Pollack [FPPBS] . This algorithm draws a graph with 11 vertices on a grid of size ('27~ -4) x (11 -2); vertices are placed on grid points and edges are crossing-free straight lines. It runs in time O(ti), and is quite easy to implement.
The original algorithm of [CP90] requires the graph to be maximal planar. However, we want the system t,o work on planar graphs which are not necessarily maximal. The simplest way to achieve this is suggested in [FPI'M] , namely, triangulation: If the graph is not maximal! dummy edges are added as follows. For every node 'II, if U, UJ are two neighbors of V, adjacent in the circular ordtlring of V'S neighbors but not connected by an edge, add the dummy edge (u, w).
To achievt~ linear running tirne for triangulation, we have to be able to check the existence of an edge in constant time. This can be done by using an 11 x n adjacency mat,rix to represent the graph, and a met*hod suggested in [Rea87] to avoid the quadratic time that zeroing the matrix at the initialization stage would take.(However, this requires quadratic space.)
Thus, the method that emerges is to (i) triangulate the graph, (ii) draw the result by the drawing algorithm, and (iii) delete the dummy edges introduced in the first step. An implementation of this method exists in the software package GraphEd, which we have used to test it.s performance. For example, Figure I (a) shows an example of the output, (after deleting the added edges). When this drawing was submitted as input t,o the randomized process of phase D, Figure l(b) was obtained, wl1ic.h has a major deficiency: Its external face is drawn concave, in a way too twisted for the randomized phase to overcome. Other examples show similar problems, which are the result of the idiosynchrasies of the triangulation step, whose dummy edges often ruin the structure of the graph, yielding unsatisfactory results.
To overcome this difficulty, we have developed a variation of the algorithm of [CP90] , which does not require a triangulated graph, but works directly on the original input) graph. Our algorithm constructs the graph in steps, in such a way that a vertex 2) appears in Ck, the graph constructed in strep /z, only if at least one of its neighbors appears in Gk-1. This avoids the situation of vertex w in Fig. 1 , which was drawn based only on dummy edges that were removed in the final drawing. Fig. 2(a) shows the same graph, drawn using our variant of the algorithm, and Fig. 2(b) shows the final result. Another example of the results of our algorithm is given in Figure 8 , which contains a planar graph of 49 vertices.
As mentioned, a more detailed description of this algorithm appears in [HS93].
4
Planar graphs: Some enhancements
We have incorporated a number of heuristics and enhancements that improve the drawing algorithm of phasl? (5. They are:
1. C :hoosing the initial edge for the algorithm of phase C in such a way that the external face in the drawing will be the longest face of the graph.
2.
3.
4.
We Adding dummy edges, so that the graph that is input to phase G becomes biconnectecl.
"Centralizing" each vertex with respecl: to its neighbors prior to the randomized algorithm of phase D.
F'reventGng the randomized algorithm of pIlaTe D from introducing new edge crossings. now discuss each of these briefly.
IPull a long face
The embedding list that is input to the drawing algorithm of phase C does not enforce a choice of the face to be rnade external. In fact, a graph can be clrawn with any of its faces as external, without affecting the embedding list.. Since one of the criteria for nice drawings is to have short edges, while maintaining uniforrn distribution of the vertices, a good heuristic would be to choose a face wit.h a maximal number of vertices along its boundary. This gives rise to a large drawing space, enc,losed by an external face with relatively short edges. Given the embedding lists, this heuristic is easy to implement.
However, it is worth mentioning that, in general, embedding lists are not unique3, and different embeddings can give rise to longest faces of different size. A good implementation of the longest face heuris tic would be to examine all possible embeddings an d choose the one with the longest longest face. This c.an bc done with the variant of the PQ-trees embedding algorithm that produces all possible embeddings, described in [CNA085] .
We have not implemented this version, and leave it for further improvements.
Use your biconnections
Our drawing algorithm in phase C requires t,he input graph to be biconnected, a fact that is crucial 1~0 the existence part of its correctness proof (see [HS93] ), and we have not. been able to generalize it, to deal directly with general graphs. Hence, for non-biconnected graphs we have incorporated t)he following preliminary step, that makes the graph biconnected by adding dummy edges.
(These are removed prior to phase D, of course.) Let .4 and H be two biconnected components of a planar graph G, that have a common vertex v (u is thus a cut-vertex, whose removal will disconnect A from B). We turn A and B into a single biconnected component by choieing two vertices u E A and w E B, both neighbors of V, and adding a dummy edge bet,ween them. It is important to realize that this cannot destroy planarity. However, the particular pair chosen does affect the topological embedding of the large component: Depending on the pair of vertices chosen, the operation merges a pair of faces, one from each component, into a single face. As before, we would like to choose u and w such that
[DH89]). As this is done n times here, we have a running tirne of O(71"e).
Do not cross
the merged face will be as long as possible. If this face turns out later to be the external one, then the two components will be drawn as adjacent port,ions of the graph, connected at the cut-vertex, and having a long external face (see Fig. 3(a) ). Even if the merged face is not destined to become external, the result is better when this internal face is long, since one component will be contained in its entirety inside one of the faces of t,he other, as in Fig. 3(b) ; having the external face of the inner component be larger, as ~~11 as the inner containing face of the outer component, clearly yields a better spreadout of the vertices. Tracking the longest face for each vertex as components are merged requires O(~I') running time.
The randomized phase D is carried out as described in Section 2, with one exception. Since only an overall improvement in the value of the cost function c.ounts: it is possrble that a new position for a vertex will be acc.apted despite the fact that edge crossings emerge. This will happen if other component,s of the cost. funct.ion. i.e., edges lengths and the distribution of vertices: arc greatly improved, but only a small number of crossings emerge. We believe that a planar graph should be drawn planar even at the cost of some tlistortions. Therefore, in the case of planar graphs, we have implemented an explicit, re.jection of moves that result in edge crossings. Thus, the graph is kept planar throughout the randomized phase, even when this entails rejecting moves that
4.3
Play center field irnprove the overall score.
The output of the algorithm of phase C has a typical triangle-like form.
The edge chosen to be initial is drawn as the basis of the triangle, and it is the longest edge in t.he drawing. In general, lower edges c.ome out longer and higher ones shorter (see Fig. 2(a) ). Submitting t,his output, as is! to the randomized phase is not very wise, since a large number of iterations are needed to overcome the variance in edge lengths.
We would like to break the typical structure of the output, by moving every vertex towards the center of gravity of its neighbors, as long as no crossings emerge. This is achieved by progressing backwards along the straight line from the desired position to the current position, through some constant number of "stations" (7 in our implementation).
The process stops when no crossings are formed. Thus, the vertex is left at the station c.losest to the center that still preserves planarity. (Singly-neighbored vertices are placed at a predefined distance from their neighbor.)
Sinc.e the centering algorithm processes the vertices 011~ by one, the overall result can be far from optimal. After a .vertex is centralized, some of its neighbors might, be centralized in subsequent steps of the process, possibly leaving it far from the center of its neighbors' final positions. Hence, in terms of optimality, we cannot expect much from this part of the system. However, in practice it does a pretty good job. The typical triangular shape of the output from the drawing algorithrn is broken, the drawing has a far smaller variance in edge lengths and is more appropriate as an input to the randomized phase.
Nonplanar graphs
Our first attempt at drawing nonplanar graphs was to submit the planar subgraph found by the algorithm of phase .B-, together with the embedding found in phase B, to the drawing algorithm of phase C, snd then to reinsert the edges removed, letting the randomizes I phase take care of beautification. This naive approach proved to be problematic.
Reinserting even a small number of edges into the planar drawing creat.ed by the drawing algorithm produced situations that, were very hard for the randomized phase to deal with. The number of crossings was often large, and t,he edges reinserted were long. The performance of the randomized phase was poor, sometimes even worse than its performance on random initial layouts of the graph. The reason is: of course, that although the planar subgraph phae attempts to minimize the number of edges removed and then reinserted, it does not do well in minimizing the number of crossings or edge lengths, which are the kinds of difficulties that can be very hard for an algorthm that moves one vertex at a time to deal with.
Add dummies smartly
As fa,r as complexity goes, testing a -new position for a. vertex requires O(ne) running time to re-evaluate the edge crossings component of the cost function (see To solve the aforementioned problem, we have developed a more elaborate algorithm, that reinserts the edges before executing the drawing algorith.m, rather than a.fter it; this is phase B+. When reinserting an edge, we keep the graph p1ana.r by creating dummy vertices in places where crossings occur. However, we would like to reinsert an edge while introducing as few dummy vertices as possible. This is done using, a "shortest path of faces" heuristic, as follows: Assume we have a planar subgraph C:, of the original input graph C:, along with a planar embedding thereof. Let, F E C;-G, be one of the extracted edges, r = (u, v). To insert c into G, causing as few new crossing poink as possible, we carry out. a breadth-first shortest path search in t.he dualgraph of (:,, i.e., the graph of its faces. (Two faces are neighbors if they have a common edge in C,.) The search starts with all faces whose boundary cont.ains node u, and terminates at the first face whose I~oundary contains node 21.
Aft,er the shortest path is found, the edge c is inserted into G,, as a sequence of edges that traverses this path of facrs, by introducing dummy vertices where crosses occllr. We call such a sequence a qunsi-edge; see Fig. 4 . This process is performed repeatedly, reinserting the rxbracted edges one by one, enriching (but maintaining the planarit~y of) t,he graph G,, at each step.
The final graph, call it C;', is a quasi-planari~alioi~ of the original input graph G, in the following sense. Its vert,ices contain the vertices of C: with some additional dummy vertices, all of which occur along quasi-edges. The edges of G are mapped into edges or quasi-edges in c:'.4
Straighten things out
The (planar) graph that results from the shortest facepat 11 heuristic is then submitted to the drawing algorit.llm of phase C. A dummy vertex is not shown as a vert,ex. but as a pair of bends, one on the quasi-edge and one on the edge it crosses. However, since our goal is to produce a straight-line graph, we would like the randomized algorithrn in phase D to try reduce the number of the bends without, increasing the number of crossings by too much. For this purpose we have enrichecl the randomized phase in the following two ways: First, if we can straighten such a pair of bends without causing any damage, i.e., without increasing the nurnher of crossings (except for the single crossing that is presuniably needed to replace the pair of bends itself), we do it. Testing for this is carried out in two stages, one for each of the two bent edges involved, as illustratecl in Fig. 5 . If both bends pass the test, process, t,he dummy v&ex that caused the bends is eliminated, and the edges are straightened, as in Fig. 5(c) . This replacement and elimination procedure is executed several times during the randomized phase. Figure 6 (a) shows a graph after the shortest face-path heuristic, in which 3 dummy vertices appear. Its final forrn is given in Fig G(b) , in which all 3 clummy vertices were eliminated. resulting in 3 crossings in the drawing.
The second modification to the randomized phase is a new component added to the cost function. It embodies a heuristic, to the effect that the chance of eliminating hends increases as the angles involved come closer to being straight. For each dummy vertex v in the graph and each of the two quasi-edges that pass through it, if the quasi-edge bends at v with angle (Y, the following term is aclcled to the cost function:
This term yields small values for (Y close to n, and larger values for sharper angles, as needed.
5.3
Recall of the Cross if convenient the strategy we adopted in the randomized phase planar case, whereby moves that introduce edge crossings are rejected, even if they improve the overall value of the cost function. III the nonplanar case, this (4 (b)
Figure tj: A graph drawn using the shortest face-path heuristic strategy leads t,o poor performance as far as the straightangles heuristic. goes, in that it tends to leave more dummy vertices intact. These vertic,es were usually eliminat,ed completely when subjected to moves that improve the overall cost function, even at the expense of introducing new crossings. Moreover, the number of crossings did not rise dramatically by this. Hence, for nonplanar graphs we have decided not to reject moves that) increase the number of crossings.
Examples
Many examples are provided in [DH89]. They dernonstrat.r the power of the simulated annealing approach for graphs of modest size or sirnple structure, such as the S-dimensional cube (8 vertices), the dodecahedron (20 vertices), the B-by-6 grid, and various trees. For such graphs, the preliminary phases of our system do not provide much added value. Hence, in this section we concentrate on cases where a significant improvement over the bare randomized phase is achieved.
Planar graphs
Planar graphs of any size are drawn planar by our system, while the annealing system of [DBX9] has difficulty achieving planar drawings for some graphs of even modcrate size. Fig. 7 shows the output of our system on a planar graph of 49 vertices and I12 edges. Fig. 8 shows the intermediate result, as output from phase C and prior to phase D. This demonstrates the power of the randomized algorithm of [DH89] in taking an "ugly", but planar, version of the graph and drawing it nicely. In contrast, when applied to a random layout, without the heavy-duty preprocessing of phases R and C, the system of [DH89] does quite poorly, as can be seen in Figure 9 . Although some of the graphs inherent structure can be seen, the drawing is far from optimal; it seems t.o need some sort of turning things "inside out".
Repeated runs of the annealing syst.em on this graph, starting frorn other initial random drawings, produced other results, none of them planar, and many even worse than the one shown here. This also illustrates the difference in stability bet,ween our system and that of [DH89] . When applied repeatedly to a difficult example, the latter system yields results with large variance, which is true even when it is always run on the same initial random drawing. In our system, on the other hand, repeated runs on the same graph yield very similar (albeit not always identical) results; this is clue to the planarizing phases, and the fact that the randomized phase tends not to distroy the graph's overall topology (i.e., it's embedding). Fig. 10 contains another example of a planar graph, this time a sparse graph with 50 vertices and 75 edges. Again, the annealing system was not, able to produce a planar drawing.
Nonplanar graphs
Our approach to nonplanar graphs is clearly biased towarcls graphs with only a small "amount" of nonplanarity, and its success is thus a function of this. The crucial parameter seems to be the number of dummy vertices that are added to the graph, as a result of the maximal planar subgraph algorithm of phase B-and the minimal face-path heuristic of phase B+.
Figs. I1 and 12 illustrate a successful case of a graph with 37 vertices and 76 edges. The planar subgraph algorithm removed 9 edges; reinserting them using the face-path heuristic produced 13 dummy vertices, seen as bends on the edges in Fig. 12 . The final result, with only 8 crossings, appears in Fig. 11 .
However, managing to add only a small number of dummy vertices is not always enough. Fig. 13 contains a graph with 37 vertices and 68 edges, similar to that, of Fig. 11 . Part (a) shows a manual drawing of the graph, in which 8 crossings occur, and part (b) shows our system's final output. The intermediate result, after phase C, yielded 11 dummy vertices by reinserting 8 edges, values that are smaller than their counterparts in the previous example. Yet the final result ( Fig. 1 l(b) ), although having only 8 crossings, just as that of Fig.  1 I(a) , is only partially successful. The problem is due to the embedding produced in phase B, which is reflected in the topology of the final result, and upon which the randomized phase was not able to improve. It seems hard to predict such a situation in the planar embedding phase, so that this kind of phenomenon will probably have to be tolerated as is.
It is noteworthy that in both examples the number of dummy vertices produced by phase B+ of our system is larger than the minimum possible (8 in both cases). Fortunately, the randomized phase is powerful enough to overcome redundant dummy vertices in many cases, by repeatedly effecting small changes in the drawing's topology. However, if the number of dummy vertices is significantly larger than the minimum needed, results will not be as good.
Complexity and performance
We first sumarize the asymptotic time-complexity of our system, for an input graph G = (V, E), with 11 = IVl,e = IEl. w e refer to parts of the known algorithms that we use, although their details were not always discussed here, as well as to parts of our own algorithms, some of which are described more fully in [HS93]. Since for planar graphs e = O(n), the overall complexity in this case is O(n3).
For non-planar graphs, the phases and their running times are as fo110ws5:
Phase .4: 1. Finding biconnected components: O(n + e). This gives a total upper bound of O(e") for nonplanar graphs.
As can be seen, for both kinds of graphs the highest asymptotic complexity is incurred by the randomized annealing-like phase. In actual tests this phase was indeed the most costly, as the following table shows. It gives the running time (in seconds) of our system on a Sun Spare-2 for the examples discussed in Section 6. The "planarization" column gives the running time used by phases A -C of the algorithm. The "randomized" column gives the running time of phase D, including the vertex centering step. Interestingly, the heavy-duty preprocessing that our system carries out, i.e., phases A -C:, requires only a very small fraction of the entire running time (up to 3%).
Future work
Clearly, much remains to be done. Some topics that pertain to harder problems (e.g., richer graphical objects, such as curved-line graphs, hypergraphs [Ber73] or higraphs [Har88] j were alluded to in [DH89] . Some work on hypergraphs has already been done; see [BETT93] . However, even in the rnore humble realm of straight-line graphs, the present paper, although improving [DH89], leaves a lot to be desired. The main reason is that it is heavily oriented towards planar or close-to-planar graphs. Here are some specific directions where more work could probably be done.
Symmetry
The examples we have presented might give the impression that symmetry comes for free, since, although it 'does not look for symmetry explicitly, our system often produces drawings that are highly symmetrical. However, this is not always so, as has often been pointed out in the literature. For example, consider the graph of Fig  14(a) , which was drawn by hand. It has 20 vertices and 34 edges, and in this drawing we have 5 edges, mutually inter-crossed, giving a total of 10 crossings. Running our system on it produces the far worse Fig 14.(b) , in which there are only 5 crossings and one bent edge. This graph is a hard example for the simulated annealing systern of [DH89] too, as well as for other algorithms based on physical forces, such as spring-based methods (see [BETT93] ). The same is true even when the weight attributed to crossings in the cost function is reduced to 0. Symmetry in such cases should be sought for explicitly, since it is hard to obtain as a byproduct of other criteria for nice drawing. While the general symmetry problem is closely related to graph isomorphism, which is not known to have a polynomialtime solution, improvements based on randomization or heuristics should definitely be sought for.
8.2
Better planarization
It seems that one could develop better heuristics for planarizing nonplanar graphs using a smaller number of dummy vertices (which will result in a smaller number of crossings in the final drawing). Poor performance in any of several parts of our system can be responsible for a larger-than-needed number of dummy vertices:
The search for a maximal planar subgraph in phase B-might cause the elimination of a larger number of edges than is really needed.
The construction of a planar embedding in phase B, which ignores the edges to be reinserted, might produce an embedding that is problematic for the minimal face-path algorithm of phase B+. There could exist other embeddings, in which reinserting the same set of edges produces a smaller number of crossings.
Given an embedding and a set of edges to reinsert, the face-path algorithm might still introduce a larger number of dummy vertices than is needed, since it works sequentially, edge by edge. Reinserting the edges in a different order, or reinserting an edge via a different path of faces rnight decrease the overall number of dummy vertices.
These difficulties can be partly eased by incorporating randomization at points where choices are made. The user (or perhaps the system) can then carry out several runs, choosing the best. For example, there are cases where the face-path a!gorithm constructs two or more paths of the same length on the dual graph. The current implementation picks the first path found, while it could have made random choices among the set of possible paths. Similarly, the initial order in which the edges are reinserted could be determined randomly. Points of arbitrary choice exist in many places in the maximal planar subgraph algorihhm and in the embedding algorithm, and a similar treatment can be implemented there too.
Sometimes a point of choice can be dealt with more intelligently, by taking the specific circumstances into ac.count. For example, it might be possible to develop a new planar embedding algorithm, which at points of arbitrary choice will inspect the list of edges to be later reinserted and will choose its way accordingly.
8.3
Automatic tuning
As in the original system of [DH89], our randomized phase has various parameters, all of which have predefined values in the current implementation. Some can be adjusted by the user before running on a new graph. One of these is the very number of rounds carried out by the randomized phase. In many cases, a stable and satisfactory result is reached early in the run, and much of the costly running time of the randomized phase couldbe eliminated if the system were able to detect these cases and terminate without wasting time on rounds that contribute nothing. This was observed in [DH89] . The relative weights of the different components in the cost function can also be changed by the user prior to a new run. It would be nice to incorporate intelligent heuristics that would enable the system to change these in accordance with the input graph, or even during the run itself. We have made a hurnble step in this direction, concerning a problem we ran into with the size of the drawing: Large graphs tended to spread widely, and vertices were "pressed" against the borderline of the drawing space, due to the relative weight of the vertexdistribution component. The solution we implemented was to let the weight of the edge attraction component be dependent (in a linear fashion) on the size of the graph. Thus, for large graphs we have strong attraction forces along edges, obtaining a balance with respect, t)o the repelling forces between vertices. This yields reasonable results, and large graphs are now drawn better.
One can think of other parameters to be adjusted au-I,omaticalty. For example, if the variance of edge lengths grows too large during the run, it might be benefic,ial to increase the weight of this component for a few rounds. We have not implemented this.
