ABSTRACT A dandelion algorithm (DA) is a recently-proposed intelligent optimization algorithm and shows an excellent performance in solving function optimization problems. However, like other intelligent algorithms, it converges slowly and falls into local optima easily. To overcome these two flaws, a dandelion algorithm with probability-based mutation (DAPM) is proposed in this paper. In DAPM, both Gaussian and Levy mutations can be used interchangeably according to a given probability model. In this paper, three probability models are discussed, namely linear, binomial, and exponential models. The experiments show that DAPM achieves better overall performance on standard test functions than DA.
I. INTRODUCTION
Computational intelligence plays a powerful role in information processing, decision making and knowledge management. The collective intelligent behavior of insects or animal groups in nature such as birds, ants, fish, and bees has attracted the attention of researchers. It is also called group behavior. Entomologists have studied it to simulate biota, and engineers have used the related models as a framework to solve some real-world complex problems. Through those complex individual interactions without supervision, group intelligence can be obtained. It has many advantages, such as scalability, fault tolerance, adaptability, modularity, autonomy, and parallelism.
Enlightened by group intelligence, intelligent optimization algorithms have been proposed based on a combination of certain deterministic rules and randomness via mimicking the behavior of insect or animal populations in nature. Famous ones include genetic algorithms [1] , ant colony algorithm [2] , center gravity search algorithm [3] , particle swarm algorithm [4] , [5] , artificial fish swarm algorithm [6] , firefly optimization algorithm [7] , cuckoo optimization algorithm [8] , bat algorithm [9] , birds algorithm [10] , chickens
The associate editor coordinating the review of this manuscript and approving it for publication was Huaqing Li. algorithm [11] , grey wolf algorithm [12] , whale optimization algorithm [13] , flower pollination algorithm [14] , brain storm optimization [15] , cultural algorithm [16] , and fireworks algorithm [17] . They have the characteristics of parallel search and thus can quickly solve optimization problems in many fields.
A dandelion algorithm (DA) was proposed in 2017 as a kind of swarm intelligence algorithm inspired by the behavior of dandelion sowing [18] . DA establishes a mathematical model by simulating the behavior of dandelion sowing, and uses a parallel search method by introducing random factors and selection strategies. It is capable of solving complex problems. It is similar to a general swarm intelligence optimization algorithm. Firstly, N dandelions are randomly initialized. Then, each dandelion undergoes normal sowing and mutation one, respectively. Finally, the best dandelion is retained, and then a selection strategy is used to select N − 1 from the remaining dandelions, which forms a new population with the best dandelion for the next iteration. The algorithm ends when the optimal location is obtained.
In DA, mutation sowing using Levy mutation is important. It can make DA jump out of local optima since Levy mutation leads to a strong global search ability. Therefore, DA has the ability of exploration. However, a competitive intelligent algorithm should also have the ability of exploitation.
Therefore, this paper proposes the dandelion algorithm with probability-based mutation (DAPM) by adding the Gaussian mutation to DA since Gaussian mutation can ensure a strong local ability of exploitation. In other words, DAPM can well balance between exploitation and exploration. Gaussian mutations are selected according to three probability models.
The main contributions of this paper are summarized as follows:
1) It is the first time that Gaussian mutation is introduced into DA. The combination of Gaussian and Levy mutations enhances the performance of DA.
2) In an evolutionary process, Gaussian and Levy is selected according to different cases. We propose three strategies to decide how to select it. Our experiments illustrate that every strategy makes DAPM outperform DA.
The paper is organized as follows. In Section II, we provide a brief introduction of DA. The proposed algorithm DAPM is given in details in Section III. Section IV presents experimental results. Finally, the conclusion is made in Section V.
II. DANDELION ALGORITHM
In this section, we introduce DA. Just like as other evolutionary algorithms, DA can be divided into four main parts [18] :
DA randomly generates N dandelions within the search range as the first-generation dandelion population.
B. NORMAL SOWING
Each dandelion produces dandelion seeds within a certain sowing radius. For a minimization problem, the smaller the fitness value, the more seeds are produced. The number of seeds is calculated based on the fitness value, and the sowing radius is dynamically adjusted. In addition, the calculation methods of the sowing radius of the dandelion with the minimum fitness value and other dandelions are different, to be given later.
C. MUTATION SOWING
Levy mutation is used to jump out of a local optimum, and this mutation operation is only for the dandelion with the minimum fitness, which is called the best dandelion.
D. SELECTION STRATEGY
The best dandelion is always kept in the next generation. Other N − 1 dandelions are chosen from the rest based on a disruptive selection operator.
Normal sowing, mutation sowing and selection after initialization are repeated until the termination condition or given accuracy requirement is met. Now, we briefly introduce some operators in DA. The number of dandelion seeds is calculated as follows:
where S max and S min are designed to control the maximum and minimum numbers of seeds produced, f max is the maximum fitness value in all dandelions, f min is the minimum fitness value, is the machine epsilon to avoid a divided-byzero error, and f (x i ) is the fitness value of the i-th dandelion. Based on the fitness value, the dandelions are divided into two types: best dandelion and other dandelions. The calculation method of the sowing radius of the two types of dandelions is different. For the best dandelion, it is calculated as follows:
where U B and L B is repectively upper bound and lower bound of the search space, t means the t-th generation, r is a withering factor, e is a growth factor, and g reflects the growth trend and is calculated as follows:
For the other dandelions, the sowing radius is calculated as follows:
where w d is a weight factor calculated as follows:
Note that in (5) T c and T max are the current number and maximum number of function evaluations, respectively. Algorithm 1 shows how normal seeds are generated in later DA, where d is the dimension.
Algorithm 1 Generating Normal Seeds
Set z = rand (1,d) 3: 
end if 9: if X k i out of bounds then Randomly generate a location in the search space 10: end if 11: end if 12: end for 13 : end for VOLUME 7, 2019 The best dandelion has another way to sow, namely mutation sowing. The specific mutation operation is designed as follows:
where Levy() is a random number generated by the Levy distribution whose calculation can be seen in [18] . Algorithm 2 shows how mutation seeds are generated in DA where N m is the number of mutation seeds. The complete framework of DA is shown in Algorithm 3.
Algorithm 2 Generating Mutation Seeds
Set z = rand (1,d) 3:
if k ∈ z then Produce mutation seeds X BD by Eq. (6) 5:
if X BD out of bounds then Randomly generate a location in the search space 6: end if Produce normal seeds using Algorithm 1 5: Produce mutation seeds using Algorithm 2 6: Assess all seeds' fitness 7: Best dandelion is kept to next generation 8: Select other N − 1 dandelions via a selection strategy 9: until termination condition is satisfied 10: Return the best fitness and its location
III. PROPOSED ALGORITHM
DA is easy to fall into local optima, which is the same as some other intelligent algorithms, PSO and ABC. Thus, Levy mutation is introduced into DA to solve this problem, which enhances the exploration ability. Algorithm performance depends on the balance between exploration and exploitation. Based on this, in order to enhance the ability of exploitation, the Gaussian mutation is introduced into DA. In the process of optimization, combining Gaussian mutation and Levy mutation can effectively enhance the performance of an algorithm. DA based on probability-based mutation (DAPM) is proposed in this paper. In DAPM, both Gaussian and Levy mutations are used interchangeably. We can utilize some probability models and probability-based strategies to select them. Every strategy corresponds to a kind of DAPM.
A. DAPM BASED ON LINEAR MODEL
A linear probability model is introduced to select Gaussian or Levy mutation. For the best dandelion, the new mutation strategy is defined as follows:
where Gaussian() and Levy() are two random numbers generated by following Gaussian and Levy distributions, p is a super parameter that represents a probability of selecting Gaussian() or Levy(). E is dynamically computed as follows:
where T c and T max is the current and maximum number of function evaluations. From (8) , it is easy to find that E is changing dynamically, and its value changes from small to large. Since (8) is linear, we call this kind of DAPM as a linear model, and denote it as DAPM L .
B. DAPM BASED ON BINOMIAL MODEL
We also can calculate E by using the following binomial model:
where r 1 and r 2 are random numbers between 0 and 1. Thus, we call this kind of DAPM as a binomial model, and denote it as DAPM B .
C. DAPM BASED ON EXPONENTIAL MODEL
Similarly, E can be computed by the following exponential model:
where the value of E changes exponentially. We call this kind of DAPM as an exponential model, denoted as DAPM E . To sum up, the only difference among the three models lies in E , and the difference between DA and DAPM is that the former uses Levy mutation only but the latter also uses Gaussian mutation. Algorithm 4 realizes our DAPM.
In order to more clearly express our algorithm, the flow chart of DAPM is given in Fig. 1 . The time complexity of DAPM can be calculated as follows:
where t max means the maximum generation, N is the number of dandelions selected as the next generation, N n is the number of normal seeds, and N m is the number of mutation seeds. Set z = rand (1,d) 3:
for k = 1 to d do 4: if k ∈ z then E is calculated by Eq. (8) or (9) or (10) 5:
X BD = X BD *(1+ Levy()) 8: end if 9: if X BD out of bounds then Randomly generate a location in the search space 10: end if 11: end if 12: end for 13: end for
IV. EXPERIMENTS A. EXPERIMENT SETTINGS
In order to evaluate the performance of the algorithm proposed in this paper, 28 benchmark functions from CEC2013 [19] are used as listed in Table 1 .
In this paper, the parameter setting of DA follow the suggestion in [18] , and for each function and algorithm, experiments are repeated 51 times. The dimensionality of each function is set to 30, and the maximum number of function evaluations is set to 300000. Mean error and average ranking are used as evaluation measures. The error in this paper is the difference between a calculated real value and the optimal value in Table 1 . The mean error refers to the average error in n = 51 experiments, represented byē.ē
where f i (x) is a calculated real value, f o (x) is the optimal value, and n is the number of runs.
In our experiments, we set a group of values for the super parameter p such that we can select its most suitable value to compare our method with others. For each function and the group of values of p, we can obtain a rank of each p value according to the mean errors of the function under these different p values. For example of function f2 in Table 2 , when p = 0.1, 0.3, 0.5, 0.7 and 0.9, the obtained mean error is 3.31E+05, 3.56E+05, 3.15E+05, 3.23E+05, and 3.43E+05, respectively. Obviously, our method can obtain the best effect when p = 0.5 but the worst effect when p = 0.3 based on these errors. Therefore, the rank of p = 0.5 is 1 (meaning the first) and the rank of p = 0.3 is No. 5. Notice that in Tables 2-6 ,ē / r indicates mean error beingē while rank being r. The smaller rank value, the better (i.e., the 1st better than the 2nd, the 2nd is better than 3rd, . . .). For a given value of p, we can obtain its average ranking based on its rank with respect to each function, i.e.,
where α is the super parameter p or method, R α j is the rank of p when the j-th function (method) is optimized, and m = 28 functions in our experiments. Obviously, for a give value of p and a method if the obtained average ranking is smallest, this method achives the best result.
B. PERFORMANCE OF DA AND DAPM L
In this section, we discuss the impact of different p on DAPM L performance. The super parameter p is set to 0.1, 0.3, 0.5, 0.7 and 0.9, respectively. The mean error and average ranking are shown in Table 2 . It can be seen from Table 2 that the performance of DAPM L with p = 0.5 is the best.
C. PERFORMANCE OF DA AND DAPM B
For DAPM B , p is also set to 0.1, 0.3, 0.5, 0.7 and 0.9, and the mean error and the average ranking are shown in Table 3 . It is easy find that DAPM B obtains a the best overall performance when p = 0.5.
D. PERFORMANCE OF DA AND DAPM E
Similarly, Table 4 shows the experimental results of DAPM E with different p. It is easy find that DAPM E obtains a the best overall performance when p = 0.1. Obviously, from average ranking, the proposed algorithms outperform DA.
Besides optimization accuracy, the convergence speed is also an important evaluation index. Fig. 1 shows their convergence curves of DA, DAPM L , DAPM B and DAPM E on 28 benchmark functions.
From Fig. 2, 17 .86%, 21.43%, and 10.71% of the functions in DA converge faster than DAPM L , DAPM B and DAPM E , respectively. However, on most functions, ours are faster than DA.
F. COMPARISON OF DAPM WITH OTHER SWARM INTELLIGENCE ALGORITHMS
In order to verify the superiority of the proposed algorithm, we also compare our algorithms with other intelligent optimization algorithms including Artificial Bee Colony (ABC) [20] , SPSO2011 [21] and CMA-ES [22] . ABC is an optimization algorithm based on the intelligent behaviour of honey bee swarm. The main advancements of SPSO2011 is the adaptive random topology and rotation invariance, which is a significant improvement over previous PSO versions. CMA-ES is a novel evolutionary optimization strategy based on the derandomized evolution strategy with covariance matrix adaptation. The above are some of the classic algorithms that are often used as comparisons. Table 6 shows the results and the specific analysis is as follows.
As for mean error:
(1) Unimodal Functions: For f2 and f3, our methods are better than ABC and SPSO2011, but not CMA-ES. For f4 and f5, our methods outperform others. (2) Basic Multimodal Functions: Our methods are better than ABC in eight optimizing functions, i.e., f7, f9, f12, f13, f15, f16, f18 and f20. Their performance is equal in f8. In the other six functions, our methods perform worse than ABC. Our methods are better than CMA-ES in f6, f8, f9, f12, f14, f15, f17, f18 and f20. They surpass SPSO2011 in f6, f7, f9, f10, f14, f15, f16, f19 and f20 and perform comparably with SPSO2011 in f8.
(3) Composition Functions: Our methods are better than ABC in f22-f24, but worse in the other five functions. Our methods are better than CMA-ES in f22-f26 and f28. Except for f21, our methods surpass SPSO2011 in the other seven functions.
For average ranking, DAPM L , DAPM B and DAPM E are better than ABC, SPSO2011 and CMA-ES.
The results of t-test (significance level 0.05) are listed in Appendix, from which we can see that our methods outperform others. 
V. CONCLUSION
This paper proposes a novel DA that combines Gaussian and Levy mutation such that the performance of solving function optimization problems is improved over the original DA.
For future work, we plan to consider other mutation operators for DA in order to improve its performance. In addition, we plan to combine it with other optimization techniques [23] - [37] to further improve its performance. Meanwhile, flexibly selecting a mutation operator based on the population environment is also worth studying.
APPENDIX
Note that ''win'' and ''lose'' represent that our method is better or worse than the corresponding algorithm in 28 benchmark functions, respectively. ''equal'' means the two methods 
