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ABSTRACT 
  
The insight that crowd responses to an estimation task can be modelled as a sample from a 
probability distribution has invited comparisons with individual cognition and conventional decision 
making tools. However, within the past decade, conflicting evidence of the generalisability of crowd 
wisdom techniques in forecasting has reignited the debate on their robusticity in healthcare decision 
making. Patient arrivals at emergency departments of selected hospitals in China were modelled and 
predicted using a prediction market crowd wisdom technique. The mean average percentage error 
was compared with similar predictions using the seasonal autoregressive integrated moving averages. 
The prediction market quarterly patient flow prediction defeated the seasonal autoregressive moving 
averages model by 0.06% in the affiliated hospital of the Guilin medical university and by 0.56% in 
the affiliated Jiangsu university hospital but were weaker in terms of daily and monthly predictions. 
Moreover, we observed a striking seasonal variation in emergency department attendance; an 
aberration from past knowledge that inspires curiosity for further research 
.  
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INTRODUCTION 
Eventhough the concept of crowd wisdom dates back 
to many years, the ground break work of Francis 
Galton, and subsequent empirical debates as to its 
validity has reignited academic interest in the 
generalisability of the concept in different forecasting 
scenarios (Lin, 2009; Flottemesch et al, 2007). 
According to Hazard et al (1996) the insight that 
crowd responses to an estimation task can be 
modelled as a sample from a probability distribution 
invites comparisons with individual cognition. In 
particular, it is possible that individual cognition is 
probabilistic in the sense that individual estimates are 
drawn from an "internal probability distribution 
(Hazard, et al, 1996). If this is the case then two or 
more estimates of the same quantity from the same 
person should average to a value closer to ground 
truth than either of the individual judgments, since 
the effect of statistical noise within each of these 
judgments is reduced. This of course rests on the 
assumption that the noise associated with each 
judgment is (at least somewhat) statistically 
independent (Davis et al, 1991). The healthcare 
sector is one of the major sectors that depend on 
effective forecasting for both clinical and non-
clinical decision making and the extant literature is 
replete with studies that have adopted different 
models to forecast clinical and non-clinical data 
(Cook, et al, 2010). Amongst these is prediction 
market technique which is one of the most important 
crowd wisdom techniques. For example, Lee et al 
(1986) has also evaluated the use of crowd in 
prognostic scenarios when they studied the accuracy 
of crowd wisdom technique in predicting long-term 
prognosis of patients with coronary artery disease. 
This study compared whether the prognosis of five 
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senior clinical cardiologists (familiar with case 
summaries of 100 randomly sampled patients with 
significant coronary disease selected from a large 
series of medically treated patients) was better than 
the predictions of data-based multivariable statistical 
mode l(Cox regression models) (Lin, 2009). 
Differences in the collective prognosis as well as the 
individual doctor prognosis were measured. Each of 
the five cardiologists predicted a one to three years 
survival and infarct-free survival probability of the 
100 patients and 50 patients appeared in multiple 
samples of interphysician variability.  
A comparison of the corresponding outcome 
probability with the computed Cox Hazard 
Proportion Regression showed that the latter’s 
prediction accuracy was better than the correlation 
between doctor prediction and actual patient outcome 
(Delen, et al, 2005). The statistical model predicted a 
three year survival with a rank correlation of 0.61 
while that of the collective view of the doctors was 
0.49 (doctors) (Knight, 2014). The statistical models’ 
three years infarct free correlation prediction 
outcome was 0.48 while that of the doctors was only 
0.29. This study showed that carefully developed 
crowd wisdom models such as the prediction market 
can provide prognostic prediction  that are as good as 
the experience of conventional statistical and 
probabilistic models. A key path in this respect is the 
ability to mediate perturbations of expert bias using 
appropriate techniques. This research contributes to 
this area of research in crowd wisdom theories by 
proposing a probabilistic model based on Bayes 
theorem to reduce possible bias associated with 
clinical predictions (Flottemesch et al, 2007).  
The model which is grounded on the individual 
distortion model bias assumes that the probabilities 
provided by each expert are distorted versions of the 
true latent probability on a subject-specific basis. The 
individual distortion model is not too different from 
the question distortion model as it also captures and 
quantifies the prediction bias in two main ways. 
However the distortion process is rather assumed to 
be random and this is controlled by ωj. It also 
assumes that the subject-specific biases rather than 
question-specific biases actually influence the 
systematic distortion (Abdel-Aal and Mangoud, 
2013). For this reason only the subject-specific 
distortion parameter was differed in the individual 
distortion model. The model assumes that ѱ’i, js are 
all beta random variables having a dispersion 
parameter ωj and a mean µj+τi. It is assumed that 
both the subject-specific parameter and the question-
specific parameter are come from the same hyper-
distributions.  This model is applied to the case of 
analyzing patient arrivals in the emergency 
department of selected hospitals in China over a three 
time frame namely daily patient arrivals, monthly 
patient arrivals and quarterly patient arrivals. The 
results of this enhanced model are compared with the 
results of the more popular seasonal autoregressive 
integrated moving averages (SARIMA)- an of shoot 
of the ARIMA model (Akins, et al, 2005). If 
successful, this research can provide an alternative 
model for medical forecasting that is suitable for both 
clinical and non-clinical practice. Their use as 
complementary tools to validate evidence based 
techniques will be invaluable. 
MATERIALS AND METHODS 
 
Data Source 
Data for the study was acquired from, 50 nurses, 25 
of them were members of medical staff of the 
emergency department of the affiliated hospital of 
the Guilin Medical University and the 25 were 
members of the medical staff of the affiliated 
Jiangsu University hospital. Each was asked to 
estimate of patient numbers admitted through their 
department on a daily, monthly and quarterly basis 
for 90 days; a total of 288 estimates per participant.  
Participants filled a consent form that affirmed their 
voluntariness to participate in the research based on 
understanding of the objectives and process of study. 
They affirmed their consent for anonymity of the 
research, the confidential holding of the data up to a 
reasonable time after the publication of the outcome 
of the research findings and other standardized 
requirements by the Ethics Board.  
Participation was open to any member of the 
medical staff within each of the three departments 
surveyed but each participant remained anonymous 
to each other in order to improve independence 
(Diaz-Avilese et al, 2012). Regarding the SARIMA 
model, a time series data of 601,040 observations 
were recorded from historical records of patient 
arrivals in the Affiliated Hospital of the Jiangsu 
University and the Affiliated Hospital of the Guilin 
Medical University over a 120 day period. The daily 
mean arrival in the Affiliated Hospital of the Jiangsu 
University was 4513 per day whiles that of the 
Affiliated Hospital of the Guilin Medical University 
was 4732 per day. During the period the ambient 
temperature ranged between 19.5 degrees Celsius to 
16.3 degrees between the months of September to 
December 2016.  
 
Empirical Model 
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The SARIMA model, an autoregressive integrated 
moving average was fitted to the time series. Using 
ARIMA model is preferred because of its flexibility 
when it comes to modeling and forecasting a wide 
variety of time series. The Seasonal autoregressive 
integrated moving average (SARIMA) model is an 
extension of the simple ARIMA models  because it 
enables the user to incorporate  recurring pattern such 
as the observed weekly pattern in daily hospital 
patient flow. Thus in time series language, the term 
“seasonal” is in reference to any repetitive pattern 
with known period of predictivity such as every 7 
days in a week or 24 hours in a day etc. According to 
Barnes (2012) in dealing with time series that 
involves seasonality, there is the need to identify the 
correlation between the current observation and their 
immediate occurring pre-events. However equally 
important is the need to determine the degree of 
multicolinearity that exists between the current 
observations and the preceding seasons. This implies 
and evaluation of time series data at both seasonal 
and non-seasonal levels. The adopted model also 
considered the view of Box and Jenkins who 
proposed an iterative three stage process of SARIMA 
identification estimation and verification. To 
actualise this, we examined the correlograms 
displaying the autorrelation function during the 
model identification stage. This together with 
observation of the partial autocorrelation function of 
patient flow helped to identify the best model 
structure or the order of seasonality and none 
seasonality of autoregressive and moving average 
terms. Moreover it helped to determine the extent to 
which any degree of differencing is necessary. After 
identifying the appropriate model, the parameter 
estimate was conducted using the maximum 
likelihood while the goodness of fit of each model 
was verified via the Ljung–Box version of the 
Portmanteau test. 
In order to ease the reporting of the results, the 
notation of the Box and Jenkins for ARIMA 
modeling was introduced using the structure 
(p,d,q) × (P,D,Q), where p and P represent the order 
of autocorrelation at the none-seasonal and seasonal 
levels respectively, d and D represent the degree of 
none-seasonal/seasonal differencing, and q and Q 
represent the order of the moving average process at 
the none-seasonal and seasonal levels. 
Mathematically the final SARIMA model used in 
this analysis is represented as follows: given a time 
series of patient flow (Xt) where t is an integer index 
and the Xt are real numbers, an ARMA (p,q) model is 
given by 
                               
                                                  (1) 
The above can be restated as follows: 
       
     
 
   
        
     
 
   
                                                             
(2) 
where   represents the lag operator and     represents 
the is the parameters used in the autoregressive part 
of the model. Similarly, the   represents the moving 
average parameters whereas the     represents the 
error term which are generally assumed to be 
independent and identically distributed variables that 
are sampled from the normal distribution with zero 
mean.  
Assuming that the polynomial        
   
 
   
has a 
unit root (a factor    ) of multiplicity d, then the 
above expression can be restated as follows: 
       
   
 
   
        
         
 
   
                                                      
(3) 
An ARIMA(p,d,q) process expresses this polynomial 
factorisation property with p=p'−d, and is given by 
       
           
 
   
       
     
 
   
                                                                  
(4) 
and thus can be thought as a particular case of an 
ARMA(p+d,q) process having the autoregressive 
polynomial with d unit roots. (For this reason, no 
ARIMA model with d > 0 is wide sense stationary.). 
The above can be generalized as follows 
       
           
 
   
      
    
     
 
   
                                                                   
(5)  
This defines an ARIMA(p,d,q) process 
with drift δ/(1 − Σφi). 
 
Models Evaluation 
To evaluate the model the mean average percentage 
error (MAPE) of the predictions of the SARIMA 
model and the Prediction market models were 
computed. The MAPE was preferred because it 
denominates all predictions in percentages hence 
makes it easier to compare the predictions of 
different models simultaneously. As with the extant 
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literature different MAPEs were computed for the 
three forecasting scenarios namely the daily 
forecasting, the monthly forecasting and the quarterly 
forecasting for the two facilities under review. As 
with the study of Fields (nnnn), the mean average 
percentage error is computed for the series of 
predicted values (ŷ1, ŷ2, . . ., ŷn) and the 
corresponding series of observed values (y1, y2, . . ., 
yn) using the mathematical expression: 
     
 
 
            
 
   
   
Results of SARIMA Model 
Table 1: Model Fitness of mSARIMA for Daily Prediction of Patient 
Flow at Affiliated Hospital of Jiangsu University  
 
 
In table 1 the model fitness of the multivariate 
seasonal autoregressive integrated moving averages 
have been presented regarding daily patient arrivals 
at the emergency departments in the affiliated 
hospital of Jiangsu University. The analysis shows a 
robust Stationary R-squared value of .918 (91%). 
This robustness is also reflected in the value of the R-
squared value of .918 (91%). The tests produced a 
root mean squared error (RMSE) of 0.703 (70%) and 
mean average percentage error (MAPE) of prediction 
value of .305. The test results also shows that in the 
affiliated hospital of the Jiangsu University, the mean 
average error (MAE) of using the mSARIMA to 
predict daily patient arrival is .672 while the 
maximum average error of predicting daily patient 
arrivals at the emergency department is .948. Finally 
the goodness of fit for the model using the 
normalized Bayesian Informational Criterion 
was .064 
Table 2: Model Fitness of mSARIMA for Daily Prediction of Patient 
Flow at Affiliated Hospital of Jiangsu University  
 
In table 2 the model fitness of the multivariate 
seasonal autoregressive integrated moving averages 
has been presented regarding daily patient arrivals at 
the emergency departments in the affiliated hospital 
of Guilin Medical University. The analysis shows a 
robust Stationary R-squared value of .650 (65%). 
This robustness is also reflected in the value of the R-
squared value of .700 (70%). The test produced a 
root mean squared error (RMSE) .322 and mean 
average percentage error (MAPE) of prediction value 
of 32.45%. The test results also shows that in the 
affiliated hospital of the Jiangsu University, the mean 
average error (MAE) of using the mSARIMA to 
predict daily patient arrival is .002 while the 
maximum average error of predicting daily patient 
arrivals at the emergency department is .005. Finally 
the goodness of fit for the model using the 
normalized Bayesian Informational Criterion was 
11.735 
Table 3: Model Fitness of mSARIMA for Weekly Prediction of 
Patient Flow at Affiliated Hospital of Jiangsu University  
 
In table 3 the model fitness of the multivariate 
seasonal autoregressive integrated moving averages 
has been presented regarding daily patient arrivals at 
the emergency departments in the affiliated hospital 
of Jiangsu University. The analysis shows a robust 
Stationary R-squared value of .618 (61.8%). This 
robustness is also reflected in the value of the R-
squared value of .768 (76.8%). The test produced a 
root mean squared error (RMSE) of .389 and mean 
average percentage error (MAPE) of prediction value 
of .32.45%. The test results also shows that in the 
affiliated hospital of the Jiangsu University, the mean 
average error (MAE) of using the mSARIMA to 
predict daily patient arrival is .992 while the 
maximum average error of predicting daily patient 
arrivals at the emergency department is .459. Finally 
the goodness of fit for the model using the 
normalized Bayesian Informational Criterion 
was .064 
Table 4: Model Fitness of mSARIMA for Weekly Prediction of 
Patient Flow at Affiliated Hospital of Guilin Medical University 
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In table 4 the model fitness of the multivariate 
seasonal autoregressive integrated moving averages 
has been presented regarding daily patient arrivals at 
the emergency departments in the affiliated hospital 
of Jiangsu University. The analysis shows a robust 
Stationary R-squared value of .543. This robustness 
is also reflected in the value of the R-squared value 
of .654. The test produced a root mean squared error 
(RMSE) of .002 and mean average percentage error 
(MAPE) of prediction value of 32.97%. The test 
results also shows that in the affiliated hospital of the 
Jiangsu University, the mean average error (MAE) of 
using the mSARIMA to predict daily patient arrival 
is .2616 while the maximum average error of 
predicting daily patient arrivals at the emergency 
department is .002. Finally the goodness of fit for the 
model using the normalized Bayesian Informational 
Criterion was 11.775 
Comparison of In-Sample Model Goodness of Fit of Five Models
 
Figure 2: Results of AICs In-Sample Model Goodness of Fit 
of Models 
In figure 2 (A, B, C, D, E, F), the goodness of fit of 
the six models used in evaluating patient flow has 
been presented. Goodness of fit test is very important 
in this study because it helps to determine the 
appropriateness of the models for the data under 
consideration. It is only in this way that the 
comparison made with them will be meaningful. A 
number of techniques can be used to test goodness of 
fit such as the Bayesian Information Criterion, 
Akaike Information Criterion etc. The Akaike 
Information Criterion (AICs) was used in this 
particular model to find out the best fit data and the 
results have been summarized accordingly. On the 
whole the analysis shows that the model that best fits 
the data was the SARIMA model (B) and this is 
evidence in both the weekly (2902.735), weekly 
(3903.317) and quarterly forecast periods (3578.619). 
However a critical review of statistical differences 
between the information criterions shows no 
statistical difference. Thus all five models are 
regarded as good enough for the comparative 
analysis. 
Comparison of Post-sample Forecast Accuracy 
 
Figure 3: Comparison of Post-sample Forecast Accuracy in Guilin 
and Zhenjiang 
Figure 3 show the results of mean absolute 
percentage error (MAPE) of predicting patient flow 
in emergency department using the five prediction 
techniques over two time horizons namely daily 
prediction and weekly prediction. The smaller the 
mean absolute percentage error, the better as it shows 
a small deviation from the true prediction at the 
affiliated hospital of the Jiangsu University. However, 
table 13 also shows that overall there were no 
statistical difference between the results using the 
different models however some percentage 
differences were observed that must be disclosed. In 
terms of daily prediction, the average post sample 
prediction error for exponential smoothing is 34% 
while that of the neural network model is 31%. The 
average prediction error of using the multivariate 
Seasonal Autoregressive Integrated Moving 
Averages is 31%.  
 
Posthoc Multiple Comparison Test of MAPE of Prediction Market 
and Other  
 
The average post sample mean absolute percentage 
error using the times series regression is 33% 
whereas the neural networks and the Bayesian 
adjusted prediction market returned a mean absolute 
percentage error of 30% and 34% respectively. This 
indicates that in terms of daily prediction, the 
prediction market lagged behind the SARIMA, 
Neural Network and Time Series Regression and 
exponential smoothing by an average of 3 percentage 
points. However the situation is not the same when it 
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comes to weekly predictions. In this case the analysis 
shows that the average post sample prediction error 
for exponential smoothing is 34% whiles that of the 
neural network model is also 30%. The average 
prediction error of using the multivariate Seasonal 
Autoregressive Moving Average is 32.45%. The post 
sample mean absolute percentage error using the 
times series regression is 33% whereas the Bayesian 
adjusted prediction market returned a mean absolute 
percentage error of 30% and 33% respectively.  
This implies that the Bayesian adjusted prediction 
market defeats the exponential smoothing but 
underperforms the Neural Network model in long 
term prediction. Thus the weekly prediction of 
patient flow at the emergency facility in the affiliated 
hospital of the Jiangsu University shows a 
competitive importance of prediction market relative 
to other models as the prediction market was better 
than the exponential smoothing at forecasting health 
services demand in the Emergency Department by 
nearly 4 percentage points. This analysis some 
attestation to the fact that while the prediction market 
techniques may be a useful means of forecasting, its 
strongest value is noted in long term forecasting 
where it attained the lowest post sample mean 
absolute percentage error. 
 
Figure 1: Statistical Variation of the Mean Average Percentage 
Error of Prediction 
 
 
 
 
 
 
 
 
 
 
 
 
As a final examination of the models, the posterior 
predictive distributions was plotted against each 
observed probability estimate for the five models in 
order to determine the competitiveness of the 
predictive capabilities of each one of them. Figure 
10 shows the prediction outcome of the prediction 
market is marked closely to the prediction outcome 
of the other models and in some cases higher than 
some of them (see weekly prediction for  
exponential smoothing). Moreover, the distribution 
of all the models show small statistical variations as 
function of the probability estimate observed.  
 
 CONCLUSIONS OF RESEARCH 
When utilised correctly crowd wisdom models such 
as prediction market can be a tool of enormous 
power for several areas of public health decision 
making including patient flow, bed allocation, 
transport scheduling, staff scheduling, supply chain 
management, menu services. It can provide more 
accurate forecasts than traditional methods assisting 
staff planning as well as reducing costs to the 
hospital as opposed to estimating demand through 
alternative and complex time consuming methods. 
As earlier stated waiting time and demand 
fluctuations may not be the fault of a small capacity 
hospital but with effective use of prediction market 
techniques any hospital at any time of the day can 
forecast spare capacity.  Another significant issue in 
this research is the emerging evidence that 
emergency department arrivals may have some 
seasonal variations. In the past diseases that are 
associated with ear, nose and throat have had no 
specific correlation with time series and climatical 
conditions. The best known non medical factor that 
affects patient arrival was age.  Thus the evidence of 
seasonal influence in arrivals at this important 
department provokes further research to explore the 
intricate factors. It is worth noting that using the 
SARIMA model gives and remote indicator of 
specific months of the year and temperature and 
indication that climatic conditions may play some 
role in ear, nose and throat diseases.  It is important 
to investigate whether specific diseases reported to 
find out whether they more than the seasonal flu that 
accompanies changes in temperature.  
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