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Suppose one observes a random sample of n continuous time Gaussian processes on the interval [0, 11; 
in other words, each observation is a curve. Of interest is estimating the common mean function of the 
processes by a kernel smoother. The bandwidth of the kernel estimator is chosen by a version of 
cross-validation in which deleting an observation means deleting one of the n curves. It is shown that 
using this form of cross-validation leads to an asymptotically optimal choice of bandwidth. This result 
is contrasted with the inconsistency of cross-validation in a seemingly more tractable problem. 
kernel estimator * Gaussian processes * covariance function * bandwidth selection 
1. Introduction 
A great deal is now known about using cross-validation and related methods to 
choose smoothing parameters in nonparametric regression (Hardle and Marron, 
1985; Hardle, Hall and Marron, 1988). In many settings cross-validation yields an 
asymptotically optimal choice of smoothing parameter. Some recent work (Scott 
and Terrell, 1987; Hall and Johnstone, 1992) is more pessimistic, but cross-validation 
remains a simple and useful means of model selection when no better method is 
obvious. 
Most of the literature on nonparametric regression deals with cases where the 
response variable is univariate. Exceptions are Hart and Wehrly (1986), Wehrly and 
Hart (1988), Raz, Turetsky and Fein (1989) and Rice and Silverman (1991). In this 
paper we consider the setting of Rice and Silverman (1991), where each observation 
is an entire curve. We shall study a model in which the observations are independent 
copies of a Gaussian process { Y(t): 0 s t s 1). This process has mean function m(t), 
0~ t s 1, which is to be estimated. The process { Y(t) - m(t): 0~ f s l} is assumed 
to be stationary with unknown covariance function y. A practical example where 
this model is realistic is when one has a random sample of subjects (animals, e.g.), 
and a variable is measured on each subject continuously (or nearly so) across time. 
See Turetsky, Raz and Fein (1990) and Rice and Silverman (1991) for specific 
examples of this type. 
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The function m is estimated by smoothing the sample mean of the n observations. 
In the present context Wehrly and Hart (1988) and Rice and Silverman (1991) 
proposed the use of cross-validation to choose the smoothing parameters of, respec- 
tively, kernel estimators and smoothing splines. The form of cross-validation most 
often used in regression involves deleting an observation at each setting of the 
independent variable. This method is ineffective in our case because of dependence 
betwen different observations on the same subject (see Hart, 1991). The version of 
cross-validation proposed by Wehrly and Hart (1988) and Rice and Silverman (1991) 
is based on the idea of predicting one of the curves with a smoother that utilizes 
the other n - 1 curves. This is carried out in turn for each of the n curves, and the 
n prediction errors are averaged. The smoothing parameter minimizing this average 
prediction error is judged to be best. 
The main result of this paper is that using the just-described form of cross- 
validation leads to an asymptotically optimal choice of the bandwidth of a kernel 
smoother. A bit of reflection should convince one that this result is not an obvious 
extension of other optimality results such as in Hsrdle, Hall and Marron (1988). 
This becomes clear when we point out (in Section 3) that cross-validation is 
inconsistent in a simple multivariate model. The saving grace of cross-validation in 
the main setting of our paper is that it effectively makes use of needed information 
about derivatives of the covariance function y. 
The rest of the paper will proceed as follows. Section 2 defines the model to be 
analyzed and states the result on consistency of cross-validation. In Section 3 we 
point out a contrasting instance where cross-validation is inconsistent. Alternative 
methods of bandwidth selection are discussed in Section 4. 
2. Consistency of cross-validation 
Suppose we observe processes {Y,(r): 0~ t s l}, i = 1,. . . , n. We henceforth assume 
the following model is in force: 
Yi(f)=m(t)+,zi(t), OCtsl, i=l,...,n, (2.1) 
where m is a twice differentiable function and the processes {I,: 0s 1 s l}, 
i=l ,‘..> n, are independent copies of a stationary, zero mean Gaussian process 
with covariance function y. We are interested in estimating the mean function m 
by the kernel estimator 
h,,(t) = h -I j,,’ Y(u)K (y) du, 
where v(t) = n-’ Cl=, Y,(t), and the bandwidth h is positive. We assume the 
following conditions on the kernel K: 
(i) K is a density function with support (-1, 1). 
(ii) K is continuous on the interval [-1, I]. 
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(iii) K is symmetric about 0. 
For future reference, define the quantities 
I 1 
c, =2 
Is 
(u-u)K(u)K(v) du dv 
PI U 
and 
1 
U’K = 
I 
u’K(u) du. 
-1 
In practice an important consideration is the choice of bandwidth h, which controls 
the smoothness of the estimate lit,,. Bandwidths that are too small produce wiggly 
curves containing spurious features, while bandwidths that are too large smooth 
away important aspects of m. One definition of a ‘good’ bandwidth is that value of 
h which minimizes 
I 
h 
MASE(h) = E (h,(l) - m(f))’ df, 
a 
where, to avoid boundary problems, 0 < a < 4 < b < 1. Hart and Wehrly (1986) show 
that under appropriate conditions MASE(h) has the following asymptotic rep- 
resentations as n + co and h + 0: 
MASE( h) 
b-a 
-~{y(O)+y’(O+)C,h}+$~~rr~ h (m”(x))‘dx (2.2) 
a 
when --OO < y’(O+) < 0, and 
MASE( h) 
b-a 
-~{y(0)+y"(O)u$h2}+~h4u$ 
when y’(O) = 0 and y”(O) < 0. 
The asymptotically optimal bandwidths in these respective cases are 
r’(O-)C,(b-a) 
u”K si (m”(x))2 dx 
and 
h Xn = 
-2y"(O)C,(b-a) 
CT: ji (m”(x))2 dx ’ 
(2.3) 
(2.4) 
(2.5) 
Of course, in practice m and y are generally unknown, and so one will know 
neither MASE(h) nor the asymptotic approximations to MASE(h). Wehrly and 
Hart (1988) and Rice and Silverman (1991) have proposed a data-based method 
for choosing h that does not require knowledge of m and y. Their method is simply 
a version of cross-validation wherein one assesses the error in predicting the process 
{ Yi( I): 0 s t c l} by a kernel smoother that uses all the data except { Y,(t): 0 d t s l}. 
Define CV(h) by 
CV(h) = K’ i j-* (h;,(j) - Y(j))2 dj, (2.6) 
r=, u 
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where O<a<+<b<l, G~;,(t)=h~‘Ji Yi(n)K{(t-u)/h}du, and Y,(t) = 
{nY(t)- Y,(t)}/(n-l),OctGl, i=l,..., n. Rice and Silverman (1991) argue that 
CV(h) is an unbiased estimator of MASE,_,(h), the MASE based on a sample of 
size n - 1. For obvious practical reasons, they use quadrature approximations to the 
integrals in (2.6). In this regard, the results stated below are still true when sufficiently 
good approximations are used in place of integrals. 
In Theorem 1 we will show that the minimizer of CV(h) is asymptotically 
equivalent to the minimizer of MASE(h). A similar consistency result follows for 
the Hart and Wehrly (1986) method (see Section 4). The proof of Theorem 1 is 
given in the Appendix. 
Theorem 1. Suppose that model (2.1) holds with mpossessing two continuous derivatives 
on [0, 11, and that si (m”(x))* dx > 0. We consider two sets of conditions on the 
covariance function y and the set over which CV( h) is minimized. 
(I) Suppose that --OO < y’(O+) < 0, y is twice differentiable at each x # 0, and 
suprro( y”(x)1 < ~0. Let C, and C2 be constants such that 0 < C, < C, < C2 < ~0, where 
h,,“= C0n-‘/3 is the asymptotic minimizer of MASE(h) defined by (2.4). Let k, = 
o( n”‘), and suppose that H,, = {h,, , . . . , hnk,,} is a sequence of subsets of 
[ C,n-“‘, C2n~“3] such that there exists h,,;,, E H,, with n1’3h,,,, + C, as n + ~0. 
(II) Suppose that y is everywhere four times continuously di’erentiable and that 
sup-,c,<cr 1 Y(~)(X)] < 00. DeJine H,, as in (I) except that now H,, c [CTn-I’*, C’?n-“*I 
with CT < C,* < Cf , k, = o(n), and n’/zh,,,,, + Ct = n”*hZ,, (see (2.5)). 
Suppose the conditions in either (I) or (II) hold, and define h,, to be the minimizer 
of CV(h) over h E H,. Then h,,/h opt+ 1 in probability as n + 03, where hopt is h,,, and 
hzO in cases (I) and (II) respectively. 
We close this section with a few remarks. 
Remark 2.1. A remarkable aspect of Theorem 1 is that cross-validation is shown to 
succeed in spite of the fact that the bandwidth h has a relatively small effect on 
MASE(h). Note from (2.2) and (2.3) that the effect of h is a second order 
phenomenon since MASE(h) - y(O)n~’ whenever h + 0. By contrast, the bandwidth 
has a first-order effect in the usual nonparametric regression setting where cross- 
validation has been proven successful (see, e.g., Hardle, Hall and Marron, 1988). 
Remark 2.2. Define a,, = n4” and a,, = n2 in cases (I) and (II), respectively. The 
fact that k, is o(n”3) and o(n) in, respectively, cases (I) and (II) reflects the fact 
that V, = Var{a,(CV( h,,) - CV( h,,))} is 0( no”“) and 0( n-‘) in the respective cases. 
Since V,, is merely bounded in the proof of Theorem 1, the possibility remains that 
V, is of a smaller order than no”’ in case (I). 
Remark 2.3. The reader may wonder why we assumed the existence of four deriva- 
tives in case (II). If one assumes only two derivatives, then the precise order of 
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certain variance terms is unclear. Assuming only three derivatives does not clarify 
matters since the next higher order term in the relevant variance expansion has 
coefficient ~‘~‘(0) =O. Only by assuming four derivatives is it possible to obtain 
effective variance bounds, at least using our method of proof. 
3. Inconsistency of cross-validation in a simple setting 
In this section we consider a simple multivariate model in which cross-validation 
is inconsistent. This result underscores the significance of Theorem 1 and also 
provides intuition on why Theorem 1 holds. 
Suppose that Y = (Y,,, . . . , Yki), i = 1,. . . , n, are independent copies of a k- 
dimensional random vector Y having multivariate normal distribution with mean 
vector p . lk and positive definite covariance matrix 2, where lk is a column vector 
of k 1’s. The problem is to estimate p by either k, = I:=, u,? or k2 =C,k_, b,Y,, 
where Yj = n-’ C:_, Yi,j=l,....r k, and I,“=, Uj = I.:=, b, = 1. Cross-validation is 
used to choose between k, and b2. Define 
cv,=n-’ i ; (;;- YJ2, m-1,2, 
r=, j-1 
where ;X is the estimator &,, computed with all the data except Yi. One uses the 
estimate /_2, if CV, < CV2, and otherwise uses /-2*. 
Note that the estimation problem just described is very much like estimating m(t) 
in model (2.1). The principal difference is that a data vector is finite dimensional 
in the former problem and infinite dimensional in the latter. 
Without loss of generality suppose that Var(&,) <Var(/;,). It would be desirable 
to have P(CV, <CVJ+ 1 as n +a. However, it is not difficult to show that nk-’ 
(CV, - CV,) + Z’AZ + p in distribution as n + 00, where 
/3 =2k-‘(a-b)‘EII,, a=(a ,,..., a,)‘, b=(b ,,..., bk)‘, 
1 -1 0 
A= l-10, 
[ 1 -2 2 0 
Z is trivariate normal with zero mean vector and covariance matrix C’EC, and C 
is the k x 3 matrix [a, b, k-Ilk]. We have E(Z’AZ+P) = Var(;,) -Var(;,), which 
is less than 0 by assumption. In general, though, P(Z’AZ +p > 0) > 0, and so 
cross-validation chooses the wrong estimator with positive probability, even with 
an infinite amount of data. 
An interesting point of view has been remarked by a referee, who notes that there 
is no bias-variance tradeoff in the model of this section, inasmuch as fi, and fi2 are 
unbiased estimators of P. The literature shows that in problems free of bias, model 
selection techniques akin to cross-validation are often inconsistent (Shibata, 1976; 
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Woodroofe, 1982; Eubank and Hart, 1992). A good example of this phenomenon 
is in estimation of the order of an autoregressive process. When the order is finite, 
and so essentially unbiased stable estimators of model parameters are available, the 
AIC model selection technique inconsistently estimates the true order (Shibata, 
1976). By contrast, when the autoregressive order is infinite, AIC efficiently estimates 
the order that optimally balances variance and bias (Shibata, 1980). 
An alternative way to interpret the discrepancy between the results of Sections 2 
and 3 is that cross-validation better estimates the difference in the variances of two 
estimators in the former case than in the latter. The difference in variances in the 
former case depends on derivatives of the covariance function, which are reasonably 
well estimated from the abundance of data across time. Still, as noted in Remark 
2.1, one must be impressed by the consistency of cross-validation in Section 2 
considering that MASE( b,,)/MASE(b,,J + 1 whenever b,, + 0, b,, + 0. By contrast, 
in the setting of Section 3, Var(c,)/Var($,) = 77 < 1 for all n, and yet cross-validation 
is unable to consistently distinguish between the two estimators. 
4. Alternative bandwidth selectors 
It is easy to verify that 
h I 
E 
I 
(G,,(t)- Y(t))‘dt+4(b-a)n-’ 
I 
K(z)y(hz) da 
‘I 0 
is minimized at the same value of h as MASE(h). This suggests that one use the 
data-based rule: choose h to minimize 
Z?(h)= ‘(r&(t)- Y(t))‘dt+4(b-a)n-’ 
5 J‘ 
I 
K(z)?(hz) dz, 
0 0 
where q is an estimator of y. This is essentially the same as the proposal of Hart 
and Wehrly (1986). 
By examining the proof of Theorem 1, it is clear that Theorem 1 remains true 
when CV(h) is replaced by I?(h), so long as q satisfies certain conditions. Two 
important cases are worth mentioning. First define 
h 
(b-a)?(hz)= 
I 
K’ i (Y;(r-hz)- Y(t-hz))(Y,(t)- y(t))dt. (4.1) 
0 ,=I 
Then Theorem 1 is true for !? based on this estimate of y. In fact, there is little to 
distinguish this version of i(h) from CV(h), since CV(h) implicitly estimates y by 
essentially (4.1). 
A second case in which Theorem 1 holds for l? is when a parametric model holds 
for y. Suppose y E { y( . ; 0): 13 E O}, where 0 is a finite dimensional parameter space, 
and that e^ is a &-consistent estimator of 0. Then one can estimate I by 
y( hz; 6). In general, this estimator of y will be more efficient than the nonparametric 
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estimator (4.1). Therefore, when a parametric model is available for y, the bandwidth 
,. 
selector based on R(h) holds some promise for improvement upon cross-validation. 
Another possibility is to directly estimate the unknown constants in (2.4) and 
(2.5); this is the so-called plug-in method. This method has been shown to be more 
efficient than cross-validation in other settings (Park and Marron, 1990). On the 
other hand, there is a fair amount of uncertainty about the best way to estimate the 
constants, inasmuch as a smoothing parameter must be chosen to estimate 
js (m”(t))’ dt. This problem is further complicated in our setting because one must 
estimate derivatives of y. If no parametric model is available for y, then another 
smoothing parameter is required for estimating y’(O+) and/or y”(0). 
Appendix: Proof of Theorem 1 
After some algebraic manipulation we have 
(h,,(t)- y(t))‘dt 
(h,,(t)- Y(t))&,(t)dt/(n-1)’ 
I 
h 
ntZI a 
@r;,(t)-nY(t)/(n-l))(nY(t)/(n-l)- Y,(t))dt 
I 
h 
&f,(t; i) dt+ U,,, 
where &,,( t; i) =J’, K(z) Y,( t - hz) dz and U,, is a random variable that does not 
depend on h. This leads to 
(+)&h)=(l-f) j<;@?,.(r)-v(t))‘dt 
2 h 
-- j- (h,,(t)- v(t))v(t) dt 
n ‘l 
where a,,(t)=(n-l)n~2C:‘=, h,,(t; i)Y,(t). 
This implies that 
( > + ‘{C”(h) -CV(h*)] 
= (r&(t)- p(t))‘dt- y(t))‘dt 
(ah(t)-a,,*(t))dt+Z,,+Z,z, (A.11 
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where 
( +I:,( t; i) - fit-( r; i)) dt 
and 
,$ 
i 
h 
v( r)(&,*( t) - G,,(t)) dr. 
n u 
Define 
&(O = 
I 
I 
K(z){E(t-hz)--(t)}dt 
-1 
and 
B,,(t) = 
I’ 
K(z){m(t-hz)-m(r)}dt. 
-1 
Then the right-hand side of (A.l) is 
{B;?(t) - B;+(t)} df 
+(3(3 I’, l’, K(u)K(z){y(h(z-u))-y(h*(z-u))}dudz 
where 
Z,, = ZL, - EZ:,, , 
I 
h 
Zh,=(n-2)np’ {s^i( t) - s^‘,*( t)} dt, 
(1 
I 
h 
Z,,4=2(n-2)n-’ {&(OB,,(Q - &(t)B,,4N dr 
a 
and 
I 
h 
Z,, = 26’ (a,,(t) - w(t)) dt 
u 
1 
-2(n-2)(b-a)n -2 
I 
K(z)(y(hz)- Ah*z)) dz. 
-1 
We now state a lemma concerning the expectation of CV( h) - CV( h”). The proof 
is omitted since it is similar to the rest of the proof of Theorem 1. 
Lemma 1. Let the conditions of Theorem 1 hold, and define for each n, h and h”, 
M,(h, h”) = E 
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where a, = r~“‘~ and nr in cases (I) and (II) respectively. Let {h, : n = 1,2, . } be any 
sequence such that h,,/ hopr + 1. Then for each F > 0, there exists 6, > 0 such thar for 
all n suficiently large M, (h, h,) 2 6, for every h E H, satisfying 1 h/h,,, - 112 F. 0 
Let h, E H,, be such that h,,/ h,,,+ 1, and choose n large enough so that 
IWho,,- lI< e. Now, 
P(Ih:,/hopt- 11~ &) 2 P 
( 
f’ {CV(h,,,) > CV(h,,)} , 
II,,, c- 4, > 
where B,={hEH,:Ih/h,p,-lI 2 e}. The last probability is at least 
l- 1 P 
/l,,, c4, (( > 
$ ‘cr,,(CV(h,,)-CV(h,,))sO 
> 
, 
where a,, is defined in Lemma 1. Define M,,(h, h”) as in Lemma 1. Then, using 
Lemma 1 and Markov’s inequality, it follows that, for all n sufficiently large, 
a,,(CV(h,,)-CV(h,,))~O 
> 
a,,(CV(h,,) -CV(h,,)) - M,,(h,,,, h,,) 2 M,(h,,, h,,) 
> 
By Minkowski’s inequality, 
(CV(h,,,) -Wh,,)) . (A.2) 
a’, Var ‘(CV(h)-CV(h*)) (A.3) 
Consider first 
(I 
h 
ai Var(Z,,,) = u’, . nm5 Var (#,(I; I)-r&f,-(r; l))dt , 
0 1 
which is O(n- ‘) in both cases (I) and (II). Now, 
(1 
h 7 
Var(Znz) S 46’ {Var( v( t)( &,,*( t) - h,,(t)))}“’ dt 
(I > 
(I 
1 
s 8y(0)nm3(b -a)’ Var K(z)(E(;-h*z)-e($-hz))dz , 
-I I 
(A.4) 
where to get the last inequality we have used the fact that 
Cov( XY, WZ) = Cov(X, W) Cov( Y, Z) + Cov( x, Z) Cov( Y, W) 
for jointly normal random variables X, Y, Z and W. 
(A.5) 
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The variance in (A.4) is 
I I 
n -1 
il 
K(u)K(z){Y(h*(z - u))+ Y(h(Z- u)) 
-1 PI 
- y(hz - h*u) - y(h*z - hu)} du dz. 
Using (A.4), the conditions on K, and the smoothness conditions on y, it follows 
that ai Var(Z,,,) is O(H~~‘~) in case (I) and O(K’) in case (II). 
Now, define 
&I = {(s, t): a4s~b,u~t~b,Is-tj<2C2a,“4} 
and 
$2 = {(s, t): a < s < b, a s t 4 b, Is - tI z ~C+I,“~}. 
We then have 
Var(Z,) s Cn(s, t) ds dt+ Cn(.s, t) ds dt, (A.61 
where C,,(s, I) = Cov($,(s) -$*(.s), $,(t) - g;*(r)). For cad, 
CO”&.(S), l&t)) 
=2{E(&(s)&(t))}’ 
=2nm’ ’ 
(s I’ 
K(u)K(z)(y(s-t-cu+dz)+y(s-t) 
-I -I 
z 
-y(s-t+dz)-y(s-t-cu))dudz . 
I 
In case (II), the last quantity is bounded by Cn-’ . np4 for all s and t. This fact and 
(A.6) imply that a:, Var(Z,,) = O(Kz) in case (II). A similar argument shows that 
jls,,? C,,(.s, t) ds dt = O(nm’0’3) in case (I). Furthermore, using the Lipschitz condition 
on Y, 
II 
C,,(.s, t) ds dt = O(n-‘); 
.x, I
and it follows that in case (I) u’, Var(Z,,) = O(n-“’ ). Similar reasoning establishes 
that u’, Var(Z,,,) is O(K”‘) and O(n-‘) in cases (I) and (II), respectively. 
Finally, 
h 2 
Var(Z,,) G 4nP’ (Var(u,,( t) - u,,*(t)))“’ dt 
<I 
and 
Var(u,,(t)-u,,*(r))siVariY,(t)(+rk(t; I)-rkr(f; I))}. 
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Using (A.5), the very last quantity is 
n-l{ Y(O) j’, I;, K(z)K(u)(y(h(u-z))+r(h*(u-z)) 
_ y(hu - h*z) - y(h*u - hz)) du dz 
1 
+ K(z)(y(hz) - y(h*z)) dz . 
-I 
Using the smoothness conditions on y, it now follows that a’, Var(Z,,) is 0(nm2’3) 
and O(n-‘) in cases (I) and (II) respectively. 
Theorem 1 is now proven upon using (A.2) and (A.3), and noting that the bounds 
on Var(Z,,;), j = 1, . . . , 5, hold uniformly over h, h* E H,. 0 
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