Abstract-This paper proposes a novel adaptive optimal control approach for output regulation problems of continuous-time linear systems. An internal model is introduced for the sake of controller design. The proposed approach is based on reinforcement learning, which does not rely on the accurate knowledge of system dynamics. The optimal controller for the system incorporating with the internal model is approximated using online input and state data. Simulation results demonstrate the effectiveness of the proposed approach.
I. INTRODUCTION
Reinforcement learning (RL) considers how an intelligent agent interacts with unknown or uncertain environment, in order to maximize some accumulated reward or minimize some cost functional [1] . It is an important branch of artificial intelligence which is under extensive investigation. However, most of these existing literature ignore the stability issue of the system, which renders that the reliability of the controller design by RL is hard to be ensured.
To the best of our knowledge, the stability theory and RL theory have been firstly integrated in [2] . An essential advantage of RL is that one can achieve approximation of optimal control policy without the knowledge of (partial) system dynamics. This approximation process is implemented recursively and the convergence to the optimal control is able to be guaranteed. In the last decade, RL has been employed to develop adaptive optimal controllers for linear systems [2] - [5] and nonlinear systems [6] - [8] with assured stability.
Output regulation problem aims to design feedback controllers in the presence of external disturbances and references [9] , [10] . Through proper design of controllers, the asymptotic convergence of the tracking error is expected to be achieved while rejecting nonvanishing disturbances. It is essentially a mathematical framework that is able to describe multiple emerging engineering problems. Feedback-feedforward and internal model principle are two major strategies that can be employed to solve output regulation problems.
In our previous work [11] , an adaptive optimal controller is firstly developed by RL for solving output regulation problems of continuous-time linear systems. It is recently generalized to the solution of strictfeedback nonlinear systems [12] . Both of these works are based on feedback-feedforward, which need to solve online not only Hamilton-Jacobi-Bellman equations or algebraic Riccati equations for linear systems, but also regulator equations. This paper proposes a novel adaptive optimal control approach for output regulation problems via internal model principle. Comparing with feedbackfeedforward-based RL approaches, an internal model is introduced based on the knowledge of exosystem dynamics. Interestingly, the proposed approach does not depend on the solution to the regulator equation.
The rest part of this paper is organized as below. In Section II, the linear optimal output regulation problem is formulated and some preliminaries, such as linear optimal control, internal model principle, are given therein as well. In Section III, the adaptive optimal control algorithm is presented. The simulation example and the corresponding result are shown in Section IV. Finally, the concluding remarks are contained in Section V.
Notations. Throughout this paper, · represents the Euclidean norm for vectors and the induced 978-1-5386-7693-6/18/$31.00 ©2018 IEEE norm for matrices. ⊗ indicates the Kronecker product operator.
II. PROBLEM FORMULATION AND PRELIMINARIES
In this Section, we formulate the linear optimal output regulation problem. Then, we review the basic linear quadratic regulator technique and internal model principle.
A. Problem formulation
Consider the following continuous-time linear system with single-input-single-output:
where x ∈ R n is the state vector, u ∈ R the control input, and v ∈ R q the exostate. In output regulation theory, (2) is called an exosystem which generates both the plant disturbance d = Dv and the reference signal r = −F v for the output Cx. e ∈ R stands for the tracking error. The dimension of system matrices are A ∈ R n×n , B ∈ R n , C ∈ R 1×n , D ∈ R n×q , and F ∈ R 1×q . Instead of designing a static-feedback controller, our goal is to develop a dynamic state-feedback controller
such that the closed-loop system (1)- (4) achieves disturbance rejection and asymptotic tracking, i.e., lim t→∞ e(t) = 0. The characteristic polynomial of G 1 ∈ R w×w is equivalent to the minimal polynomial of
incorporates an internal model of the matrix E. Throughout this paper, several standard assumptions are made as follows. Assumption 1: σ(E) ∈ C + . Assumption 2: (A, B) is stabilizable.
Remark 1: Note that Assumption 1 does not violate the generality of the proposed control problem since the asymptotic stable mode in the exosystem does not affect the output regulation. Assumption 3 is named zero-transmission condition which sufficiently guarantees the solvability of the regulator equation; see [9] .
For simplicity, we defineĀ
Remark 2: Under Assumptions 1-3, the stabilizability of the pair (Ā,B) is shown in [9] .
The following Theorem shows that the linear output regulation problem can be solved by properly designing the controller (4).
Theorem 1: Under Assumptions 1-3, choose a stabilizingK such that σ(Ā −BK) ⊂ C − , then the system (1)-(3) in closed-loop with the dynamic statefeedback controller (4) achieves disturbance rejection and asymptotic tracking.
Proof: σ(E) ∩ σ(Ā −BK) = ∅ implies the following sylvester equation
always has a unique solution (X, Z) ∈ R n×q × R w×q .
Since the pair (G 1 , G 2 ) is controllable, without loss of generality, take a control canonical form as an example.
For j = 2, 3, · · · , n, we have z j = z 1 E j−1 , and
Given (5) and (6) With the consideration of improving the transient performance of the closed-loop system, the linear optimal output regulation problem is defined as follows.
Problem 1: The linear optimal output regulation problem is solved if a controller (4) is designed to achieve disturbance rejection and asymptotic tracking. Moreover, the following dynamic programming problem
is solved, where Q = Q T > 0, R = R T > 0. It should be mentioned that the dynamic programming problem in Problem 1 is a standard linear quadratic regulator problem. The solution to this problem offers us an optimal feedback controller
where the optimal feedback control gain matrixK * is
From linear optimal control theory, the matrixP = P T > 0 is the solution to the following algebraic Riccati equation
The following lemma presents a model-based successive approximation approach for solving the algebraic Riccati equation.
Lemma 2.1 ( [13] ): LetK 0 ∈ R m×n be any stabilizing feedback gain matrix.P j =P T j > 0 is the solution of the Lyapunov equation
whereK j , with j = 1, 2, · · · , arē
Then, the following properties hold:
III. ADAPTIVE OPTIMAL OUTPUT REGULATOR

DESIGN
In this Section, we will present an online learning strategy for the system (1)-(3). The proposed strategy is able to find approximation of optimal valuesP * andK * via online data x(t), u(t) and v(t). Notably, systems matrices A, B, C and D are not needed known to complete the learning process.
A. Adaptive optimal control algorithm development
Letting the state be η = [x T , z T ] T , we havė
whereĀ j =Ā −BK j . During the period [t, t + δt], we have the following equation along the trajectory of (12) η(t + δt)
For positive integer s, define
T where t 0 < t 1 < · · · < t s are positive integers. Equation (13) implies the following matrix equation
where
Equation (14) is uniquely solved when matrix Ψ j is of full column rank, i.e., 
Now, we are ready to present our algorithm for learning the optimal controller. SolveP j andK j+1 from (15) 6: until P j − P j−1 < for j ≥ 1 7: The learned approximated optimal controller is
Remark 3: The exploration noise ν is added into the controller during the learning phase such that the matrix Ψ j is in full column rank. This is similar to traditional adaptive control where an exploration noise is needed to satisfy the condition of persistent excitation.
Remark 4: Under Algorithm 1, the convergence of sequences {K j } ∞ j=0 and {P j } ∞ j=0 to their optimal valuesK * andP * has been shown in [3] . The major difference from [3] is that the plant augmented with internal model is taken into consideration.
Remark 5: Different from our previous work [11] , the learning method proposed in this paper need not solve regulator equation to find X, Z, which takes advantages in reducing computational complexity.
B. Exostate reconstruction
If the exogenous signal v(t) is unavailable and (E, F ) is observable, we can design an observer to reconstruct v(t) bẏ
where r = F v is measurable reference signal. Then, we havev
where implies that the estimation errorṽ = v −v asymptotically converges to zero. Another method is to resort to sampled-data system theory. To be more specific, choosing a nonpathological sampling period t h [14] , the system can be discretized as
Then v k can be computed by a retrospective sequence of sampled reference signals
.
Therefore, we will obtain an accurate reconstruction of the exostate by
IV. ILLUSTRATIVE EXAMPLE Consider a second-order system in the form of (1)-(3) with matrices
In this example, Assumptions 1-3 are satisfied. The exostate v(t) is a sinusoidal wave. Suppose the system matrices A, B, C, and D are unknown. Let the internal model for the exosystem (2) be
Choose weight matrices as Q = I 4 and R = 1. We collect input, state and exostate data from t = 0s to t = 10s in order to perform the Algorithm 1. The comparison ofP j at jth iteration with its optimal valuē P * is shown in Fig. 1 . We employ our updated control policy after t = 10s. The output trajectory is shown in Fig. 2 with the reference signal as comparison. An adaptive optimal controller is designed in this paper for solving linear output regulation problems via reinforcement learning and internal model principle. Without the reliance on the model knowledge, the control algorithm depends on the online input and state data. Two exostate reconstruction approaches are provided in case that the exostate is unmeasurable. Simulation results demonstrate the effectiveness of the proposed adaptive optimal control approach. 
