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BATALIN–VILKOVISKY ALGEBRA STRUCTURES ON THE
HOCHSCHILD COHOMOLOGY OF GENERALIZED WEYL
ALGEBRAS
LIYU LIU AND WEN MA
Abstract. This paper is devoted to the calculation of Batalin–Vilkovisky al-
gebra structures on the Hochschild cohomology of skew Calabi–Yau generalized
Weyl algebras. We firstly establish a Van den Bergh duality at the level of
complex. Then based on the results of Solotar et al., we apply Kowalzig and
Kra¨hmer’s method to the Hochschild homology of generalized Weyl algebras,
and translate the homological information into cohomological one by virtue of
the Van den Bergh duality, obtaining the desired Batalin–Vilkovisky algebra
structures. Finally, we apply our results to quantum weighted projective lines
and Podles´ quantum spheres, and the Batalin–Vilkovisky algebra structures
for them are described completely.
1. Introduction
Hochschild cohomology theory dates from the forties of the last century. It is
becoming indispensable in many branches of algebra, such as homological algebra,
representation theory, deformation theory, operad theory, and so on. Furthermore,
Hochschild cohomology characterizes some geometrical information. For example,
the famous Hochschild–Kostant–Rosenberg theorem interprets the Ka¨hler differen-
tial forms, multi-derivations of smooth commutative algebras in terms of Hochschild
(co)homology.
During the development of Hochschild cohomology theory, Gerstenhaber made
remarkable contributions. He discovered a new structure on the Hochschild co-
homology HH∗(A) for any algebra A in 1960’s [9], and the structure is nowadays
called the Gerstenhaber algebra structure. Roughly speaking, a Gerstenhaber al-
gebra is a graded vector space equipped with a cup product and a Lie bracket,
which is somewhat analogous to a graded Poisson algebra. Gerstenhaber’s another
contribution, is to establish deeply relations between cohomology theory and alge-
braic deformation theory, together with Schack [10]. Deformation theory, as a part
of noncommutative geomery, appears in the fields of algebra, algebraic geometry,
differential geometry, mathematical physics, and so on.
In the past decades, people found a special class of Gerstenhaber algebra in some
fields such as theoretic physics, Poisson geometry, and string topology, which are
called Batalin–Vilkovisky algebras. A Gerstenhaber algebra is a Batalin–Vilkovisky
algebra if the defining Lie bracket is induced by an operator of order two. What fol-
lowed is the question: Since the Hochschild cohomology of any algebra is a Gersten-
haber algebra, for which algebras their Hochschild cohomology admits a Batalin–
Vilkovisky algebra structure? Many mathematician focus on the question and an-
swer positively in some situations. Tradler verified that the Hochschild cohomology
for symmetric algebras are all Batalin–Vilkovisky algebras [21]. Ginzburg proved
the Hochschild cohomology for Calabi–Yau algebras are also Batalin–Vilkovisky
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algebras [12]. They used distinct manners; however, their thoughts are similar.
That is, by virtue of a duality between the Hochschild homology and cohomology,
the Connes operator induces the desired operator of order two. Inspired by this
thought, Kowalzig and Kra¨hmer showed that if a skew Calabi–Yau algebra A has a
semisimple Nakayama automorphism, then HH∗(A) is a Batalin–Vilkovisky algebra,
which is a generalization of Ginzburg’s result [15]. Coincidentally, Lambre, Zhou
and Zimmerman proved that for a Frobenius algebra A with semisimple Nakayama
automorphism, HH∗(A) is also a Batalin–Vilkovisky, generalizing Tradler’s result
[16]. In particular, when A is Koszul Calabi–Yau, the Koszul dual A! is a symmet-
ric algebra, so both HH∗(A) and HH∗(A!) are Batalin–Vilkovisky algebras. Chen,
Yang and Zhou proved Rouquier’s Conjecture: HH∗(A) is isomorphic to HH∗(A!)
as a Batalin–Vilkovisky algebra [7].
It is noteworthy that the Hochschild cochain complexes are so big that one sel-
dom computes cohomology via them in practice. Therefore, it is a tough task to
determine the Batalin–Vilkovisky algebra structure on HH∗(A) for a concrete A.
In this paper, we investigate the structures on the Hochschild cohomology for a
class of generalized Weyl algebras. Such algebras were introduced by Bavula in the
mid-1990’s [2]. The class of generalized Weyl algebras contains numerous examples
arising from quantum groups and differential operator rings (see [3] for detail). So
far, a lot of algebraic properties of generalized Weyl algebras have been revealed,
such as irreducible representations, homological dimensions, isomorphisms and au-
tomorphisms (cf. [1], [2], [4], [18]). In particular, the Hochschild homology and co-
homology for generalized Weyl algebras A over a polynomial algebra in one variety
have been computed [8], [20]. A necessary and sufficient condition for A to be skew
Calabi–Yau was given by the first author [18], and the Nakayama automorphism
was also obtained. However, when A is skew Calabi–Yau, the Batalin–Vilkovisky
algebra structure on HH∗(A) is still unknown. The goal of this paper is to determine
the structure.
From now on, let A be a generalized Weyl algebra of quantum type over a
polynomial algebra in one variety, and Ae be the enveloping algebra of A. By [18]
or [20], A as a left Ae-module has a free resolution F of the form
Ae (Ae)3 (Ae)4 (Ae)4 (Ae)4 · · · .←
→
d1 ←→
d2 ←→
d3 ←→
d4 ←→
d5
In Section 3, we use the resolution F to give an explicit Van den Bergh duality
in the language of homotopy category. More specifically, if A satisfies the skew
Calabi–Yau condition that was given in [18], then for any A-bimodule M , denoting
S(M) = HomAe(F ,M) and T (M) = M
ν ⊗Ae F , there are cochain maps f and g
as follows (here T (M) is regarded as a cochain complex),
S(M) T (M)[−2].
←
→
g
←→
f
We prove f and g are quasi-isomorphisms by constructing homotopy maps s : fg ⇒
1S(M) and t : gf ⇒ 1T (M)[−2].
Theorem 1 (Theorem 3.4). f and g are quasi-inverse mutually, so they are both
quasi-isomorphisms.
Accordingly, we succeed in obtaining the Van den Bergh duality g : S(M) →
T (M)[−2] at the level of complex. After that, we are going to determine the
Batalin–Vilkovisky algebra structure. In terms of generators and relations, A is
represented as
k〈x, y, z |xz = qzx, yz = q−1zy, yx = p(z), xy = p(qz)〉,
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where q is generic, p(z) is a polynomial in z without multiple roots. Solotar,
Sua´rez-A´lvarez and Vivas have calculated the cohomology H∗(S) by the spectral
sequence argument [20], where S = S(A). Based on their results, we find cocycle
representatives of the bases for the relevant cohomological groups in Section 4, and
obtain the following theorem in which the notations ≁, p˜, n, ℓ are introduced in
the beginning of Section 4.
Theorem 2 (Theorem 4.2). When p ≁ z, the bases for H0(S), H1(S), H2(S) are
represented by the following sets of cocycles respectively,
H0(S): {1},
H1(S): {(x,−y, 0)T },
H2(S): {(0, z˜p′,−xz, zy)T , (zi, z˜i, 0, 0)T | 0 ≤ i < n, i 6= n− ℓ}.
When p ∼ z, the bases for H0(S), H1(S), H2(S) are represented by the following
sets of cocycles respectively,
H0(S): {1},
H1(S): {(x,−y, 0)T , (x, y, 2z)T},
H2(S): {(0, p˜,−xz, zy)T , (1, 1, 0, 0)T}.
Besides, the groups Hj(S) for all j ≥ 3 are trivial.
We compute the Batalin–Vilkovisky algebra structure on HH∗(A) in Section 5.
The section is divided into two subsections, dealing with the cases p ≁ z and p ∼ z
respectively. In both cases, we apply the same method. That is, we translate the
cocycles in Theorem 2 into cycles of T (A) by the Van den Bergh duality, and the
latter are changed into Hochschild cycles by an comparison constructed in Section
5. So we employ the manner introduced by Kowalzig and Kra¨hmer [15], and hence
obtain the required structure.
Theorem 3 (Theorem 5.4). If p ≁ z, then HH∗(A) as a Batalin–Vilkovisky algebra
has {1, s, v, ui | 0 ≤ i < n, i 6= n− ℓ} as a basis, where |1| = 0, |s| = 1, |v| = |ui| = 2,
and in addition,
(1) 1 is the identity of HH∗(A) with respect the cup product, and the cup prod-
ucts of other pairs of basis elements are trivial,
(2) ∆(v) = s, and ∆ acts on other basis elements trivially.
Theorem 4 (Theorem 5.8). If p ∼ z, then HH∗(A) as a Batalin–Vilkovisky algebra
has {1, s, t, u, v} as a basis, where |1| = 0, |s| = |t| = 1, |u| = |v| = 2, and in
addition,
(1) 1 is the identity of HH∗(A) with respect the cup product, and the cup product
is zero except s ` t = −t ` s = −2v,
(2) ∆(v) = s, ∆(t) = −2, and ∆ acts on other basis elements trivially.
In Section 6, we apply the above results to two classes of concrete generalized
Weyl algebras. They are quantum weighted projective lines and Podles´ quantum
spheres. Both of them are closely related to the quantum group SUq(2), and can be
realized as subalgebras of SUq(2). We completely determine the Batalin–Vilkovisky
algebra structures on the Hochschild cohomology of them. When we deal with
the Podles´ quantum spheres, there is an interesting phenomenon—the basis for
the second Hochschild cohomological group depends on the polynomial p but the
dimension is independent. Specifically, for the equatorial Podles´ quantum sphere,
the basis of the second cohomological group is {v, u1}, while the basis is {v, u0} for
others.
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2. Preliminaries
Throughout this paper, k is a field of characteristic 6= 2. All vector spaces and
algebras are over k unless stated otherwise. Unadorned Hom and ⊗ mean Homk
and ⊗k, respectively.
Let us begin with a brief review of Hochschild (co)homology. Let A be an algebra,
Aop the opposite of A, and Ae = A ⊗ Aop the enveloping algebra. By regarding
k as a subspace of A via the unity map k → A, we obtain the quotient space
A¯ = A/k. The well-known bar complex (Cbar
•
(A), b′) is a free resolution of A as a
left Ae-module defined as follows:
Cbarn (A) = A⊗ A¯
⊗n ⊗A, ∀n ∈ N,
in which a typical elements a0⊗a1⊗ . . .⊗an⊗an+1 is written as a0[a1, . . . , an]an+1,
(when n = 0, we write a0 ⊗ a1 as a0[ ]a1), and the differential b
′ is given by
b′(a0[a1, . . . , an]an+1) = a0a1[a2, . . . , an]an+1 +
n−1∑
i=1
(−1)ia0[a1, . . . , aiai+1, . . . , an]an+1
+ (−1)na0[a1, . . . , an−1]anan+1.
Such a resolution is called the normalized bar resolution of A in the literature.
Let M be an A-bimodule. If we regard it as a right or left Ae-module, then we
have two complexes M ⊗Ae C
bar
•
(A) and HomAe(C
bar
•
(A),M). Both complexes are
isomorphic to
C
•
(A,M) : M M ⊗ A¯ M ⊗ A¯⊗2 M ⊗ A¯⊗3 · · ·
C•(A,M) : M Hom(A¯,M) Hom(A¯⊗2,M) Hom(A¯⊗3,M) · · ·
←→
d1 ←→
d2 ←→
d3 ←→
d4
←→d
0
←→d
1
←→d
2
←→d
3
respectively, where
dn(m[a1, . . . , an]) = ma1[a2, . . . , an] +
n−1∑
i=1
(−1)im[a1, . . . , aiai+1, . . . , an]
+ (−1)nanm[a1, . . . , an−1],
d
nf(a1, . . . , an+1) = a1f(a2, . . . , an+1) +
n∑
i=1
(−1)if(a1, . . . , aiai+1, . . . , an+1)
+ (−1)n+1f(a1, . . . , an)an+1, ∀ f ∈ Hom(A¯
⊗n,M).
Definition 2.1. Hn(A,M) = C•(A,M) is called the nth Hochschild homological
group of A with coefficient in M , and Hn(A,M) = C•(A,M) is called the nth
Hochschild cohomological group of A with coefficient in M .
It is direct to see that Hn(A,M) = Tor
Ae
n (M,A) and H
n(A,M) = ExtnAe(A,M).
So in practice, people usually compute Hochschild homology or cohomology by using
a proper resolution of A, which is smaller than the bar resolution.
We write HHn(A) = Hn(A,A) and HH∗(A) =
⊕
n∈NHH
n(A). For any auto-
morphism ν of A, the notation Mν means the A-bimodule whose base space is the
same as M , and the right module action is twisted by ν, namely,
a ⊲ m ⊳ a′ = amν(a′).
Definition 2.2. An algebra A is called ν-skew Calabi–Yau of dimension d for some
d ∈ N if
(1) A is homologically smooth, i.e., A as a left (or equivalently, right) Ae-
module, admits a finitely generated projective resolution of finite length,
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(2) there are isomorphisms of A-bimodules
ExtiAe(A,A
e) ∼=
{
0, i 6= d,
Aν , i = d
in which the regular left module structure on Ae is used for computing
the Ext-group, and the right one induces the A-bimodule structure on the
Ext-group.
In this case, ν is called the Nakayama automorphism of A.
Remark 2.3. Nakayama automorphism is unique up to inner, that is, if ν1 and
ν2 are both Nakayama automorphisms of A, then there exists an invertible u in A
such that ν1(a) = uν2(a)u
−1 for all a ∈ A. In particular, if the invertible elements
of A are exactly the nonzero elements of k, the Nakayama automorphism is unique.
The following theorem indicates a duality between Hochschild homology and
cohomology for any skew Calabi–Yau algebra.
Theorem 2.4 (Van den Bergh duality). Let A be a ν-skew Calabi–Yau of di-
mension d. For any A-bimodule M and integer i, there is a natural isomorphism
Hi(A,M) ∼= Hd−i(A,M
ν).
The above theorem is in fact a special situation of the main theorem proved by
Van den Bargh [22]. Van den Bergh’s original proof only requires that ExtdAe(A,A
e)
is an invertible bimodule, not necessarily of the form Aν . The duality is established
in the language of derived category (ibid); however, we use the language of homo-
topy category instead, for the algebras that we study.
Next we introduce Gerstenhaber algebras, which originated Gerstenhaber’s fa-
mous contribution to Hochschild cohomology theory (see [9] or [10]).
Definition 2.5. Let H = H• be a graded vector space, ` and [·, ·] be binary
operations on H whose degrees are 0 and −1 respectively. (H,`, [·, ·]) is called a
Gerstenhaber algebra if
(1) (H,`) is an graded commutative, associative algebra, namely, a ` b =
(−1)|a||b|b ` a for all homogeneous a and b,
(2) (H[1], [·, ·]) is a graded Lie algebra, where [1] means degree shift by 1.
(3) both operations satisfy the graded Leibniz rule
[a, b ` c] = [a, b] ` c+ (−1)(|a|−1)|b|b ` [a, c].
The operations `, [·, ·] are called the cup product and the Gerstenhaber bracket
respectively.
The following example is given by Gerstenhaber [9].
Example 2.6. Let A be an algebra. For any f ∈ Cm(A,A), g ∈ Cn(A,A), define
f ` g ∈ Cm+n(A,A) and f ◦¯ g ∈ Cm+n−1(A,A) by
(f ` g)(a1, a2, . . . , am+n) = (−1)
mnf(a1, a2, . . . , am)g(am+1, am+2, . . . , am+n),
(f ◦¯ g)(a1, a2, . . . , am+n−1) =
m∑
i=1
(−1)(i−1)(n−1)f(a1, . . . , ai−1, gi, ai+n, . . . , am+n),
where gi = g(ai, . . . , ai+n−1). Let [f, g] = f ◦¯ g − (−1)
(m−1)(n−1)g ◦¯ f . Then
` and [·, ·] descend to Hochschild cohomology, making (HH∗(A),`, [·, ·]) into a
Gerstenhaber algebra.
Batalin–Vilkovisky algebras are a class of Gerstenhaber algebras, which arise
from the BRST theory of topological field theory [5]. There are a great deal of
interest in these algebras in connection with subjects such as string theory and
Poisson geometry (cf. [11], [13], [14], [17], [23]).
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Definition 2.7. Let H = H• be a graded vector space, ` be a binary operation on
H of degree 0, and ∆ be an operator on H of order two whose degree is −1. Then
(H,`,∆) is called a Batalin–Vilkovisky algebra, or a BV algebra for short, if
(1) (H,`) is an graded commutative, associative algebra,
(2) ∆2 = 0.
Remark 2.8. ∆ is called a BV operator. When ∆(1) = 0, ∆ is an operator of
order two if and only if
∆(a ` b ` c) = ∆(a ` b) ` c+ (−1)|a|a ` ∆(b ` c) + (−1)(|a|−1)|b|b ` ∆(a ` c)
−∆(a) ` b ` c− (−1)|a|a ` ∆(b) ` c− (−1)|a|+|b|a ` b ` ∆(c)
for all homogeneous a, b and c.
A BV algebra is a Gerstenhaber algebra. In fact, for any homogeneous a, b, by
defining
(2.1) [a, b] = (−1)|a|(∆(a ` b)−∆(a) ` b− (−1)|a|a ` ∆(b)),
we then have a Gerstenhaber algebra (H,`, [·, ·]).
Example 2.9. Hochschild cohomology HH∗(A) is a BV algebra in each of the
following cases:
(1) A is a symmetric Frobenius algebra [21],
(2) A is a Frobenius algebra with semisimple Nakayama automorphism [16],
(3) A is a Calabi–Yau algebra [12],
(4) A is a skew Calabi–Yau algebra with semisimple Nakayama automorphism
[15].
In the above example, (1) is a special case of (2), and (3) is a special case of
(4). All of the cases have the common ground that the BV operator is induced by
the Connes operator, by virtue of the duality between Hochschild homology and
cohomology. For our purpose of this paper, let us briefly introduce some notations
and conclusions related to item (4).
LetA be a skew Calabi–Yau algebra whose Nakayama automorphism ν is semisim-
ple. We assume that ν is diagonalizable, extending the ground field k if necessary.
Let Λ be the spectrum space of ν, and thus A =
⊕
λ∈ΛA(λ). Let A¯(1) = A(1)/k
and A¯(λ) = A(λ) (1 6= λ ∈ Λ), then A¯ =
⊕
λ∈Λ A¯(λ). Denote by Λ̂ the monoid
generated by Λ in k×. For any µ ∈ Λ̂, let
C(µ)n (A,A
ν) =
⊕
λi∈Λ,
∏
λi=µ
A(λ0) ⊗ A¯(λ1) ⊗ · · · ⊗ A¯(λn).
It is routine the check that C(µ)
•
(A,Aν) is a subcomplex of C
•
(A,Aν) and
C
•
(A,Aν) =
⊕
µ∈Λ̂
C(µ)
•
(A,Aν).
In [15] it is proved that H∗(C
(µ)
•
(A,Aν)) = 0 if µ 6= 1, and hence H∗(A,A
ν) =
H∗(C
(1)
•
(A,Aν)).
Similarly, let
Cn(µ)(A,A) =
{
f ∈ Cn(A,A)
∣∣∣ f(A¯(λ1) ⊗ · · · ⊗ A¯(λn)) ⊂ A(µλ1···λn), ∀λi ∈ Λ},
and by convention A(λ) = 0 if λ /∈ Λ. We then have the subcomplex C
•
(µ)(A,A) of
C•(A,A), whose nth cohomological group is denoted by HHn(µ)(A). Notice that
C•(A,A) cannot be decomposed as the direct sum of these C•(µ)(A,A). How-
ever, the inclusion C•(1)(A,A) → C
•(A,A) is a quasi-isomorphism. Therefore,
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the Van den Bergh duality HHi(A) ∼= Hd−i(A,A
ν) is nothing but HHi(1)(A)
∼=
Hd−i(C
(1)
•
(A,Aν)).
Theorem 2.10 ([15, §7]). Let A be a ν-skew Calabi–Yau algebra with ν semisimple.
The Connes operator
B : C(1)n (A,A
ν) −→ C
(1)
n+1(A,A
ν)
a0[a1, . . . , an] 7−→
n∑
i=0
(−1)in1[ai, . . . , an, a0, ν(a1), . . . , ν(ai−1)]
induces an operator ∆ on HH∗(1)(A) via the Van den Bergh duality. Then (HH
∗(A),`
,∆) is a BV algebra.
Remark 2.11. In fact, B is defined on the whole complex C
•
(A,Aν). Moreover,
when ν is identity map, namely, A is Calabi–Yau, B is the famous Connes operator
in cyclic homology theory.
Remark 2.12. Van den Bergh duality also determines the so-called cap product a
between HH∗(1)(A) and H
(1)
∗ (A,A
ν), making (HH∗(1)(A),`, [·, ·], H
(1)
∗ (A,A
ν),a,B)
into a Tamarkin–Tsygan calculi (see [16] for details).
The notion of generalized Weyl algebra was introduced by Bavula in the mid-
1990’s. For the general definition of generalizedWeyl algebras, please refer to [2], [3].
Many researchers in algebra or mathematical physics are interested in a subclass
of generalized Weyl algebras which are realized as extensions over a polynomial
algebra in one variable. Let us present the definition of them here.
Definition 2.13. Let σ be an automorphism of the polynomial algebra k[z], p =
p(z) be a polynomial of degree at least 1. Define
A = k〈x, y, z |xz = σ(z)x, yz = σ−1(z)y, yx = p, xy = σ(p)〉,
and call it the generalized Weyl algebra determined by σ and p.
Obviously, the basis for A is
B = {ykzixj | k, i, j ∈ N, kj = 0}.
By the generators and relations, A is a Z-graded algebra, where
Aj =
{⊕
i kz
ixj , j ≥ 0,⊕
i ky
−jzi, j < 0.
Notice that σ is completely determined by σ(z), which can be written as qz + c
for some q, c ∈ k and q 6= 0. According to [20], up to isomorphism, a generalized
Weyl algebra A belongs to exactly one of the three types:
commutative: q = 1, c = 0.
classical: q = 1, c 6= 0. The classical Weyl algebra A1(k) is in this type.
quantum: q 6= 1, c = 0. The quantum Weyl algebra k〈x, y |xy − qyx = 1〉 is
in this type.
There is a characterization that a generalized Weyl algebra is skew Calabi–Yau.
Theorem 2.14 ([18, Thm 4.5]). A generalized Weyl algebra A is skew Calabi–Yau
algebra if and only if p has no multiple roots. In this situation, the Nakayama
automorphism ν is given by
ν(x) = qx, ν(y) = q−1y, ν(z) = z,
and A is of dimension 2.
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By the previous theorem, ν is diagonalizable, and hence semisimple. So when p
has no multiple roots, HH∗(A) is a BV algebra. Furthermore, the eigenvalues of ν
are qj for all j ∈ Z, and the eigenspace A(qj) corresponding to q
j is Aj .
3. Van den Bergh duality
In this section, A is always a skew Calabi–Yau generalized Weyl algebra of quan-
tum type. Since p = p(z) has no multiple roots, we write p′ for the formal derivative
of p, and fix polynomials α = α(z), β = β(z) such that αp+ βp′ = 1.
We will present a nice free resolution F of A as a left Ae-module. This resolution
was constructed in [20], and independently in [18]. In order to make the differentials
of F clearly expressed, some notations are needed.
For any ϕ ∈ k[z], we write ϕ˜ = σ(ϕ). By Definition 2.13, we have xϕ = ϕ˜x and
ϕy = yϕ˜. Define the linear map ∂ to be
∂ : k[z] −→ k[z]⊗ k[z]
zi 7−→
i∑
j=1
zi−j ⊗ zj−1,(3.1)
and we use Sweedler’s notation to write ∂(ϕ) as
∑
ϕ1⊗ϕ2, or more simply ϕ1⊗ϕ2.
Since k[z] ⊗ k[z] is a subspace of Ae, ϕ1 ⊗ ϕ2 can be viewed as an element of Ae
naturally.
Define the left Ae-module complex F = (F
•
, d) as follows:
Ae (Ae)3 (Ae)4 (Ae)4 (Ae)4 · · ·←→
d1 ←→
d2 ←→
d3 ←→
d4 ←→
d5
where all elements of the free modules are written as row vectors, and the differen-
tials are expressed as matrices:
d1 =
x⊗ 1− 1⊗ xy ⊗ 1− 1⊗ y
z ⊗ 1− 1⊗ z
 ,
d2 =

y ⊗ 1 1⊗ x −p1 ⊗ p2
1⊗ y x⊗ 1 −qp˜1 ⊗ p˜2
z˜ ⊗ 1− 1⊗ z 0 q ⊗ x− x⊗ 1
0 z ⊗ 1− 1⊗ z˜ 1⊗ y − y ⊗ q
 ,
d3 =

x⊗ 1 −1⊗ x −p˜1 ⊗ p2 0
−1⊗ y y ⊗ 1 0 −p1 ⊗ p˜2
z ⊗ 1− 1⊗ z 0 −y ⊗ 1 −1⊗ x
0 z˜ ⊗ 1− 1⊗ z˜ −1⊗ y −x⊗ 1
 ,
d4 =

y ⊗ 1 1⊗ x −p1 ⊗ p2 0
1⊗ y x⊗ 1 0 −p˜1 ⊗ p˜2
z˜ ⊗ 1− 1⊗ z 0 −x⊗ 1 1⊗ x
0 z ⊗ 1− 1⊗ z˜ 1⊗ y −y ⊗ 1
 .
For i ≥ 5, define di = di−2.
Proposition 3.1 ([18, §3.2] or [20, §4.3]). The complex F is a free resolution of A
as a left Ae-module, via the multiplication Ae → A.
Since F has periodicity two when i ≥ 3, we say F to be the periodical resolution
of A. For any A-bimodule M , HomAe(F ,M), M
ν ⊗Ae F are isomorphic to
S•(M) : M M3 M4 M4 · · · ,
T
•
(M) : M M3 M4 M4 · · · ,
←→d
0
←→d
1
←→d
2
←→d
3
←
→
∂1 ←
→
∂2 ←
→
∂3 ←
→
∂4
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respectively. We mention that the differentials di of S•(M) share the same matrices
form with di+1, and cochains of S
•(M) should be written as column vectors; the
differentials ∂i of T•(M) are induced by di, by applying ν ⊗ 1 to all entries, and
chains of T
•
(M) are expressed as row vectors.
Next we will establish the Van den Bergh duality explicitly. For the formal
consistency, let us adapt the chain complex T
•
(M) to the cochain frame, namely,
T −i(M) = Ti(M) and ∂
−i = ∂i. Accordingly, cochains of T
•(M) are written as
column vectors. The matrices forms of ∂−i are listed as follows:
∂−1 =
[
q ⊗ x− x⊗ 1 q−1 ⊗ y − y ⊗ 1 1⊗ z − z ⊗ 1
]
,
∂−2 =
 q−1 ⊗ y y ⊗ 1 1⊗ z˜ − z ⊗ 1 0x⊗ 1 q ⊗ x 0 1⊗ z − z˜ ⊗ 1
−p1 ⊗ p2 −qp˜1 ⊗ p˜2 x⊗ q − q ⊗ x y ⊗ 1− 1⊗ y
 ,
∂−3 =

q ⊗ x −y ⊗ 1 1⊗ z − z ⊗ 1 0
−x⊗ 1 q−1 ⊗ y 0 1⊗ z˜ − z˜ ⊗ 1
−p1 ⊗ p˜2 0 −q
−1 ⊗ y −y ⊗ 1
0 −p˜1 ⊗ p2 −x⊗ 1 −q ⊗ x
 ,
∂−4 =

q−1 ⊗ y y ⊗ 1 1⊗ z˜ − z ⊗ 1 0
x⊗ 1 q ⊗ x 0 1⊗ z − z˜ ⊗ 1
−p1 ⊗ p2 0 −q ⊗ x y ⊗ 1
0 −p˜1 ⊗ p˜2 x⊗ 1 −q
−1 ⊗ y
 .
With these preparations, we can construct cochain maps between S•(M) and
T •(M)[−2]. To this end, let us first construct those between S•(Ae) and T •(Ae)[−2].
Lemma 3.2. In the diagram
0 Ae (Ae)3 (Ae)4 (Ae)4 · · ·
· · · (Ae)4 (Ae)4 (Ae)3 Ae 0
← → ←→d
0
←→ g0
←→d
1
←→ g1
←→d
2
←→ g2
←→
←
→
←
→
∂
−1
[−2]
←
→
∂0[−2]
← →f0
←
→
∂1[−2]
← →f1
←
→
← →f2
the two horizontal sequences denote S•(Ae) and T •(Ae)[−2] respectively. Define
the vertical maps by
g0 =

1⊗ β
−q−1 ⊗ β˜
q−1 ⊗ αy
0
 ,
g1 =
 0 −q−1 ⊗ β˜ −q−1 ⊗ αy1⊗ β 0 0
1⊗ αy 0 qp˜1 ⊗ β˜p′2 − p1 ⊗ βp
′
2
 ,
g2 =
[
−1⊗ β q−1 ⊗ β˜ −q−1 ⊗ αy 0
]
,
f0 =
[
p1 ⊗ p2 0 q ⊗ x −y ⊗ 1
]
,
f1 =
 0 p˜1 ⊗ p2 1⊗ x−qp1 ⊗ p˜2 0 −y ⊗ 1
−q ⊗ x y ⊗ 1 0
 ,
f2 =

0
qp˜1 ⊗ p˜2
−q ⊗ x
y ⊗ q
 ,
then g and f are both cochain maps of right Ae-modules.
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Proof. It is sufficient to check the commutativity of each square. Here we only prove
g1d0 = ∂0[−2]g
0 and f1∂0[−2] = d
0f0, since other equations can be proved similarly.
First of all, by (3.1), we have(
1⊗
d
dz
)[
∂nc(z
i)(z ⊗ 1− 1⊗ z)
]
= ∂(zi)− 1⊗ (zi)′,
and thus
(p1 ⊗ p
′
2)(z ⊗ 1− 1⊗ z) = p1 ⊗ p2 − 1⊗ p
′,
(qp˜1 ⊗ p˜′2)(z ⊗ 1− 1⊗ z) = p˜1 ⊗ p˜2 − 1⊗ p˜
′.
Next we prove g1d0 = ∂0[−2]g
0. By the two equation above as well as αp+βp′ = 1,
we have
g1d0 =
 0 −q−1 ⊗ β˜ −q−1 ⊗ αy1⊗ β 0 0
1⊗ αy 0 qp˜1 ⊗ β˜p′2 − p1 ⊗ βp
′
2
x⊗ 1− 1⊗ xy ⊗ 1− 1⊗ y
z ⊗ 1− 1⊗ z

=
 −q−1y ⊗ β˜ + q−1 ⊗ yβ˜ − q−1z ⊗ αy + q−1 ⊗ zαyx⊗ β − 1⊗ xβ
x⊗ αy − 1⊗ xαy − (p1 ⊗ βp
′
2)(z ⊗ 1− 1⊗ z) +(qp˜1 ⊗ β˜p
′
2)(z ⊗ 1− 1⊗ z)

=
 −q−1y ⊗ β˜ + q−1 ⊗ yβ˜ − q−1z ⊗ αy + q−1 ⊗ zαyx⊗ β − 1⊗ xβ
x⊗ αy − 1⊗ xαy − (1⊗ β)(p1 ⊗ p2 − 1⊗ p
′) + (1⊗ β˜)(p˜1 ⊗ p˜′2 − 1⊗ p˜
′)

=
 −q−1y ⊗ β˜ + q−1 ⊗ yβ˜ − q−1z ⊗ αy + q−1 ⊗ zαyx⊗ β − 1⊗ xβ
x⊗ αy − 1⊗ α˜p− p1 ⊗ βp2 + 1⊗ βp
′ + p˜1 ⊗ β˜p′2 − 1⊗ β˜p
′

=
−q−1y ⊗ β˜ + q−1 ⊗ yβ˜ − q−1z ⊗ αy + q−1 ⊗ zαyx⊗ β − 1⊗ xβ
x⊗ αy − p1 ⊗ βp2 − 1⊗ αp+ p˜1 ⊗ β˜p′2
 ,
∂0[−2]g
0 =
 q−1 ⊗ y y ⊗ 1 1⊗ z˜ − z ⊗ 1 0x⊗ 1 q ⊗ x 0 1⊗ z − z˜ ⊗ 1
−p1 ⊗ p2 −qp˜1 ⊗ p˜2 x⊗ q − q ⊗ x y ⊗ 1− 1⊗ y


1⊗ β
−q−1 ⊗ β˜
q−1 ⊗ αy
0

=
q−1 ⊗ βy − q−1y ⊗ β˜ − q−1z ⊗ αy + q−1 ⊗ zαyx⊗ β − 1⊗ β˜x
−p1 ⊗ βp2 + p˜1 ⊗ β˜p2 + x⊗ αy − 1⊗ αyx

= g1d0.
The final step is to show f1∂0[−2] = d
0f0. In fact,
f1∂0[−2] =
 0 p˜1 ⊗ p2 1⊗ x−qp1 ⊗ p˜2 0 −y ⊗ 1
−q ⊗ x y ⊗ 1 0

·
 q−1 ⊗ y y ⊗ 1 1⊗ z˜ − z ⊗ 1 0x⊗ 1 q ⊗ x 0 1⊗ z − z˜ ⊗ 1
−p1 ⊗ p2 −qp˜1 ⊗ p˜2 x⊗ q − q ⊗ x y ⊗ 1− 1⊗ y

=
 p˜1x⊗ p2 − p1 ⊗ p2x 0 −q ⊗ x2 + qx⊗ x −p˜⊗ 1 + y ⊗ x−p1 ⊗ yp˜2 + yp1 ⊗ p2 0 −q ⊗ p˜+ qy ⊗ x −y2 ⊗ 1 + y ⊗ y
−1⊗ yx+ yx⊗ 1 0 −q ⊗ z˜x+ qz ⊗ x y ⊗ z − yz˜ ⊗ 1
 ,
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d0f0 =
x⊗ 1− 1⊗ xy ⊗ 1− 1⊗ y
z ⊗ 1− 1⊗ z
 [p1 ⊗ p2 0, q ⊗ x −y ⊗ 1]
=
xp1 ⊗ p2 − p1 ⊗ p2x 0 qx⊗ x− q ⊗ x2 −xy ⊗ 1 + y ⊗ xyp1 ⊗ p2 − p1 ⊗ p2y 0 qy ⊗ x− q ⊗ yx −y2 ⊗ 1 + y ⊗ y
−1⊗ p+ p⊗ 1 0 qz ⊗ x− q ⊗ zx −zy ⊗ 1 + y ⊗ z

= f1∂0[−2]. 
Proposition 3.3. In Lemma 3.2, f is quasi-inverse to g. Hence f and g are both
invertible as morphisms of the homotopy category K(Ae).
Proof. It suffices to construct homotopy maps s : fg ⇒ 1S•(Ae) and t : gf ⇒
1T •(Ae)[−2]. Define s as follows:
Ae (Ae)3 (Ae)4 (Ae)4 (Ae)4 · · ·
Ae (Ae)3 (Ae)4 (Ae)4 (Ae)4 · · ·
←
→d
0
←
→f
0g0
←
→ 1
←
→d
1
←
→f
1g1
←
→ 1
←
→
s1
←
→d
2
←
→f
2g2
←
→ 1
←
→
s2
←
→d
3
←
→0
←
→ 1
←
→
s3
←
→d
4
←
→0
←
→ 1
←
→
s4
← →d
0
← →d
1
← →d
2
← →d
3
← →d
4
where
s1 =
[
0 0 p1 ⊗ βp
′
2
]
,
s2 =
 0 0 p˜1 ⊗ βp′2 0−1⊗ αy 0 0 p1 ⊗ β˜p′2
1⊗ β 0 0 0
 ,
s3 =

0 0 p1 ⊗ βp
′
2 0
1⊗ αy 0 0 p˜1 ⊗ β˜p′2
1⊗ β 0 0 0
0 1⊗ β˜ 1⊗ αy 0
 ,
s4 =

0 0 p˜1 ⊗ βp
′
2 0
−1⊗ αy 0 0 p1 ⊗ β˜p′2
1⊗ β 0 0 0
0 1⊗ β˜ −1⊗ αy 0
 ,
and as before, si = si−2 for all i ≥ 5.
By the operations of matrices, we have
f0g0 = p1 ⊗ βp2 + 1⊗ αp
= 1M + s
1d0,
f1g1 =
p˜1 ⊗ βp2 + 1⊗ αp 0 qp˜1 ⊗ xβp′2 − p1 ⊗ βp′2x−y ⊗ αy p1 ⊗ β˜p2 p1 ⊗ αp2y + yp1 ⊗ βp′2 − qp1y ⊗ β˜p′2
y ⊗ β 1⊗ xβ 1⊗ αp

= 1M3 + s
2d1 + d0s1,
f2g2 =

0 0 0 0
−qp˜1 ⊗ βp˜2 p˜1 ⊗ β˜p2 −p˜1 ⊗ αp2y 0
q ⊗ βx −1⊗ xβ 1⊗ αp 0
−y ⊗ qβ y ⊗ β˜ −y ⊗ αy 0

= 1M4 + s
3d2 + d1s2.
Furthermore, 1M4 + s
i+1di + di−1si = 0 for all i ≥ 3. We thus conclude that fg is
homotopic to 1S•(Ae).
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Next, define t as follows:
· · · (Ae)4 (Ae)4 (Ae)4 (Ae)3 Ae
· · · (Ae)4 (Ae)4 (Ae)4 (Ae)3 (Ae)
← → ← →
∂
−1
[−2]
← →
∂
−1
[−2]
← →
∂0[−2]
← →
∂1[−2]
← → ← →
∂
−1
[−2]
←
→
0 ←
→
1
← →
∂
−1
[−2]
←
→
0 ←
→
1
←
→
t−1
← →
∂0[−2]
←
→
g0f0 ←
→
1
←
→
t0
← →
∂1[−2]
←
→
g1f1 ←
→
1
←
→
t1
←
→
g2f2 ←
→
1
←
→
t2
where
t2 =
 00
−qp˜1 ⊗ β˜p′2
 ,
t1 =

0 0 0
0 −q−1 ⊗ αy q−1 ⊗ β˜
−p1 ⊗ β˜p′2 0 0
0 −p˜1 ⊗ βp
′
2 0
 ,
t0 =

−q−1 ⊗ αy 0 1⊗ β˜ 0
0 0 0 1⊗ β
−p1 ⊗ βp
′
2 0 0 0
0 −p˜1 ⊗ β˜p′2 0 q
−1 ⊗ αy
 ,
t−1 =

0 0 1⊗ β 0
0 −q−1 ⊗ αy 0 1⊗ β˜
−p1 ⊗ β˜p′2 0 q
−1 ⊗ αy 0
0 −p˜1 ⊗ βp
′
2 0 0
 ,
and ti = ti+2 for all i ≤ −2.
The following procedure is almost a copy of what we just did for s. We can
directly verify that
g2f2 = p˜1 ⊗ p˜2β + 1⊗ α˜p
= 1M + ∂
1
[−2]t
2,
g1f1 =
 p1 ⊗ β˜p2 + 1⊗ α˜p −q−1y ⊗ αy q−1y ⊗ β˜0 p˜1 ⊗ p2β 1⊗ xβ
qp1 ⊗ xβp
′
2 − q
2p˜1 ⊗ xβ˜p′2 p˜1 ⊗ p2αy + qp˜1y ⊗ β˜p
′
2 − p1y ⊗ βp
′
2 1⊗ α˜p

= 1M3 + t
2∂1[−2] + ∂
0
[−2]t
1,
g0f0 =

p1 ⊗ p2β 0 q ⊗ xβ −y ⊗ β
−q−1p1 ⊗ p2β˜ 0 −1⊗ xβ˜ q
−1y ⊗ β˜
q−1p1 ⊗ p2αy 0 1⊗ α˜p −q
−1y ⊗ αy
0 0 0 0

= 1M4 + t
1∂0[−2] + ∂
−1
[−2]t
0,
and 1M4 + t
i+1∂i[−2] + ∂
i−1
[−2]t
i = 0 for all i ≤ −1. Consequently, gf is homotopic to
1T •(Ae)[−2]. 
Next let us establish quasi-isomorphisms between S•(M) and T •(M)[−2], ac-
cording to what we did for M = Ae. Notice that S•(M) ∼= S•(Ae) ⊗Ae M and
T •(M)[−2] ∼= T •(Ae)[−2]⊗Ae M . If we apply the functor −⊗Ae M to the diagram
given in Lemma 3.2, then we immediately obtain the corresponding cochain maps
which are still denoted by f and g. Since − ⊗Ae M preserves homotopy, both f
and g are quasi-isomorphisms bu Proposition 3.3. Therefore, we have
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Theorem 3.4. There are quasi-isomorphisms f : T •(M)[−2]→ S•(M) and g : S•(M)→
T •(M)[−2] that fit the following commutative diagram
0 M M3 M4 M4 · · ·
· · · M4 M4 M3 M 0
←→ ←→d
0
←→ g0
←→d
1
←→ g1
←→d
2
←→ g2
←→
←→ ←→
∂
−1
[−2]
←→
∂0[−2]
← →f0
←→
∂1[−2]
← →f1
←→
← →f2
for all A-bimodules M . Furthermore, f and g are mutually quasi-inverse.
Theorem 3.4 in fact enables us to establish the Van den Bergh duality at the
level of complex.
Remark 3.5. In Theorem 3.4, g is depend upon the choice of α and β. However,
the isomorphisms of cohomological groups induced by g are independent of α or β,
since H∗(g) is the inverse of H∗(f), and the latter is independent of α or β.
4. Cohomology of periodical complexes
In this section, A still denotes a skew Calabi–Yau generalized Weyl algebra of
quantum type. In addition, assume q is generic, i.e., q is not a root of unity. We
write
p =
n∑
i=0
aiz
n−i, a0 6= 0,
and ℓ = min{j | jaj 6= 0}, S = (S
•(A), d), T = (T
•
(A), ∂). For two polynomials ϕ
and ψ ∈ k[z], we use ϕ ∼ ψ to indicate that there is a nonzero c ∈ k such that
ϕ = cψ.
In [20], by applying the spectral sequence argument, the authors succeeded in
computing the dimensions of H∗(S).
Theorem 4.1 ([20, Thm 1.1]). The nontrivial cohomological groups are H0(S),
H1(S) and H2(S). More precisely,
(1) if p ≁ z, then dimH0(S) = 1, dimH1(S) = 1, dimH2(S) = n;
(2) if p ∼ z, then dimH0(S) = 1, dimH1(S) = 2, dimH2(S) = 2.
In order to find the BV algebra structure of HH∗(A), we need to know bases
for these groups. By the computation in [20], we can lift the bases for H0(S) and
H1(S) easily, but for H2(S), the lifting is boring and messy. So we will give an
enhanced version of Theorem 4.1.
Theorem 4.2. When p ≁ z, the bases for H0(S), H1(S), H2(S) are represented
by the following sets of cocycles respectively,
H0(S): {1},
H1(S): {(x,−y, 0)T },
H2(S): {(0, z˜p′,−xz, zy)T , (zi, z˜i, 0, 0)T | 0 ≤ i < n, i 6= n− ℓ}.
When p ∼ z, the bases for H0(S), H1(S), H2(S) are represented by the following
sets of cocycles respectively,
H0(S): {1},
H1(S): {(x,−y, 0)T , (x, y, 2z)T},
H2(S): {(0, p˜,−xz, zy)T , (1, 1, 0, 0)T}.
Proof. As we mentioned before the theorem, the statements concerning H0(S) and
H1(S) can be obtained by lifting spectral sequences. Now we focus on the state-
ments concerning H2(S). As a consequence of [20, Prop. 6.2], one may choose
a cocycle U = (U1, U2, xU3, U4y)
T for some polynomials Uj in z as a representa-
tive of any second cohomological class. Observing the third column of the matrix
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d1, we see that there exists a coboundary of the form (V1, V2, xU3, V4y)
T if U3 =
u0+u2z
2+u3z
3+ · · · . This fact enables us to choose U to be (U1, U2,−kxz, U4y)
T
further for some scalar k. Since
d2(U) =

xU1 − U2x+ kp˜1xzp2
−U1y + yU2 − p1U4yp˜2
zU1 − U1z + kyxz − U4yx
z˜U2 − U2z˜ + kxzy − xU4y
 =

U˜1x− U2x+ kz˜p′x
−yU˜1 + yU2 − yU˜4p′
kzp− U4p
kz˜p− U˜4p
 ,
we conclude that U is a cocycle if and only if U2 = U˜1 + kz˜p′, U4 = kz. Therefore,
cocycles of the form (U1, U˜1+kz˜p′,−kxz, kzy)
T represent all second cohomological
classes.
By the third row of d1, we know (0, z˜p′,−xz, zy)T ∈ Ker d2 \ Im d1. Thus we
have to judge whether a cocycle of the form (U1, U˜1, 0, 0)
T is a coboundary. Notice
that
d1
(
(0, zjy, 0)T
)
= (zjp, z˜jp, 0, 0)T =
n∑
i=0
ai(z
n−i+j , z˜n−i+j, 0, 0)T
is a coboundary. Thus
(zn+j , z˜n+j, 0, 0)T ∈
n+j−1∑
i=0
k(zi, z˜i, 0, 0)T + Im d1
for all j ∈ N, and
(zj , z˜j, 0, 0)T ∈
n∑
i=0
k(zi, z˜i, 0, 0)T + Im d1
for all j ∈ N.
Denote by ui the cohomological class represented by (zi, z˜i, 0, 0)T . We obtain
from the above computation that
(4.1)
n∑
i=0
aiu
n−i = 0.
Also, by d1
(
(0, 0,−z)T
)
= (zp′, z˜p′, 0, 0)T we know
(4.2)
n−1∑
i=0
(n− i)aiu
n−i = 0.
Combining (4.1) and (4.2), (un, un−1, . . . , u0)T satisfies the homogeneous system[
a0 a1 · · · an−1 an
na0 (n− 1)a1 · · · an−1 0
]
X =
[
0
0
]
.
Therefore, adding (0, z˜p′,−xz, zy)T to a maximal linearly independent subset of
{un, un−1, . . . , u0} will get a basis for H2(S).
The coefficient matrix of the homogeneous system is row-similar to[
a0 a1 · · · an−1 an
0 a1 · · · (n− 1)an−1 nan
]
.
Recall ℓ = min{j | jaj 6= 0}, and it is not hard to see that the required maximal
linearly independent subset is {un−1, . . . , un−ℓ+1, un−ℓ−1, . . . , u0} if p ≁ z, and is
{u0} if p ∼ z. 
Next, we will transfer the cohomology of S to the homology of T via the cochain
map g given in Section 3. To this end, let us write 〈〈a〉〉r for the homology class
which is represented by an r-cycle a of T .
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Proposition 4.3. If p ≁ z, the nontrivial homological groups of T are:
(1) H0(T ) = k〈〈z〉〉0 ⊕
⊕
0≤i<n,i6=n−ℓ k〈〈q
−1z˜iβ − ziβ〉〉0,
(2) H1(T ) = k〈〈(0, 0, 1)〉〉1,
(3) H2(T ) = k〈〈(1 ⊗ β,−q−1 ⊗ β˜, q−1 ⊗ αy, 0)〉〉2.
If p ∼ z, the nontrivial homological groups of T are:
(1) H0(T ) = k〈〈z〉〉0 ⊕ k〈〈1〉〉0,
(2) H1(T ) = k〈〈(0, 0, 1)〉〉1 ⊕ k〈〈(−q−1y, x, 0)〉〉1,
(3) H2(T ) = k〈〈(1 ⊗ 1,−q−1 ⊗ 1, 0, 0)〉〉2.
Proof. (1) By applying g to the representatives given by Theorem 4.2, one has the
basis for the homology of T [−2]. When p ≁ z, a direct computation shows that
g2
(
(0, z˜p′,−xz, zy)T
)
= q−1z˜βp′ + q−1xzαy = z,
g2
(
(zi, z˜i, 0, 0)T
)
= q−1z˜iβ − ziβ,
g1
(
(x,−y, 0)T
)
= (q−1yβ˜, xβ, xαy)T ,
g0(1) = (1⊗ β,−q−1 ⊗ β˜, q−1 ⊗ αy, 0)T .
After transposing all the vectors, we immediately obtain the assertions (1) and (3)
in the case p ≁ z. For the assertion (2), we have to check
(q−1yβ˜, xβ, xαy)T − (0, 0, 1)T ∈ Im ∂0[−2].
In fact, this is a conclusion ofq−1yβ˜xβ
xαy
−
00
1
 =
q−1yβ˜β˜x
−β˜p′

=
 q−1 ⊗ y y ⊗ 1 1⊗ z˜ − z ⊗ 1 0x⊗ 1 q ⊗ x 0 1⊗ z − z˜ ⊗ 1
−p1 ⊗ p2 −qp˜1 ⊗ p˜2 x⊗ q − q ⊗ x y ⊗ 1− 1⊗ y


0
q−1β˜
0
0
 .
For the situation p ∼ z, the arguments are the same. The only point calling for
special attention is that we may choose α = 0 and β = 1 safely, by Remark 3.5. 
5. Computation for the BV algebra structure
Let A, S, T , etc. be as in the previous section. We have known two resolutions
of A, the periodical resolution and the normalized bar resolution. Our aim is to
compute the BV algebra structure on HH∗(A). So a comparison between the two
resolutions is needed. In fact, we can construct the required comparison η∗ in lower
degrees, by chasing the diagram
Ae (Ae)3 (Ae)4 · · ·
A⊗A A⊗ A¯⊗A A⊗ A¯⊗2 ⊗A · · ·
←→ η0
←→
d1
←→ η1
←→
d2
←→ η2
←→
d3
←→
b′1 ←→
b′2 ←→
b′3
in which
η0 : A
e −→ A⊗A, 1⊗ 1 7−→ 1[ ]1,
η1 : (A
e)3 −→ A⊗ A¯⊗A, (1 ⊗ 1, 0, 0) 7−→ 1[x]1,
(0, 1⊗ 1, 0) 7−→ 1[y]1,
(0, 0, 1⊗ 1) 7−→ 1[z]1,
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η2 : (A
e)4 −→ A⊗ A¯⊗2 ⊗A, (1 ⊗ 1, 0, 0, 0) 7−→ 1[y, x]1− 1[p1, z]p2,
(0, 1⊗ 1, 0, 0) 7−→ 1[x, y]1− 1[p˜1, z˜]p˜2,
(0, 0, 1⊗ 1, 0) 7−→ q[z, x]1− 1[x, z]1,
(0, 0, 0, 1⊗ 1) 7−→ 1[z, y]1− q[y, z]1.
Notice that η∗ induces a quasi-isomorphism T → C•(A,A
ν), which will be still
denoted by η∗, by abuse of notations. For any r-cycle c of C•(A,A
ν), the homology
class represented by c will be written as [[c]]r from now on. Thus let us begin to
compute the BV algebra structure.
5.1. Case one: p ≁ z. First of all, it follows from the dimensions of the cohomo-
logical groups that in HH∗(A), a ` b = 0 if |a|, |b| ≥ 1. Next we will determine the
operator ∆.
Lemma 5.1. If i ≥ 1, then 〈〈(0, 0, zi)〉〉1 = 0, and hence [[1[z
i+1]]]1 = 0.
Proof. Clearly, (0, 0, zi) is indeed a 1-cycle of T , so 〈〈(0, 0, zi)〉〉1 makes sense. In
order to show 〈〈(0, 0, zi)〉〉1 = 0, it is sufficient to verify (0, 0, z
i)T ∈ Im ∂−2.
Let u = (−(1− qi)−1βzi, q−1(1− qi)−1β˜zi, 0, (1− qi)−1xαzi)T , and we have
∂−2(u) =
 q−1 ⊗ y y ⊗ 1 1⊗ z˜ − z ⊗ 1 0x⊗ 1 q ⊗ x 0 1⊗ z − z˜ ⊗ 1
−p1 ⊗ p2 −qp˜1 ⊗ p˜2 x⊗ q − q ⊗ x y ⊗ 1− 1⊗ y


−(1− qi)−1βzi
q−1(1− qi)−1β˜zi
0
(1− qi)−1xαzi

=
 −q−1(1 − qi)−1βziy + q−1(1 − qi)−1yβ˜zi−(1− qi)−1xβzi + (1− qi)−1β˜zix
(1− qi)−1βzip′ − (1− qi)−1β˜zip′ + (1− qi)−1αzip− (1− qi)−1α˜zip

=
 00
(1− qi)−1zi − (1− qi)−1z˜i

=
 00
zi
 .
It follows that (0, 0, zi) is a 1-boundary, namely 〈〈(0, 0, zi)〉〉1 = 0. Therefore,
[[1[zi+1]]]1 = 0, as desired. 
Proposition 5.2. The nontrivial homological groups H∗(A,A
ν) which are induced
by the Van den Bergh duality HH∗(A) ∼= H2−∗(A,A
ν) in Theorem 3.4 are:
(1) H0(A,A
ν) =
⊕
0≤i<n k[[z
i[ ]]]0,
(2) H1(A,A
ν) = k[[1[z]]]1,
(3) H2(A,A
ν) = k[[fc]]2, where fc is β[y, x]−q−1β˜[x, y]−βp2[p1, z]+q−1β˜p2[p˜1, z˜]−
q−1αy[x, z] + αy[z, x].
Proof. Combining Proposition 4.3 and the expressions of η∗ given above, we com-
pute the bases for the three nontrivial groups. Notice that the results for H1(A,A
ν)
and H2(A,A
ν) are exactly the same as given in the proposition; however, the result
for H0(A,A
ν) is {
[[z]]0, [[q
−1z˜iβ − ziβ]]0
∣∣ 0 ≤ i < n, i 6= n− ℓ}.
since the only common basis element is [[z]]0, we have to show that the subspace
with basis {
[[q−1z˜iβ − ziβ]]0
∣∣ 0 ≤ i < n, i 6= n− ℓ}.
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also contains {
[[zi[ ]]]0
∣∣ 0 ≤ i < n, i 6= 1}
as another basis.
Suppose β =
∑
j ujz
j. Then
q−1z˜iβ − ziβ =
∑
j
uj(q
i+j−1 − 1)zi+j ,
whose coefficient of z is equal to zero. So we conclude that
(5.1)
⊕
0≤i<n,i6=n−ℓ
k[[q−1z˜iβ − ziβ]]0 ⊂
∑
j∈N,j 6=1
k[[zj ]]0.
The first author has proved in [18, §5.4] that [[zj]]0 is a linear combination of [[1]]0,
[[z2]]0, [[z
3]]0, . . . , [[z
n−1]]0 for all j ≥ n. This fact, together with (5.1), implies⊕
0≤i<n,i6=n−ℓ
k[[q−1z˜iβ − ziβ]]0 ⊂
∑
0≤j<n,j 6=1
k[[zj]]0.
The inclusion is in fact an equality by comparing the dimensions of both sides, and
furthermore, the right-hand side is a direct sum. 
Remark 5.3. In Hochschild cohomology theory, the class [[fc]]2, which corresponds
to the cohomology class 1 ∈ Z(A) = HH0(A), is called the fundamental class for
the Van den Bergh duality.
We are so fortunate that all the basis elements in Proposition 5.2 belong to
C(1)
•
(A,Aν), and hence Theorem 2.10 works. Applying the Connes operator B to
these elements, we have
B : C
(1)
0 (A,A
ν) −→ C
(1)
1 (A,A
ν)
zi[ ] 7−→ 1[zi], 0 ≤ i < n, i 6= n− ℓ,
B : C
(1)
1 (A,A
ν) −→ C
(1)
2 (A,A
ν)
1[z] 7−→ 1[1, z]− 1[z, 1].
We remind the reader that if i = 0 then 1[zi] = 1[1] = 1 ⊗ 1¯ = 0, and similarly
1[1, z] = 1[z, 1] = 0. Moreover, by Lemma 5.1, [[1[zi]]]1 = 0 for 2 ≤ i < n. Thus
B(z[ ]) = 1[z] is the unique nontrivial equation.
Recall that in the proof of Theorem 4.2, the cohomological class represented
by (zi, z˜i, 0, 0)T is denote by ui. For completeness, the classes represented by 1,
(x,−y, 0)T , (0, z˜p′,−xz, zy)T are denoted by 1, s, v, respectively. Since z[ ], 1[z]
correspond to v, s, the unique nontrivial equation B(z[ ]) = 1[z] gives rise to ∆(v) =
s. All the foregoing results are summarized as
Theorem 5.4. If p ≁ z, then HH∗(A) as a BV algebra has {1, s, v, ui | 0 ≤ i <
n, i 6= n− ℓ} as a basis, where |1| = 0, |s| = 1, |v| = |ui| = 2, and in addition,
(1) 1 is the identity of HH∗(A) with respect the cup product, and the cup prod-
ucts of other pairs of basis elements are trivial,
(2) ∆(v) = s, and ∆ acts on other basis elements trivially.
Corollary 5.5. The Gerstenhaber bracket on HH∗(A) is trivial for all p ≁ z.
Proof. This follows from Theorem 5.4 and the formula (2.1). 
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5.2. Case two: p ∼ z. The argument used in subsection 5.1 works for this case.
Proposition 5.6. The nontrivial homological groups H∗(A,A
ν) which are induced
by the Van den Bergh duality HH∗(A) ∼= H2−∗(A,A
ν) in Theorem 3.4 are:
(1) H0(A,A
ν) = k[[z[ ]]]0 ⊕ k[[1[ ]]]0,
(2) H1(A,A
ν) = k[[1[z]]]1 ⊕ k[[x[y]− q−1y[x]]]1,
(3) H2(A,A
ν) = k[[1[y, x]− q−1[x, y]]]2.
The proof of the foregoing proposition is similar to that of Proposition 5.2, so
we omit it here.
The basis elements in Proposition 5.6 come from C(1)
•
(A,Aν) too. By Theorem
2.10, we apply the Connes operator B to them, and thus have
B : C
(1)
0 (A,A
ν) −→ C
(1)
1 (A,A
ν)
z[ ] 7−→ 1[z],
1[ ] 7−→ 1[1] = 0,
B : C
(1)
1 (A,A
ν) −→ C
(1)
2 (A,A
ν)
1[z] 7−→ 1[1, z]− 1[z, 1] = 0,
x[y]− q−1y[x] 7−→ −2[y, x] + 2q−1[x, y].
As before, denote by s, t, u, v respectively the classes represented by (x,−y, 0)T ,
(x, y, 2z)T , (1, 1, 0, 0)T , (0, p˜,−xz, zy)T which appear in the second part of Theorem
4.2. The only two nontrivial actions
B(z[ ]) = 1[z], B(x[y] − q−1y[x]) = −2[y, x] + 2q−1[x, y]
correspond to
∆(v) = s, ∆(t) = −2.
Remark 5.7. The 1-cocycle (x,−y, 0)T determines a derivation δ1 : A→ A given
by
δ1(y
kzixj) = (−k + j)ykzixj , kj = 0,
and the 1-cocycle (x, y, 2z)T determines a derivation δ2 : A→ A given by
δ2(y
kzixj) = (k + 2i+ j)ykzixj , kj = 0,
by the comparison constructed in [18, §5.1].
In order to completely describe the BV algebra structure, we have to express
s ` t as a linear combination of u and v. Notice that in this case η2 is simplified to
be
η2(1⊗ 1, 0, 0, 0) = 1[y, x]1,
η2(0, 1⊗ 1, 0, 0) = 1[x, y]1,
η2(0, 0, 1⊗ 1, 0) = q[z, x]1− 1[x, z]1,
η2(0, 0, 0, 1⊗ 1) = 1[z, y]1− q[y, z]1.
We need to compute (δ1 ` δ2)(w) where w is one of the right-hand sides of the
above four equations. Since
(δ1 ` δ2)(y, x) = −δ1(y)δ2(x) = yx = p,
(δ1 ` δ2)(x, y) = −δ1(x)δ2(y) = −xy = −p˜,
(δ1 ` δ2)(z, x) = −δ1(z)δ2(x) = 0,
(δ1 ` δ2)(x, z) = −δ1(x)δ2(z) = −2xz,
(δ1 ` δ2)(z, y) = −δ1(z)δ2(y) = 0,
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(δ1 ` δ2)(y, z) = −δ1(y)δ2(z) = 2yz,
the four required values are p, −p˜, 2xz, −2qyz. They form a vector (p,−p˜, 2xz,−2qyz)
which is equal to η∗(δ1 ` δ2) and represents the class s ` t. We have
(p,−p˜, 2xz,−2qyz)T = −2(0, p˜,−xz, zy)T + (p, p˜, 0, 0)T ,
and 
p
p˜
0
0
 =

zp′
z˜p′
0
0
 =

y ⊗ 1 1⊗ x −p1 ⊗ p2
1⊗ y x⊗ 1 −qp˜1 ⊗ p˜2
z˜ ⊗ 1− 1⊗ z 0 q ⊗ x− x⊗ 1
0 z ⊗ 1− 1⊗ z˜ 1⊗ y − y ⊗ q

 00
−z

is a 2-coboundary. Hence s ` t is represented by −2(0, p˜,−xz, zy)T , namely, s `
t = −2v.
Summarizing, we obtain
Theorem 5.8. If p ∼ z, then HH∗(A) as a BV algebra has {1, s, t, u, v} as a basis,
where |1| = 0, |s| = |t| = 1, |u| = |v| = 2, and in addition,
(1) 1 is the identity of HH∗(A) with respect the cup product, and the cup product
is zero except s ` t = −t ` s = −2v,
(2) ∆(v) = s, ∆(t) = −2, and ∆ acts on other basis elements trivially.
Corollary 5.9. The Gerstenhaber bracket on HH∗(A) is trivial if p ∼ z.
Proof. This follows from Theorem 5.8 and the formula (2.1). 
At the end of this section, we point out that the zeroth and the second Hochschild
cohomological groups are the only nontrivial groups for all generalized Weyl alge-
bras of classical type (cf. [8, Thm 1.2]), and consequently the Hochschild cohomol-
ogy admits trivial BV algebra structure. This is why we do not consider classical
type in this paper.
6. Applications
In this section, let us consider two concrete algebras arising from mathematical
physics. The base field k is fixed to be the complex number field C, and q is
transcendental over rational numbers Q.
Quantum weighted projective lines are related to the quantum group SUq(2). As
an algebra, SUq(2) is generated by four elements a, b, c, d, subject to the relations
ab = qba, ac = qca, bc = cb, bd = qdb, cd = qdc,
ad− da = (q − q−1)bc, ad− qbc = 1.
Choose coprime positive integers k and l, and endow the four generators with
gradings as follows:
|a| = k, |b| = l, |c| = −l, |d| = −k.
Thus SUq(2) is made into a Z-graded algebra. The homogeneous component of
degree zero is called a quantum weighted projective line with respect to (k, l), and
is denoted by WLq(k, l). For the background in mathematical physics of quantum
weighted projective lines, we refer to [6].
Theorem 6.1 ([6, Thm 2.1]). As a subalgebra of SUq(2), WLq(k, l)is generated by
alck, (−q)kbkdl, −qbc. If we let
x = alck, y = (−q)kbkdl, z = −qbc,
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then the generating relations are
xz = q2lzx, yz = q−2lzy, yx = zk
l∏
i=1
(1 − q−2iz), xy = q2klzk
l−1∏
i=0
(1− q2iz).
By Definition 2.13,WLq(k, l) is a generalized Weyl algebra, whose defining poly-
nomial
p = p(z) = zk
l∏
i=1
(1− q−2iz)
has no multiple roots if and only if k = 1. So let us consider the case k = 1. The
degree of p is l+1, andWLq(1, l) is skew Calabi–Yau with Nakayama automorphism
ν given by
ν(x) = q2lx, ν(y) = q−2ly, ν(z) = z.
Since q is transcendental overQ, the coefficients of p are nonzero except the constant
term. We thus have ℓ = 1.
After applying Theorem 5.4 to WLq(1, l), we get
Proposition 6.2. The Hochschild cohomology ofWLq(1, l) is an (l+3)-dimensional
graded space with basis {1, s, v, ui | 0 ≤ i ≤ l−1}, where |1| = 0, |s| = 1, |v| = |ui| =
2. In addition,
(1) 1 is the identity of HH∗(WLq(1, l)) with respect the cup product, and the
cup products of other pairs of basis elements are trivial,
(2) ∆(v) = s, and ∆ acts on other basis elements trivially.
Another application is the structure for Podles´ quantum spheres. Choose com-
plex number u, v such that u2+4v 6= 0. The subalgebra of SUq(2) that is generated
by
x = −q−1(uac− qc2 + va2),
y = ubd− qd2 + vb2,
z = q−1(ubc− cd+ vq−1ab),
is called the Podles´ quantum sphere with parameters u, v, denoted by S2q(u, v). It
turns out that the generating relations are
xz = q2zx, yz = q−2zy,
yx = −z2 − uz + v,
xy = −q4z2 − uq2z + v.
Remark 6.3. As the name suggests, Podles´ quantum spheres were originally con-
structed by Podles´ [19]. They are not only subalgebras of SUq(2), but also right
coideal of it. In the literature, Podles´ quantum spheres are said to be quantum
homogeneous spaces of SUq(2).
Remark 6.4. Obviously, Sq(u, 0) ∼=WLq(1, 1). The latter is the same as CP
1
q, the
so-called complex quantum projective line.
Podles´ quantum spheres are all generalizedWeyl algebras. Since the discriminant
of the defining polynomial p = −z2−uz+ v is u2+4v 6= 0, S2q(u, v) is skew Calabi–
Yau whose Nakayama automorphism ν satisfies
ν(x) = q2x, ν(y) = q−2y, ν(z) = z.
It is easy to see that ℓ = 1 if u 6= 0, and ℓ = 2 if u = 0.
Applying Theorem 5.4 to S2q(u, v), we then obtain
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Proposition 6.5. HH∗(S2q(u, v)) is a 4 dimensional graded space with basis {1, s, v, u
⋆},
where
u
⋆ =
{
u
0, u 6= 0,
u
1, u = 0,
and |1| = 0, |s| = 1, |v| = |u⋆| = 2. Furthermore,
(1) 1 is the identity of HH∗(S2q(u, v)) with respect the cup product, and the cup
products of other pairs of basis elements are trivial,
(2) ∆(v) = s, and ∆ acts on other basis elements trivially.
Remark 6.6. According to this proposition, the basis for HH∗(S2q(u, v)) depends
on if u is zero, although the dimension is always four.
Remark 6.7. When u = 0, v is impossible to be zero. In this case, one can
directly check S2q(0, v) is isomorphic to S
2
q(0, 1), which is called the equatorial Podles´
quantum sphere.
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