Abstract. A characterization of the W-weighted Drazin inverse as well as some determinantal representations of the W-weighted Drazin inverse over the quaternion skew filed are derived. Moreover, a Cramer's rule for finding the unique solution of a class of restricted quaternion matrix equations is obtained.
1. Introduction. Throughout, we denote the real number field by R, the set of all m × n matrices over the quaternion algebra H = {a 0 + a 1 i + a 2 j + a 3 k | i 2 = j 2 = k 2 = ijk = −1, a 0 , a 1 , a 2 , a 3 ∈ R} by H m×n , and the identity matrix with the appropriate size by I. For A ∈ H m×n , the symbol A * stands for the conjugate transpose of A. For A ∈ H n×n with k = Ind(A), the smallest positive number such that r(A k+1 ) = r(A k ), the Drazin inverse of A, denoted by A D , is defined to be the unique matrix X that satisfying the equations
If k = 1, then X is called the group inverse of A, and is denoted by X = A g . The Drazin inverse is very useful in various applications (see, e.g. [1] - [4] ; applications in singular differential and difference equations, Markov chains and iterative methods). In 1980, Cline and Greville [5] extended the Drazin inverse of square matrix to rectangular matrix, which can be generalized to the quaternion algebra as follows. For A ∈ H m×n and W ∈ H n×m , the W-weighted Drazin inverse of A, denoted by A d,W , is the unique solution to equations (AW ) k+1 XW = (AW ) k , XW AW X = X, AW X = XW A, for some k > 0.
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Research on the generalized inverse A d,W has been actively ongoing for more than 30 years (see, e.g., [6] - [13] ). In 2002, Wei [11] presented a characterization for the Wweighted Drazin inverse, as well as a Cramer's rule for the W-weighted Drazin inverse solution of a singular linear equation; in 2004, Wei, Woo and Lei [13] established the perturbation bound for the W-weighted Drazin inverse of rectangular matrices under a weaker condition; Wang and Sun [6] derived a Cramer's rule for finding the unique solution of a class of restricted matrix equations.
In this paper, we mainly consider the characterization of the W-weighted Drazin inverse over the quaternion skew field. The paper is organized as follows. In Section 2, we start with some basic concepts about the row and column determinants of a quaternion matrix. In Section 3, we give a characterization of the W-weighted Drazin inverse by the generalized inverse A (2) T,S . In Section 4, we present some determinantal representations of the W-weighted Drazin inverse over the quaternion skew field. As applications, in Section 5, we prove a Cramer's rule for finding the unique solution of a class of restricted matrix equations.
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Characterization of the W-Weighted Drazin Inverse Over the Quaternion Skew Field 3 Index i opens the first cycle from the left and other cycles satisfy the following conditions, i k2 < i k3 < · · · < i kr and i kt < i kt+s for all t = 2, . . . , r and s = 1, . . . , l t . Definition 2.2 (Definition 2.5 in [22] ). The j-th column determinant of A = (a ij ) ∈ H n×n is defined by
for all j = 1, . . . , n. The elements of the permutation τ are indices of each monomial. The right-ordered cycle notation of the permutation τ is written as follows:
Index j opens the first cycle from the right and other cycles satisfy the following conditions, j k2 < j k3 < · · · < j kr and j kt < j kt+s for all t = 2, . . . , r and s = 1, . . . , l t .
Suppose that A .j (b) denotes the matrix obtained from A by replacing its j-th column with the column b, and A i. (b) denotes the matrix obtained form A by replacing its i-th row with the row b.
Thus, we define the determinant of a Hermitian matrix by putting det A = rdet i A = cdet i A for all i = 1, . . . , n. The following theorem about determinantal representation of an inverse matrix of Hermitian follows immediately: 
Here, R ij , L ij are the right and left (i, j)-th cofactors of A, respectively, for all i, j = 1, . . . , n. 
3. Characterization of the W-weighted Drazin inverse over quaternion skew field. We begin this section with the follow definitions.
Definition 3.1 ([14]).
For an arbitrary matrix A ∈ H m×n , we denote by R r (A) = {y ∈ H m : y = Ax, x ∈ H n } , the column right space of A, N r (A) = {x ∈ H n : Ax = 0} , the right null space of A,
, the left null space of A.
Definition 3.2 ([14]).
(1) An out inverse of a matrix A ∈ H m×n with prescribed right range space T 1 and right null space S 1 is a solution of the restricted matrix equation
and is denoted by X = A
(2) An out inverse of a matrix A ∈ H m×n with prescribed left range space T 2 and left null space S 2 is a solution of the restricted matrix equation
and is denoted by X = A 
and is denoted by X = A (2)
.
The follow lemmas due to Cline and Greville [5] can be generalized to H.
A.
We can now prove the following result.
Proof. We first need to show
Applying Lemmas 3.3 and 3.4 to this equation we have
Next, since 
Corollary 3.6. Suppose that A ∈ H n×n and k = Ind(A). Then, for the Drazin inverse A D , we have
4. Determinantal representations of the W-weighted Drazin inverse over the quaternion skew field. In this section, we will establish determinantal representations of the W-weighted Drazin inverse over the quaternion skew field. 
Then the W-weighted Drazin inverse A d,w = (a ij ) ∈ H m×n has the following determinantal representations: Proof. Set
Moreover, since
and
we have
Then A d,w = (a ij ) has the following determinantal representations:
where L ij are the left (i, j)-th cofactors of M * M , proving (4.1).
Next we prove formula (4.2). There exist the inverse (M M * ) −1 of the Hermitian matrix M M * . Multiplying it on the left by M * , we obtain the left inverse (RM )
Then (4.2) follows immediately. Then the generalized inverse A D = (a ij ) ∈ H m×m has the following determinantal representations:
where L ij are the left (i, j)-th cofactors of M * M and R ij are right (i, j)-th cofactors of M M * , respectively, for all i, j = 1, . . . , 2m − s.
A Cramer's rule for the W-weighted Drazin inverse solution.
In 1970, Robinson [25] gave an elegant proof of Cramer's rule over the complex number field: rewriting Ax = b as
where I is an identity matrix of order n, and taking determinants
Since det I (i → x) = x i , i = 1, . . . , n, it follows that
which is Cramer's rule. This trick of Robinson has been used to derive a series of Cramer's rule for matrix equations (see, e.g., [26] - [29] ). After that Cramer's rules for representations of generalized inverses and solutions of some restricted equations were studied by many authors, e.g., Cai and Chen [30] gave a determinantal representation for the generalized inverse A
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Lemma 5.1. Suppose that A, B, C ∈ H n×n are given, and X ∈ H n×n is unknown. If det (A * A) = 0 and det (BB * ) = 0, then (5.1) has a unique solution, and the solution is
where
is the row vector and
T is the column vector, and d i. and d .j are the i-th row vector and j-th column vector of A * CB * , respectively, for all i, j = 1, . . . , n.
In this section, we mainly consider the Cramer's rule for finding the unique solution of the following restricted matrix equation
are of full column rank such that Denote
k2 then the restricted matrix equation (5.2) has a unique solution
and has the following determinantal representations: Proof. The proof contains two parts. We first establish that the unique solution of equation (5.2) can be expressed as (5.3) . From the definition of the left range and null space of a pair of matrices, we have
Then we have
saying that (5.3) is a solution of (5.2) and also satisfies the restricted conditions For the uniqueness, if X 0 is a solution of (5.2), then
and it follows that
Next, we establish a Cramer's rule for solving equation (5.2). Since X is the solution of (5.2), then we have
it follows that
From the proof of Theorem 4.1, we have the coefficient matrices of (5.6) are nonsingular and
Then, by Lemma 5.1, we can get equations (5.4)-(5.5).
and N l B k2 * , respectively. Denote
If C ∈ R r (AG 1 , G 2 B) and C ∈ R l (AG 1 , G 2 B) , then restricted matrix equation 6. Conclusions. In this paper, we have proved a characterization of the Wweighted Drazin inverse over the quaternion skew field with applications. Moreover, some determinantal representations of the W-weighted Drazin inverse of a quaternion matrix within the framework of a theory of the row and column determinants are derived. As applications, we have shown the representations of the unique solution to some restricted quaternion matrix equations.
