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Abstract
Existence of positive solutions for the following system of fractional differential equations:
Dαi ui = fi(t, u1, u2, . . . , un), ui(0) = 0, 0 < αi < 1, 1 i  n,
where Dαi denotes Riemann–Liouville derivative of order αi has been studied.
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1. Introduction
Fractional differential equations have received considerable attention in the recent lit-
erature [9,10]. Atanackovic and Stankovic [1] have analysed lateral motion of an elastic
column fixed at one end and loaded at the other in terms of a system of fractional differ-
ential equations. Daftardar-Gejji and Babakhani [3] have presented analysis of a system of
fractional differential equations. Numerous applications of fractional differential equations
in different areas of physics, engineering and biological sciences have been presented in
the recent literature [4,8–12]. Earlier, Zhang [13] has explored the differential equation:
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and Daftardar-Gejji [2] have presented the detailed analysis of the existence of positive
solutions of multi-term differential equation: L(D)u = f (x,u), where
L(D) = Dsn − an−1Dsn−1 − · · · − a1Ds1 , 0 < s1 < · · ·< sn < 1, aj > 0.
As a pursuit of this in the present paper we deal with the existence of positive solutions for
the system of fractional differential equations given by
Dαi ui = fi (t, u1, . . . , un), 0 < αi < 1, 1 i  n.
The paper has been organized as follows. In Section 2, basic definitions and proper-
ties related to fractional derivatives and integrals have been summarized. This has been
followed by the main results proved in Section 3.
2. Preliminaries
We give some basic definitions [7–9] and theorems which are used further in this paper.
Definition 2.1. Let f : [a, b] → R, and f ∈ L1[a, b]. The left-sided Riemann–Liouville
fractional integral of f of order α is defined as
Iαa f (x) =
1
Γ (α)
x∫
a
f (t)
(x − t)(1−α) dt, (1)
where α > 0, a < x < b.
Definition 2.2. The left-sided Riemann–Liouville fractional derivative of a function
f : [a, b] → R is defined as
Dαa f (x) = DmIm−αa f (x), (2)
where m = [α] + 1, Dm = dm
dtm
, a < x < b.
Hereafter Dα denotes Dα0 and I
α denotes Iα0 . If the fractional derivative D
α
a f (t) is
integrable, then [9]
Iαa
(
Dβa f (t)
)= Iα−βa f (t)− [I 1−βa f (t)]t=a (t − a)α−1Γ (α) , 0 < β  α < 1. (3)
If f ∈ C[a, b], then [I 1−βa f (t)]t=a = 0, and Eq. (3) takes the form
Iαa
(
Dβa f (x)
)= Iα−βa , 0 < β  α < 1. (4)
Definition 2.3 [5]. A Banach space B endowed with a closed cone K is an ordered Banach
space (B,K) with a partial order  in B as follows:
x  y if y − x ∈ K.
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〈x, y〉 = {z ∈ B/x  z y}.
Definition 2.5 [5]. Let (B,K) be an ordered Banach space. Let  be the order relation
induced by K. Cone K is said to be a normal cone if ∃ positive constant τ such that
f,g ∈ K and 0 < f < g ⇒ ‖f ‖ τ‖g‖.
Definition 2.6 [5]. Let B be an ordered Banach space with  as the order relation. Let
F :D ⊂ B → B be a map, we say that F is increasing (decreasing) if u v for u,v ∈ D,
implies F(u) F(v) (u v ⇒ F(u) F(v)).
Theorem 2.1 [5]. Let (B,K) be an ordered Banach space, [u0, v0] ⊂ B, and F : [u0, v0] →
[u0, v0] an increasing continuous operator. If K is a normal cone and F is completely
continuous, then F has a fixed point which lies in [u0, v0].
Theorem 2.2 [6]. Let (B,K) be an ordered Banach space. Let U1,U2 be open subsets
of B with 0 ∈ U1 and U¯1 ⊂ U2 and let F :K ∩ (U¯2/U1) → K be completely continuous.
Further suppose either
(i) ‖Fu‖ ‖u‖ for u ∈ K ∩ ∂U1 and ‖Fu‖ ‖u‖ for u ∈ K ∩ ∂U2, or
(ii) ‖Fu‖ ‖u‖ for u ∈ K ∩ ∂U1 and ‖Fu‖ ‖u‖ for u ∈ K ∩ ∂U2.
Then F has a fixed point.
3. Positive solutions of a system of differential equations
In this section we discuss the existence of a positive solution to the following system of
fractional differential equations:
Dαi ui = fi(t, u¯), ui(0) = 0, i = 1, . . . , n, (5)
where 0  t  T , u¯ = (u1, . . . , un) and 0 < αi < 1, ∀i . Dα1 , . . . ,Dαn denote the stan-
dard Riemann–Liouville fractional derivatives and fi : [0, T ] × [0,∞)n → [0,∞), where
[0,∞)n denotes
[0,∞)× · · · × [0,∞)︸ ︷︷ ︸
n-times
.
Let us denote by C[0, T ] the space of all continuous real functions on [0, T ], where T > 0.
Let B denote the Banach space
C[0, T ] × · · · ×C[0, T ]︸ ︷︷ ︸
n-times
with the following norm, for u¯ ∈ B:
‖u¯‖ = max {|ui |}, where |ui | = max ∣∣ui(t)∣∣, ui ∈ C[0, T ].1in 0tT
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ui(t) = Iαi fi
(
t, u¯(t)
)
, i = 1, . . . , n and t ∈ [0, T ]. (6)
Let K ⊂ B be a cone defined by
K = {u¯ ∈ B: u1(t) 0, . . . , un(t) 0, 0 t  T }.
(B,K) forms an ordered Banach space.
Let A :B→ B be the operator defined as Au¯(t) =: (A1u1(t), . . . ,Anun(t)), where
Aiui(t) = 1
Γ (αi)
t∫
0
(t − τ )αi−1fi
(
τ, u¯(τ )
)
dτ, ∀i. (7)
Lemma 3.1. Let fi : [0, T ] × [0,∞)n → [0,∞) be continuous for all i = 1, . . . , n. Then
the operator A :K → K is completely continuous.
Proof. Let M ⊂ K be bounded, i.e., there exists a positive constant l such that ‖u¯‖  l,
∀u¯ ∈ M. Then we show that A(M) is bounded. Observe A(K) ⊂ K, as fi ’s are non-
negative ∀i .
Let L = max{1 + ‖f¯ (t, u¯)‖ | 0 t  T , 0 < ‖u¯‖ < l}. For each u¯ ∈ M, we have
∣∣Aiui(t)∣∣ 1
Γ (αi)
t∫
0
(t − τ )αi−1∣∣fi(τ, u¯(τ ))∣∣dτ  L
Γ (αi + 1) t
αi  L
Γ (αi + 1)T
αi ,
where 0 t  T . Therefore
‖Au¯‖ = max{|A1u1|, . . . , |Anun|}max{ LT α1
Γ (α1 + 1) , . . . ,
LT αn
Γ (αn + 1)
}
.
Hence A(M) is bounded. Now we proceed to prove that A :K → K is continuous. Let
u¯ ∈ K, where ‖u¯‖ = l. Let S = {v¯ ∈ K/‖u¯ − v¯‖ < r1}. Then ‖v¯‖ < l + r1 := r ,
∀v¯ ∈ S. Since fi ’s are continuous on [0, T ] × [0, r]n, they are uniformly continuous in
[0, T ] × [0, r]n. Hence, given  > 0, ∃δ > 0 (δ < r1)  ‖f¯ (t, u¯)− f¯ (t, v¯)‖ < Γ (α+1)T α , for‖u¯ − v¯‖ < δ, where α = max{α1, . . . , αn}, 0  t  T . If ‖u¯ − v¯‖ < δ, then v¯ ∈ S and
‖v¯‖ r. As v¯ ∈ S ⊂ K , |vi | r. Hence
‖Au¯− Av¯‖ = max
1in
{|Aiui − Aivi |}= max
1in
{
max
0tT
∣∣Aiui(t) − Aivi(t)∣∣}
= max
1in
{
max
0tT
∣∣∣∣∣ 1Γ (αi)
t∫
0
(t − τ )αi−1(fi(τ, u¯(τ ))− fi(τ, v¯(τ )))dτ
∣∣∣∣∣
}
= 1
Γ (α)
t∫
0
(t − τ )α−1∥∥f¯ (τ, u¯)− f¯ (τ, v¯)∥∥dτ
 Γ (α + 1)
T α
1
Γ (α)
t∫
0
(t − τ )α−1 dτ  Γ (α + 1)
T α
1
Γ (α + 1)T
α = .
Hence A is continuous, at u¯. But u¯ is arbitrary. Hence A is continuous on K .
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2L
)1/α
, where α = max{α1, . . . , αn}, and β = min{α1, . . . , αn}. For t1, t2 ∈ [0, T ]
such that 0 < |t1 − t2| < δ, we have∣∣Aiui(t1)− Aiui(t2)∣∣
=
∣∣∣∣∣ 1Γ (αi)
{ t1∫
0
(t1 − τ )αi−1fi
(
τ, u¯(τ )
)
dτ −
t2∫
0
(t2 − τ )αi−1fi
(
τ, u¯(τ )
)
dτ
}∣∣∣∣∣
=
∣∣∣∣∣ 1Γ (αi)
{ t1∫
0
[
(t1 − τ )αi−1 − (t2 − τ )αi−1
]
fi
(
τ, u¯(τ )
)
dτ
−
t2∫
t1
(t2 − τ )αi−1fi
(
τ, u¯(τ )
)
dτ
}∣∣∣∣∣
 2L
αiΓ (αi)
(t2 − t1)αi + tαi1 − tαi2 
2L
βΓ (αi)
δα = .
Here we have used the fact that for 0 < αi < α < 1, Γ (α) < Γ (αi).
Thus |Aiui(t2) − Aiui(t1)| < , for i = 1, . . . , n. Therefore ‖Au¯(t2) − Au¯(t1)‖ < .
Hence A(M) is equicontinuous, and in view of Arzela–Ascoli theorem AM is compact
implying that the operator A is completely continuous. 
Theorem 3.1. Let fi : [0, T ] × [0,∞)n → [0,∞), 1  i  n, be continuous functions.
Assume that there exist two distinct positive constants m, M such that m fi(t, u¯)M ,
i = 1, . . . , n. Then the system of equations (5) has at least one positive solution.
Proof. Let
U1 =
{
u¯ ∈ K: ‖u¯‖ < mT
α
αΓ (α)
}
and U2 =
{
u¯ ∈ K: ‖u¯‖ < MT
α
βΓ (α)
}
,
where α = max{α1, . . . , αn} and β = min{α1, . . . , αn}. For u¯ ∈ K ∩ ∂U2, we have
0 ui(t)
MT α
Γ (α + 1) , i = 1, . . . , n and t ∈ [0, T ].
Since fi(t, u¯)M, we have
Aiui(t) = 1
Γ (αi)
t∫
0
(t − τ )αi−1fi
(
τ, u¯(τ )
)
dτ  M
Γ (α)
t∫
0
(t − τ )αi−1 dτ  MT
α
Γ (α + 1) .
Hence
‖Au¯‖ = max
1in
{|Aiui |}= max
1in
{
max
0tT
∣∣Aiui(t)∣∣} MT αi
Γ (αi + 1) 
MT α
βΓ (α)
= ‖u¯‖
for u¯ ∈ K ∩ ∂U2.
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0 ui(t)
mT α
Γ (α + 1) , ∀i and t ∈ [0, T ].
Since m fi(t, u¯), we have
Aiui(t)
mtαi
Γ (αi + 1) 
mtαi
αΓ (αi)
, ∀t ∈ [0, T ].
Hence
|Aiui | mT
αi
αΓ (αi)
, ∀i.
Thus
‖Au¯‖ mT
α
Γ (α + 1) = ‖u¯‖ for u¯ ∈ K ∩ ∂U1,
and Theorem 2.2 implies that A has a fixed point in K ∩ (U¯2/U1), which corresponds to
positive solution for system (5). 
Example 3.1. Consider the system of fractional equations
Dαi ui(t) = ci + u
2
i
1 + u21 + · · · + u2n
, ci > 0, i = 1, . . . , n.
In view of Theorem 3.1 there exists a positive solution for this system.
Example 3.2. The system
Dα1u1(t) = c1 + t tan−1 u2, c1 > 0,
Dα2u2(t) = c2 + t tan−1 u1, c2 > 0,
has positive solution in view of Theorem 3.1.
Theorem 3.2. Let fi : [0, T ] × [0,∞)n → [0,∞) be continuous and fi(t, .) increasing for
each t ∈ [0, T ]. Let there exist u¯0, v¯0 satisfying Au¯0  u¯0, Av¯0  v¯0 and 0  u¯0  v¯0,
0 t  T . Then the system (5) has a positive solution.
Proof. Let u¯, v¯ ∈ K be such that u¯ < v¯. Then we have
Aiui(t) = 1
Γ (αi)
t∫
0
(t − τ )αi−1fi
(
τ, u¯(τ )
)
dτ  1
Γ (αi)
t∫
0
(t − τ )αi−1fi
(
τ, v¯(τ )
)
dτ
= Aivi(t).
As Au¯(t)Av¯(t), ∀t,Au¯Av¯. Hence A is an increasing operator. A is completely con-
tinuous in view of Lemma 3.1 and it is given that there exist u¯0, v¯0 such that 0 u¯0  v¯0
with Au¯0  v¯0. Hence in view of Theorem 2.1 we conclude that A has a fixed point which
is the required positive solution. 
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ing for each t ∈ [0, T ], for i = 1, . . . , n. Further if 0 < lim‖u‖→∞ fi(t, u¯) < ∞, for
i = 1, . . . , n and for each t ∈ [0, T ], then the system (5) has a positive solution.
Proof. As 0 < lim‖u‖→∞ fi(t, u¯) < ∞, i = 1, . . . , n, there exist positive constants
Ni,R such that for ‖u‖  R, fi(t, u¯)  Ni , ∀t ∈ [0, T ], where i = 1, . . . , n. Let ci =
max{fi(t, u¯): 0 t  T , 0 ‖u‖R}. Then fi  ci + Ni , ∀i . Consider the system
Dαi ui(t) = ci + Ni, i = 1, . . . , n.
This system is equivalent to the following system of integral equations:
ui(t) = Iαi (Ni + ci), i = 1, . . . , n.
Hence ui(t) Iαi fi(t, u¯(t)) = Aiui(t), ∀i , yielding u¯Au¯.
For v¯ = 0,
Aivi(t) = 1
Γ (αi)
t∫
0
(t − τ )αi−1fi
(
τ, v¯(τ )
)
dτ  0.
Hence we have Av¯  v¯, and as a consequence of the Theorem 3.2, the system (5) has a
positive solution. 
Theorem 3.4. The following system of fractional differential equations has a positive
solution:
Dαi ui(t) = ci +
n∑
j=1
aij uj (t), ui(0)= 0, i = 1, . . . , n, (8)
where t ∈ [0, T ] and ci, aij  0, ∀i and j .
Proof. The system of equations (8) is equivalent to the following system of integral equa-
tions:
ui(t) = Iαi
(
n∑
k=1
aikuk(t) + ci
)
, i = 1, . . . , n.
Define A :K → K as A(u¯) := (A1u1(t), . . . ,Anun(t)), where
Aiui(t) = 1
Γ (αi)
t∫
0
(t − τ )αi−1
(
n∑
k=1
aikuk(τ )+ ci
)
dτ, ∀i = 1, . . . , n.
Let Ei = ∑nk=1 aikΓ (αi+1) , E = max{E1, . . . ,En}, γ = min{Γ (α1 + 1), . . . ,Γ (αn + 1)},
C = max{c1, . . . , cn}, α = max{α1, . . . , αn}. Let
BR =
{
u¯ ∈ B1, u1(t) 0, . . . , un(t) 0:∥∥∥∥u¯ −
(
c1T α1
, . . . ,
cnT
αn
)∥∥∥∥R
}
Γ (α1 + 1) Γ (αn + 1)
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B1 = C[0, δ] × · · · ×C[0, δ]︸ ︷︷ ︸
n-times
,
where
δ < min
{(
Rγ
2EC
)1/α
,
(
1
2E
)1/α
,1
}
.
Then ∣∣∣∣Aiui − ciδαiΓ (αi + 1)
∣∣∣∣= max0tδ
{∣∣∣∣Aiui(t)− ciδαiΓ (αi + 1)
∣∣∣∣
}
= max
0tδ
∣∣∣∣∣ 1Γ (αi)
t∫
0
(t − τ )αi−1
(
n∑
k=1
aikuk
)
dτ
∣∣∣∣∣
 δαiEi‖u¯‖ = ‖u¯‖Eδα.
Since for u¯ ∈ BR, we have
‖u¯‖ Cδ
α
γ
+ R  Cδ
α
γ
+ R  C
γ
+R.
Thus ∥∥∥∥Au¯−
(
c1δα1
Γ (α1 + 1) , . . . ,
cnδ
αn
Γ (αn + 1)
)∥∥∥∥E
(
C
γ
+ R
)
δα  CE
γ
+ R
2
R.
So we have A(BR) ⊆ BR. It can be seen that A(BR) is equicontinuous (proof similar to
Lemma 3.1). Let u¯ be bounded sequence in BR. Then A(u¯) ⊂ A(BR). Hence A(u¯) is
equicontinuous. Since
u¯ ∈ C[0, δ] × · · · ×C[0, δ]︸ ︷︷ ︸
n-times
,
Arzela–Ascoli theorem implies that A(u¯) has a convergent subsequence. Therefore
A :BR → BR is compact. Hence by Schauder fixed point theorem A has a fixed point,
which is a positive solution. 
Theorem 3.5. Let fi : [0, T ] × [0,∞)n → [0,∞) be continuous, ∀i . Further assume
(i) ‖f (t, u¯)− f (t, v¯)‖ <L‖u¯ − v¯‖, ∀u¯, v¯ ∈ [0,∞)n, t ∈ [0, T ], and
(ii) LT α/γ < 1, where γ = min{Γ (α1 + 1), . . . ,Γ (αn + 1)}.
Then the system of equations (5) has unique solution which is positive.
Proof. Let u¯, v¯ ∈ K. Then we have
‖Au¯− Av¯‖ = max {|Aiui − Aivi |}1in
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1in
{
max
0tT
∣∣Aiui(t) − Aivi(t)∣∣}
= max
1in
{
max
0tT
∣∣∣∣∣ 1Γ (αi)
t∫
0
(t − τ )αi−1(fi(τ, u¯(τ ))− fi(τ, v¯(τ )))dτ
∣∣∣∣∣
}
 max
1in
L‖u¯ − v¯‖
Γ (αi)
t∫
0
(t − τ )αi−1 dτ
 max
1in
{
LT αi‖u¯− v¯‖
Γ (αi + 1)
}
 LT
α ‖u¯− v¯‖
γ
.
As LT α/γ < 1, in view of Banach fixed point theorem [5] A has unique fixed point in K,
which is the unique positive solution. 
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