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We call a set of univariate distributions with the same mathematical form but 
different parameter values a family F. Consider a bivariate Gumbel Type A 
. . . . 
survival distribution, S&i , q,), defined in (2.1), for which both marginal 
distributions, S,(q), S&), belong to the same family, f of distributions. It is 
proved in this paper that subject to weak conditions, the crude hazard rates, 
h,(t) and he(t), are proportional if and only if the marginal hazard rates, Al(t) and 
h,(t), are proportional (Theorem 1). It is also shown that the survival functions 
of W = min(X, , X,), and of the identified minimum, W, = Xi , for Xi < Xj , 
i # i, belong to the same family .F as do &(x1), Sa(xz) (Corollary 1). Counter- 
examples of distributions other than Gumbel Type A, for which these properties 
do not hold, are given. Some applications to the analysis of competing risks, 
using a family of Gompertz distributions, are discussed. 
1. INTRODUCTION 
1 .I. The purpose of the present paper is to derive properties of certain 
survival distribution functions (SDF) used in the theory of competing risks, 
when the (hypothetical) joint SDF belongs to the class of biwariate Gunzbel 
Type A dist~ibutiorts. Of special interest is the situation when the hazard rates 
are proportional. 
We first briefly review the basic SDF’s used in the theory of competing risks. 
1.2. Let 
S,...,(x, ,..., xk) = Pr h (Xi > xi) 
I (=l I 
(l-1) 
be the joint SDF of (hypothetical) failure times Xl ,..., X, , from causes Cl ,..., C, , 
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respectively, acting simultaneously in a defined population. For the purpose 
of the present paper, it is sufficient to assume that S,...,(x, ,..., xk) is a proper 
absolutely continuous joint SDF (and so are the marginal SDF’s). 
The multivariate hazard vector can be defined 
44 = (- 
a log S,...,(.) a log S,...,(*) 
ax, ,...) - ax?+ ) (1.2) 
(Johnson and Kotz [8]). The ith element of vector (1.2) evaluated at x, = x 
for all j, 
hi(X) = - a log S,...,(.) 
axi I , 
i = 1) 2 )... , k, (1.3) 
(LTj=CVl 
is called the crude hazard rate. 
It is usually assumed that failures from different causes are mutually exclusive 
events. Let W = min(X, ,..., X,); then the overall SDF is 
(Gail [3]). 
S,(x) = S,...,(x ,..., x) (1.4) 
We also define a random variable Wi on the subspace Xi < Xj for all j, 
and such that Wi = Xi . 
The SDF 
represents the actual (observable) “survival distribution” for cause Ci among 
those who fail in the presence of all causes (Elandt- Johnson [2]). 
1.3. The joint SDF cannot be uniquely identified by the SDF’s, 
S,t(x). Another SDF, with independmt failure times 




G,(x) = exp [ - JO’ hi(u) du] (l-7) 
will give SW,(x) identical with (1 S) and 
lim 
s 
= hi(u) du = co 
x+,m ” U-8) 
for at Zeast one of i = 1,2,..., k (Tsiatis [3], Miller [9]). 
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1.4. Under proportional hazard rates 
(1.9) 
where 




(Elandt- Johnson [I]). 
&i&4 = &v(4, (1.10) 
G(x) = [Gv(~>Ic4 (1.11) 
1.5. In the analysis of failure data the question may arise: What would 
be the survival distribution if cause Ci were “acting alone” ? The following 
SDF’s can be considered: 
(i) The marginal SDF, 
(Gail [3]). 
S&v) = S,...,(O, -.* x -a., 0) 
sy 
(1.12) 
(ii) The G,(x) defined in (1.7), provided it is a proper SDF or 
[G(X) - Gi(~>l/El - Gdm)l, if Gd x is improper (Hoe1 [6], Elandt-Johnson ) 
PI)- 
(iii) The conditional limiting SDF 
Silm(x 1 co) = liliPr{X, > x I Xj = xj ,i = 1,2,..., kj f i> 
2 
= lil&Pr{X, > x j Xj > xj ,j = 1,2,..., kj f i1. (1.13) 1 
2. BIVARIATE GUMBEL TYPE A DISTRIBUTIONS. PROPORTIONAL HAZARD RATES 
2.1. A bivariate Gumbel Type A survival distributionfunction is defined by 
with 0 < $ < 1 (Gumbel [4, 51). 
In fact, Gumbel confined his definition to cases in which the marginal SDF’s, 
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&(x1) and S’s(x,), each belong to one of the three types of extreme value 
distributions, though this is not necessary. 
For further discussion, we introduce the notation 9 z F(x; y) for a family 
of distributions indexed by the parameters y. We assume that &(x) E 9, 
i = 1,2. For convenience, we also assume x > 0. Let X&c) be the hazard rate 
of &(x), and 
A&) = IO* A&) du = -log S&v) (2.2) 
denote the cumulative hazard function. Note that since S&V) is a proper SDF 
lim f&(x) = co, i = 1,2. 
n-m 
The joint SDF defined in (2.1) can be represented in the form 
(2.3) 
The crude hazard rates defined in (1.3) are 
It is easy to see that in the general case, the SDF’s SW(x), SW,(x), and G,(X), 
defined in Section 1, do not belong to the same family F-as do &(x). 
2.2. Suppose 
h,(x) = f%(x), o<e<1, X>,O 
(so that ,!&(A!) = [S,(X)]~). 
Thus from (2.5) 
h,(x) = h,(x) [ 1 - 9 (&)2]; Mx) = %(x) [ 1 - 4 (11 42 ]p 
and 
h,w = +)[(I + 4 - 4w + e)i = ~u4. 
It follows that the ratios 
hlW 1 (1 + e)2 - 482 
-=Fe’ (1 +ey-+e =‘I, hw(x) 
0 <Cl < 1, 
h,(x) e -=-. 
hw(4 i + e 
(1 +e)“-+ = 1 -c 









e (1 + qz - d, 1 - Cl 
(1 + e)a - $@a = 7 = 
b 
’ O<b<l, (2.10) 
are constant. 
This means that for Gumbel Type A distributions proportionality of hazard 
rates, ;\i(x) and h,(x), of marginal distributions implies that also the crude 
hazard rates, h,(x) and b,( x , are proportional. This is not necessarily true for ) 
other distributions as can be seen from the following counterexample. 
EXAMPLE 1. Consider the bivariate Farlie-Gumbel-Morgenstern SDF in 
the form 
f312(% 3 x2) = u?) S2(x2M + 4~1)~2(~2l1 
= exP~-Md + ~2(x2111 
x (1 + 41 - exp(-4~A)l[1 - exp(-~2M)lI 
with 1 011 < 1 (Johnson and Kotz [7]). 
If A,(x) = &l,(x), then the ratio of crude hazard rates 
h,(x) 
= e 
1 + 4 - 2 exp(-e4(4)1[1 - exp(---4Wl 
- h,(x) 1 + a[ 1 - 2 exp( -n,(x)] [ 1 - exp( -&l,(x))] 
varies with x, except when B = 1. 
2.3. We will now show that the converse situation is also true: The 
constant ratio h,(x)/h,( ) x im pl ies constant ratio A2(x)/Ai(x), provided the latter 
is “well behaved.” 
Remark 1. The “well-behaved” conditions on X,(x)/h,(x) are satisfied if it 
is continuous and does not have an infinity of strict relative maximum or 
minimum values in any finite interval. 
Proof. We have (from (2.5)) 
h,(x) h2(4 V,(x) + ~2Wl” - +[M912 = b, 
h,(x) = h,(x) - Mx> + ~2W12 - dL42(412 
(2.11) 
withO<b<l. 
Equation (2.11) can be written 
(2.12) 
where x = d2(x)/11(x), and 
g(z) = [(I + 2)” - +I/[(1 + 4” - #z21. (2.13) 
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Clearly, g(z) is an increasing function of 2 for 0 < z < Co. 
Define c (> 0) by the equation 
cg(c) = b. (2.14) 
(Since cg(c) is continuous and increases from 0 to 00, as c increases from0 to co, 
this defines c uniquely.) 
Suppose that X,(x)/X,( x is “well behaved” within any finite interval [0, x]. ) 
Then, there is a finite number, j + 1, of values 0 = x0 < x1 < .** < x3 = x 
such that for xi < x < xj+r (i = 0, l,..., j) either (i) X,(x)/h,(x) > c, or 
(ii> ~@KW < c, or (iii) h,(x)/h,(x) = c. 
Consider first the interval 0 < x < x1. In case (i) we would have x = 
A,(x)/A,(x) > c, and also [h,(x)/h,(x)] g(z) > b, contradicting (2.11), so (i) is 
impossible. By a similar argument we find (ii) is impossible. Hence (iii) must 
hold, that is h,(x)/h,(x) = c, and consequently As(x)/A1(x) = c for 0 < x < X, . 
By a similar argument, we find that h&)/X1(x) = c for x1 < x < x, . Con- 
tinuing in this way up to xj = x, we obtain 
for any x. (2.15) 
The result just obtained is not necessarily true for some other joint distribu- 
tions as can be seen from the following counterexample. 
EXAMPLE 2. Consider the joint SDF 
&,(x1 , x2) = exp(1 - 8’ * es”“), Xl ,x2 z 0. 
The crude hazard rates are 
hi(X) = e(l+B)z, h,(x) = jqe(l+8Jz, 
and their ratio h,(x)/h,(x) = /? is constant. 
The hazard rates of marginal distributions are 
h(x) = @, h,(x) = /?eBz, 
and their ratio X,(x)/h,(x) = /3e(“-l)* varies with x, unless /3 = 1. 
We summarize our results in the following theorem. 
THEOREM 1. For bivariate Gumbel Type A distributions (defined by (2.1)), 
the crude hazard rates, h(x) and h,( x ) , are proportional ;f and only if the marginal 
rates, U4 fd h,( ) x , are proportional (provided the ratio h,(x)/&(x) is “well 
bahaved” in the sense described in Remark 1). 
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Remark 2. If the ratio fl,(x)/fl,( ) x is of the form k[~(x)]az-wl, then (2.6) is 
satisfied when 011 = oze . Thus the family F of the marginal SDF’s of the form 
&k) = e~p~-~ihf~)l”i>, i= 1,2, (2.16) 
might be of some interest in application to failure data with proportional hazard 
rates. 
3. EXTENDED FAMILY 9 OF DISTRIBUTIONS UNDER ASSUMPTION OF 
PROPORTIONAL HAZARD RATFS 
If A,(x) = Q(X), then 
%i44 = rww, 
where A = [(l + 0) -@/(I + e)] (see (2.8)). 
From Theorem 1, and from (1.10) also 
hv,(4 = [ww> i= 1,2, 
and from (1.11) 
G(x) = [&Wi, 
where cr is defined in (2.9a) and cs = 1 - cr (see (2.9b)). 





= exp[-(1 - 4) L&(X,)] = [S&)]l-+, 
lim ~i(xi)/f13-,(x3-,) = 0 
.v~-i+= 
for xi < co 
(see (2.3)). 
These results which are, in fact, consequences of Theorem 1, are summarized 
in Corollary 1. 
COROLLARY 1. If the marginal SDF’s of a bivariate Gumbel Type A SDF are 
S,(x) and S,(x) = [S,(x)le (0 < 0 < l), and belong to a fami@ 9, then the 
corresponding SDF’s: SW(x), SW,(x), Gi(x), and Silm(xi j cn) a’&ned in Section 1, 
also belong to family 9. 
BIVARIATE GUMBEL TYPE A DISTRIBUTIONS 251 
4. BOUNDS FOR MARGINAL AND CONDITIONAL 
LIMITING SURVIVAL DISTRIBUTIONS 
In practice the SDF’s S,(x) and &1,(x 1 00) are not observable. The parameters 
of the joint SDF can be estimated by fitting the Sw,(x) function, though in view 
of nonidentifiability (Section 1.3) the model cannot be tested. 
However, if the hazards, h,(x) and h,( x , ) are proportional, the parameter + 
of Gumbel Type A distribution cannot be estimated (as a consequence of 
Theorem 1 and Corollary 1). We will show that for 4 = 0 we obtain the upper 
bounds, and for 4 = 1 the lower bounds for &(x). 
Proof. Suppose that the ratio h,(x)/h,(x) = b given by (2.10) is constant. 
Solving (2.10) for 4, we obtain 
subject to the condition 0 < $ < 1. We seek limits for permissible values of 0. 
Since e > 0, (4.1) gives e > b. 
Since 8 < 1, (4.1) g ives (0 - b) < (1 - eb), or 8 < 1. We must then have 
o<bfe<l. (4.2) 
We write Eq. (2.10) in the form 
83 + ~2 - b(i - +)I 82 - [2b - (1 - $)I e - b = 0. (4.3) 
Consider the function 
g(e) = 83 + ~2 - b(i - $)I 82 - [2b - (1 - +)]e - b. (4.4) 
For fixed $ (0 < 4 < l), we have 
(i) lim,,,g(e) = co. 
(ii) For f3 > 0 the derivative of (4.4) 
g’(e) = 382 + 2~2 - b(i - +)]e - [2b - (1 - 411 (4.5) 
is an increasing function of 8, with g’(b) > 0 and g(b) < 0. 
(iii) Since g’(B) > 0 for all 8 > b, the equation g(0) has one and only one 
root greater than b. 
Of course (from (4.1)), # (0 < 4 < 1) is an increasing function of 0. Thus, 
for 4 = 0, 0, = b is the least value of f3, and for $ = 1, 0, = (root of (4.3) 
greater than b) is the greatest value of 8. The permissible values for 0 are 
b < 0 < e, . (4.6) 
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4.1. When 4 = 0 (and 0 = b), XI and X, are independent. Clearly, 
the marginal SDF’s of (2.1) are Gi(x) functions; these represent the upPer bounds 
for the marginal Si(x) distributions. 
When 4 = 1 (and 8 = Q, we obtain the lower bounds for S,(x), and since 
S,(x) = [SI(x)Je, also for S,(x). We denote this lower bound by LSJx), i = I, 2. 
COROLLARY 2. When the ratio It,(x)/h,(x) = b is constant, the parameters C#J 
(0 < $ d 1) and 0 = &(x)/U x are not estimable. The range for permissible ) 
values of B is b < B < e, , where 6, is tk only root of equation d3 + 282 - 
b(28 + I) = 0 greater than 6. These limits (b and 6,), respectively, lead to upper 
and lower bounds 
L&(x) < S,(x) < Gi(x). (4.7) 
4.2. We also notice that for 4 = 0, &&x 1 00) = Gi(x), while for 
+ = 1, S~&X 1 co) = 1. 
COROLLARY 3. Under conditions stated in Corollary 2, the bounds for &l, are 
G(x) d &I& I a> < 1. W) 
The results summarized in Corollaries 1,2, and 3 are illustrated in Example 3. 
EXAMPLE 3. Let Si(xi) = exp[(R,/a)(l - eazi)] (Gompertz distribution), 
for i = 1, 2. Then h&)/h,(x) = R&R, = B (< 1). The crude hazard 
rates are, hi(x) = Ri’e”, i = 1,2, where R,’ = R,[l - $P(l + 19)-~], 
R,’ = 8R,[l - +(l + ~9)-~] (f rom (2.7)), and the overall hazard rate is 
h,(x) = Re”*, where R = R,’ + R,’ = R,[(I + 6) - 4B(I + 6)-l] (from 2.8)). 
For the limiting SDF’s, &I& ( co), i = 1,2, we have J&,(x 1 co) = R,“eax, 
where RI: = (1 - +)RI , and R; = (1 - #) BR, (from 3.4)). 
Suppose that a = 0.208, R = 2.55 . 10-3, and h,(x)/h,(x) = 2/3 = 0.6667. 
This implies R,’ = 0.60R = 1.53 . 10A3, and R,’ = 0.4OR = 1.02 . 10w3. 
Further, from Corollary 2, the permissible values of 8 are 0.6667 < 8 ,( 
0.7842. Some values of ~9 obtained by solving (4.4) for various (fixed) 4 are 
given below. 
8: 0.00 0.10 0.25 0.30 0.40 0.50 
8: 0.6667 0.6798 0.6990 0.7052 0.7174 0.7293 
4: 0.60 0.75 0.80 0.90 1.00 
0: 0.7409 0.7577 0.7631 0.7738 0.7842. 
Figures 1 and 2 represent “permissible” survival functions, S,(x) and S,(x), 
respectively, when 4 = 0.75 (and so 8 = 0.7577), and their lower, L&(x), and 
upper, G,(x), bounds. 
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Also S&,(x / 00) and Szlm(x 1 CD) for 5, = 0.75 are shown in the corresponding 
figures. 
The parameters (&) evaluated for these curves are: 
G,(x): R,' = 1.53 x 10-3; R,' = 1.02 x 10-3; (+ = 0; 0 = 0.6667) 
S&r): R, = 1.778 x 10-3; R, = 1.347 x 10-3; (#J = 0.75; 0 = 0.7577) 
LS,(x): LR, = 1.20 x 10-3; LR, = 1.49 x 10-3; (4 = 1; 19 =0.7842) 
Q,(x j co): R; = 4.44 x 10-4; R; = 3.368 x 10-4; (+ = 0.75; 8 = 0.7577) 
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