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Abstract
The sparse coding is approximation/representation of signals with the minimum number of
coefficients using an overcomplete set of elementary functio s. This kind of approximations/
representations has found numerous applications in sourceseparation, denoising, coding and
compressed sensing. The adaptation of the sparse approximation framework to the coding
problem of signals is investigated in this thesis. Open problems are the selection of appropriate
models and their orders, coefficient quantization and sparse pproximation method. Some of
these questions are addressed in this thesis and novel methods developed. Because almost all
recent communication and storage systems are digital, an easy method to compute quantized
sparse approximations is introduced in the first part.
The model selection problem is investigated next. The linear model can be adapted to better
fit a given signal class. It can also be designed based on some apriori information about the
model. Two novel dictionary selection methods are separately presented in the second part
of the thesis. The proposed model adaption algorithm, called Dictionary Learning with the
Majorization Method (DLMM), is much more general than current methods. This generality
allowes it to be used with different constraints on the model. Particularly, two important cases
have been considered in this thesis for the first time, Parsimonious Dictionary Learning (PDL)
and Compressible Dictionary Learning (CDL). When the generative model order is not given,
PDL not only adapts the dictionary to the given class of signals, but also reduces the model
order redundancies. When a fast dictionary is needed, the CDL framework helps us to find a
dictionary which is adapted to the given signal class withouincreasing the computation cost
so much.
Sometimes a priori information about the linear generativemodel is given in format of a para-
metric function. Parametric Dictionary Design (PDD) generat s a suitable dictionary for sparse
coding using the parametric function. Basically PDD finds a parametric dictionary with a min-
imal dictionary coherence, which has been shown to be suitable for sparse approximation and
exact sparse recovery.
Theoretical analyzes are accompanied by experiments to validate the analyzes. This research
was primarily used for audio applications, as audio can be shown to have sparse structures.
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Signal processing received significant attention in the last century as it found numerous appli-
cations in military and non-military products. The products dealing with audio, image, video,
sonar and radar are only some examples of these products. Theproc ssing was started in the
analogue domain at the beginning. Although there still exist products based on the analog pro-
cessing of signals, most of the new products use an analog to digital converter followed by
digital processing of signals, which reduces the overall product costs and improves the effi-
ciency of the products.
This thesis is about discrete signal processing using a new technique, called sparse coding. The
aim in sparse coding is to (approximately) represent the original discrete signal minimally, i.e
most of the coefficients in the new representation are zero and the signal is presented using
only a few coefficients. Using a minimal representation can improve the performance of some
signal processing algorithms for different applications.Although some parts of this thesis are
introduced forsparse source coding, the main focus is about general sparse coding, which can
be used for different applications.
This chapter briefly introduces the sparse coding and the model selection problems while ex-
ploring the challenges of this model.
1.1.1 Sparse Coding
The minimal representation of the natural signals is not a new id a. It has been used in “Trans-
form Coding” for decades, see [Mal99] for a more detailed review on transform coding. In
this framework, we use an orthogonal transform to representa signal with few non-zero coeffi-
cients. In general, it is impossible to find a linear transform for which a given class of signals
has such an exact minimal representation. Fortunately it isoften possible to approximately
1
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represent almost all signals from a class with a small set of coeffi ients. The Fourier-type trans-
forms have successfully been used as the orthogonal transfom. The idea of using a minimum
time-frequency spread transform was presented by Gabor [Gab46]. The elementary functions,
called atoms, in this framework are not orthogonal and we oftn have an overcomplete set of
elementary functions, which is called a dictionary. This opened a new window to the overcom-
plete signal representations and approximations. As a result, some researchers, see [Dau92] and
references therein, introduced a new class of signal represntation methods, called the frame
method. When the dictionary is overcomplete, the representatio of the input signal is not
unique. The frame method represents the signal with a minimum ℓ2 norm. This representation
is useful for some applications in which the resilience or robustness of the representation is
required [Cve03, GKK01, GVT98]. An important disadvantageof the frame method, which is
the most important reason for it to not being used for coding applications, is its non-minimal
representation. In contrast, sparse coding was proposed tofind an overcomplete representation,
similar to frame method, which is also in some sense minimal.Unfortunately, it can not be done
using a linear operator and it has been shown that sparse coding in an overcomplete setting is
an NP-hard problem in general [DMA97,Nat95]. Informally, this means that there do not exist
any tractable algorithms to solve it in general.
Different greedy methods have been proposed to find a sub-optimal solution [MZ93, PRK93,
DMA97, Nat95, CBL89, Tem03, DTDS06]. These algorithms gradually increase the approx-
imation precision by refining the set of selected atoms starting with an inaccurate approxi-
mation and, in each iteration, adding one or more coefficients to the set of non-zero coeffi-
cients. Some have an extra operation which updates some of the previously selected coeffi-
cients [PRK93,DMA97,BD08a]. These methods are among the fast st sparse coding methods.
Some structures in the dictionary help us to implement the algorithm faster. Among these struc-
tures, dictionaries which are shift invariant or union of basis structures have received special
attention [BD06, GN03]. The performance of greedy sparse approximation methods has been
studied [Tem03, Tro04a] and conditions under which they recov r a sparse signal have been
established. It has also been shown that there are upper bounds for the approximation errors of
them which decay exponentially [GV06,Tro04b] .
The second class of sparse approximation methods is based onminimization of a sparse penalty
subject to a linear or quadratic constraint. These constraints re related to approximation error.
Theℓp, wherep ≤ 1 has often been used as sparsity penalty [KRE+99]. However forp < 1
2
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these optimization problems are not convex. Interestingly, the ℓ1 sparse coding is a convex
problem, which can be solved using standard optimization methods, see for example [BV04].
Because of these unique features of theℓ1 norm, ℓ1 sparse coding has been deeply studied
theoretically and practically [Tro06b,DE03,GN03]. Numerous practical algorithms have been
introduced to effectively find the solution [CDS98, GR97, RK99, DDD04, DDFC08, FNW07,
KKL+07, EMZ07, CW05]. They can be classified as linear and quadratic programming, e.g.
[CDS98, KKL+07], and (sub) gradient descent based methods, e.g. [FNW07,EMZ07]. Al-
though these methods are often slower than the greedy sparsecoding methods, they are recom-
mended for some applications, such as Compressed Sensing (CS) [CRT06a,Don06] and signal
denoising [Don95,DJ94]. Theℓ1 sparse coding is solveable with a polynomial time algorithm.
It is in contrast with theℓp sparse coding problem wherep < 1 where there is no known
non-combinatorial method available to find the global minimum. Analysis of the algorithms
based onℓp : p < 1 is very difficult. In most of the few available reports the analyzes are
based on the global minimum of theℓp sparse coding problem [GN03,FL09]. In practice it has
been observed that in many cases usingp < 1 and reweighting technique makes the algorithms
faster and also gives sparser solutions [GR97, RK99, DDFC08, FN05, CWB08]. For an actual
algorithm analysis in this setting see [DG09].
Another class of sparse coding methods includes the algorithms which minimize the original
sparsity measure, i.e. the number of non-zero coefficients.These methods are mostly based on
the gradient (or alternated) projections of the exact/approximate representation constraints (or
sets) and the set of fixedℓ0 or a constraint which is directly related toℓ0 [KR03,HGT06,BD08b,
MP06]. Recently, modified versions of the gradient projection method have been introduced,
which is based on gradually de-smoothedℓ0 sparsity measure [PM07,MBZJ09,MBJ08]. In the
latter methods, theℓ0 has been relaxed in the beginning and gradually tends toℓ0, to prevent
stopping in abad local minima. Although there is no mathematical proof to show the advan-
tages of these methods, simulation results show faster convergences and sparser solutions in
some examples.
1.1.2 Dictionary Selection
In a sparse coding method first we should choose an appropriate d c ionary. An easy way
to generate an overcomplete dictionary is concatenating orthogonal bases. Although this is a
simple method to generate the dictionary, promising results have been reported in different ap-
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plications [DD06,RRD08b,ESQD05]. There are also some mathematical analyses on the exact
sparse recovery [GN03,EB02] and a simple sparse approximation method [SBT00] using union
of bases. Another class of pre-designed dictionaries are frmes. For example, the undecimated
wavelets [SED04] and the overcomplete (multiscale-) Gabor[MZ93, GB03] dictionaries are
from this class. The structures of these pre-designed dictionar es provide fast implementations
of the sparse coding methods. For example, when the signal size isn, the complexity of the
implementation of Fourier-type, curvelet and bandelet dicionaries areO(n log n) and wavelet,
contourlet and steerable wavelet dictionaries areO(n). These are clearly more efficient than
unstructured dictionaries, of complexityO(n2).
A difficulty in using pre-designed dictionaries is that theyare not adapted to the structures
of a given class of signals. It is also important to use a dictionary which is optimized for
an application. For example, when the sparse approximationis used for coding, different
dictionaries are suitable for different bit-rates [RRD08a]. As an empirical solution the dic-
tionary can be found using dictionary learning methods which sparsifies the approximations
[OF97,EAH99a,LS00,KMR+03,AEB06]. These methods use a set of training samples, which
are put into the columns of a matrix, called the signal or input matrix. These methods often use
an optimization technique called block-relaxation, see for example [Lee94]. In this framework
we optimize based on each block of variables, here the coefficient matrix and the dictionary,
while the other blocks remain fixed. The difference between these methods is in the parame-
ter block selection and the optimization method. In the dictionary learning problem, it is also
necessary to impose a constraint over the set of dictionaries to make the problem well-defined.
Two often used constraints are fixed column and Frobenius norm dictionaries [KMR+03]. In
each step of block-relaxed minimization, we reduce a proposed objective function by updating
the selected block of parameters. Because the dictionary lening problem is a non-convex op-
timization problem, a local minimum is yielded from a gradient descent method. For a given
set of training samples, [AEB06] has shown under which conditions, the dictionary is unique,
up to a permutation in the location and the sign of the atoms. These conditions are based on the
signal sparsity and the number of the training samples.
Most of the dictionary learning algorithms reduce the totalapproximation error by updating
the dictionary while keeping the sparsity fixed. The approximation error is zero in a sparse
representation and the conventional dictionary learning algorithms are not applicable. A new
dictionary learning method has recently been introduced in[Plu07a], which can be used for
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dictionary learning in this framework.
Another type of signal adapted dictionary design method is introduced in which a parametric
function is used to generate the atoms [SM08]. Here the paramet ic function is chosen such that
it has similarities with the generative model or the human perceptual system [Dau80, PAG95].
The dictionary is perception adapted in this case. Other parametric dictionaries have also been
used to induce some structures on dictionaries. The designed parametric dictionary can be used
as an alternative frame, in the frame method, which often hastighter frame bounds. Although a
strong similarity between these perceptual model and the learned dictionary has been observed
[Lew02,SL05,SL06], there have not been investigated respectably.
It deserves mentioning that the dictionary learning can also be seen as a generalization of the
conventional Blind Source Separation (BSS) [JH91], which deals with complete representa-
tions. Various methods have been introduced to solve BSS problem using different prior as-
sumptions for the sources, e.g. Principal Component Analysis (PCA), see for example [Jol02]
and references therein, and Independent Component Analysis (ICA) [Com94, HO00]. In this
formulation, the dictionary is called the “mixing matrix”.
The BSS problem can be generalized using an underdeterminedodel and assuming a pattern
for sources. When the source is sparse, this problem is called Sparse Component Analysis
(SCA) [ZP01, GTC05] which is strongly related to the dictionary learning problem. The SCA
problem can be interpreted as an application of the dictionary learning, followed by sparse
approximations of the sources.
1.1.3 Quantization
Computerized signal prosessing systems, particularly digital communication systems, operate
on quantized valued signals, therefore the sparse approximation of the signals should be quan-
tized to fit in this framework. There are two distinct approaches to find the quantized value
sparse approximations (QVSA).
• A posteriori quantization:An easy way to find the QVSA is to quantize the coefficients
a posteriori [NZ00, FV01, FVFK04, DD06]. Here a quantizer, which is designed based
on the experimental probability density function (pdf) of the coefficients, is used. Non-
orthogonality of the atoms makes the analytical optimization of such quantizers very dif-
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ficult. [FVFK04] used an approximate bound on the rate-distortion (R-D) of the sparse
coding and designed an optimal scalar quantizer, using the exp rimental pdf, for the co-
efficients. Another approach assumes prior pdf for the dictionary elements, for example
Gaussian i.i.d., to find an analytical formula for the R-D [FRG 06].
Quantization of the coefficients can also cause other issues. As an example, the quan-
tization of an overcomplete representation might be inconsistent1. The inconsistency is
caused by non-orthogonality of the bases functions in an overc mplete representation,
e.g. frame expansion and sparse representation. [GVT98] correspondingly introduced
algorithms based on linear programming and alternating-projection for consistent quan-
tizations of the representation using the frame method and Matching Pursuit algorithm.
• In-loop quantization:The sparse coding algorithm using in-loop quantization is amodi-
fied version of the iterative sparse coding algorithm, with an extra coefficient quantization
step in each iteration [GV97, DZ03]. Let us assume the quantized sparse coding to be
the sparse coding in the integer domain2. To find the quantized sparse approximation,
each iteration can be relaxed by real valued optimization followed by a projection onto
the admissible set, here the set of integer coefficients. Forexample if the sparse coding
is based on the gradient descent method, the in-loop quantization is then based on the
gradient-projection method.
It should be noted that the standard scalar quantization of arthogonal representation is unique
and consistent. The quantization error caused by quantization of each coefficient is then orthog-
onal to the quantization errors caused by the other coefficients. In this case in-loop quantization
does not therefore decrease the total quantization error.
1.2 Contributions
Parts of this thesis have already been published in peer review d journals and conference pro-
ceedings. A list of these publications is as follows,
Peer Reviewed Journal Articles:
1Let Q andA be the quantization and the reconstruction operators respectively. A quantizerQ is inconsistent
whenQ 6= QAQ
2This statement is valid only when the quantizer is a uniform scalar.
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1. “Parametric Dictionary Design for Sparse Coding”, with L. Daudet, M. Davies, IEEE
Transaction on Signal Processing, Vol. 57, No. 12, pp 4800-4810, 2009.
2. “Dictionary Learning for Sparse Approximations with theMajorization Method”, with
T. Blumensath, M. Davies, IEEE Transaction on Signal Processing, Vol. 57, No. 6, pp
2178-2191, 2009.
Conference Proceedings:
1. “Structured and Incoherent Parametric Dictionary Design”, with L. Daudet and M. Davies,
accepted for presentation in the IEEE International Conference on Acoustics, Speech and
Signal Processing, 2010 (Invited Paper).
2. “Compressible Dictionary Learning for Fast Sparse Approximation”, with M. Davies,
IEEE Workshop on Statistical Signal Processing, 662-665, Aug. 31- Sept. 3, 2009.
3. “Parsimonious Dictionary Learning”, with T. Blumensath, M. Davies, IEEE International
Conference on Acoustics, Speech and Signal Processing,pp.2869-2872, April 2009.
4. “Parametric Dictionary Design for Sparse Coding”, with L. Daudet, M. Davies, Work-
shop on Signal Processing with Adaptive Sparse Structured Representations (SPARS09),
2009.
5. “Regularized Dictionary Learning for Sparse Approximation”, with T. Blumensath, M.
Davies, European Signal Processing Conference (EUSIPCO),August 2008.
6. “Iterative Hard Thresholding andL0 Regularisation”, with T. Blumensath, M. Davies,
IEEE International Conference on Acoustics, Speech and Signal Processing, 877-880,
April 2007.
7. “Quantized Sparse Approximation with Iterative Thresholding for Audio Coding”, with
T. Blumensath, M. Davies, IEEE International Conference onAcoustics, Speech and
Signal Processing, 257-260, April 2007.
Communications (without proceedings):
1. “Structured and Incoherent Parametric Dictionary Design”, with L. Daudet and M. Davies,




2. “Compressible Dictionary Learning for Fast Sparse Approximation“, with M. Davies,
Workshop on Sparsity and its Application to Large Inverse Problems, Cambridge, UK,
December 2008.
1.3 Organization
This thesis has two parts. In the first part, the sparse codingproblem is formulated in Chapter
2 and various sparse approximation methods are surveyed in Chapter 3. This part is presented
to introduce the readers to the sparse coding field and get them ready for the main contribution
of thesis in the second part, i.e. dictionary selection methods. The methods are classified here
based on the original optimization techniques, which emphasizes similarities and differences
of them. The original contribution of the thesis in this partis limited to the quantized sparse
approximation method using iterative hard thresholding, see ection 3.5.
The second part starts with a survey on the state of the art dictionary learning methods in Chap-
ter 4. The survey is organized based on the approach of the methods, and is thus not in a
chronological order. The aim is to help the readers understand he relations between differ-
ent algorithms. It furthermore introduces unstructured before structured dictionary learning
methods as this facilitates understanding of the latter methods, where they often rely on the
unstructured dictionary learning methods. Chapter 5 presents a new algorithm for unstructured
dictionary learning, which has a convergence proof. It is baed on a well-known optimization
technique called the majorization minimization method. Itis also very flexible and can use
different sparsity measures in this framework. Two specialases have been investigated in the
following chapters, 6 and 7. Chapter 6 applies a joint sparsity penalty, which will be defined
in Chapter 2, to the dictionary learning to find a small size dictionary. Chapter 7 introduces
a new generative model for the dictionary to facilitate the implementation of the dictionary in
sparse coding. These modified dictionary learning problemssolved using the same majorization
minimization method, which is presented in Chapter 5.
Chapter 8 introduces a different approach to the dictionaryselection. The proposed method,
which is called parametric dictionary design, is an alternative to dictionary learning, where the
domain knowledge is presented using a (set) of parametric generative function(s). The dictio-
nary can be found by minimizing an objective that promotes thincoherence of the dictionary.
A practical algorithm for dictionary design in this framework is also presented in this chapter.
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This thesis is concluded in Chapter 9 where some directions fr the future work are presented.
Four appendices have been given here to complete the thesis.Appendix A extends the ma-
jorization function of Chapter 3 to the space of matrix valuef nctions. Appendices B and D
analyze the convergence of algorithms are presented in Chapter 5 and 8, respectively. The gra-









In this chapter, the sparse coding problem is formulated. One can classify sparse coding prob-
lems as sparse approximations and sparse representations.A sparse representation is sometimes
called an exact sparse representation. We start by presenting different formulations for the prob-
lem. These formulations are then extended to the sparse coding in matrix form. This provides
an extra flexibility to find matrices with different sparsitypatterns along the column or the row
directions. It will be shown in Part II that this formulationcan be used for dictionary learning.
2.2 Sparse Coding Formulations
The aim of sparse coding is to represent a signal exactly or app oximately by the minimum
number of coefficients. LetD ∈ Rd×N , y ∈ Rd andx ∈ RN be the generator matrix (or
dictionary [MZ93]), the signal and coefficient vectors respctively. The linear generative model
is now formulated as,
y = Dx. (2.1)
We assume thatD is full rank (rank(D) = min(d,N)). In this framework whend = N , the
exact coefficient vector is uniquely found by the inverse operator of D, x = D−1y. When
the model is over-determined > N , one can choose a full rankDr ∈ Rd×d, by usingd
rows ofD, and findx by usingD−1r matrix. The under-determined model (d ≤ N ), which is
the main focus of this thesis, does not have a unique solution. This means that the number of
equations are less than the number of unknown parameters. Toesolve this ambiguity, different
constraints have been proposed to impose prior informationover the coefficients. The most
well-known constraint is the minimumℓ2 norm, which has been used for decades. It can be
interpretted as imposing a Gaussian assumption on the pdf ofcoefficients, which is an optimal
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assumption for many applications. A minimumℓ2 norm representation can be calculated very
fast with alinear operation. The inverse operatorD† is calledpseudoinverseand can be found
by,
D† = DT (DDT )−1. (2.2)
An issue with using minimumℓ2 representation is that the coefficients are mostly non-zero. Al-
though it is useful for certain applications, for example when we have erasure or noise [GKK01]
in the model, the minimumℓ2 overcomplete representation is not the optimal representatio for
a significant class of signal processing applications. Instead, one can use a sparsity penaltyJ (.)
and find the sparsest representation, see for example [KRE+99] and [CDS98] and references




In the ideal case, the operatorJ (.) counts the number of non-zero components. However the
optimization problem (2.3) using such a sparsity measure, which is calledℓ0, is an NP-hard
problem, in general [DMA97]. Finding the solution for this type of problem is computationally
difficult, even in a medium size problem, and it can only in general be done using an exhaustive
search. Another approach is to apply an optimization technique to reduceℓ0, subject to the
constraint proposed in (2.3) [KR03, BD08a], which can only find a sparser representation than
the initial solution. Alternatively a series of smoothed objectives, which converge toℓ0 in the
limit, can be optimized iteratively [MBZJ09]. In practice better local minima are observed
using the smoothed objectives.
To find an acceptably sparse representation, one can use a relaxed sparsity measure. The relaxed
sparsity measure is not necessarily smooth and is often fixedduring sparse approximation.
An often used relaxedJ (.) is ℓpp(x) :=
∑
1≤i≤N |xi|p, wherexi is theith element ofx and
p ≤ 1. A special case, wherep = 1, is particularly interesting since the problem (2.3) for
p = 1 is convex and can be solved using different convex optimization methods. The global
minimum1 is then found using these optimization methods. Furthermore, the analysis of the
optimizationmethodsare easier usingℓ1 sparsity measure. The sufficient conditions, under
which the solutions of the sparse representation usingℓ1 andℓ0 are equivalent, are investigated
in [Don04a,GN07].
1Because the objective is not strictly convex, it could have non-unique solutions. Under a mild condition, which
is often satisfied by the sparse representation settings, the olution is unique.
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The set of K-sparse vectors can have infinitely large membersin a norm space. Let the set
of K-sparse signals has an upper bound on the components, i.e. ‖x‖∞ < c. The use ofℓ1
is justified by showing that theℓ1 objective 1K ‖x‖1 is the “convex envelope” [BV04] of the
non-convexℓ0 [Dat09]. Therefore, there is no better convex approximation for anℓ0 objective
in this sense. Using a more accurate approximation for the obj ctive, leads to a non-convex
optimization problem. Various methods for optimizing suchan objective have been introduced
[GR97, RK99, CWB08, DDFC08]. Although there is no easy way toexactly solve the sparse
representation problem using this class of sparsity measurs, in practice the sparse vectors
found by these methods are sparser thanℓ1 sparse representation. A slightly different sparsity
measure to the class ofℓp sparsity measures, is the logarithmic sparsity measure. Ithas some





This is sometimes calledGaussian entropy[KRE+99,RK99].
The exact sparse coding problem introduced in (2.3) is for a noise-free model. In practice, it is
often important to consider the effect of noise effect in themodel. The noise is often introduced
as an additive term. The signal generative model is then present d by,
y = Dx + n, (2.5)
wherey, x andD are as before andn is the noise vector. Based on the distribution of noise in
the model (2.5), one can define a measure on the signal space. When the noise has Gaussian or
Laplace distribution, the expectation of the noise can empirically be calculated usingℓ2 or ℓ1
norms respectively. Theℓ2 norm has often been used in the sparse coding problem and from
now on, we will use theℓ2 norm as the measure of error. One can also assume the model
mismatch as the noise in the proposed model in (2.5). In this framework, an underdetermined
signalapproximationcan be formulated by,
x ∈ {∀θ : ‖y − Dθ‖2 ≤ ǫ} (2.6)
whereǫ is a constant. The problem is the same as (2.1) usingǫ = 0. (2.6) is also an underde-
termined system and the solution space has more than one elemnt. By minimizing a strictly
convex objective, e.g.ℓp : 1 < p, over this convex set we can find theuniquesolution. The
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minimum ℓ2 overcomplete approximation has been used for denoising, parameter estimation,
system identification and classification. The minimizationof the ℓ2-norm over (2.6) can be
solved analytically using theregularized pseudoinverseoperator defined by,
D† = DT (DDT + ǫ2I)−1. (2.7)
This operator is preferred over (2.2) in practice, not only because it considers the noise effect,
but also because it can solve the ambiguity caused by any singularity of DDT , whenD is rank
deficient.
Like the noise-free model, thelinear operator (2.7) generally finds a non-sparse solution. A
sparsity measure can be minimized, with the constraint (2.6) to find a sparser approximation.
Although ℓ1 is not strictly-convex, it can be shown that the following optimization problem,




The dual representation of BPDN, called LASSO [Tib96], is defined by,
min
‖x‖1≤τ
‖y − Dx‖2 (2.9)
Where there is an injective mapping betweenǫ andτ such that BPDN and LASSO have the
same solutions. These two problems are convex and can be solvd exactly by using an ap-
propriate convex optimization method. The solutions of BPDN and LASSO are sparse and
denoised2.
Sometimes it is useful to extend the problems (2.8) and (2.9)by using another sparsity measure.
Although the problem is no longer convex, the local solutions, which can be found using some
of the algorithms presented in Chapter 3, are often sparser.
(2.8) and (2.9) are constrained optimization problems. There are many effective optimization
methods which can only be applied to the non-constrained problems. By using the Lagrangian
multipliers method, we can generate an unconstrained problem. The optimization problem is
2The optimality of the solutions using an orthogonal dictionary is guaranteed [DJ94]. This framework has been






‖y − Dx‖22 + λ‖x‖1, (2.10)
whereλ is the Lagrangian multiplier. The sparsity of the approximation can be modified by
changingλ. Although this optimization problem is not strictly-convex, it has auniquesolution
[CW05, Tro06b, Proposition 3.1]. This can be proved by showing that the quadratic part is
strictly-convex, the remaining part‖x‖1 is convex and the objective is unbounded when‖x‖ →
∞ [Zal02, Proposition 2.5.6]. The uniqueness of the solutionis a necessary requirement for the
Perfect (Exact) Recovery Problem [DH01]. It has been shown that the sparse representation of
a signal is unique if the signal is sparse enough and the dictionary satisfies the Exact Recovery
Condition (ERC)3.
This change in definition significantly increases the numberof algorithms that can be applied
to solve the problem. For example most of the (sub-)gradientd scent methods can now be
applied to (2.10), see [FNW07,EMZ07]. Therefore (2.10) is the most desirable formulation for
the sparse approximation problem.
Similar to the sparse representation problem, one can generalize the sparse approximation prob-





and the generalized form of (2.10) is formulated by,
min
x
‖y − Dx‖22 + λJ (x). (2.12)
If J (.) is non-convex, e.g.ℓp : p < 1, sparse approximation problems (2.11) and (2.12)
have numerous local minima and the global solution can not easily be found, in general4. In
practice, it is observed that (2.12) forℓp : p < 1 often converges faster and/or finds sparser
solutions [RK99,CWB08,DDFC08].
The solutions of the problems (2.11) and (2.12), whenJ (.) 6= ℓ0, are always biased [CDS98].
It means there are better approximations with the same sparsity pattern. This can be compen-
3ERC of a set of indicesΛ is defined byERC(Λ) := 1−maxω/∈Λ ‖D
†
Λdω‖1, whereDΛ is the matrix generated
using the atoms indexed byΛ [Tro06b].
4We use the termin generalto note that under certain conditions (2.12) and (2.10) share the solution support. In
this case, the solution support of (2.12) could obviously befound by solving (2.10). An extra step is needed to find
the coefficient magnitudes by solving a reduced order optimization problem, which has a unique solution.
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sated using a post processing step called de-biasing. In this process the signal is orthogonally
projected onto the space selected by the non-zero coefficients. LetDI be the dictionary com-
posed by using the selected atoms in the approximation. The ort ogonal projection can be
found using the linear operator pseudoinverse, which is already defined in (2.2). BecauseDI
depends on the sparsity pattern, the calculation ofD†I can not be done a priori. This error is
often reduced using a sparsity measure which is closer toℓ0. This is also another reason thatℓp
and logarithmic sparsity measures are preferred to be used in some practical applications of the
sparse approximations [DD06,YBD07].
2.3 Sparse Matrix Coding
This section generalizes the sparse coding problem from thevector space to the matrix space.
Let Y ∈ Rd×L, X ∈ RN×L andD ∈ Rd×N be the signal matrix, the coefficient matrix and the
dictionary, respectively. Whend < N andD is full-rank, the underdetermined linear generative
model is defined by,
Y = DX, (2.13)
and the noisy linear generative model is also defined by,
Y = DX + N, (2.14)
whereN ∈ Rd×L is the noise (or model mismatch) matrix. GivenY andD, the solution spaces
for the problems (2.13) and (2.14) are respectively defined as:
Λexact := {∀Θ : Y = DΘ}, (2.15)
and
Λnoisy := {∀Θ : ‖Y − DΘ‖F ≤ ǫ}, (2.16)
where‖.‖F is the Frobenius norm5 andǫ ∈ R+. These convex sets have more than one element
each, as a result of underdetermination of the generating system. We can now impose extra
5Frobenius norm isℓ2 norm of the matrix vector space and defined by‖X‖F = |〈X,X〉|1/2, where〈., .〉 is the
inner-product of the matrix space which is defined by〈X,Y〉 := tr{XT Y}
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whereθi,j is the (i, j) element ofΘ. ℓp is a norm in the matrix space thereforeBℓp(γ) =
{Θ : ℓp(Θ) ≤ γ}, called theℓp ball, is closed and convex. Using a minimumℓp constraint
overΛexact andΛnoisy, the cardinality of the solution sets are reduced to one, which is a similar
result to the vector form of sparse approximation. A specialcase of this problem is whenp = 2,
where the solution can be found using thelin ar operator introduced in (2.2). (2.17) for ap < 1
generates a non-convex objective and (2.17) is no longer a nom. Similar to the vector space,





The sparse matrix representation or approximation are thendefi ed by minimizingJ (X) =
Jp(X), such thatX be in Λexact or Λnoisy respectively. The sparsity measure (2.18) is an
elementwise operator. In Chapter 3 it will be shown how this separability facilitates sparse
matrix coding.
A variation of sparse matrix approximation can also be formulated using a Lagrangian multi-
plier λ as follows,
min
X
‖Y − DX‖2F + λJ (X). (2.19)
An advantage of the formulation (2.19) over minimizingJ (.) overΛnoisy, is that whenJ (.) is
a column-wise operator, e.g. (2.18), it can be minimized column by column, using a standard
sparse approximation method.
No sparsity pattern is proposed in the definition ofJ (.) in (2.18). That is the value ofJ (.) does
not change by relocating the non-zero elements. Such a pattern is often desireable when natural
signals are sought. Simultaneous sparse, tree and harmonicstructures are some examples of
such a sparsity pattern. In this framework a matrixX with a minimum number of non-zero













where0 < p ≤ 1 ≤ q. By letting q ≥ 1, Jp,q(Θ) =
∑
j(‖θj‖q)p. A minimum non-zero
columns can be found by choosing0 < p ≤ 1, which promotes the sparsity of[‖θj‖q]j .
Although it is possible to use anyq ≥ 1, particularly q → ∞, it is preferred in practice to
useq ∈ {1, 2}, which also provides noise robustness. Note that the sparsity measureJp,q(.)
defined in (2.20) is not an element-wise operator, whenp 6= q. Here the conventional sparse
approximation methods can not directly be used for this problem. The dictionary learning
problem, using such a sparsity measure, will be presented later and an efficient algorithm will
be introduced to solve (2.19).
2.4 Summary
The sparse coding problem was formulated in this chapter by introducing some sparsity mea-
sures and the related optimization problems which should beminimized. In this framework,
we constrain the solution space of an underdetermined linear system to the solutions with the
minimal non-zero coefficients. The formulations were extended to the matrix vector space.
This was done to facilitate the sparse coding of a set of signals or to induce a structured sparsity
pattern within the matrix. The sparse coding formulations of this chapter are used in Chapter






The sparse coding problem was formulated in Chapter 2, in which the aim is to minimize an
objective, subject to a constraint. The constraint can be remov d when the coefficients have only
to be admissible. Different optimization methods have beenintroduced to solve (2.3),(2.11) and
(2.12). The size of sparse coding problems is often such thatsome optimization techniques are
not tractable. Although some linear/quadratic programming a d stochastic sampling methods
are tractable for small and medium size problems, they are too sl w for the large problems.
In contrast, the gradient descent based methods, which might not be fast enough for small
problems, are good options for large scale sparse coding problems.
Direct optimization of the sparse coding problem is not the only way to find sparse codes.
In practice it is sometimes preferred to solve the optimization problem using a greedy method.
These greedy methods gradually increase the selected support of the coefficient vector to reduce
the approximation/representation errors. These methods are especially useful when the size of
the problem is large such that applying other optimization methods are not practical.
This chapter briefly reviews the sparse coding algorithms. These algorithms are numerous and
it is difficult to completely cover them in a single chapter ofa thesis. It is thus preferred firstly to
classify different algorithms based on their approaches tothe problem, then a brief explanation
about the motivations and the applications of the approach are presented. The approaches,
which are more often used by the researchers, are explored inmore detail.
An optimization technique, called the majorization minimizat on method, has been shown to be
very useful to solve the sparse approximation problem. Thisalgorithm simplifies the problem
by decoupling the multivariable optimization problem to some single variable problems. The
decoupled problems can now be solved based on each individual coefficient. Because this
technique will also be used in the following chapters, for dictionary learning, it is introduced
here in more detail.
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If the sparse approximation is subjected to a constraint on the coefficients, the optimization
problem should then be modified slightly to handle such constraints. One of the constraints
is quantization, i.e. the coefficients lie in the quantized value domain. A modification has
been proposed which is the iterative quantization of the coeffi ients in each step of the sparse
approximation method. A novel method is presented here to find quantized sparse approxima-
tions, which is a modification for the iterative hard thresholding algorithm [BD08b] with an
in-loop quantizer [YBD07].
The sparse approximation methods are explored in the following section by starting with an
overview on different approaches. Some greedy and gradientscent based methods are then
introduced with an introductory presentation of the majorization minimization method. This
technique, which is a special case of gradient projection method, is the basis of most fast gra-
dient descent methods. Recently another technique, calledproximal method [CW05], has also
been presented to accelerateℓ1 sparse approximation problem. This is briefly introduced there-
after. Finally the quantized sparse approximation is introduced in Section 3.5.
3.2 Sparse Approximation Methods
Sparse coding methods can be classified based on their approaches to the problem. Some of
these classes are as follows,
1. Greedy pursuit:These methods start with a coarse approximation and gradually refine the
approximation by changing the selected set of atoms and the magnitudes of the selected
coefficients. These methods include Matching Pursuit (MP) [MZ93], Orthogonal MP
(OMP) [PRK93, DMA97] and their variations like Optimized OMP (OOMP) [RL02],
Gradient Pursuit (GP) [BD08a], Stagewise OMP (StOMP) [DTDS06]. Slightly different
methods in this class are the greedy methods for convex relaxed sparse approximation
(2.10), called polytopes faces pursuit [Don04b,Plu06,Plu07b].
2. Convex and non-convex optimization:All methods thatdirectly minimize the problems
(2.8) and non-convex version of that, (2.11) or (2.12). Whenthe problem is convex, the
sparse codes can be found using linear and quadratic programming [BV04, CDS98]1.
These methods are not very efficient for large-scale problems. Other optimization meth-
1Some MatlabR© implementations of such methods can be found in the following packages: 1-Atomizer, http:
//sparselab.stanford.edu/atomizer , 2- ℓ1 Magic: http://www.l1-magic.org
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ods, like gradient descent based methods and regression methods, are often preferred
for large scale problems, see for example [DDD04, EHJT04, FNW07, BT08]. The ob-
jective that we want to minimize becomes non-convex using any non-convex sparsity
measures, see Chapter 2. Finding the global minimum of such an objective is difficult
in general. Some methods are proposed to find a local minimum of such optimization
problems [GR97, RK99, CWB08, DDFC08]. It has practically been shown that the local
minimum is often more sparse for the same approximation errors, which can justify the
use of such methods [CWB08]..
3. Based on Stochastic Modelling:These methods are based on inducing some prior distri-
butions onto the coefficient vectors, which promote sparsity of he representations. These
methods are often based on the maximum a posteriori (MAP) framework, in which the
Bayesian inference has been used to calculate the posteriori distribution, see for exam-
ple [LS00,OF97,WR04]. These methods can generally be classified in the class of non-
convex optimization methods.
4. Exhaustive Search:This method is only tractable when the size of problem is small
or some prior information, for example about the support of coefficient vectors or the
subspace in which the signal lies, is given. The complexity of he problem can be reduced
using cutting-plane technique [TW09].
Although this classification is neither rigid, while some methods might fit into more than one
classes, nor complete, while some methods do not lie on any clsses, it gives us a perspective of
the sparse coding methods. Some the frequently used convex/non-convex optimization methods
and greedy methods have been explored in this chapter. The exhaustive search methods will
not be reviewed in this thesis and some of the stochastic modelling based methods will briefly
be explored in Chapter 4, when such stochastic models are used in the dictionary learning.
3.3 Greedy Methods
Greedy methods are introduced to find an acceptable sparse approximation using an iterative
scheme. In each iteration of the algorithm, some atoms are entered in to the support by choosing
non-zero coefficients and the values of coefficients are updated, which is the forward step, and
then some atoms might be deselected from the support, which is the backward step. In the
simpleset case one atom is added to the current support in theforward step and the backward
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step keeps the coefficient values unchanged. This process can be extended by applying different
forward and backward steps. The most famous method, called matching pursuit (MP) [MZ93],
is inspired by the greedy regression methods. Because MP is simple to implement and it is
very fast, it has been investigated in detail, see for example [Tro04a]. Some variations of MP
are reviewed in [BD08a], and their computational complexity are compared. Some of these
methods are introduced in the following.
3.3.1 Matching Pursuit
MP was initially introduced to find time-frequency representations of the signals in [MZ93]2
and was then found to be a very efficient sparse approximationmethod. The forward step of MP
is to add one atom to the currently selected atoms. In a normalized dictionaryD, let {αi}i∈[1,n]
be the selected atom indices and the signalr[n] = y −∑i∈[1,n] dαixαi be the residual ofy in
thenth iteration. The atom which has the maximum correlation, i.e. maximum inner-product
with the residual signal at thenth iteration, is selected as then+ 1th atom. The atom selection
step can be formulated as,














There is no backward step in MP to cancel out the atoms. MP terminates after a certain number
of iterations or when the residual error‖rn‖22 becomes small (< ǫ : ǫ ∈ R+). An issue with MP
is that the algorithm might select an already selected atom,which makes the convergence of the
algorithm slow. If the aim is to find a quantized approximation of the signal, the selected coef-
ficient can be quantized at each iteration [DZ03]. The quantiz tion error might be compensated
by the following selected atoms, as long as the following select d atoms are non-orthogonal to
the current atom.
Another issue with MP is that the coefficients do not provide th best approximation using the
selected support. This can be compensated by orthogonally projecting the signal onto the span
2This greedy method was originally introduced in the high resolution radio interferometry, called the algorithm
CLEAN [H74], to induce sparsity on representations. MP is more ften used in the applied and computational
harmonic analysis to refer the same algorithm.
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of the support. It is the motivation for another greedy algorithm, which will be explored in the
following subsection, called Orthogonal MP.
3.3.2 Orthogonal Matching Pursuit
Using the coefficient selection step (3.2), we can easily show t atdαn+1 ⊥ r[n+1]. This fact





that ∀i ∈ [1, n + 1] : dαi ⊥ r
[n+1]
O . In other words,{βi}i∈[1,n+1] is found by projecting
r[n+1] onto span{dαi}i∈[1,n+1] andr
[n+1]
O is found byr
[n+1], with subtracting the projection.
A relation between‖r[n+1]‖22 and‖r
[n+1]
O ‖22 can be found, using the orthogonality ofr
[n+1]
O and∑
i∈[1,n] dαiβi, as follows,








∴ ‖r[n+1]O ‖22 ≤ ‖r[n+1]‖22.
(3.3)
This motivates us to apply back projection to reduced the residual. Orthogonal MP has been
introduced in [PRK93] and [DMA97] in such a framework. Therefo an extra operation, in
forward step of OMP, is orthogonal projection of the signal onto the space which is specified
by currently selected atoms. Although this step is computation lly expensive, it can be imple-
mented more efficiently using QR and Cholesky matrix factorizations, see for example [Tro04a]
and [BD08a] for more detail. However the back projection operator is not really tractable for
large scale problems. The gradient pursuit algorithm was introduced in [BD08a] to relax the
backward step and reduce the computational complexity of the algorithm. This algorithm is
explored in the following subsection.
3.3.3 Gradient Pursuit
The extra step of OMP includes an orthogonal projection ontothe span of the selected atom.
This projection can be done using pseudoinverse operator which was defined in 2.2. A matrix
inversion is needed to apply this operator, which is computation lly expensive in a large scale
problem. Although there are some more efficient ways to calcul te pseudoinverse of such
matrices using their structures [BD08a], an alternative can be to relax the coefficient adjustment
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step. Instead of fully projecting the residual onto the select d space, we can choose a new
coefficient vector, with the same support, with less residual error. Let the residual error at the
n + 1th iteration be noted byrn+1R . A new relaxedOMP would be relevant if the residual
satisfies the following inequality,
‖r[n+1]O ‖22 ≤ ‖r
[n+1]
R ‖22 ≤ ‖r[n+1]‖22. (3.4)






whereI includes the indices of all selected atoms, up to then+ 1thstep , and|I| ≤ n+ 1. The
minimizer of (3.5) is the projection ontospan{di}i∈I , which can be found using the gradient
descent or the conjugate gradient methods. The Gradient Pursuit method uses a certain number
of iterations of these iterative algorithms [BD08a], whichare also guaranteed to satisfy (3.4).
The greedy algorithms are numerous and interested readers can refer to [TW09] for a more
detailed review. In the next section, some of the methods forminimizing the relaxed sparse
approximation problems are explored. These methods are mainly based on the iterative update
of solutions in the negative gradient direction. Alternatively, the update of the coefficient vector
can be in the direction which minimizes a surrogate objectivin a majorization minimization
framework. This framework is introduced at the beginning ofnext section, as it will be used
here for sparse approximation and in Chapters 5, 6 and 7 to update the dictionary.
3.4 Relaxed Sparse Approximation Methods
The sparse approximation (2.12) is called “relaxed“, when the sparsity measureJ (.) 6= ‖.‖0.
The objective of relaxation is to make the objective function c ntinuous and piecewise differen-
tiable. The optimization of such a problem is easier, as longas various (sub-) gradient methods
can be used. If the relaxed objective is convex, the global minimum is found using a gradient
descent method. Although this is no longer true for the non-cvex objective, sparser solutions
can often be found by warm starting3 and using a suitable step size for each update.
3Initializing the algorithm with a point satisfying some conditions. Starting with the convex relaxed solution or
another sparse solution are some examples of such a warm start.
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One class of sparse approximation methods either explicitly or implicitly is based on an op-
timization technique called majorization minimization method. This framework helps to sim-
plify a complex multivariable optimization problem to an iterative optimization of a set of
single variable optimization problems, which can be optimized independently. This framework
is explained in the next subsection, which is followed by introducing the sparse approximation
methods based on this technique.
3.4.1 Majorization Minimization Method
Optimization of a multivariable problem like (2.12) is challenging. A technique, called “Ma-
jorization Minimization Method” [Lee94, LHY00], will be introduced here to simplify such
problems in an iterative framework. In the majorization method, the objective function is re-
placed by a surrogate objective function which majorizes itand can be easily minimized. Here
we are particularly interested in surrogate functions in which the parameters are decoupled, so
that the surrogate function can be minimized element-wise.
A functionψ majorizesφ when it satisfies the following conditions,
φ(ω) ≤ ψ(ω, ξ), ∀ω, ξ ∈ Υ
φ(ω) = ψ(ω, ω), ∀ω ∈ Υ,
(3.6)
whereΥ is the parameter space. The surrogate function has an additional parameterξ. At each
iteration we first choose this parameter as the current valueof ω and find the optimal update for
ω.
ωnew = arg min
ω∈Υ
ψ(ω, ξ) (3.7)
We then updateξ with ωnew. The algorithm continues until we find an accumulation point. I
practice the algorithm is terminated when the distance betwe nω andωnew is less than some
threshold.
This iterative method can be viewed as a block-relaxed minimization of the joint objective
ψ(ω, ξ) [Lee94]. In one step, we find the minimum ofψ based onω. In the next step we
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minimize the objective based onξ.
ξnew = arg min
ξ∈Υ
ψ(ω, ξ) (3.8)
In our formulation, minimization ofψ(ω, ξ) based onξ is done usingξnew = ω (due to the
definition of majorization in (3.6)). We use this interpretation of the majorization method to
show the convergence of the proposed method in Appendix B.
There are different ways to derive a surrogate function. Jensen’s inequality and Taylor series
have often been used for this purpose [Lan04, ZKY07]. The Taylor series of a differentiable
functionφ(ω) is,
φ(ω) = φ(ξ) + dφ(ξ)(ω − ξ) + 1
2!
d2φ(ξ)(ω − ξ)2 + o(ω3). (3.9)
Whenφ has a bounded curvature, i.e.d2φ < cs for a finite constantcs, it is majorized by,
φ(ω) ≤ φ(ξ) + dφ(ξ)(ω − ξ) + cs
2
(ω − ξ)2,∀ω, ξ ∈ Ω, (3.10)
and we can defineψ(ω, ξ) (which satisfies (3.6)) as follows,
ψ(ω, ξ) = φ(ξ) + dφ(ξ)(ω − ξ) + cs
2
(ω − ξ)2. (3.11)
Then, at each iteration,φ(ωnew) ≤ ψ(ωnew, ω) ≤ ψ(ω, ω) = φ(ω), henceφ does not increase.
Conditions for which these algorithms converge have been prsented in [Lee94] and [Lan04].
In the next subsections some of the sparse approximation methods based on the majorization
minimization method will be explored. The surrogate function can only be generated by a ma-
jorizing function for the quadratic term, the sparsity measure or both parts of (2.12). It demon-
strates a possible wide range of sparse approximation methods, based on how the majorizing
function is generated.
3.4.2 Iterative Thresholding
A difficulty in multivariable optimization problem like (2.12) is the coupling effect. It means
the problem can not separately be solved with respect to eachp rameter. The sparsity measure
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is often element-wise operator4. By majorizing the quadratic term of (2.12) with an element-
wise objective, based on the coefficients, the new objectivean be minimized element-wise.
This has been applied to the sparse approximation problem, and c lled iterative thresholding5
[DDD04, BD08b, FR08a]. The quadratic term of (2.12),‖y − Dx‖22, has a bounded curvature
and a majorizing objective can be found using Taylor series.By using (3.11), the majorizing
objective for the quadratic is found as follows,
||y − Dx||22 ≤ ||y − Dx||22 + c||x − x‡||22 − ||Dx − Dx‡||22
= ||y − Dx||22 + πx(x,x‡)
(3.12)
whereπx(x,x‡) is a function defined as follows,
πx(x,x
‡) := c||x − x‡||22 − ||Dx − Dx‡||22. (3.13)
If c < ‖D‖, where‖.‖ is the spectral norm operator,πx(., .) is aconvexfunction based onx,
with a minimum atx = x[n]. Letφ(x) be the objective in (2.12).ψ(x,x‡) = φ(x) +πx(x,x‡)
satisfies the conditions (3.6). As mentioned in subsection 3.4.1, as long as the minimization
of φ based onx‡ is easily found byx‡
∗
= x, the alternating minimization can be done by
minimizingψ based onx and updatingx‡ by the currentx∗.
Although solving the decoupled problems is significantly easi r than solving the original prob-
lem, only some of the sparsity measuresJ (.) lets the problem being solved analytically.
Among them we are interested inℓ1 andℓ06, which will be presented in the next subsections.
Although for the sparsity measureℓp : p < 1, the decoupled problems can not be solved an-
alytically, it can be solved using a gradient descent methodto compare the results with the
reweighting methods, which will be discussed in subsection3.4.3.
4The joint sparsity measure is a column-wise operator which will be explored in Chapter 6, where a minimum
size dictionary is sought.
5It is also called sparse approximations using majorizationmi imization method or Expectation Minimization
(EM) based sparse approximations [FN03].




3.4.2.1 ℓ1 relaxed sparse approximation
The sparse approximation in this setting was independentlyintroduced in [FN03] and [DDD04].
The sparsity measureℓ1 is sum of the absolute values of coefficients,‖x‖1 =
∑
i∈[1,N ] |xi|. Let
the auxiliary parameterx‡ bex[n]. ψ(x,x[n]) can now be reformulated as,









where∝ means the equality, up to a constant.ψ is a convex function and its optimum can be
found by the fact that sub-gradient should include zero,0 ∈ ∂ψ(x,x[n]), where the sub-gradient
∂ψ(x,x[n]) can be found by,









The optimalx∗, which is the updated coefficientsx[n+1], can be found by applying the soft-












a is actually a scaled gradient of the quadratic term, which issometimes called the Landweber
[Lan51] update [DDD04]. Soft-shrinkage is a non-linear operator defined by,




ai − λ/2 sign(ai) λ/2 < |ai|
0 otherwise.
(3.17)
The convergence of the iterative method forℓ1 relaxed sparse approximation is shown in
[DDD04]. The non-linear operatorSλ is the projection onto anℓ1 ball. The radius of the
ℓ1 ball can be calculated after projection. To accelerate the convergence of the sparse approxi-
mation Daubechieset al. [DFL08] suggested to adaptively change the radius of the ball. They
also proved the convergence of the Gradient-Projection method with this setting.
Another algorithm, which is also based on Gradient-Projection method, is the algorithm pro-
posed by Figueiredoet al. in [FNW07], called the Gradient Projection for Sparse Represen-
tations (GPSR). To simplify the problem and make the algorithm differentiable, they used a
technique previously used in [CDS98], called a parameter splitting. In this method, each pa-
rameter is split to two positive parameters. Each pair of newparameters associates to an atom
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and its negative version. The dictionary size thus becomes double in the new framework. (2.12)
now becomes a constrained optimization problem with a differentiable objective as follows,
min
x,x̄∈R+0 ‖y − D (x− x̄) ‖22 + λ1T (x− x̄) . (3.18)
Figueiredoet al. proposed two different step sizes for the gradient projection method and
proved the convergence of the final algorithm.
3.4.2.2 ℓ0 sparse approximation
The sparsity measureℓ0 counts the number of non-zero coefficients and can be reformulated as
‖x‖0 =
∑





0 α = 0
1 otherwise.
(3.19)
Let the auxiliary parameterx‡ bex[n] as before. The surrogate objective is reformulated as,












(3.20) is not convex and the sub-gradient method can not be used to minimizeψ(x,x[n]). In-
stead we can decouple (3.20) toN optimization problems. The objective of theith problem can
be represented by,




+ cx[n]}i + λf(xi) (3.21)
(3.21) can be solved by lettingx∗i being zero or non-zero, followed by checking the validity of
the solution. Leta be defined as in (3.16).x∗i can be found using a non-linear operatorHλ,
called hard-shrinkage [DJ94], as follows,











The convergence of the iterative hard thresholding (IHT) isproved in [BYD07]. The algorithm
can be modified to find a k-sparse approximation by replacingH with an orthogonal projection
onto the space of k-sparse signals [BD08b]. That keeps thek largest coefficients and set the
others to zero. This algorithm has also shown a promising performance in compressed sensing
[BD09].
3.4.2.3 Other algorithms based on thresholding
The thresholding methods in the simplest for includes only oe iterations with starting from
x[0] = 0. These methods were explored in the fields of transform coding [Mal99] and statistical
estimation [DJ94]. The simplicity of these algorithms is the main advantage over the iterative
versions.
The iterative methods explained in the previous subsections are composed of two steps, one
linear transform to finda, followed by appling a non-linear operator. A drawback of threshold-
ing algorithms is their slow convergence. Each step can be modified, for example by scaling,
to improve the convergence rate of the algorithm [Ela06].
These algorithms can also be derived using a mathematical technique called operator splitting,
see for example [CW05]. In this framework, the algorithm is composed of a forward and a
backward operators which should alternatingly be applied to an initial solution. This framework
allows us to use a double size walk,2c wherec < ‖D‖, in the gradient direction before applying
the soft shrinkage operator.
It has been shown that iterative soft thresholding converges R-linearly7 in [BL08]. Bredies
et al. [BL08] also showed that the asymptotic convergence rate is of orderO(n−1)8. By us-
ing an“optimal first-order gradient method”, also called the Nesterov’s method [Nes83], the
convergence rate can be improved to the orderO(n−2) [Nes07,BT08,BBC09].
7Let x∗ = limn→∞{x[n]}. It is said to converge tox∗ at least with orderp ≥ 1, see for example [SM03],






for θ ∈ (0, 1). A sequence is called to converge at least R-linearly ifp = 1 [Pot89]. A similar definition can be
presented on convergence of a sequence of vectors in a normedspace.




It was shown in the previous subsection that the majorization minimization method can be used
to replace the quadratic term with some decoupled terms to facilitate the minimization. This
technique can also be used to replace the sparsity measure with anℓ1 or ℓ2 norm. Because there
exist efficient algorithms to solve such a regularized approximation problem, theℓp sparse ap-
proximation can easily be solved, i.e. finding a local minimum whenp < 1, by iteratively
solving majorized problem. This technique has also been known as iterative reweighting tech-
nique in literature. Some of these methods will be explainedthe following.
3.4.3.1 Iterative Reweightedℓ1
ℓp for p < 1 is concave in each orthant. It can be shown that any concave function is majorized
by the tangent line [Lan04], which can be used to generate a majorization function for the
sparsity measure. Ifα ∈ R+ andα0 ∈ R+, whereα0 is a fixed number, the following inequality
holds,
αp ≤ αp0 + pαp−10 (α− α0). (3.23)
Note that such a majorizing function should be restricted tothe corresponding orthant. One way
is to use absolute value operator to restrict the majorizingline to the orthant in which current







|x[n]i |p + p
∑
i∈[1,N ]
|x[n]i |p−1(|xi| − |x
[n]
i |). (3.24)
Whenx[n]i → 0, the majorization function gets infinitely large, i.e. the original function is
upperbounded by infinity, which is an obvious fact. In this cae we letx[n]i stay at zero for the
following iterations and reduce the size of problem. An alternative is to use a modified sparse




(|xi| + ǫ)p. (3.25)
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(3.25) is bounded onxi ∈ R, which solves the singularity atx[n]i = 0. The majorizing function
can now be found as follows,
ℓp,ǫ(x) ≤ ℓp,ǫ(x[n]) + p
∑
i∈[1,N ]
(|x[n]i | + ǫ)p−1(|xi| − |x
[n]
i |). (3.26)
By using such a majorization function for the sparsity measure we can find the surrogate objec-
tive as follows,




which can be solved in a weighted pursuit framework [DGV06].Minimization of (3.27) would
also be easier if we also majorize the quadratic part, and using the iterative thresholding scheme
[FN05].
Iterative reweightedℓ1 has also been used for sparse representation with theǫ-relaxed logarith-
mic sparsity measure
∑
i∈[1,N ] log(|xi| + ǫ) in [CWB08].
3.4.3.2 Iterative reweightingℓ2
The surrogate objective made using a weightedℓ1 penalty is a close approximation of the orig-
inal objective, i.e. the approximation error is small. A problem in using such a majorizing
function is that the simplified problem is still difficult to solve, which can be solved by another
convex relaxed sparse approximation method. An alternative is to majorize with a weightedℓ2,
see for example [GR97], which simplifies the problem to a quadratic optimization problem and
lets us to solve it analytically. In this framework the algorithm is sometimes called Iterative
Reweighting Least Square (IRLS), but it only refers to a sub-class of algorithms in this class.
If the quadratic majorizing function forℓp : p < 1 satisfies following conditions, the optimiza-
tion problem becomes more tractable.
1. Decoupled,to make the optimization easier.
2. Even,to follow the original objective, which is even.
3. Has the same tangent space atx[n]: to majorizeℓp |x[n]







wherewi’s are some weights which can be found by [RK99],
wi = |x[n]i |2−p, (3.28)
and by [DDFC08],
wi = (|x[n]i | + ǫ)2−p, (3.29)
for theǫ-relaxedℓp. If x
[n]
i = 0 in (3.28), we let it to being zero in the following iterations. The
surrogate objective can be found as follows,






As we have only quadratic terms, the minimizer of the surrogate objective can be found by,
x[n+1] = WDT (DWDT + λI)−1y, (3.31)
whereW = diag({wi}i∈[1,N ]). To calculatex[n+1] we need to invert a large matrix, which is
not computationally possible for a large size problem. Similar to reweightedℓ1 approach, one
can majorize the approximation error with a decoupled quadratic term and minimize the new
majorizing function, which is equivalent to adaptively scaling each component of the Landwe-
ber updatea (3.16), see [AD05,EMSZ07].
3.4.4 Other Sparse Approximation Methods
In the convex relaxed sparse approximation using iterativethr sholding, it was mentioned that
the unconstrained, but non-differentiable, optimizationproblem can be reformulated as the con-
strained differentiable problem (3.18). The new formulation s favorable to be solved using a
quadratic programming and interior point method [CDS98]. Recently the interior point method
has also been used directly to solveℓ1 regularized sparse approximation problem [KKL+07].




‖Dx − y‖22 + λ
∑
i∈I
ui, s. t. ∀i ∈ I − ui ≤ xi ≤ ui, (3.32)
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using truncated Newton’s method. The method uses an equality found using the dual form of
(3.32) to simplify the problem and find anǫ-suboptimal solution, whereǫ is the target duality
gap. This technique can also be extended to the medium to large scale problems by solving the
Newton system approximately.
Most of the methods reviewed in this chapter are based on (sub-)gradient or (sub)gradient-
projection. Another fast method in this class is TwIST [BF07] in which the coefficient vector
at the previous iterationx[n−1] is also involved to calculate the new coefficient vectorx[n+1]
in order to accelerate the convergence of the method. Recently another method was proposed
by Wright et al. [WNF09] which adaptively changes the step size of the gradient step and can
handle different separable sparsity measures.
Most of the sparse approximation methods based on the gradient-projection technique converge
very slowly if λ is small. Such a smallλ is interesting when the approximation error has
to be small. In this case one can adaptively changeλ, by starting from a large value, and
accelerate the gradient projection method, see [DFL08]. The gradient projection technique can
be applied to solve the LASSO problem (2.9) [vBF08]. Van den Brget al. showed a relation
between Basis Pursuit (BP), LASSO and Basis Pursuit DeNoising (BPDN)9 problems, i.e. by
choosing correct parameters, the problems share the solutions. This fact can help us to solve
these problems using a gradient projection method, if the relation between the parameters are
known. A method for solving such problems, by iteratively turning them to LASSO problems
with differentτ , has been presented in [vBF08].
As sparse approximation is formulated as an optimization problem, various optimization tech-
niques have been applied to solve it. This chapter only covered the most often used algorithms
and the algorithms which will later be used in this thesis. Inthe next section, a specific type of
constrained sparse approximation problem is explored in which we are interested in finding a
quantized value sparse approximation.
3.5 Quantized Sparse Approximations
In many applications of sparse coding we should store or sendthe coefficients in a quantized
form. For example in the sparse audio [DD06], image [FVFK04,FV01] and video [AMN+99]
coding we need to quantize the magnitude of the coefficients before (entropy) coding. In
9Here, it is also called convex relaxed sparse approximation.
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contrast with the orthogonal transforms, the quantizationerror can be compensated by other
non-zero coefficients. This has been demonstrated in [GVT98], followed by showing how an
overcomplete representation can become consistant (see Chapter 1). The fact that the quan-
tization error can be compensated using other coefficients,motivated the authors of [DZ03]
to introduce a new greedy algorithm for quantized value sparse pproximation, called In-loop
Quantized MP. Their method has an extra step in the MP method,which is a quantization of
the coefficients in each step, therefore it is called “in-loop quantized” MP. The quantization er-
ror, caused by the quantization of the coefficients, might becompensated in the following MP
iterations. A similar technique can be applied to some of other iterative sparse approximation
methods. A new quantized sparse approximation method, which is also published in [YBD07],
based on the iterative hard thresholding, is introduced in the next subsection.
3.5.1 Quantized Sparse Approximation with the Majorization Method
In this section the problem of quantized sparse approximations will be considered and it will
be shown that the problem can be solved using the majorization minimization method. The




φ(z) = ‖y−Dz‖22 + λJ (z),
(3.33)
where the sparsity measureJ (.) is here selected to beℓ0 andz is a quantized value vector with
the desired uniform quantizer, with larger zero bin. Letδ0 andδ1 be the zero and the non-zero
bin sizes respectively. Therefore each component ofz should be inZ, which is defined as
follows,
Z = {qk}k∈Z : qk = 12(δ0 + kδ1) k > 00 k = 01
2(−δ0 + kδ1) k < 0
(3.34)
In practice there exists an upper-bound for the magnitude ofk which is related to the resolution
of the quantizerL. The optimization problem (3.33) should be solved subject to zi ∈ Z for
all i ∈ [1, N ]. Iterative hard thresholding, see Section 3.4.2.2, can be used in the quantized
domain. By adding the quantized version of the function defined i (3.13),πz(z, z‡) := c||z −

















Figure 3.1: 9 level on-center QShrinker
surrogate functions should be minimized at each step:




+ cz[n]}i + λf(zi), (3.35)
wheref(.) was defined in (3.19). We are looking for the optimum value ofψ(z, z[n]) in the
quantized value domain. Leta = 1c (D
T (y − Dz[n]) + cz[n]) be the Landweber update, which






c(zi − ai)2 − ca2i + λ zi = qk:k 6=0 6= 0
0 zi = q0 = 0
(3.36)
whereqk is thekth quantization level as defined in (3.34) (k ∈ Z,−⌊L/2⌋ + 1 ≤ k ≤ ⌊L/2⌋
for an L level quantizer). Minimizing (3.36) is not difficult and we can find the minimizer
by checkingqk’s in the neighborhood of the current value ofai. Note that the optimizer of
{ψ(z, z[n])}i changes byλ, whenai is close to zero. Therefore we can have different zero and
adjacent bins than the quantizer proposed in (3.34). To havean in-loop operator similar toZ,
we can choose an appropriateλ, by using equation (3.37), see Fig. 3.1.
λ = (δ0/2)
2 − (δ1/2)2 (3.37)
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Figure 3.2: Input audio signal
Therefore the shrinking function changes to a simple uniform quantizerf(.) = QZ(.), where
Z presents the centers of quantization bins of a uniform quantizer. As the problem has many
local minima, the algorithm converges to different fixed points by starting with different initial-
ization. Increasing the number of quantization levels, increasing the number of local minima.
To improve performance, a relaxation strategy, which has previously been used in [Ela06], can
be used for the iterative thresholding. Instead of updatinghe current coefficients with the
proposed threshold, we choose a relaxation factorµ and update the current coefficients by,
x
[n+1]
i = (1 − µ)x
[n]
i + µf(αi), (3.38)
where0 < µ ≤ 1. Note that the updatexi is no longer quantized. It is straightforward to show
that the fixed points of both methods are similar. After the algorithm converges, allxis have
quantized values. Quantized Iterative Thresholding (QIT)can be summarize as calculatinga
and then using the operatorf(.). Because the values of the coefficients are quantized, the
algorithm terminates whenx[n+1] is exactlyequal tox[n].
3.6 Simulations
A segment of pop music sampled at32kHz was chosen here as a test signal (Figure 3.2). A 4
times overcomplete MDCT dictionaryD ∈ R1024×4096 (overcomplete in the frequency domain)
was used. All simulations were started withx[0] = 0. We fixed quantization levels and used a
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Figure 3.3: For two different numbers of iterations (20 and 100) output SNR’s are shown in
four different cases (IT (+), QIT (x), quantized QIT (*), quantized IT (o))





By changingζ, the results of the algorithm will have a varying number of non-zero coefficients
(it should be noted that this convention is not just for QIT. It is also used for IT, where the
zero bin is the thresholding parameter. So we can compare equivalent coefficients quantized
with QIT for a specific number of non-zero coefficients). A four bit quantizer (16 levels) was
selected to quantize each coefficient. Simulations were runfor 20 and 100 iterations to show
the convergence of the algorithm. The results are shown in Figure 3.3. The graph with plus
symbols is iterative hard thresholding and the results achieved when quantizing this solution
are shown with circles. QIT and its quantized output are shown with cross and star symbols.
Note that due to the relaxation approach used, the output of QIT is not automatically quantized.
The horizontal axis shows the number of non-zero coefficients. We can see that for different
numbers of non-zero coefficients, IT gives better SNR than QIT. However after quantization of
the coefficients, the SNR of the decoded quantized coefficients of QIT is better than quantized
IT. We also see that with more iterations, QIT and its quantized output get closer to each other,
which shows that the algorithm is converging to a quantized solution.
Another observation to be made here is that the SNR starts to decrease when we use a large
number of non-zero coefficients. This is caused by the fact tht the optimal quantizer is changed
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Figure 3.4: Operating R-D curves for QIT (upper) and IT (lower)
by changing the sparsity of the approximation. To show the benefit of using QIT, we need to
show the operating rate-distortion (R-D) curve by computing the convex hull for different bit
budgets. The audio sample used in the previous experiment ishere used for coding with 4 to 9
bit quantizers. The operational R-D is shown in Figure 3.4. The graph shows that we have 0.2
dB SNR improvement for 1 bit/sample and up to 1 dB improvementfor 12 bits/sample.
3.7 Summary
This chapter reviewed some of the sparse approximation methods. It was started by classify-
ing the algorithms and presenting two important classes of the algorithms which are greedy
and relaxed methods. The greedy methods, which are fast and suitable for large scale sparse
approximation problems, is based on iteratively adding some atoms to the set of currently se-
lected atoms and updating the coefficient values. These methods are easily implemented and
have been guaranteed to have acceptable performances. On the other hand, the relaxed sparse
approximation methods are mostly based on gradient descent, quadratic programming and in-
terior point methods. If the sparse coding problem is convex, the analysis of the algorithm




In the second part of this chapter the quantized sparse approximation problem was introduced
and a new algorithm to solve it was proposed (first published in [YBD07]). Although this
chapter does not address all the sparse approximation methods, it prepares the mathematical







Dictionary Learning Formulation and
State of the Art Algorithms
4.1 Introduction
In the first part of thesis, the sparse coding problem was formulated and it was assumed that
the generative model, which was represented using a “dictionary”, is given. This assump-
tion is reasonable when the signals are generated synthetically or the dictionary is generated
independent of the given signal. The first case is often observed, for example, in Synthetic
Aperture Radar (SAR) imaging [VCFW08, PSZ08] and the latteris used in Compressed Sens-
ing1 [CRT06a, Don06]. Otherwise one needs toa priori select a dictionary. A suitable dictio-
nary for a class of signals has to make sparse coding possiblefor the given signals. The optimal
dictionary, in terms of the sparsest coding of the given class of signals, depends on an accept-
able noise level in the model (2.5). As an example, the dictionary, which is suitable for a low
noise sparse coding (in the high bit-rate sparse coding applications), is not optimal for a high
noise sparse coding application [RRD08a]. This fact demonstrates the importance of dictionary
selection methods.
Another parameter of a dictionary, which has to be selecteda priori, is the size of dictionary.
Often where the dictionary is not given, the size of the generative model is also unknown. On
the other hand, when the dictionary size tends to infinity, the dictionary can include all the
signals of the interest and the sparse coding is thus presenting the index of the related atom and
the corresponding coefficient. It is clear that the sparse coding is not tractable and the coding
cost of specifying the non-zero coefficient tends to infinity, b tending the dictionary size to
infinity. We are always interested in a reasonable overcomplete dictionary size. A method to
find the optimum dictionary size is thus of interest. The optimum dictionary size depends on
the noise level in the model too. A framework for a minimum size dictionary learning will be
presented in Chapter 6.
1The dictionary is called sensing matrix in CS, which is ofteng erated randomly.
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Sometimes the information about the signals of interest is given by a parametric function. In
this case we assume that each atom is approximately represented by a set of parameters. The
dictionary design problem is now formulated as how best to find the parameters. These param-
eters should be selected such that the class of signals has sparse representation/approximation
using the parametric dictionary. Because the class of signals is not explicitly given, one can in-
troduce an objective which should be optimized to increase the success rates of the exact sparse
recovery and the sparsity of the signal approximations. A framework for parametric dictio-
nary design is presented in Chapter 8. The proposed optimization problem is non-convex and
difficult to solve. A practical algorithm to solve the problem approximately is also presented
there.
The dictionary learning problem is formulated here while thformulation for a parametric
dictionary design is postponed to be presented in Chapter 8.Numerous methods have been in-
troduced to approximately solve the dictionary learning problem. This chapter can not explore
all dictionary learning methods in detail and only tries to briefly explain the methods which
have often been used.
4.2 Dictionary learning formulation
The dictionary learning problem is a kind of system identification problem. We here are inter-
ested in a linear discrete model which lies in a finite dimensio al space. A major difference
with the traditional system identification is that the inputsignals, which here is the coefficient
vectors, are not given, i.e it is a blind system identification. Instead, ana priori model for the
input signals is given, which promotes the sparsity of coeffici nt vectors. This makes the prob-
lem very difficult in general and the system identification techniques are often not applicable.
One can also show that the complexity of the dictionary learning problem is at least in the order
of sparse approximation problem, which was mentioned to be NP-hard in general.
In the dictionary learning problem, some constraints are oft n induced over the dictionary,
which makes the dictionary learning problemwell-defined. Some extra constraints have been
induced to promote an extra structure, for example shift-invariance, for the dictionary. A differ-
ent kind of constraint is induced to the dictionary in Chapter 7, to facilitate the learning process
using less training samples. This framework can also be usedto find a dictionary with a fast
implementation, i.e. fast matrix-vector multiplication.We call a dictionary learning problem
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“minimally constrained”, if there only exists a constraint upon column or Frobenius norms of
dictionaries. These constraints exclude trivial solutions f the dictionary learning problem. The
Frobenius norm constraint not only makes the problem well defined, but also provides a local
competition among the atoms, which provides a dictionary size reduction in practice. This is a
motivation for the parsimonious dictionary learning in Chapter 6, by applying an extra sparsity
penalty over the number of atoms.
In the dictionary learning we respectively use the sparse coding formulations (2.3) and (2.12),
or their matrix forms, for sparse representations and approximations. A set of training signals
Y = {yi}i∈L, whereL is the index set and|L| = L, is given.Y should be large enough to rep-
resent the given class of signals. LetD be an admissible set of dictionaries. Dictionary learning
for sparse representation, in general, is formulated as minimizing the following optimization
problem,




J (X) s. t.Y = DX}, (4.1)
whereY ∈ Rd×L is the matrix generated usingyi ∈ Y as the columns. For a fixed( , N,L),
(4.1) is a non-convex optimization problem by selecting anysparsity measureJ (.) and ad-
missible setD. There is no easy optimization method to exactly solve (4.1). Almost all the
algorithms, even though there are few dictionary learning methods for sparse representations,
can often find a local minimum of (4.1)2. This problem is much more difficult than the dictio-
nary learning for sparse approximation, which will be explained latter. The difficulty is caused
by the fact that the objective depends on one parameter and ina standard block-relaxed opti-
mization framework, the objective can not be refined, whileX is fixed. Although there exist
some dictionary learning methods for sparse representatios, see for example [Plu07a, PO06],
those will not be covered in this thesis.
When the measured signalsyi in Y are noisy or they do not follow the linear generative model
Y = DX, the mismatch can be modeled as an additive noise. The dictionary learning problem
in this setting is often defined as the following optimization problem,




‖Y − DX‖2F + λJ (X)} (4.2)
Although this problem is much easier than (4.1), it can not exactly be solved using standard
2There are some sampling methods which are proposed to find theglobal minimum of a non-convex objective,
e.g. MCMC methods like Gibbs Sampler. These methods are often very computationally expensive and are tractable
for small size problems.
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optimization methods and typically the block-relaxation technique has been applied to find
an approximate solution. The main difference between dictionary learning methods is how
to select the blocks in a block-relaxed setting. The dictionary learning methods for sparse
approximations are surveyed in Section 4.3. A novel method will be introduced in Chapter 5,
which is very flexible in inducing different constraints over the dictionaries. The convergence
of this method is guaranteed using an appropriate convex sparsity measureJ (.) and convex
admissible setD.
4.3 Dictionary learning for sparse approximations
The dictionary learning methods for sparse approximations, which is for simplicity called “dic-
tionary learning methods” here, are explored in this section. The methods often start with some
initial dictionary and find the sparse approximations of a set of training signals, while keeping
the dictionary fixed. It is followed by a second step in which the sparse coefficients are kept
fixed and the dictionary is optimized. This alternating miniization method continues for a
certain number of iterations or until a desired approximation error is reached. It was mentioned
that the alternating minimization technique can be useful where the objective is based on both
parameters,X andD. As an example the objective of (2.3) is independent ofD and can not
therefore be optimized in this framework. Most of the dictionary learning methods are based
on minimizing (4.2) in a block-relaxed framework using different sparsity measures and dif-
ferent parameter blocks [YBD09]. The sparsity measureJ (.) and the parameter blocks are
high-lighted when a dictionary learning algorithm is beingexplained in the rest of this section.
A dictionary learning problem is formulated for the first time3 by Olshausenet al. in [OF97].
They modeled the strategy employed by V1 in the human vision system in a probabilistic frame-
work. A prior distribution is being induced on the coefficient vectors in this framework. A
probability distribution is chosen to promote the sparsityof approximations. Let (2.5) be the
signal generative model4 andn be an instance of an i.i.d. normal, zero mean random vector
N with the varianceσ, i.e. ni = N (0, σ). Let the probability density function (pdf) of the
random vectorY be noted byfY (y), wherey is an instance ofY . We are interested to find
D such thatfY (y|D) is as close as possible tofY (y), whereY is a random vector represents
3According to what we here calldictionary learning for sparse approximations.
4Often different notations have been used in the sparsity induce probabilistic framework. To preserve the
uniformity of thesis and preventing possible confusion, a similar notation to what has been used in Chapter 2 is
chosen here.
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the proposed class of signals. Here the closeness is measured using Kullback-Leibler diver-
gence [CT91], which is equivalent to maximize the marginal log likelihood function. In this
setting, the likelihood function isfY (y|D), which has been abbreviated byL(y|D) here.
The dictionary learning in a log likelihood maximization framework is introduced in the next
subsection. The derivation of the learning formula is easy and flexible such that it can be
adapted to a structured dictionary learning problem, whichwill separately be reviewed in sub-
section 4.4.
4.3.1 Dictionary Learning using a Maximum Likelihood Estimator
An estimate forD can be found by maximizing the marginal likelihood function[OF97,OF96,
LS00]. The first assumption, to make the problem tractable, is that the training samples are





The likelihood function, for each training sample, is a conditional pdf of the coefficient vectors





The integral is calculated over the instances of the random variableX. It was mentioned in
Chapter 3 that a suitable distribution should be selected topromote the sparsity of representa-
tions. Cauchy [OF97] and Laplace [OF96, LS00] distributions have been chosen as the pdf of
X, fX(x). The maximum log-likelihood5 dictionary learning can be formulated as,
D∗ = arg max
D







5The logarithm is a strictly increasing operator in the positive orthant. Therefore maximum log-likelihood and
likelihood share the same solution set. Here it is preferredto maximize log-likelihood for its easier derivation of the
update formula.
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WhenN andX respectively follow the i.i.d normal and Laplace distributions, (4.5) can be
rewritten by,








‖Dx − yi‖2}. exp{−λ‖x‖1}dx. (4.6)
Unfortunately maximization of the log-likelihood is not easy. Different methods have been pre-
sented to approximately solve this problem. Olshausenet al. [OF97] approximate the volume
under the surface, defined by the terms inside integral, by its maximum. The optimal dictionary
can now be found by solving the following joint optimizationproblem,






{‖Dxi − yi‖2 + 2σ2λJ (xi)}, (4.7)
whereJ (.) is the sparsity promoting operator related to the prior distribu ion of the coefficients.
The operatorJ (.) is respectively‖.‖1 and
∑
1≤i≤N
log(1 + {.}2i ) for the Laplace and Cauchy
prior distributions. Olshausenet al. suggested in [OF97] to solve (4.7) by minimizing based on
x, while keepingD fixed, in the first step and then updateD such that it reduces the objective
using a gradient descent method and repeating this alternating minimization to converge to a
solution. The dictionary update can be found using,
D[n+1] = D[n] − η
∑
i∈I
(D[n]xi − yi)xTi , (4.8)
whereη is a suitable step size. If the norm ofD is not constrained to be bounded in (4.7), the
solutionD∗ tends to infinity. This is caused by what is called scale-ambiguity, ∀(α < 1) ∈ R+,
if (D∗,X ∗) is a pair of optimal dictionary and the set of corresponding optimal non-zero
coefficient vectors respectively,( 1αD
∗, αX ∗) is a better solution for (4.7), whereαX ∗ indicate
the set of{αx∗i }i∈I in which the better means that the objective of (4.7) is reducby updating
(D∗,X ∗) with ( 1αD
∗, αX ∗)6. Olshausenet al. [OF97] used an extra atom renormalization
step to resolve this problem. This modification actually constrains the dictionaries to stay in
D = {Dd×N : ‖di‖2 = c1/2C }. A disadvantage of this method is that the objective of (4.7)might
increase after projecting to the admissible setD, which is done by rescaling. Therefore there is
no convergence guarantee for this algorithm.
6A solution of (4.7) in which‖D‖ → ∞ and∀i : ‖xi‖ → 0 is sometimes called a “Degenerate Solution”
[KMR+03].
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Approximating the integral of (4.6) with the maximum of its integrand lets us solve ML prob-
lem easier, but it introduces an error into the result. A different approach to solve (4.6) is
to approximateL(yi|D,x)fX(x) by a Gaussian and using the Gaussian integral approxima-
tion [LS00, (A.2)], which is often called Laplace’s method.The priori pdf for the coefficients
is a non-smooth function and needs to be approximated by a two-times differentiable function









Wherec andβ are some constants. The surrogate function more accuratelyapproximatesfX(x)
with large β and is smooth around zero, which is the discontinuity of Laplace pdf. These
simplifications allow us to calculate the gradient of objective in (4.5) and maximize it using a











wherex[n] is the current sparse representation ofyi and∂ log fX(x)/∂x = {∂ log fX(xi)/∂xi}
is calculated using the approximation (4.9). (4.10) is the gradient based on one training sample
and the dictionary is updated only with respect to that sample. If the model and distributions
comply with the training samples, the algorithm converges to a solution. In the case of model
mismatch or noisy training samples, the algorithm might diverge.
In practice a step size should also be selected to updateD in the gradient direction. A simple
fixed step size is used in [LS00]. This can be pessimistic if the selected Gaussian approximation
does not accurately approximate the volume underfX(x). To improve the accuracy of the
approximation and accelerate the algorithm’s convergence, an adaptive step size can be used
[LS00], where the accuracy of approximations are demonstrated in [LS00, Fig. 4]. The new
scheme selects a step size that reduces the posterior log-likelihood objective for a fixed drop,
which is found by optimally fitting a Gaussian distribution to a Laplace distribution. The reader
is referred to [LS00] for more details on the algorithm and its derivation.
The methods explained to maximize the (log-) likelihood function (4.3) are based on a tech-
nique called stochastic gradient descent [KY03]. An alternative to this is to use a Monte Carlo
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(MC) method [OM00, BD07]. An advantage of using MC is that theestimation is unbiased
in contrast to the former methods. The MC method can be applied using the importance and
Gibbs sampler in a Markov Chain setting, see for example [Blu06] and references therein.
The ML framework has been used for dictionary learning by many researchers and promising
results have been reported [SL06,BD06,Lew02,OF97,OF96].An important issue with most of
the ML based methods is scale ambiguity, which is often compensat d by projecting back onto
a given admissible sets. Although it can resolve the problemin ost practical applications,
there is no mathematical analysis for the algorithms. It is also not clear which objective is
actually minimized using the proposed algorithms. Anotherpossible way to resolve this issue
is to formulate the dictionary problem as a Maximum A Posteriori (MAP) problem, where a
prior distribution is assumed for the dictionary. The dictionary thus can not get arbitrary large
in this setting. This type of dictionary learning will be introduced in the next subsection in more
detail.
4.3.2 Dictionary Learning using a Maximum A Posteriori Estimator
In dictionary learning using ML estimation, the coefficients follow a prior distribution and the
dictionary is assumed to be deterministic. The constraint on the dictionary, which is presented
by an admissible set, is thus deterministic. An alternativeis to apply such a constraint on the
dictionary by introducing a prior distribution on the dictionary. Now the dictionary learning
problem is defined completely in the stochastic domain and cabe estimated using, for exam-
ple, a MAP estimator. In the setting used in Subsection 4.3.1, the posteriorfD,x|Y (D,X|y),
whereX ∈ RN×L is an instance of the random matrixX in which each column is indepen-
dently generated using instances ofx, should be maximized. LetfD,x|Y (D,X|y) be abbrevi-
ated byP(D,X|y). The posterior pdf can be reformulated using Bayes rule as follows,
P(D,X|y) ≈ L(y|D,X)fD(D)fX(X). (4.11)
If fD(D) is flat, i.e. there is no preference for anyD, the estimation would be the same as ML
estimation by approximating the marginal likelihood with is maximum [OF97]. Otherwise
MAP estimates a dictionary which is most probable in the posterior distribution. It has similar-
ities with constraining the dictionary to lie in an admissible set.fD(D) is corresponded to an
admissible setD, if it has a uniform distribution in the admissible set and zero outside, i.e. it
is flat over a compact set (otherwisefD(D) is not well-defined). The dictionary learning in the
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MAP framework can be extended by assuming thatfD(D) has a more realistic pdf by chang-
ing the uniform distribution to another distribution whichhas larger values for more appealing
dictionaries, for example being sparse to have less compleximplementation7. Although it is
no longer a MAP estimation in the new setting, it can be treated similarly. Here the dictionary
update formula is only derived for the uniformfD(D) over the admissible setsD [KMR+03].
In this setting, the unit column and Frobenius norms dictionary sets have been used asD and
the update formulas have been derived. In this framework, the dictionary learning can be refor-
mulated as,
D∗ = argmaxD max
X







The termfD(D) is cancelled out because of the uniformity of the distribution acrossD. This








Φ(D,X) = ‖Y − DX‖2F + 2σ2λJp(X),
(4.13)
whereJp(.) was defined before in (2.18). This optimization problem is non-c nvex and diffi-
cult to solve. The method introduced to solve this problem isba ed on alternating minimiza-
tion [KMR+03]. This method is a particular case of the block-relaxed optimization technique,
which is also used in next section. The optimization is done in two steps in this framework,
where one parameter set is optimized at each step and the other is k pt fixed. WhenD is
fixed, (4.13) is a standard sparse approximation and can be solv d using Iterative Reweighted
ℓ2 method [GR97] which was presented in subsection 3.4.3.2. The ot er step, which is the
dictionary update, has been done using a gradient projection technique. This technique is very
powerful as a constrained optimization method as long as theobjective is differentiable. This
is an iterative method which has two distinct parts at each iteration, I) Dictionary update in the
7As long as the learned dictionary does not have any structurefor a fast matrix-vector multiplication, sparser
dictionary has less number of element-wise multiplications at each implementation, which reduces the computation
cost.
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negative gradient direction. II) Projecting the new dictionary onto the admissible set (or onto
the tangent space of the admissible set). Kreutz Delgadoet al. [KMR+03] chose the projection
onto the tangent space8. In this framework, each iteration of the update step can be formulated
as,








wherePTD is the orthogonal projection onto the tangent spaceTD of the admissible setD. Now
the update formula for the unit column and the unit Frobeniusorm admissible sets can be
driven using (4.14). The sketches of the derivation of formulas will be given here. For a more
detailed explanation an interested reader can refer to [KMR+03, Appendices A and B].
The first step is to compute∂Φ/∂D, whileX is kept fixed, which can be done using differential






whereE = Y − D[n]X = ∑i∈I yi − D[n]xi is the approximation error. The next step is
projection onto the tangent space of the admissible set at the current dictionaryD[n], which is
shown in the following for each admissible set.
1. Unit Frobenius Norm Dictionaries:Let D = {∀D ∈ Rd×N : ‖D‖F = 1}. The projec-
tion of a matrixQ ∈ Rd×N onto the tangent space ofD at D[n], which was found for
example in [KMR+03], can be presented by the following operator,
PTD(Q) = Q − tr{QTD[n]}D[n]. (4.16)
The dictionary update can thus be found using the following formula,
D[n+1] = (1 − γ tr{D[n]T EXT}) D[n] + γEXT , (4.17)
whereγ > 0 is the update step size which should be selected wisely to guarantee the
convergence of the iterative algorithm.
2. Unit Column Norm Dictionaries:The admissible set is now defined byD = {∀di ∈Rd : ‖di‖2 = 1}. Here the constraint is column separable and the projectiononto the
8They basically derived the formulation using a fixed-point continuation technique. It is also not difficult to
derive the same formulation using gradient projection ontothe tangent space.
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This formula is an atom-wise update and therefore should be applied on each atom con-
secutively which slows down the update operation in practice, see for example [AEB06]
and the simulations of Chapter 5.
The dictionary can be updated for a certain number of iterations using (4.17) or (4.19) and then
switched to update the other parameter,X. The overall convergence rate of the algorithm is
depends on the update step size, where a larger step size accel r tes the algorithm, it might
make the algorithm unstable.
The optimization problem which is derived in a MAP estimation framework is the general form
of the dictionary learning problem (4.2). Therefore one caninitially start with solving (4.2), us-
ing a more efficient optimization technique. Such a minimization method will be introduced in
Chapter 5. The new method shows faster convergence in practice and it is easier to implement.
Another important dictionary learning methods, which willbe explored in the following, are
in a deterministic framework. The Method of Optimal Directions (MOD) has been presented
in [EAH99a], which has similarities with the dictionary learning methods based on ML. The
MOD method will be introduced in the next subsection.
4.3.3 Method of Optimal Directions (MOD)
The MOD method is inspired by the Generalized Lloyd Algorithm (GLA), which has been
used for designing VQ code books [GG91]. It is supposed to solve (4.2) using alternating min-
imization in this method. The sparse coefficients are firstlyfound using a sparse approxima-
tion method, for example MP [EAH99a], OMP [EAH99b] or FOCUSS(Iterative Reweighted
ℓ2) [ERK99], then the constrained optimization problem, withrespect toD, is temporarily
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relaxed usingD = Rd×N . This can be formulated by the following optimization problem,
D[n+1] = arg min
D
‖Y − DX[n]‖2F , (4.20)
whereX[n] is the sparse matrix found by the sparse approximation ofY usingD[n] as the
dictionary. This is a standard convex optimization problemand can be solved using different









which is called the Moore-Penrose pseudoinverse [Moo20, Pen55, GVL96]. The next step is
to project onto the admissible setD. HereD is selected to be the unit column norm matrices.
Therefore the columns ofD∗ should be re-normalized. If the norm of any column ofD∗ is
zero, or very small, one can substitute that atom with a random vector to preserve the size of
dictionary. Although no divergence in the algorithm is reported in [Eng00], the convergence
analysis is challenging. A difficulty with implementing MODoccurs when the dictionary is




(4.20) can also be solved using the gradient descent method,which provides an update formula
similar to what was found in the dictionary learing using ML method, Subsection 4.3.1, where
the marginal likelihood is approximated by its maximum. Another method to solve (4.20) is to
use a conjugate gradient method, which increases the convergence rate of the algorithm.
4.3.4 K-SVD Dictionary Learning
Sparse approximation of the signals can be seen as a generalization of the classification prob-
lem. Let each class be represented by aclass indicator, which is simply a point in the vector
space. The classification aims to assign one class indicatorto each data point. This is equivalent
to 1-sparse approximation of the signals, where the class indicators are the atoms. Therefore
sparse approximation can be interpreted as an extention of the classification, letting each data
point be indicated by a weighted superposition ofk atoms fork > 1. In this setting, the dic-
tionary learning can be interpreted as clustering, which issupposed to find the class indicators,
when they are not available. A special case of the clusteringproblem is the k-means probelm,
which uses theℓ2 norm as the distance measure and the mean of a cluster as its indicator. The
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k-means problem is in general an NP-hard problem [Bru77, DFK+04]. K-SVD algorithm is
inspired from the k-means algorithm, which is also called GLA [ BG80].
K-SVD algorithm is introduced to solve (4.2), usingD = {∀di ∈ Rd : ‖di‖2 = 1} as the ad-
missible set andJ (.) = ℓ0. The quadratic term of (4.2) andℓ0 are column separable operators
with respect toX, which allows us to solve the sparse approximation using conventional sparse
vector approximation methods. Here OMP has been used to approximately solve the sparse
approximation step. The next step is to update the dictionary, which is done simultaneously
with updating the non-zero coefficients. Aharonet al. [AEB06] simplified this operation using
a block-relaxed optimization technique. Each block includes one atom and corresponding co-
efficients, which generate one row ofX. Now we haveN such blocks of parameters and the
optimization problem can be relaxed to only optimize based on each block of parameters. Such
an optimization problem can be formulated as follows,
(d[n+1]i ,x
(i)[n+1]) = arg min
(d∈Di,x̄∈RN ) ‖EI\i − dx̄T‖2F + λ‖x̄‖0, (4.22)
wherex(i)
[n+1]
, EI\i andDi respectively are the updatedith row of X, the signal approximation
error using all, but theith, atoms and corresponding coefficients at thenth iteration, which








9 and the admissible set of theith atom
Di = {∀d ∈ Rd : ‖d‖2 = 1}. The rank of matrixdx̄T is one. Therefore the problem can be
interpreted as finding a rank one matrix close toEI\i, where thēx is sparse.
There exist algorithms to find the closest rank one matrix to amatrix, which give usd andx̄.
Let the singular value decomposition ofEI\i be,
EI\i = UΣV
T , (4.23)
whereU ∈ Rd×d is a unitary matrix,V ∈ RL×d is a collection ofd orthonormal vectors inRL,
i.e. VTV is identity matrix, andΣ = diag{σi}1≤i≤d ∈ Rd×d. Also let the singular valuesσi
are ordered based on the magnitudes such that∀i ∈ N, 1 ≤ i < d : σi ≥ σi+1. Otherwise, it
can easily be ordered by simultaneously swapping the columns ofU andV. In the norm space
of matrices inRd×L, equipped with the Frobenius norm, the closest rank one approximation of
9x̃(i)
[n+1]
is theith row of X̃[n+1], which is the updatedX[n] using OMP in then+ 1th iteration. The coeffi-
cient matrix will also be updated in the dictionary update step to generateX[n+1]. The tilde symbol has been used
to indicate the value ofX in such a transient step.
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wherev1 andu1 are the first columns ofV andU respectively. This approximation is unique if





asu1 andσ1v1 respectively. Unfortunatelyσ1v1 is not sparse in general. Aharonet
al. in [AEB06] relaxed (4.22) by keeping fixed the sparsity penalty during optimization and by







have a similar support, the problem of best rank one
approximation can be solved with the input matrixEω
(i)
I\i which is the shrunk version ofEI\i
generated only using the columns indexed byω(i). Now we can use (4.24) to find[n+1]i and
the non-zero components ofx(i)
n+1
indexed byω(i), which respectively areu1 andσv1. The
dictionary and the sparse approximation are updated when weiterate through all atoms. The
updating atom is selected randomly or based on the atom indices in the dictionary.
The algorithm can be run for a certain number of alternating updates ofX and(D,X). An issue
with the stability analysis of the algorithm is that OMP is used to solveℓ0 sparse approximation,
which always has some error. Therefore at some iterations, particularly when the solution
becomes close to a fixed point, the objective might increase in ome updates.
The SVD ofEI\i should be calculated for alli at each iterations. The K-SVD algorithm only
needs the largest singular value and the corresponding singular vector, which can be calculated
more efficiently [GVL96]. As an alternative, one can solve (4.22), after fixing the support of̄x,
in an alternating minimization framework [RZE08]. The problem is not convex based on both
d andx̄ and we only find a local minimum of the relaxed version of (4.22), by fixing support
of x̄, which is shown that the solutions perform well in practice [?].
The K-SVD method is distinguished from previously mentioned methods mainly for the si-
multaneous updating the dictionary and the non-zero coefficients in the dictionary update step.
It accelerates the convergence of the algorithm to a fixed point. Note that, as the dictionary
learning problem is a non-convex problem, we are only looking for a ”good” fixed point or
local minimum. Aharonet al. showed that K-SVD also find reasonably good solutions. It
is worth mentioning that, although K-SVD converges fast, each iteration of the algorithm is
computationally expensive as we need toN -times calculate SVD at each single iteration.
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4.3.5 Other Dictionary Learning Methods
Other dictionary learning methods are also based on minimizing an objective like the objective
in (4.2), which has been derived in a deterministic or a stochastic framework using different op-
timization techniques. Some of the optimization techniques are explained here after specifying
the objective and the admissible sets.
The optimization problem (4.2) has been considered in [LBRN07] which has a bounded col-
umn norm admissible set, defined byD = {∀di ∈ Rd : ‖di‖2 = c}, wherec is a constant. An
advantage of such an admissible is that it isconvexand, as long asJ (.) is convex, the objective
becomes abi-convexproblem. In other words, the objective is convex with respect to each
parameter (X andD), over a convex admissible set, while the other parameter iskept fixed.
It allowes us to use variety of convex optimization techniques in a block-relaxed framework.
This bi-convexobjective is also used in the dictionary learning method with the majorization
minimization method, which will be presented in Chapter 5. Leeet al. proposed an algorithm
which finds the support of the coefficient matrix in one step ofalternating minimization. The
technique is based on relaxing theℓ1 penalty term by assuming a prior information about the
sign ofxi,j, and updating the sign information based on the actual sign of the coefficients in
each estimation ofX. Although it is an interesting algorithm, more investigations are neces-
sary. As this chapter is about dictionary learning, the dictionary update method of [LBRN07]
is explained in more detail. In the dictionary update step, which is a constrained convex opti-
mization problem, the dual problem is solved by the Newton’smethod. The motivation is that
the number of unknown parameters is reduced significantly inthe dual space. The coefficient
matrixX is fixed during the update. The optimization problem in this step can be rewritten as,
D[n+1] = arg min
D∈D
‖Y − DX[n]‖2F . (4.25)
This is almost the same as (4.20), but the solution is constrai ed to be inD. Using Lagrangian
multipliers [Roc70]Λ = diag{λi}i∈I , where∀λi ≥ 0, the dual optimization problem [BV04]
can be found by,





L(D,Λ) = ‖Y − DX[n]‖2F + trace{DT ΛD− cΛ}.
(4.26)
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For any admissibleΛ10,L(D,Λ) is strictly convex with respect toD. The minimum ofL(D,Λ)
can be found by letting the gradient being zero. (4.26) can now be simplified as follows,














whereLD∗(Λ) = trace{YXT (XXT + Λ)−1XYT + cΛ}. The optimization problem based
on Λ can not be solved analytically. The objectiveLD∗(Λ) is differentiable and a practical
method to solve (4.27) is thus to use a gradient descent, or conjugate gradient, method. In this
framework the gradient and the Hessian ofLD∗(Λ) can be found using the following formulas,
∂LD∗(Λ)
∂λi
= cI − (XXT + Λ)−1XYTYXT (XXT + Λ)−1 ◦ I
∂2LD∗(Λ)
∂λi∂λj
= 2(XXT + Λ)−1XYTYXT (XXT + Λ)−1 ◦ (XXT + Λ)−1
(4.28)
where◦ is the Hadamard (entrywise) product. A difficulty with using(4.28) is the need to
calculate the inverse of a large matrix after each update ofΛ. Therefore it is difficult to apply
this algorithm to the large size problems.
Another dictionary learning method has been presented recently to find a dictionary which
minimizes the empirical risk [HH07]. It can use a more general signal generative model, where
there is a non-linearity in the model and use a novel technique to solve the optimization prob-
lem. In this frameworkcleantraining samples, i.e. not noisy, are assumed to be available and
the empirical risk is defined as the total deviation of the approximated data from training sam-
ples. In Hilbert space, an empirical risk can be defined usingtotal estimation error and be found






‖yi − ŷi‖22, (4.29)
whereŷi is the estimation using(D,yi). Here the estimator is the signal approximation oper-
10Here a diagonal matrixΛ is admissible, if all the diagonal elements are non-negative.
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ator. Horeshet al. proposed a generalized generative model as follows,
y = JDx + n, (4.30)
whereJ is an operator which can be non-linear andis an i.i.d Gaussian vector. Here the
standard dictionary learning problem will be investigatedand the reader is referred to [HH07]
for the general case, whenJ is not identity operator. WhenJ is identity operator, the minimum
risk dictionary is found by solving the following problem,





s.t. ŷi = Dx̂i




‖Dx − yi‖22 + λ‖x‖1.
(4.31)
The non-differentiability of the forward objective, caused by ℓ1-norm, does not let us to use
standard optimization techniques. Horesht al. usedǫ-relaxed version of the sparsity measure






where0 < ǫ ≪ mini∈I x2i . ‖.‖1,ǫ is a differentiable operator and, whenǫ is selected to being
very small, behaves likeℓ1. The ǫ-relaxed sparsity measures have been used in the sparse
approximation [CWB08] and the decoding operator of the non-c vex compressed sensing
[Cha07, DG09, SY09, FL09]. Now that the forward optimization bjective, 12‖Dx − yi‖22 +
λ‖x‖1,ǫ, is differentiable, the optimum̂xi can be found by letting the gradient being zero as
follows,
g(x̂i,D) = D





x̂i = 0, (4.33)
where|ν|ǫ :=
√
{ν}2 + ǫ. To find x̂i from (4.33), it is easier to use an Iterative Reweightedℓ2
framework, which is to majorize the sparsity measure in the forward objective with a quadratic
term and applying majorization minimization technique, see Subsection 3.4.3.2. At then+1’th







δx̂i = −g(x̂[n]i ,D), (4.34)




i + δx̂i is used for a certain
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number of iterations to find the sparse approximations ofyi for eachi ∈ I.









s. t. g(x̂i,D) = 0, ∀i ∈ I
(4.35)
(4.35) is a non-linear, equality constrained problem whichcan approximately be solved by
finding a local minimum, using Sequential Quadratic Programming (SQP). Horeshet al. used
the Newton’s method in [HH07] to solve the linearized version of the Lagrangian functionL
defined as follows,






‖Dx̂i − yi‖22 + λig(x̂i,D)
)
(4.36)
where{λi}i∈I are Lagrangian multipliers. The gradient ofL based on each parameter and the
Newton’s update are derived in [HH07, Sections 4.1 and 4.2].As usual, the alternating updates
based on{x̂i}i∈I and({x̂i}i∈I ,D) are calculated for a certain number of iterations.
The reviewed methods here can be modified to learn a structured dictionary. A structured
dictionary is generally a dictionary in which the atoms are correlated. Some of the structured
dictionary learning methods will be explored in the next section.
4.4 Structured Dictionary Learning Methods
The dictionary learning with a constraint onℓ2 or Frobenius norms, was called minimally con-
strained dictionary learning. In general, applying more constraints on the dictionary can be
useful for the following reasons:
1. Inducing prior information on the dictionary:In many cases, we do not know about the
optimal dictionary but we know that it follows a model or has aproperty. This can facil-
itate the dictionary learning by reducing the dictionary search space or reducing compu-
tational complexity. Shift-invariance, harmonic type andmultiscale are some examples
60
Dictionary Learning Formulation and State of the Art Algorithms
of such structures.
2. Finding a dictionary with a fast implementation:Unstructured dictionaries are rarely
used in practice for a simple reason: heavy computation. Induci g appropriate structures
on the dictionary might help us to find a dictionary with a fastimplementation. The
multiscale, sparse and union of orthonormal bases are in this class of structures.
3. Facilitating the sparse approximations:Some sparse approximation method can be used
with a class of dictionaries, e.g. union of orthonormal basis [SBT00], or might be im-
plemented more efficiently if the dictionary satisfies a property, e.g. being non-singular
[MBZJ09].
4. Reducing the number of training samples:A set of training samples are given in the
dictionary learning problem. If the size of this set is largeenough, it indicates the cor-
responding class of signals and the dictionary learning methods are more successful to
find a suitable dictionary in such a setting. Handling a largeset of training samples is not
easy in general. By applying a structure to the dictionary, we can reduce the number of
unknown parameters and thus we need fewer training samples for the dictionary learn-
ing. The sparse or compressible dictionary learning [?,YD09] and parametric dictionary
learning are some examples of such structured dictionary lerning methods.
Some of these structures and corresponding dictionary learning methods have been briefly ex-
plored in the following. These methods are basically based on m difying standard dictionary
learning methods, explored in Section 4.3, to preserve the structure of dictionary, during learn-
ing process.
4.4.1 Shift Invariant Dictionary Learning
A large class of natural signals is presented by time series,e.g. audio, video and Electrocar-
diography (ECG). An analysis of time series should typically be time-shift independent. For
example the start time of a sound track does not change the identity of the track. To have
a shift-resilient sparse approximation, the dictionary has to include the shifted versions of a
set of atoms, called mother dictionary here, at each time instance. The dictionary size is thus
very large and the atoms are very correlated in general, i.e.the inner products between atoms,
which present the similarities between atoms, are large. The dictionary learning and sparse
approximation, using such a dictionary, is challenging.
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Let theith mother atom, the mother dictionary and the time-shift operator respectively bedi,
Dg = [di]i∈Ig andΓts , whereIg is the set of indices andts is the time-shift. Note thatΓts can
be a circular shift operator, in which the off-windowed points of the mother atoms appear at the
beginning of the new atom. A set of time shiftsT should be selected to generate the dictionary
D. The largestT for a time series11 is T = {ts : 0 ≤ ts ≤ d− 1}, whered is the block size12.
The dictionary now can be generated using time shift operator as follows,
D = [Γtsdi]i∈Ig,ts∈T . (4.37)
The size of the dictionary is approximately|Ig|.|T |, which is often significantly larger than the
mother dictionaryDg. The structure of such a dictionary allowes us to represent the matrix-
vector multiplications by convolution operator. The convolution operator can be implemented
efficiently using filter-banks.
The shift-invariant dictionary learning problem is simplified by assumingT is given. The
problem is to find the mother dictionary in this setting. Let the conjugate operator ofΓts be




. This operator is easily found
by Γ−ts which is time shift withts, in the reverse direction. There are two approaches to handle
such a dictionary learning problem, as follows,
1. Using D = [Γtsdi]i∈Ig, ts∈T and Y = {yl}1≤l≤L: In this approach the size of the
dictionary is very large and a fast sparse approximation technique should be used. It is
also possible to restrict the search space in the sparse approximation by only considering
the atoms which are more correlated toY , at the first iteration, for the following iterations
of the greedy sparse approximation methods [BD06].
2. UsingD = Dg = [di]i∈Ig andY = {Γ∗tsyl}1≤l≤L, ts∈T : The multiplication of a signal
with a shifted-atom can be equivalently calculated by multiplying the reverse-shifted
signal and the atom. In this setting the dictionary size is small, N , and the number of
samples is increased by a factor of|T |. Although the conventional sparse approximation
methods can be used in the first step, the dictionary update ismore computationally
intensive.
11If the proposed class of signals is made by sampling analog signals, the mother atom can be analog and the set
of time shifts can be larger.
12Sometimes the upper limit is chosen beingd+ ∆ − 1, where∆ is the width of the mother atom.
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The first approach has often been selected by the researchers[LS98,BD06,JLVG06,MLGB08,
GRKN07]. The second approach has been recently investigated in [VT09]. Note that although
these two settings are proposed for the same problem, the solutions might be different in gen-
eral.
The algorithm finds or updates the sparse approximationsxl in the first step. As mentioned
earlier, when the dictionary size is large, specially in thefirst approach, a modified sparse
approximation method, see for example [KG06] and [BD06], ora convolutive sparse approxi-
mation method [FBSJ08] can be used to handle such a dictionary. The difference between these
methods are mainly in the second step of the alternating minimization, which is dictionary up-
date.
One method is to use a technique similar to the dictionary learning based on ML, see subsection
4.3.1. This has been used in [BD06], in which the dictionary update have been found by apply-
ing the stochastic gradient method to solve the ML problem. In this framework the dictionary
is updated in the negative gradient of approximation error.
Another method is to extend the K-SVD dictionary learning method, see subsection 4.3.4, to
the shift-invariance framework [MLGB08, VT09]. The extension of K-SVD for the second
approach is easily derived as long as its formulation is similar to the unstructured dictionary
learning problem. The size of the problem in the second approach is significantly large and
an efficient implementation of K-SVD [RZE08] has to be used. The extension to the first
approach is more difficult in general, which can be simplifiedif the shifted atoms are not over-
lapped [Les07]. In this framework, all but one of the mother atoms are fixed and the approxi-
mation error is minimized by updating the selected mother atom and the correspondingrowsof
coefficient matrix. Let theith mother atomdi have to be updated. The corresponding objective





ts }ts∈T ) =
arg min
(d∈D,x̄ts∈RN ,∀ts∈T ) ‖EI\i − ∑ts∈T Γts{d} x̄Tts‖2F + λ∑ts∈T ‖x̄ts‖0, (4.38)
13Note that [Les07] and [MLGB08] present a slightly differentformulation for this problem. Lesage and Mailhe
et al. assumed a long training signal for the dictionary learning.Although this assumption is valid in special cases,
here a more general case, which is more closed to the standardK-SVD formulation, is derived. This formulation
is more helpful when a set of training samples are given or thesignal is multichannel, for example the stereo audio
and multichannel ECG.
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whereEI\i here represents the approximation error caused using all atoms but{Γtsdi}ts∈T ,
x̄ts represent the coefficients corresponding toΓtsd and{x(i)ts }ts∈T includes all rows of the
coefficient matrixX, which are related todi. If Γtsd’s are not overlapped, (4.38) can be





ts }ts∈T ) = arg min
(d∈D,x̄ts∈RN ,∀ts∈T ) ∑ts∈T ‖Γ∗tsEI\i − d x̄Tts‖2F + λ‖x̄ts‖0,
(4.39)
whereΓ∗ts is now applied on each column ofEI\i. This reformulation was derived using the
fact that the matricesΓts{d} x̄Tts for different ts are orthogonal, in Hilbert space defined on the
matrix space using〈A,B〉 = tr{AT ,B} as the inner-product, for non-overlapped shifts. The
optimization problem (4.39) is difficult to solve based on both parameters,d andx̄ts . A solution
can be to use the block relaxation technique and solve based on ach parameter, when the other
parameter is kept fixed, as it has been proposed for K-SVD dictionary learning in [RZE08].
The update ofd can be found using the Projection Onto the Convex Sets (POCS)method
[GPR67, CT90]. The update of eachx̄ts can be found by minimizingℓ2-norm approximation
error in (4.39), while keeping the support ofx̄ts fixed, see [RZE08] for more detail.
If the shifted atoms have overlaps, the above method is not accur te. Mailheet al. [MLGB08]
proposed a modification to the dictionary update step by introducing an extra weighting matrix
to penalize the overlapped part of the signals based on the number of overlapped atoms at that
point.
The K-SVD method was shown to be computationally expensive for the large scale problems.
Although the size of dictionary is very large here, the implementation of the shift-invariant
K-SVD is just slightly more expensive than K-SVD as the actual size of problem in (4.39) is
moderate.
Another approach for the shift-invariant dictionary learning is to use the convolution operator,
which allowes us to update the dictionary in Fourier domain.If T includes all possible discrete
time shifts and the shift operator is circular, the dictionary D can be written as,
D = [C(di)]i∈I ∈ Rd×dN , (4.40)
whereC(di) ∈ Rd×d is the circulant matrix [Gra06] parametrized by the vectordi, which is
64





d1,i dd,i . . . d3,i d2,i




dd−1,i dd−2,i . . . d1,i dd,i




wheredj,i is the jth component ofdi. The generative model can be reformulated using the




xi ∗ di. (4.42)
The shift-invariant dictionary learning is thus reformulated as follows,
















The optimal dictionary can be found byD∗g = [d
∗
i ]i∈I . The alternating minimization technique
has been chosen to solve (4.43) in [LS98] and [GRKN07]. The coeffi ients can be updated
using the method explained earlier. Lewickiet al. [LS98] optimized the objective in (4.43),
with respect to{di}i ∈ I while the coefficients are kept fixed, using a gradient descent m thod.
Grosseet al.[GRKN07] chose a different path to find the dictionary update. Each atom appears
at many instances in the formulation (4.43), which makes it difficult to optimize based on
Dg. The gradient descent method for such a problem does not converge fast. The authors
of [GRKN07] used the Parseval’s theorem and solved the problem in the Fourier domain. The










where “̂ ” shows the value of the parameter in the Fourier domain. Minim zation of (4.44)
with respect to the dictionary is significantly easier than (4.43) and it has been done using
Lagrangian multiplier method while the atoms are constrained being in the convex admissible
set‖di‖22 ≤ 1 , ∀i ∈ I. They then used Newton’s method to solve the dual problem, siilar to
the method was explained in subsection 4.3.5.
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The shift-invariant dictionary learning problem can also be solved using greedy methods. In
a greedy sparse approximation often the set of selected atoms is increased by adding some
atoms which are more corrected to the residual of the signal,for example see the MP method
in subsection 3.3.1. In this framework, each atom can be updated to have more correlation
with the given training samples in the dictionary update stage. An extra constraint is induced
in [JLVG06] to find an incoherent dictionary and to prevent the existence of two similar atoms in
the dictionary. In this framework, which is called Matchingof Time Invariant Filters (MoTIF)
in [JLVG06], the first updated atom is found by solving the following problem,
d
[n+1]











and by penalizing the inner-product between the atom and thecurr ntly selected atoms, the new






















Solving (4.45) and (4.46) are not easy and Jostet al. in [JLVG06] proposed a two step opti-
mization technique to simplify the problem. In the first step, the best p is found whiled is kept
fixed and the next stepd is updated, whiletp is kept fixed. The optimum time shiftt∗p is found,
in the first step, by checking alltp ∈ T . The second step is more complicated, which can be









update ofd1 can be found by solving the following problem,
d
[n+1]
1 = arg max
‖d‖2=1
dTAd, (4.47)
whereA = FFT , in which F = [Γ∗t∗pyl]1≤l≤L. The optimal atom in (4.47) is the normalized
eigenvector associated with the significant eigenvalue ofA.



















The best atomd[n+1]i is the normalized eigenvector associated to the significanteigenvalue
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of the generalizedeigenvalue problem [GVL96] (4.48). Finally it is worth mentioning that
because there exists no explicit objective to optimize in the dictionary update step, the conver-
gence analysis of the algorithm is challenging.
In the next subsection another useful structure on the dictionary, called a multiscale structure,
will be introduced. This structure helps to implement the dictionary-coefficient multiplications
more efficiently. It also induces prior information about the generating model to the dictionary.
4.4.2 Multiscale Dictionary Learning
Multiscale transforms were found to be successful in representing some class of signals sparsly,
e.g. images and videos, see for example [Mal99]. Wavelet andmultiscale Gabor transforms
are some examples of this type of transforms. Such prior information about the model can be
induced in the dictionary. This constraint, in the simplestcase, can be induced on dictionary
using a dyadic structure. In this framework a mother waveletgenerates all the atoms using the
down sampling by a factor of two and the time shifting operators. This is a more tight constraint
on the dictionary than only shift invariance, in which the atoms are not supposed to be a scaled
copy of one, or more, generative mother wavelet(s).
The dictionary learning problem has been solved subject to the multiresolution constraint in a
stochastic framework in [SO03]. Salleet al. [SO03] chose the MAP estimation framework to
find the sparse coefficients and the maximum log-likelihood method to update the dictionary.
A prior distribution for the coefficients is chosen to be a mixture of a delta function at zero
and a Gaussian elsewere, which promotes sparsity of approximations, and they also used a
Gaussian additive noise generative model with a multiscaledictionary model. To find the sparse
coefficients, they used a Gibbs sampler to sample the posterir distribution. A gradient ascent
method has been used in the dictionary update stage, which issimilar to the method explored
previously, in subsection 4.3.1, for the dictionary learning based on ML.
The multiscale structure can be relaxed using atoms with different support sizes and not directly
derived using mother atoms. In other words, it follows a treestructure, which can particularly
be dualtree and quadtree. Although the new model preserves some features of the multiscale
dictionaries, it can be learned easier by applying a shift invariant dictionary learning to each
individual scale. [MSE08] chose such a structure and learned th dictionary using the K-SVD
method.
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4.4.3 Unions of Orthonormal Bases Dictionary Learning
One method to generate an overcomplete dictionary is to concate ate some orthonormal bases.
This structure has been used to accelerate some sparse approximati n methods, see for exam-
ple [SBT00, BST98]. This structure have also been used in morphological component analy-
sis [SED04, SED05, ESQD05]. Therefore it is relevant to investigate how this structure can be
applied to the dictionary learning problem. This structureis a generalization of the principal
component analysis (PCA) [Jol02], called GPCA [VMS05], in which the aim is to find some
orthonormal bases which represent the principal components. PCA relates to the singular vec-
tors of the training matrixY. It is extended to a dictionary learning framework in [LGBB05],
where the coefficients need to be sparse. This framework willbe explored here.
Let the aim primarily be to find the best orthogonal dictionary D ∈ Rd×d, for a given set of
training samplesY . The first stage as usual is to find the sparse approximationX[n+1] using the
current dictionaryD[n]14. In the dictionary update stage, the following optimization problem
should be solved,
D[n+1] = arg min
D∈D
‖Y − DX[n+1]‖2F , (4.49)
whereD is the set of orthonormal matrices inRd×d. Let Λ = [λi,j]i,j∈[1,d] : λi,j ∈ R+0 be
the Lagrangian multiplier. By using the Lagrange multipliers method, (4.49) can be solved by
setting the gradient of the following Lagrangian function tzero,
L(D,Λ) = ‖Y −DX[n+1]‖2F + tr{Λ(DT D− I)}. (4.50)
It has been shown, for example in [LGBB05, Appendix A], that the solution of the above prob-




This can be generalized to a union of theK orthonormal bases by lettingD be [Di]i∈[1,K], i.e.
D is made by concatenation ofDi’s. The dictionary update step, subject to this structure, can
be done by minimizing the following optimization problem,
D[n+1] = [D∗i ]i∈[1,K] = arg min
Di|i∈[1,K]∈D
‖Y − [Di]i∈[1,K]X[n+1]‖2F , (4.51)
There exists no easy method to solve (4.51) exactly. A tractable method is the block-relaxed
14Note that in this setting,X[n+1] is easily found byD[n]
T
Y which might not be sparse.
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minimization method, in which all but oneDi is fixed at a time. The update ofDi is found
using Lagrange multipliers method as introduced in the orthogonal dictionary learning case.
Therefore the dictionary update stage includesK teps of theDi updates.
4.4.4 Other Structured Dictionary Learning Methods
Structures introduced in the previous subsections includemost of the structures that have been
used for the dictionary learning. There are other structures for the dictionary learning which
have not been explored as much. These structures are discussed next.
4.4.4.1 Block-Overlapped Dictionary Learning (BODL)
An issue with the sparse approximation of a time series in a block-based framework, i.e. using
a generative model like (2.1), is the edging effects. It means that the time series has some
artefacts, which often appears as a jump in the time series, at the connections of consecutive
blocks. This fact has also been observed in the orthogonal transform approximations of the
signals, for example audio. One solution in the orthogonal approximation is to use lapped
transforms, like MDCT and MCLT [Mal92]. These transforms are the generalization of the
standard orthogonal transforms by letting the windows of the transforms have some overlap.
The overcomplete dictionaries can also be modified in this framework to overlap and be used
for sparse approximations [KG06]. A question is now how to learn such a dictionary? Engan
et al. propose a framework in [ESH07] for the block-overlapped dictionary learning. In this
framework the dictionaryD is a block-diagonalmatrix with an overlapping dictionaryΦ ∈Rd×N as the diagonal blocks, i.e.D = diag{ K︷ ︸︸ ︷Φ,Φ, . . . ,Φ}. Note thatD represents a block
overlapped dictionary whenK → ∞. Therefore with a finiteK we only approximatesuch
a dictionary and the optimum dictionary is sub-optimal. Letany Φi andΦi+1 haved − P
overlapping points which is assumedd = RP for simplicity. The generative model can be
formulated as follows,
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Φ can be updated to minimize the approximation error in the dictionary update step whileX is
kept fixed. The dictionary update can be found using a method similar to MOD, see subsection
4.3.3, where the parameters are slightly modified. If we partition Φ into R subdictionaries
Φr ∈ RP×N , thenΦ = [ΦTr ]Tr∈[1,R]. The training sampley, which is assumed to be a time
series, is partitioned with the block sizeP , [ŷl]l∈[1,L] and the generative model is reformulated
as,
Ŷ︷ ︸︸ ︷
[ŷ1 . . . ŷl . . . ŷL] =
Φ̂︷ ︸︸ ︷
[Φ1 . . .Φr . . .ΦR]
X̂︷ ︸︸ ︷

x1 . . . xl . . . xL








wherexi is theith element of the coefficient time seriesx, which is found by some sparse ap-
proximation method usingD as the dictionary. The dictionary update is now found by solving
the following optimization problem,
Φ̂∗ = arg min
D∈RR×RN ‖Ŷ − Φ̂X̂‖2F , (4.54)
which is similar to the problem solved in MOD (4.20). The solution of (4.54) can be found
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using pseudoinverse operator as follows,
Φ̂∗ = ŶX̂†. (4.55)
FindingΦ by usingΦ̂∗ is trivial. The algorithm can be summarized as iteratively finding the
sparse approximation of the training time seriesY, using the currentΦ, followed by updateΦ
using the method explained here, while keepingX fixed.
Remark 4.4.1. Although BODL is presented to facilitate the sparse approximat on of time
series, or reducing the edging effect, it is a particular case of the shift-invariant dictionary
learning which was introduced in subsection 4.4.1, where the time-shift interval is chosen to
be more than 1, or more preciselyP . Most of the algorithms introduced in that subsection can
also be used to learn the dictionary in this framework.
Remark 4.4.2. Another way to reduce the edging effect is to use the framework int oduced
in [EA06] and [PE09]. Eladet al.[EA06] introduced an extra parameterŷ, which approximates














where the operatorRl{.} chooses thelth block of the time seriesx andŷ. (4.56) is optimized
in an alternating minimization framework in [EA06]. In one step the objective is minimized
based on(D,x) using K-SVD algorithm and in the other step̂y is updated using regularized
pseudoinverse operator. See [EA06] for more details about the algorithm and some simulation
results.
4.4.4.2 Dictionary Learning using a Signature-Dictionary
Another model for generating a dictionary is to assume that each atom is generated by selecting
a part of a signature dictionary, which is simply a patch of signal [AE08]. The aim of this
dictionary learning is to learn the signature dictionary. The signature dictionary model reduces
the size of the problem, as its size is significantly smaller than the generated dictionary. It helps
us to reduce the number of necessary training samples. Although the framework presented
in [AE08] is for the sparse approximation of the images, it can be used for one dimensional
signals, as it is derived here. Letg be the signature dictionary and the operatorRi{.} selects
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a segment of the operand by windowing in whichrepresents the window center.Ri{.} is
circular, which means it uses a circular window in the edges of the input signal. The dictionary
D is generated using a set of window centersI as follows,D = [Ri{g}]i∈I . The dictionary
learning problem can be formulated as before using structured dictionaryD in (4.2). In the
dictionary update step of the alternating minimization method, D is refined using a gradient
descent method in [AE08].
4.4.4.3 Sparse Dictionary Learning
A disadvantage of the unstructured dictionary learning methods is that the learned dictionaries
can not be implemented efficiently. In the previous subsections it has been shown that how
a structure in the dictionary can facilitate the matrix-vector multiplications using one or more
filter banks, see subsection 4.4.1. Here another useful structure is introduced which breaks the
dictionary-coefficient multiplications into two steps whic can be implemented very efficient.
The dictionary in this framework is generated using a motherdictionaryΦ and a sparse matrix
Ψ as follows,
D = ΦΨ (4.57)
The dictionary learning is now to find sparse matrixΨ. If the dictionary is sparse, according
to the generative model (4.57), any dictionary-coefficientvector multiplication can be done by
multiplying the coefficient vector andΨ in the first step followed by multiplying withΦ. Ψ is
a sparse matrix and multiplication with such a matrix can be done very efficiently, as long as we
only need to multiply the non-zero components ofΨ with some values of the coefficient vector.
On the other hand, by choosing a structuredΦ, with a complexity of at mostO(N logN), the
overall complexity of multiplying withD reduces to the complexity ofO(N logN), if Ψ is
very sparse. The computation complexity reduction is explored in more detail in [RZE08].
Rubinsteinet al. proposed an alternating minimization framework to find the co fficient matrix
X and the sparse generator matrixΨ. A greedy sparse approximation method is used in each
minimization step. Although some promising results are repo ted in [RZE09], more investiga-
tions on the convergence issues and the optimization methods is necessary.
This framework will be explored in more detail in Chapter 7, where the compressibility ofΨ
is proposed. The problem subject to this constraint is more relaxed, which lets the learned
dictionary be sparser. It is also shown that the dictionary learning problem is a well-defined
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optimization problem. It is followed by introducing a noveloptimization method which is
guaranteed to converge to a local minimum.
4.5 Summary
This chapter introduced a brief overview on the dictionary learning problem. The problem was
introduced in a general framework which has explicitly, or implicitly, been used in most of the
dictionary learning methods. Various dictionary learningmethods for sparse approximations
were then reviewed, while differences and similarities were being emphasized. Sometimes it
is necessary to induce a structure on the dictionary. The dictionary learning subject to such a
structure has been explored here and it was shown that it can be learned by solving a constrained
optimization problem. Some practical optimization methods had been presented after introduc-
ing each optimization problem. The relation between structures was also explored and it was
shown how the standard dictionary learning methods can be modified to solve such constrained
dictionary learning problems. Two structures on the dictionaries, compressible and minimum
size, will be introduced in the following chapters and some practical algorithms will also be




Dictionary Learning with the
Majorization Minimization Method
5.1 Introduction
The dictionary learning is often a large scale multivariable optimization problem. In Chapter
4, it was shown how it can be solved approximately. The dictionary learning methods use the
block relaxation technique to simplify the multivariable problem. Here, a new dictionary learn-
ing method based on the majorization minimization method isintroduced. The new method is
scalable and flexible enough to handle different constraints o the dictionaries. The scalability
is provided by its simple iterative updates, which can efficiently be implemented using multi-
core processors. The flexibility of the algorithm can be usedto apply different constraints on,
for example, size and norm of the dictionaries. These constrai ts on the dictionaries will be
explored in Chapter 6 and 7.
The given dictionary learning method can use different admissible sets on the dictionaries. The
analysis of the algorithms is easier if we use a convex admissible et. Two different admissible
sets have been used here, which are convex hulls of the fixed Frobenius and fixed column norm
admissible sets.
Another advantage of the proposed dictionary learning method is that it is guaranteed to con-
verge1. Such an analysis is difficult or impossible for the algorithms presented in Chapter 4.
Implementation of a dictionary learning method would also be easier if the convergence of
the algorithm is proved, where there would be no need for an extra procedure to monitor the
convergence status of the algorithm.
Using simulation it has been shown that the new dictionary learning method can handle large
problems, which are very difficult to be solved by, for example, K-SVD. Latter, it will also be
1The convergence here has a slightly different definition to its standard definition in mathematical analysis
[Rud76]. The convergence analysis is explored in Appendix B
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shown that the learned dictionary is more suitable for the sparse audio coding, when an entropy
encoder is used.
5.2 Dictionary Learning using Majorization Minimization
The majorization minimization technique was shown in Subsection 3.4.1 to be a useful ap-
proach to solve sparse approximation problem. It was also shown that often dictionary learning
is broken down into two optimization problems in a block-relaxation framework, see Chapter
4. The optimization stage of the dictionary update step has similarities with the sparse approxi-
mation problem, which is a motivation for applying such a technique to the dictionary learning
problem. Note that the optimization problem is now constrained. Let the dictionary learning
problem be defined as the following constrained optimization problem,
min
D,X
φ(D,X) s.t.D ∈ D
φ(D,X) = ||Y − DX||2F + λJp(X),
(5.1)
whereD is an admissible set of dictionaries andJp(.) is the sparsity measure defined in (2.18).
(5.1) is a particular case of the formulation presented in (4.2), by choosingJp(.) as the sparsity
measure. As noted in [KMR+03], two typical constraints are the unit Frobenius-norm and the
unit column-norm constraints, both of which lead to non-convex solution sets. Instead of using
these constraints, we can use the convex relaxed version of these constrained sets. These are
the convex sets of matrices with bounded Frobenius norm,
DF = {Dd×N : ||D||F ≤ c1/2F } (5.2)
wherecF is a constant and the convex set of matrices with bounded column norm,
DC = {Dd×N : ||di||2 ≤ c1/2C }, (5.3)
wheredi is the ith column of the dictionaryD andcC is a constant. (5.3) has also been used
in [LBRN07] for dictionary learning using the Newton’s method, see Subsection 4.3.5. When
the sparsity measure in the sparse approximation step penaliz s the coefficients based on their
magnitudes (e.g.lp : 0 < p ≤ 1), it is easy to show that the solution of (5.1) is on the
boundary of these convex admissible sets. However, the convex admissible sets also allow the
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optimization algorithm to “pass through” these admissiblesets while the traditional non-convex
sets only allow the algorithm to move along the boundary of these sets.
Like other dictionary learning methods, a block relaxationtechnique, see for example [Lee94],
is used to solve (5.1), wherep = 1. There are two blocks of parameters,X andD, in this
framework which can be minimized alternatingly in this framework. The alternating minimiza-
tion continues until the algorithm converges to an accumulation point. For a fixed dictionary,ℓ1
penalized sparse approximation is a convex optimization prblem and using convex dictionary
admissible sets also turns the dictionary update into a convex optimization problem. Whilst this
allows us to find the optimum update in each step, (5.1) is not convex as a function of the pair
(X,D), and alternating optimization is not guaranteed to find a global ptimum.
Various methods have been presented to solve theℓ1 p nalized sparse approximation [CDS98,
EHJT04, DDD04]. The Iterative Thresholding approach, see Chapter 3, has been chosen here.
This method is extended to the sparse matrix approximation pr blem (2.19) in section 5.2.1.
In the next subsections it is shown that the majorization mini ization method can be used to
optimize the objective introduced in (5.1) based onX (Subsection 5.2.1) orD (Subsections
5.2.2) using different constraints. Updating the coefficient or the dictionary matrices always
reduces the joint objective function or keeps it at the same value. The fact that the objective
function is lower-bounded is sufficient to show stability ofthe updating process in the sense of
Lyapunov (Lyapunov second theorem) [Lya66]. A basic convergence proof for the proposed
algorithm is provided in Appendix B.
5.2.1 Matrix Valued Sparse Approximation
This subsection shows how the majorization method is used for the first step of the alternating
minimization: matrix valued sparse approximation. The updating formula derived here is used
in the generalized block relaxation method derived later inthis section. For fixedD, we can use
the matrix form of the Taylor series inequality (3.10), see Appendix A, to derive the following
majorizing function,
||Y − DX||2F ≤ ||Y − DX||2F
+ cX ||X− X[n−1]||2F − ||DX − DX[n−1]||2F
= ||Y − DX||2F + πX(X,X[n−1])
(5.4)
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Algorithm 1 : SA(Xt,Dt)
1: initialization: cX > ‖DTt Dt‖ , X[0] = Xt
2: for n = 1 to KX do
3: A = 1cX (D
T
t Y + (cXI − DTt Dt)X[n−1])
4: X[n] = Sλ(A)
5: end for
6: output: Xt+1 = X[KX ]
whereX[n−1] is the coefficient matrix in the previous step,πX(X,X[n−1]) := cX ||X−X[n−1]||2F−
||DX − DX[n−1]||2F and cX > ||DTD|| is a constant, where||.|| is defined as the spectral
norm [HJ85]. This type of majorization has been used for sparse pproximation with vector
valued coefficients in Chapter 3.Φ(D,X) in (5.1) has two terms,||Y − DX||2F andλJp(X).
Therefore a function majorizingΦ(D,X) is,
Φ(D,X) ≤ Φ(D,X) + πX(X,X[n−1]) (5.5)
LetA := 1cX (D
TY+(cXI−DTD)X[n−1]). It can be shown that the optimum of the surrogate
objective (5.5), wherep = 1, is found by shrinking elements inA [DJ94,DDD04], that is,




ai,j − λ/2 sign(ai,j) λ/2 < |ai,j|
0 otherwise.
(5.6)
A is the matrix version of Landweber update, which was introduced in (3.16). This iterative
update continues untilX[n] converges to the optimum solution. The pseudocode for this coef-
ficient update is presented in Algorithm 1. The operatorSλ is the shrinkage operator defined
in (5.6). Note that the optimization problem is column separable, i.e. (5.4) whileD is kept
fixed, and it can be solved column by column using a standard ite at ve shrinkage algorithm,
see subsection 3.4.2.1. The formulation of (5.6) isonly a generalization of the soft shrinkage
operator to the matrix space.
5.2.2 Dictionary Update
In the second step of the alternating minimization, we minimze the objective function with
respect toD, keepingX fixed. This constrained minimization problem can be solved using
several methods. Among these, fixed-point iteration and iterat ve gradient projection methods
have been suggested for the dictionary updates in [KMR+03, OF97], see also Chapter 4. Here
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a majorization minimization technique is used to find the dictionary update.
The quadratic part of the objective function in (5.1) has a bounded curvature when minimizing
overD. So again using the Taylor series, the majorizing function is as follows,
||Y − DX||2F ≤ ||Y −DX||2F
+ cD||D − D[n−1]||2F − ||DX − D[n−1]X||2F
= ||Y −DX||2F + πD(D,D[n−1])
(5.7)
whereD[n−1] is the dictionary found in the previous step,πD(D,D[n−1]) := cD||D−D[n−1]||2F−
||DX − D[n−1]X||2F andcD > ||XTX|| is a constant. WhenX changes in the sparse approx-
imation step, this spectral norm needs to be re-calculated.The spectral norm of a Hermitian
matrix is its largest eigenvalue and various efficient methods have been presented to calculate
it [ABB +99].
This majorizing function can be used with different constraints. In the following two subsec-
tions, the optimum of (5.7) under bounded Frobenius and column-norm constraints are derived.
5.2.2.1 Constrained Frobenius-Norm Dictionaries
An advantage of using a constraint on the Frobenius-norm of the dictionary is that the learned
dictionary can have columns with different norms. Such dictionaries can then be used in the
weighted-pursuit framework [DGV06], where atoms with large norms have more chance to
appear in the approximations. It has been shown that the average performance of sparse ap-
proximation increases when the weights are chosen correctly for the class of signals under
study [DGV06].





whereφγ(D,X), for p = 1, is now defined as,
φγ(D,X) = ||Y − DX||2F + λJ1(X) + γ(||D||2F − cF ). (5.9)
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FixingX, the solution of (5.8) is a global minimum if the solution sati fies the K.K.T conditions
[Roc70, Theorem 28.1], which are necessary conditions for the optimality of solution. As the
admissible set is convex, any minimum ofφγ(D,X) is an optimal solution ifγ(||D||2F −cF ) =
0. Therefore if||D||2F 6= cF , γ must be zero.
The majorizing function is generated by addingπD to the objective function,
ψγ(D,D
[n−1]) = φγ(D,X) + πD(D,D
[n−1]). (5.10)
X has here been omitted from the list of parameters because it is assumed fixed in the dictionary




[n−1]) = −2XYT + 2XXTD[n−1]T + 2cDDT
− 2cDD[n−1]T + 2γDT = 0









(YXT + D[n−1](cDI − XXT )). (5.12)
To satisfy the K.K.T. conditions, a non-negativeγ has to be found such thatγ(||D[n]||2F −cF ) =
0. If D∗0 = B is admissible, we can update the dictionaryD
[n] = B. Otherwise we scaleB to
have Frobenius-norm equal toc1/2F .











The pseudocode for this dictionary update is presented in Algorithm 2. HereP is the operator
PFcF presented in (5.13). In the following, it will be shown that the dictionary updates, subject
to the constraints on the column-norms of the dictionaries,have similar algorithms, but with
the different operators forP.
If we use an equality in the definition of (5.2), i.e. we demandfixedFrobenius-norm,γ can be-
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Algorithm 2 : DU(Xt+1,Dt)
1: initialization: cD > ‖XTt+1Xt+1‖ , D[0] = Dt
2: for n = 1 to KD do




4: D[n] = P(B)
5: end for
6: output: Dt+1 = D[KD]
come negative. In this case the decision criteria of (5.13) becomes an equality (||B||F = c1/2F ).
Although it has been guaranteed to not increase the majorizing objective using this update, the
solution might not be the global minimum.
5.2.2.2 Constrained Column-Norm Dictionaries
Another often used admissible set in dictionary learning isthe set offixedor unit column norm
matrices. Instead a bound on the column norms of the dictionary c n be used to get a convex
admissible set. To make (5.1) an unconstrained optimization pr blem we needN Lagrangian




whereφΓ(D,X), for p = 1, is now defined as,





i di − cC) (5.15)
With this formulation, the K.K.T conditions are,
∀i : 1 ≤ i ≤ N, γi(dTi di − cC) = 0 . (5.16)
This means that for eachi whendTi di is not equal tocC , γi should be zero. (5.14) can be
rewritten as
φΓ(D,X) = ||Y − DX||2F + λJ1,1(X) + tr{Γ(DTD− cCI)}, (5.17)
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whereΓ is a diagonal matrix with theγi as theith diagonal element. By addingπD, we get the
majorizing function,
ψΓ(D,D
[n−1]) = φΓ(D,X) + πD(D,D
[n−1]). (5.18)




Γ + I)−1, (5.19)
whereB has the same definition as introduced in (5.12). Allγi are non-negative and( 1cD Γ+ I)
is an (invertible) diagonal matrix. In equation (5.19), by changingγi, we multiply the corre-
sponding column ofB by a scalar. We start by setting allγi = 0. For any columns ofD∗0 = B
for which the norm is more thanc1/2C , we find the smallest value ofγi which scales down that
column to have the largest acceptable norm (c1/2C ).
















wheredj andbj are thejth columns ofD andB respectively.
Alternatively, we can use afixedcolumn-norm constraint (D = {Dd×N : ||di||2 = c1/2C }). Here
the algorithm may find aΓ in which some of theγi are negative. The dictionary update can then








When the norm of any columns ofB is zero, we have some ambiguity in the update formula.
In this case we can shrink the size of the dictionary by deleting this atom or keep the size fixed
by introducing a random atom to the dictionary. In practice whave not encountered such an
ambiguity.
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Algorithm 3 : DL(X0,D0)
1: for t = 1 to T do
2: Xt+1 = SA(Xt,Dt)
3: Dt+1 = DU(Xt+1,Dt)
4: end for
5: output: DT
5.2.3 Generalized block relaxation method for dictionary learning
In the previous subsections a block relaxation method was pre ented to optimizeX andD
iteratively. In each step, we used an iterative method to findthe optimum solution based on one
variable while keeping the other variable fixed. The pseudoco e for dictionary learning in this
framework is presented in Algorithm 3.
Because the joint objective function does not have a fixed bounded curvature, we could not
use the majorization method for both parameters jointly. Onthe other hand, this alternating
optimization decreases the rate of convergence as it often oscillates around the optimal path.
Instead of fully optimizing with respect to a single parameter in each step, the generalized
block relaxation method updates each variable at a time and reduces the objective function,
using for example a cyclic selection or any other periodic selection of the parameters. A simple
way to choose which parameter to update is to calculate the update based on each parameter
and then choose the parameter that decreases the objective function the most. A drawback of
this type of parameter selection is that it doubles the computational cost. Another technique
is to alternatively update each parameter. For dictionary learning, we found that using more
coefficient updates than dictionary updates is in general more beneficial. So one can usep
updates ofX followed byq updates ofD wherep ≥ q.
A more complete explanation and a basic convergence proof for the generalized block relaxed
dictionary learning algorithm are provided in Appendix B. It is easy to show that the block
relaxation method is a special case of the generalized blockrelaxation method. Therefore con-
vergence of the block relaxation method (alternating minimzation) for the dictionary learning
follows as a corollary of this result.
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Figure 5.1: A comparison of the dictionary recovery success rates usingd fferent dictionary
learning methods under a column-norm constraint.
5.3 Simulations
The dictionary learning using majorization minimization method is evaluated with synthetic
and real data in this section. Using synthetic data with random ictionaries helps us to examine
the ability of the proposed methods to recover dictionariesexactly (to within an acceptable
squared error). The synthetic data and dictionaries are genrated as proposed in [KMR+03]
and [AEB06]. To evaluate the performance on real data, audiosignals, which have been shown
to have some sparse structure, are chosen. The learned dictionary has then been used for audio
coding. The Rate-Distortion performances of the sparse coding with the learned and classical
dictionaries were thus compared.
5.3.1 Synthetic Data
A 20 × 40 matrix D was generated by normalizing a matrix with i.i.d. uniform random en-
tries. The number of non-zero elements in each of the coefficint vectors was selected between
3 and 7. The locations of the non-zero coefficients were selected uniformly at random. A
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Figure 5.2: A comparison of the computation costs of the dictionary learning methods under a
column-norm constraint.
set of 1280 training samples was generated where the absolute values of the non-zero coef-
ficients were selected uniformly between 0.2 and 1. In the setting of exact dictionary recov-
ery [KMR+03, AEB06] and under a mild condition, the constrained column-norm dictionary
and the K-sparse signals are the global solutions of the dictionary learning problem based on
exact sparse representations and theℓ1 based exact sparse representation problems, respectively
(see for example [GS08]). The proposed algorithm as well as the o her dictionary learning al-
gorithms discussed, are proposed for sparsepproximations, that is, they allow approximation
error when calculating the sparse coefficients. To adapt thealgorithm to this problem, we as-
sume that the sparse approximation finds the correct supportin each step. Once the support has
been identified, we can find the best approximation by projecting onto the selected sub-space.
This is called debiasing.
The majorization minimization based dictionary learning al orithm is compared to MOD, K-
SVD and MAP-DL. The stopping criteria for IT was the distancebetween two consecutive
iterations (δ = 3 × 10−4) andλ was set to 0.4. The termination conditions for the iterative
dictionary learning methods (majorization method for dictionary learning (MM-DL) and MAP-
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MM bounded norm #1
MM bounded norm #2
MAP−DL #1
MAP−DL #2
Figure 5.3: A comparison of the dictionary recovery success rates usingMM and MAP dictio-
nary learning methods under a Frobenius norm constraint: 1:Desired dictionary
had fixed Frobenius-norm. 2: Desired dictionary had fixed column-norms.
DL) was set to (||D[n] − D[n−1]||F ≤ 10−7).
The algorithm was started from a normalized randomD and used 1000 iterations. The learning
parameter (γ) in MAP-DL was selected as described in [KMR+03] andγ was down-scaled by
a factor of2−j (j > 1) when the algorithm was diverging. To allow a fair comparison, the sim-
ulations were repeated for 5 times. If the squared error betwe n a learned and true dictionary
element was below 0.01, it was classified as correctly identifi d. The average percentages and
standard deviations are shown in Figure 5.1. It can be seen that in all cases, MM-DL with fixed
column-norm and K-SVD recovered nearly the same number of atoms and performed better
than the other methods (although, for the signals with less than 6 non-zero coefficients, MM-
DL recovered all desired atoms, performance of K-SVD was very close to it). The debiasing
process creates some ambiguities in dictionary learning when using the bounded-norm con-
straints as they reduce the effect of the coefficient magnitudes in the sparsity measure. There-
fore, we observe atoms which do not have a boundary norm (here, unit norm), even after 1000
iterations. In this case, we get better results using a fixed column-norm admissible set which
resolves this ambiguity. The MAP-DL algorithm did not perform well in this simulation. We
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Figure 5.4: A comparison of the computation costs of the dictionary learning methods under a
Frobenius norm constraint.
guess the reason for this is slow convergence and the use of more iterations might improve the
performance.
The computation time of the algorithms are compared in Fig.5.2 for the above simulations.
Simulations ran on the Intel Xeon 2.66 GHz dual-core processor machine and both cores were
used by Matlab. In this graph the total execution time of the algorithms (sparse approximations
plus dictionary updates for 1000 iterations) is shown. MOD was fastest followed by our MM-
DL.
We have a larger admissible set when fixing the Frobenius-norm of the dictionary, which makes
the problem of exact recovery more complicated and we expectto observe worse performance
in terms of exact atom recovery. To test this, we started witha normalized random dictionary,
normalized either to have fixed Frobenius-norm or fixed column-norm. The simulations were
repeated for 5 trials and the averages and standard deviations of the atom recovery are shown
in Fig. 5.3. In these simulations MM-DL performed slightly better than MAP-DL. The other
observation in this figure is that when the desired dictionaries have equal column-norms, per-
formance of the algorithms increase but do not reach the performance observed when using the
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 cost function (approximation error + λ * # non−zero coefficients)
 
 
Bounded and Fixed column−norm without projection
Bounded column−norm with projection
Fixed column−norm with projection
Original Data










Bounded and Fixed Frobenius−norm without projection
Bounded and Fixed Frobenius−norm with projection
Original Data
Figure 5.5: l0 cost functions of the constrained Frobenius and column -norms dictionary learn-
ing algorithms respectively on top and bottom plots.
more restricted (and appropriate) admissible set. Computation times of the algorithms, on the
machine described formerly, are shown in Fig.5.4.
Instead of constraining the dictionaries to have fixed norms, we can use the bounded-norm
constraints. To show the possible advantage of these constraint , the simulations are repeated.
The results achieved with these constraints are shown in Fig. 5.5. The simulations here are run
with and without orthogonal projections on the selected spaces found by sparse approximation
method. It can be seen that using bounded-norm admissible set improves performance slightly
when constraining the column-norm but it does not change performance of the other method.
These plots also show that the orthogonal projection onto the selected spaces can improve
overall performances.
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Figure 5.6: ℓ1 cost functions for two different Lagrangian multipliers (λ) .005 (top) and .001
(bottom).
5.3.2 Dictionary Learning for Sparse Audio Coding
In this subsection, the performance of the proposed dictionary learning method is demonstrated
on audio signals and it is thus shown that this method is applicable to large dictionary learning
problems. An audio sample of more than 8 hours was recorded from BBC radio 3, which plays
mostly classical music.
In the first experiment the bounded column-norm and the bounded Frobenius-norm dictionary
admissible sets were selected. The audio sample was summed to mono and down-sampled by
a factor of 4. From this 12kHz audio signal, 4096 blocks of 256samples each were randomly
selected. The set of dictionaries with the column-norms bounded bycC is a subset of the set
of bounded Frobenius-norm dictionaries, whencF = NcC . The dictionary admissible sets
with column-norms and Frobenius-norms bounded bycC = 1 andcF = N were respectively
selected. The dictionary was initialized with a 2 times overcomplete random dictionary and the
algorithm was ran for 1000 iterations. The objective function against iteration, for two different
values ofλ, are shown in Fig. 5.6. This figure shows that the optimal bounded Frobenius-norm
dictionaries are better solutions for the objective functions.
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Figure 5.7: A selection of learned atoms in time (left) and frequency (middle) domain. Their
norms are shown in the right panel.
As a second experiment, an audio coding example is investigated. The dictionary learning
method was used with the bounded Frobenius-norm constrainto learn a dictionary based on a
training set of 8192 blocks, each 1024 samples long. In this experiment, the aim is to learn the
dictionary for a larger block length than the previous experim nt. The convergence of the tradi-
tional block relaxation method for a problem with this size is very slow. The simulations were
thus run with the generalized block relaxation method. Eventhough the recorded audio had
48k samples per second, the audio had a maximum frequency of 16kHz. Therefore the original
audio was downsampled by a factor of 3/2 without any degradation in the audio fidelity. It has
been shown that audio can be modeled reasonably well using tonal, transient and noisy resid-
ual components [DT02]. A 2 times overcomplete sinusoid dictionary (frequency oversampled
DCT) was chosen as the initialization point and the simulations were run with different lambda
values for 5000 iterations of alternating optimization of (B.1), which took approximately 8
hours for eachλ, running on the machine mentioned in the previous subsection.
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A subset of the learned atoms (λ = .01, θ = .01), which is selected by uniformly sampling the
atom indices, is shown in Fig. 5.7. These atoms are shown in the time and frequency domain
in the left and middle windows respectively. The norms of theselected atoms are shown in
the right window. The number of appearances of each atom, which are sorted based on their
ℓ2 norms, are shown in Fig. 5.8. To design an efficient encoder weonly need to use atoms
which were used frequently in the representations. Therefore we are able to further shrink the
dictionary size. In this test a threshold of 40 appearances (out of 8192) was chosen as the
selection criteria. This dictionary was used to find the spare approximations of 4096 different
random blocks, each of 1024 samples, from the same data set. Th location (significant bit
map) and magnitude of the non-zero coefficients were encodedseparately. A uniform scalar
quantizer with a double zero bin size was selected to encode the magnitude. The entropy
of the coefficients were estimated to approximate the requird coding cost. To encode the
significant bit map, an i.i.d. distribution was assumed for the location of the non-zero atoms.
The same coding strategy was used to code sparse approximations w th a two times frequency
overcomplete DCT (the initial dictionary used for learning) followed by shrinking based on
the number of appearances. For reference, the rate-distortion of the DCT coefficient encoding
of the same data was calculated, using the same method of significant bitmap and non-zero
coefficients coding. The performance is compared in Fig. 5.9In the sparse coding methods,
the convex hulls of the rate-distortion performances were calculated with different dictionaries,
each optimized and shrunk for different bit-rate, are shownin this figure. Using the learned
dictionaries for sparse approximation is superior to usingthe DCT or overcomplete DCT for
the range of bit-rates shown.
It would be nice to compare these real data experiments with K-SVD, which is shown to per-
form well in dictionary learning for medium size problems. However, K-SVD was found to be
too slow on problems of this size. For example, one sparse approximations of the signals, using
a fast implementation of OMP2, and one dictionary update approximately took 10 hours and
this has to be repeated for a reasonable number of iterations, e.g. 1000 iterations!
5.4 Summary
A new algorithm was presented for dictionary learning and its advantages in different exper-
iments and for different data sets have been shown. The proposed method is very flexible in
2Sparsify Toolbox ver. 0.2,http://www.see.ed.ac.uk/˜tblumens/sparsify/sparsify .html
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Figure 5.8: Number of appearances of the learned atoms in the representatio s of the training
samples (of size 8192).
using different constraints on the dictionaries. Because the problem of dictionary learning was
considered in a more general form (bounded norm for dictionar es), better results were possible.
While some of the other methods are based on atom-wise dictionary updates (K-SVD, MAP-DL
with unit column-norm prior information), the proposed method updates the whole dictionary
at once. Although the computational complexity of each iteration of the given algorithm is
roughly cubic, the algorithm was found to be much faster for large scale problems than, for
example, K-SVD (which has a higher order of complexity).
The given method solves the dictionary learning problem in au ified framework. This unified
framework provides extra flexibility to update the coefficients and the dictionary in a more
efficient way. Furthermore, the convergence of the method toa set of fixed points in this
framework is proved in Appendix B.
Finally, the constrained Frobenius-norm was shown to increase the performance of dictionary
learning by increasing the possible solution set. Audio coding with the learned dictionary
showed a superior rate-distortion performance over traditional orthogonal transform coding
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Sparse coding using learned dictionaries
DCT
Figure 5.9: Estimated Rate-Distortion for the audio coding example using the learned dictio-
nary, the shrunk 2 times overcomplete DCT dictionary and theDCT.







A very flexible method was introduced in Chapter 5 for dictionary learning under a minimum
constraint. It will be shown here that the proposed method can also be used with an extra
constraint on the number of atoms.
An application of sparse approximation is sparse coding. The indices of the selected atoms and
the associated coefficients are encoded separately in a conventional sparse encoder [FVFK04,
DD06,Mal99,RRD08b]. The coding cost of specifying the selected atoms is reduced by reduc-
ing the size of dictionary. The minimum size dictionaries are thus more desirable for the coding
purpose. When the size of the learned dictionary reduces, thmatrix-vector multiplications can
also be done faster.
The parsimonious dictionary learning is not only suitable for the coding application but also it
can find the dictionary size, when it is unknown. The dictionary size selection is a challenging
problem in the sparse approximations. We can increase the sparsity of the approximation by
adding more atoms to the dictionary, which increases the dictionary size. In the limit, the dic-
tionary includes all the proposed signals and the signals can therefore be presented by 1-sparse
coefficient vectors. It is obvious that finding a sparse representation using such a dictionary and
presenting the coefficient vector is very difficult. To reduce the complexities of sparse approx-
imation problem and coefficient representation, we should choose a tractable dictionary size.
In practice when the size of the dictionary is unknown, one can st rt with an oversized dictio-
nary and find the minimum size learned dictionary by gradually decreasing the dictionary size.
Finding such a minimal dictionary, given a class of signals,is called “parsimonious dictionary
learning”.
A framework for parsimonious dictionary learning will be introduced in this chapter. The
problem formulation is followed by a practical algorithm tofind an approximate solution. The
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proposed framework is shown to give promising results in dictionary recovery. It is also shown
that the learned dictionary has advantages over the currently used dictionaries for sparse coding.
6.2 Parsimonious Dictionary Learning Formulation
When the sparsity measureJ (.) is defined as (2.20), it was shown in Chapter 4 that the dic-
tionary learning problem can be formulated as the minimization of a joint objective function
based onD andX, as follows,
min
D,X
φ(D,X) s.t.D ∈ D ;
φ(D,X) = ||Y − DX||2F + λJp(X),
(6.1)
whereJp(.) is the sparsity measure (2.18). Herep is set to be1, which makes the minimiza-
tion overX convex, ifD is fixed. It was shown that various admissible sets can be usedfor
dictionary learning (e.g. see for example [YBD08]). The bounded column-norm and bounded
Frobenius-norm sets have been used as the admissible sets tomake the dictionary update a con-
vex problem for a fixedX. The bounded column-norm and Frobenius norm admissible sets ar
defined in (5.3) and (5.2) respectively.
To find a minimum size dictionary, an additional penalty on the dictionary size can be applied.
The new joint optimization problem can be formulated as,
min
X,D
φθ,0,∞(D,X) s.t.D ∈ D ;
φθ,0,∞(D,X) = ||Y − DX||2F + λJ1(X) + θ‖max
i
|{D}i,j |‖0.
Because||.||0 is the operator for counting the number of non-zero elements, it is related to the
size of the dictionary, and{D}i,j is the element(i, j) of D. Becauseφθ,0,∞ is non-convex and
non-continuous, we replace the objective function with a rel x d version as follows,
min
X,D
φθ,1,q(D,X) s.t.D ∈ D ;
φθ,1,q(D,X) = ||Y − DX||2F + λJ1(X) + θJ1,q(DT ) (6.2)
whereq ≥ 1 andJ1,q(.) is the joint sparsity measure (2.20). By selectingq = 1, the objective
function penalizes any non-zero element of the dictionary.With some changes to this frame-
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work, it can be used for sparse dictionary learning as introduce in [?]. It is shown in the next
chapter that how a variation of formulation (6.2) can be usedto find a structured dictionary,
which is called compressible dictionary. Ifq > 1, the objective function penalizes the number
of atoms more than the sparsity of each atom, which is our aim in the parsimonious dictionary
learning. The parameterθ is then the regularization parameter, which controls the sparsity of
the dictionary. One can get a smaller dictionary by increasing θ.
This objective function can be minimized in an alternating mini ization framework. Although
this method is guaranteed to reduce the objective in each iteration, the objective function is
not convex as before and has various local minima. The proposed method optimizesX and
D alternately while keeping the other parameter fixed. In thisframework, the non-convex
optimization problem is broken into two convex optimization problems, which can be solved
using any convex optimization method. Here we again appliedth majorization minimization
method, see Section 3.4.1.
6.3 PDL with the Majorization Minimization Method
It has been shown in Chapter 5 that the majorization minimization method can be applied to the
dictionary learning problem in a block-relaxed framework.It means that in one step we update
X (X[n] → X[n+1]), sinceD is kept fixed and in the next step we updateD (D[n] → D[n+1]),
sinceX is kept fixed. WhenD is fixed,X[n+1] can be found using (5.6). The similarity comes
for the fact that since the dictionary is fixed, two optimizaton problems (5.1) and (6.2), based
on X, are equivalent. The difference of PDL and DLMM is only in thedictionary update
formula which will be found for PDL in the next section.
6.3.1 PDL: Dictionary Update Step
The objective functionφθ,1,q is convex whenX is fixed. For fixedX, the joint sparsity penalty
is decoupled by addingπD to the objective function,
ψθ,1,q(D,D
[n−1]) = φθ,1,q(D,X) + πD(D,D
[n−1]). (6.3)
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By separating the terms depending onD, the surrogate cost can be written as,
ψθ,1,q(D,D
[n−1]) ∝ cstr{DDT − 2BDT} + J1,q(DT ) (6.4)
whereB = 1cD (YX
T + D[n−1](cDI − XXT )), which was defined in (5.12). The dictionary
constraint is introduced into the objective function usingLagrangian multipliers. Letdj and
bj be thejth columns ofD andB respectively. The objective function, using the bounded
























whereψαq (v,w) = (w − v)2 + α||v||q , τj = (1 + γj/cD)1/2 and γj are the Lagrangian
multipliers. To minimize (6.5), we can minimize the first term by minimizingψαq for eachdj
independently. With the help of two lemmas presented in [FR08b], we can find the optimum of




ψαq (v,w) = w − Pq
′
α (w) (6.6)
wherePq′α is the orthogonal projection onto the dual norm ball with radiusw and the dual norm
is defined as||.||q′ with 1/q′ + 1/q = 1. This minimization problem can be solved analytically
for someq [FR08b, Lemma 4.2]. Here we derive the dictionary update formula forq = 2.


















When allγj are non-negative, for any inadmissibleb∗j with τj = 1 (γj = 0), one can de-
crease||d∗j ||2 to c
1/2
c by increasingτj to satisfy the K.K.T conditions. The dictionary update is
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Sparsity (# of non−zero elements in each coefficient vector)
Figure 6.1: Exact recovery with the constrained column-norm.
therefore done by calculatingB followed by (6.7) (τj = 1) and orthogonal projection onto the
convex set (5.3).
When we are looking for a bounded Frobenius-norm dictionary, the dictionary update can be
derived using a similar approach, using orthogonal projection onto (5.2) instead of (5.3).
6.4 Simulation
The proposed method is evaluated with synthetic and real dat. Using synthetic data with ran-
dom dictionaries helps us to examine the ability of the proposed methods to recover dictionaries
exactly (to within an acceptable squared error). To evaluate the performance on real data, a set
of audio signals were chosen. The learned dictionary is applied to the audio coding problem to
show improvements in Rate-Distortion performance, in comparison with coding using classical
dictionaries.
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Sparsity (# of non−zero elements in each coefficient vector)
Figure 6.2: Exact recovery with the bounded Frobenius column-norm.
6.4.1 Synthetic Data
A 20× 40 matrixD was generated by normalizing a matrix with i.i.d. uniform random entries.
The number of non-zero elements in each of the coefficient vectors was selected between 3 and
7. The locations of the non-zero coefficients were selected uniformly at random. We gener-
ated 1280 training samples where the absolute values of the non-zero coefficients were selected
uniformly between 0.2 and 1. We debiased all the sparse approximations by orthogonally pro-
jecting onto the space spanned by atoms with non-zero coefficients.
It is assumed that the desired dictionary size is unknown butbo nded. The simulations were
started with four times overcompete dictionaries (two times larger than the desired dictionary
size). The dictionary updates were based on the joint sparsity objective function (6.2) (with
θ = 0.05, p = 1 andq = 2). The average percentages of exact atom recovery, i.e. absolute
inner product of the learned atom with one of the atoms in the original dictionary is more than
0.99, for 5 trials are shown in Fig. 6.1 and 6.2. The percentages of the exact recovery of the
original atoms, regardless of the learned dictionary size,is plotted in these figures. The size of
dictionaries after 1000 iterations are shown in the lower plots . With thisθ we identified the
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Figure 6.3: Number of appearances in the representations of the training blocks (of size 8192).
size correctly but for less sparse signals (higherk), less accurate results are yielded.
6.4.2 Parsimonious Dictionary Learning for Sparse Audio Coding
The performance of the proposed dictionary learning methodon audio signals is demonstrated
in this section. An audio sample of more than 8 hours was recorded from BBC radio 3, which
plays mostly classical music. The proposed method with the bounded Frobenius-norm con-
straint was used to learn a dictionary based on a training setof 8192 blocks, each 1024 samples
long.
In this experiment, instead of fully optimizing over one parameter (X or D) before switching to
the other one, each parameter was updated for a small number of it ations and then switched
to the other one. This type of alterante optimization was found to be faster in practice.
A 2 times overcomplete sinusoid dictionary (frequency oversampled DCT) was selected as
the initialization point and the simulations were run with different lambda values for 5000
iterations of alternating optimization of (6.5). The number of appearances of each atom, which
are sorted based on theirℓ2 norms, are shown in Fig. 6.3. The atoms that were often used in
the representations have been used to design an efficient encoder. Therefore the dictionary size
were be able to further shrink. In this test a threshold of 40 appe rances (out of 8192) has been
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Sparse coding with Learnt dictionaries
DCT coding
Sparse coding with two times overcomplete DCT
Figure 6.4: Estimated Rate-Distortion for the audio coding.
chosen as the selection criteria. This dictionary was used to find the sparse approximations
of 4096 different random blocks, each of 1024 samples, from the same data set. The location
(significant bit map) and magnitude of the non-zero coefficients were encoded separately. A
uniform scalar quantizer with a double zero bin size was usedhere to code the magnitude. The
entropy of the coefficients was estimated to approximate therequired coding cost. To encode
the significant bit map, an i.i.d. distribution was assumed for the location of the non-zero atoms.
The same coding strategy was used to code sparse approximations w th a two times frequency
overcomplete DCT (the initial dictionary used for learning) followed by shrinking based on the
number of appearances. For reference the rate-distortion of the DCT coefficient encoding of the
same data was calculated using the same method of significantbitmap and non-zero coefficients
coding. The performance is compared in Fig. 6.4. In the sparse coding methods, the convex
hulls of the rate-distortion performances calculated withd fferent dictionaries, each optimized
and shrunk for different bit-rates, are shown in this figure.Using the learned dictionaries for
sparse approximation is superior to using the DCT or overcomplete DCT for the range of bit-
rates shown.
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6.5 Conclusions
A formulation for the parsimonious dictionary learning wasintroduced and it has been shown
how we can solve the dictionary learning problem approximately, by imposing a penalty on the
size of the dictionary, using a majorization minimization method. By a set of simulations, it
was shown that the algorithm often recovers a dictionary with the correct size, when the signal
is highly sparse. The learned dictionary was then used for spa se coding. The advantages,
particularly at low bit-rates, over a standard overcomplete and an orthogonal dictionaries were








In the previous chapters it was explained that an initial dictionary can be adapted to a set of
training samples. An important disadvantage of using learnd dictionaries is the lack of struc-
tures that would allow fast implementations. In this chapter, we propose a new dictionary
model. The imposed model is not only flexible enough to allow the dictionary to adapt to
the given class of signals, but also allows the learned dictionary to be implemented efficiently.
The dictionary learning, with a compressibility assumption on the dictionary, is a well-defined
non-convex optimization problem. We present a practical algorithm to approximately solve
compressible dictionary learning. This algorithm can be shown to converge to a local minimum
or a set of local minima, by using a similar result as that usedfor ictionary learning with the
majorization minimization method in Appendix B.
7.2 Compressible Dictionary
To propose the compressible dictionary model, we need to intr duce the concept of signal
compressability [CRT06b]. A signalψ is defined to be compressible when the entries obey a
power law,
|ψ|(k) ≤ crk−r, (7.1)
where |ψ|(k) is the kth largest value ofψ, r ≥ 1 and cr is a constant1. In a similar way
we call a matrixΨ to be compressible if its entries obey a power law. For example, it has
been shown that wavelet coefficients of a piecewise smooth image is a compressible matrix.
An important feature of this class of signals, which has beenused in the compressed sensing
1Such a model was initially introduced in “Nonlinear Approximation” theory, see for example [DeV98], to
specify the accuracy of k terms approximations. In this context, a signalψ is in the approximation spaceAr if it
followes the model (7.1)
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[CRT06a, Don06], is that a K-sparse signal approximates a compressible signal with a good
approximation. LetΨK be the matrix with theK largest elements ofΨ, and let the other
elements be zero.ΨK is the best estimate forΨ, in the Hilbert space equipped with the inner-
product〈A,B〉 := tr{ATB}, and the approximation error is upper-bounded by the following
formula,
‖Ψ − ΨK‖F ≤ c′rK−r+1/2. (7.2)
This property has been used in compressed sensing of the compressible signals by recovering
the best K-sparse signals which are good approximations of the compressed signals [CRT06b].
Definition 7.2.1. A dictionary D ∈ Rd×N is calledcompressiblewhen for a given full-rank
matrix Φ ∈ Rd×M , called mother dictionary,D could be generated using the following linear
model,
D = ΦΨ, (7.3)
whereΨ ∈ RM×N is a compressible matrix andM ≥ d.
The compressible dictionaries have two important features:
• Complexity of Approximation: It was shown in (7.2) that a K-sparse matrixΨK can
approximateΨ with a good approximation. To approximate a compressible dictionary,
givenΦ, one can find the best K-sparseΨK . The approximation complexity ofD re-
duces fromd×N toK as a result.
Proposition7.2.1. Let D be a compressible dictionary with the generative model (7.3)
and |ψ|(k) ≤ crk−r. The approximation error of the generated K-sparse dictionary
DK = ΨΨK decays rapidly by increasingK. The upper-bound of approximation error
is as follows,
‖D− DK‖F ≤ c′r‖Φ‖K−r+1/2, (7.4)
where‖Φ‖ is the operator norm [GVL96] ofΦ andc′r is a constant defined in (7.2).
Proof. The proof is based on the definition of the operator norm. For abounded operator
Φ : RN×L → Rd×L in a matrix Hilbert space, the operator norm is defined by,
‖Φ‖ = max
Θ∈RN×L ‖ΦΘ‖F‖Θ‖F . (7.5)
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It provides the following inequality for allΘ ∈ RN×L,
‖ΦΘ‖F ≤ ‖Φ‖.‖Θ‖F . (7.6)
If Θ = Ψ −ΨK , then,
‖D− DK‖F ≤ ‖Φ‖.‖Ψ − ΨK‖F
≤ c′r‖Φ‖K−r+1/2,
(7.7)
where the second inequality is due to the inequality (7.4).
Note that the operator norm ofD∆ := D − DK is upper-bounded by‖D − DK‖F .
Therefore the error caused by the operatorD∆ also tends to zero, whenK → d.N at
least with the decay rate presented in Proposition 7.2.1.
• Fast multiplication: Any vector multiplication withD can be done in two steps, a multi-
plication with the sparse matrixΨK followed by a multiplication withΦ. Multiplication
with the sparse matrixΨK is O(K). WhenΦ has structures which provide fast matrix-
vector multiplication, e.g. Fourier and wavelets, the matrix multiplication can be done in
O(N logN) or better. In the practical applicationsK ≪ N logN . Therefore the overall
complexity of multiplication withD is reduced toN logN . It is a significant improve-
ment over the traditional non-structured dictionary multiplication, for example found by
dictionary learning, where complexity isd N .
Dictionary approximation using the generative model (7.3)was introduced in [RBC98], and for-
mulated later in [NZ02], whereΨ is column-wise k-sparse. If this approximation is accurate,
the sparse approximation will be accelerated significantly, while the sparsity of the approxima-
tion stays almost the same. A disadvantage of such dictionary approximation is thatD andΦ
are fixed and the k-term approximation might not be very accurate, e.g.‖D−ΦΨK‖F is large.
The contribution of this chapter is to letD be variable and we find a compressibleΨ, which
has a better coefficient decay rate. Such a compressibleΨ provides a more accurate k-term
approximation.
In the next section a formulation for the dictionary learning under compressability condition of
the dictionary is presented. In this framework a practical algorithm is presented which can find
an approximate solution for the dictionary learning problem. In section 7.5 the advantages of
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proposed framework will be demonstrated by an experiment.
7.3 Problem Formulation
Let a set of training samples{yl ∈ Rd}l∈L, which builds the matrix of training samplesY ∈Rd×L=|L|, and the mother dictionaryΦ ∈ Rd×N be given. In the dictionary learning problem,
the sparse approximationX and the dictionary generator matrixΨ are unknown.
In a standard sparse signal recovery,Ψ is known and the denoisedX found, for example, by
solving BPDN problem (2.8). The denoisedΨ could be found using a similar method, when
X is given. In the dictionary learning problem, whereΨ andX are both unknown, one can
minimize a joint objective to find these parameters. Therefore the problem can be formulated
as a non-convex optimization problem as follows,
min
Ψ,X
ν(Ψ,X) : ν(Ψ,X) = ‖ΦΨX − Y‖2F + λJp(X) + γJq(Ψ), (7.8)
whereJP(.) for P = {p, q} is the sparsity measures previously defined in (2.18) andλ, γ ∈R+. Letp = q = 1. The sparsity measuresJp(.) andJq(.) are nowℓ1 norms, which turns (7.8)
into be abi-convexoptimization problem. The parametersλ andγ control the sparsity of the
coefficients and the dictionary generator matrix.
It can easily be shown that (7.8) is a well-defined optimization problem using the following
lemma.
Lemma7.3.1. The solution set of the problem (7.8) is bounded.
Proof. ν is a continuous function. Let epigraph ofν at(Ψ,X) beepi(ν, (Ψ,X)). epi(ν, (0,0))
for a continuous functionν is compact [BV04]. The solution set is bounded because it is a
subset ofepi(ν, (0,0)).
The scale ambiguity in the standard dictionary learning is often resolved by inducing a con-
straint on the dictionary. Although the formulation (7.8) does not have scale ambiguity, it
might have non-unique solutions, which are not the column permutated of each other.
Remark7.3.1. Let (Ψ∗,X∗) be a non-zero solution of (7.8) andα := γJ1,1(Ψ∗)/λJ1,1(X∗).
If α 6= 1 then( 1αΨ∗, αX∗) is another solution of (7.8).
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7.4 CDL Algorithm
The problem proposed in Section 7.3 is non-convex and non-differentiable. The difficulty of
the problem can be reduce with the block-relaxation method which has been used for standard
dictionary learning and introduced in Chapter 4. In this framework, we minimizeν(Ψ,X) with
respect toΨ or X each time, when the other is fixed. In other word, by starting from an initial
solution(Ψ[0],X[0]), the algorithm refines the solution byΨ[n] → Ψ[n+1] orX[n] → X[n+1] to
reduceν(Ψ,X). When we reduce such a positive objective at each step, the algorithm is stable
due to the Lyapunov’s second theorem. Becauseν(Ψ,X) is continuous, the convergence of the
algorithm, to a set of fixed points, can easily be shown using astatement similar to Appendix
B.
In this thesis,p and q are chosen to be 1. Therefore the optimization problem (7.8)is bi-
convex and each step of block-relaxed minimization can be done by any convex optimization
method in theory. A method is suitable for the dictionary learning problem if it can handle a
large scale problem. The majorization minimization method, which was also used for sparse
approximation in Chapter 3 and standard dictionary learning in Chapter 5, has been chosen here
to optimizeν with respect to each parameter. Because this method is parallelizable and only
needs matrix-matrix multiplications, it is applicable to the large size optimization problems like
dictionary learning. This method has been described in Chapter 3 in detail.
The majorizing functions forν, by fixing eitherX or Ψ, are presented in the next subsection.
The majorized objective should be minimized in order to find the update of each parameter. The
majorizing objective is convex with respect to corresponding parameters. The update formula
will then be derived, by letting zero to be in the subgradientof objective.
7.4.1 Derivation of the Majorizing Functions for CDL
The objectiveν is an additive combination of the quadratic part‖ΦΨX−Y‖2F and the sparsity
measures. The quadratic part of the objectiveν has bounded curvature when one parameter
is fixed. A majorizing function could be generated using the Taylor series in matrix form,
see Appendix A. This operation can simply be done by adding anappropriate strictly convex
function toν [DDD04], see Section as an example.
Two distinctive majorizing functions are derived for updating X andΨ, for fixed Ψ andX
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respectively. These are followed by deriving the update formulas for each case.
• Update formula forX:
Let νΨ(X) : RN×L → R+ beν(Ψ,X) at a fixedΨ. The majorizing function is found
by addingνΨ(X) andπΨ(X,X[n]), which is found by,
πΨ(X,X
[n]) = cΦcΨ‖X− X[n]‖2F − ‖ΦΨX− ΦΨX[n]‖2F , (7.9)
wherecΦ > ‖ΦTΦ‖ andcΨ > ‖ΨT Ψ‖. The majorizing objectiveµΨ(X,X[n]) is then
found by,
µΨ(X,X
[n]) = tr{cΦcΨXTX− 2XT (ΨTΦT (Y − ΦΨX[n])
+ cΦcΨX
[n])} + λJ1,1(X) + cX,
(7.10)
wherecX is a constant with respect toX. µΨ is a non-differentiable convex function.
The matrix0 is then in the subgradient ofµΨ at the minimum. We know thatX[n+1] =
arg minX µ(X,X
[n]). ThereforeX[n+1] should satisfy,
0 ∈ ∂µΨ(X[n+1],X[n]), (7.11)
where,
∂µΨ(X,X




X[n+1] can easily be found using the soft-shrinkage operator, which was introduced in
Chapter 3 to find sparse approximations using the iterative thresholding method.
X[n+1] = Sλ/2 [ 1
cΦcΨ
(ΨT ΦT (Y − ΦΨX[n]) + cΦcΨX[n])] (7.13)
• Update formula forΦ:
Note there are similarities among the formulas for sparse approximation update (3.17),
dictionary learning updates (5.13) and (5.20) and CDL sparse coefficient matrix update
(7.13). This is caused by the structural similarities in theobjective which is the left-
hand or right-hand multiplication of the optimizing parameter with other terms in the
quadratic component of the objective. Here, the optimization parameter is multiplied
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from right and left-hand side simultaneously, in the quadratic term. Therefore we expect
to derive a slightly different updating formula.
Let νX(Ψ) : RM×N → R+ beν(Ψ,X) at a fixedX. A similar technique to the previous
part can be used to generate the majorizing function forνX(Ψ). Here,πX(Ψ,ΨT ) is
calculated by,
πX(Ψ,Ψ
[n]) = cΦcX‖Ψ − Ψ[n]‖2F − ‖ΦΨX− ΦΨ[n]X‖2F . (7.14)
wherecX > ‖XXT‖. The majorizing objectiveµX(Ψ,Ψ[n]) is now found to be,
µX(Ψ,Ψ
[n]) = tr{cΦcXΨTΨ− 2ΨT (ΦT (Y − ΦΨ[n]X)XT
+ cΦcXΨ
[n])} + λJ1,1(Ψ) + cΨ,
(7.15)
wherecΨ is a constant with respect toΨ. The matrix0 should be in the subgradient of
µX(Ψ,Ψ
[n]) at the minimumΨ∗ = Ψ[n+1]. This provides the following update formula,
Ψ[n+1] = Sγ/2 [ 1
cΦcX
(ΦT (Y − ΦΨ[n]X)XT + cΦcXΨ[n])], (7.16)
whereSγ/2 is the soft-shrinkage operator withγ/2 as the parameter.
Algorithm 4 presents a pseudocode for the CDL method. In thispseudocode, the outer loop
alternates between the optimizing parameters. The inner loops are for updating each parameter,
for a given number of iterations, before switching to the other parameter. It is also possible
to choose different methods for switching between optimizing parameters. For example one
can update with respect to each parameter until the differenc between two consecutive updates
gets smaller than some small positive value.
7.5 Simulations
In this section, the performance of the proposed CDL method is demonstrated by some exper-
iments. In Chapter 4, it was demonstrated that bounded Frobenius-norm dictionary learning
improves the audio coding performance in terms of R-D. A big disa vantage of sparse audio
coding using such a learned dictionary is its heavy computation l demand, where the real-time
implementation on conventional computers is impossible. An alternative to this is to use CDL
and a structuredΨ for a fast implementation.
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Algorithm 4 : CDL(X0,Ψ0)
1: initialization: cΦ > ‖ΦTΦ‖,KX ,KΨ ∈ N
2: for t = 0 to T do
3: cΨ > ‖ΨTΨ‖, X[0] = Xt
4: for n = 0 to KX − 1 do
5: X[n+1] = Sλ/2 [ 1cΦcΨ (Ψ
TΦT (Y − ΦΨX[n]) + cΦcΨX[n])]
6: end for
7: Xt+1 = X
[KX ]
8: cX > ‖XXT‖, Ψ[0] = Ψt
9: for n = 0 to KΨ − 1 do
10: Ψ[n+1] = Sγ/2 [ 1cΦcX (Φ
T (Y − ΦΨ[n]X)XT + cΦcXΨ[n])]
11: end for





Name d M N L λ γ KX KΨ T Ψ0 X0
Value 256 512 512 8192 0.02 0.01 1 1 1000N (0, 1) 0
Table 7.1: The CDL parameters in the dictionary learning for sparse audio coding.
Table 7.1 shows the parameters have been used in this simulation. A two times overcomplete
MDCT mother dictionary was chosen asΦ. The training matrixY was generated using random
block selection of the same audio signal used in Chapter 5. The parameterscΦ, cΨ andcX are
chosen to be larger but close to the corresponding operator norms, to accelerate the convergence
of CDL.
The generation of a selected atom in the learned dictionaryD is schematically demonstrated in
Figure 7.1.ψi is plotted in part (a). The sparseness ofψi is clearly shown. This sparse vector
is multiplied withΦ to generate one atom ofD. Therefore the atoms ofΦ which are related to
the non-zero coefficients ofψi contribute to generatedi. The plots (b), (c) and (d) demonstrate,
respectively, the contributing atoms ofΦ, scaled versions of these atoms anddi.
Now that we have found the learned dictionary, we can show itsadvantages in the sparse ap-
proximation of the audio signals. We chose 4096 different radom blocks of samples from
the same audio sample. The iterative thresholding method, see Subsection 3.4.2.1, was used
for sparse matrix approximation, usingλ = 0.02. An extra step of CDL is re-normalizing the
learned dictionary to the initial Frobenius-norm, to make further comparison fair. Figure 7.2
shows the sparsity vs. approximation error plot of the algorithm, in which the horizontal and
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Figure 7.1: The atom generation in the CDL framework: (a)ith column ofΨ,ψi, (b) The atoms
φk which are related to the non-zero values of selectedψi, {φk : ψi(k) 6= 0}, (c)
φkψi(k) : ψi(k) 6= 0, (d) Theith atom ofD = ΦΨ.
vertical axes areJ1(X) and‖Y − DX‖2F , respectively. The result shows that for the similar
approximation error, the approximation by using learned dictionary is significantly sparser (has
lessℓ1).
7.6 Summary
In this chapter, a novel dictionary model was introduced. The dictionaries in this model, called
compressible dictionaries, are more suitable for fast imple entation. Because the approxima-
tion complexity of these dictionaries, in comparison to theunstructured dictionaries, is sig-
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Sparse approximation using learnt Ψ
Sparse Approximation using Ψ = I
Figure 7.2: The sparsityJ1(.) vs. representation error plots of 4096 evaluation signals.
nificantly less, although there is no analytical studies, fewer training samples appear to be
necessary for the dictionary learning. An optimization problem is also formulated in which
the optimum dictionary is being close to be compressible. The objective of this optimization
problem is non-convex and non-differentiable. A practicalalgorithm was introduced to find a
local minimum. This dictionary learning method, called CDL, can easily be shown, using the
Appendix B, to converge to a set of fixed points. As an example acompressible dictionary
was learned for the audio signals. It was shown that a sparserpproximation of the evalua-
tion samples was obtained by using the CDL learned dictionary. Further investigations on the
recoverability and the parameter selection are left for a future work.
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Parametric Dictionary Design (PDD)
8.1 Introduction
The dictionary selection problem is revisited in this chapter to present some motivations for
the parametric dictionary design framework. In the previous chapters, the dictionary learning
methods were explained where they start with an initial dictionary and refine it by using a
set of training samples. In this chapter, a new problem, called parametric dictionary design, is
introduced todesigna dictionary for sparse coding. The domain knowledge is now incorporated
into a parametric function, which generates atoms, an admissible set of parameters with an
initial set of parameters. The PDD refines the parameters such that the dictionary has a minimal
coherence. Minimizing the coherence of the dictionary indirectly helps the practical sparse
coding methods to deliver sparser approximation/representatio .
8.2 Dictionary Design for Sparse Coding
Let the generative models of the sparse representations andapproximations respectively be (2.1)
and (2.5). The dictionaryD has been often selected by concatenation of some orthogonalbases
[GN03] or using a tight frame [CD05]. These dictionaries canbe improved using dictionary
learning methods [OF97, LS00, KMR+03, AEB06, YBD09]. The aim of these methods are
to adapt the dictionary such that an input signal, taken froma given class of signals, has a
sparser approximation. There is an alternative for the dictionary selection, which is called
dictionarydesign. Few methods exist to design a suitableD for a set of natural signals. This
could be done by incorporating the knowledge about thegenerative modelof the signals into
the dictionary design. When the signals are supposed to be und rstand by the human sensory
system, a more efficient method to designD can be inspired by a human perception model
[PAG95], [Dau80]. In this framework, the stimuli responsesof the human perception generate
some elementary functions, which can be used as the generative model. In fact these elementary
functions are more related to the analysis dictionary [EMR07]. These elementary functions
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have also been used for generating the synthesis dictionaryD. Here, we assume that the set of
elementary functions can be described by using a set of parameters and a parametric function.
For example, in the multiscale Gabor functions [MZ93], the parameters are scale, time and
frequency shifts and the parametric function is Gaussian. In general the parameters are in the
continuous domain. To generate a dictionary based upon these g nerative functions, we can
sample these continuous parameters. The question is then how best to sample the parameters.
Several researchers have introduced different methods to optimize the sampling process. In
[Lee96], a sampling scheme was introduced which finds an approximately tight frame, using
2D Gabor functions.
In a different context, Gammatone and Gammachirp filter banks have been shown to approx-
imate the human auditory system. [KDL07] presented two types of filters which approximate
the Gammatone filter banks and allow a possible fast VLSI imple entations. Alternatively,
some researchers have optimized the parameters based on thecloseness to what is observed in
the perceptual systems [IP97], [PNHR88], [TGB04]. In practice, [SM08] showed that the op-
timal parameters, found by fitting to the human auditory system, do not match the parameters
are learned from English speech signals in [SL06].
When we use an approximate or a relaxed method, having an exact generative model does not
guarantee that we find the best sparse approximation. An important parameter of a dictionary,
for a successful sparse recovery, is the coherenceµ [Tro04a]. The coherence, which will be
explained further in (8.1), is defined as the absolute value of the largest inner-product of two
distinct atoms and it has been shown that whenµ is smaller than a certain threshold MP and
BPDN can recover the sparse representation of the input signal [GMS03], [Tro06b]. It has
also been shown that the coherence of a dictionary upper-bounds the residual error decay in
MP [GV06] and OMP [Tro04a] and a dictionary with smallµ is desirable for sparse coding,
where the upper-bound damps faster for such a dictionary. Let G := DTD be the Gram ma-
trix of the dictionary. The coherence ofD is the maximum absolute value of the off-diagonal
elements ofG, whenever the columns of the dictionary are normalized. ForsuchD, if the mag-
nitudes of all off-diagonal elements ofG are equal,D has a minimum coherence [TDHJS05].
This normalized dictionary is called an Equiangular Tight Frame (ETF) [STDH07]. Although
this type of frame has various nice properties, we mainly consider the advantages in exact atom
recovery [Tro04a] and the residual error decay rate [GV06].Unfortunately ETF’s do not ex-
ist for any arbitrary selection ofd andN [STDH07]. Therefore a dictionary design aim can
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be to find the nearest admissible solution. On the other hand,natural signals do not generally
have sparse approximations using an ETF dictionary. The dictionary design problem can now
be defined as “finding a parametric dictionary whose Gram matrix is close to being the Gram
matrix of an ETF”. This way, domain knowledge is incorporated into the parametric functions
used, while the optimization aims at improving the ability of algorithms to find sparse approx-
imations. We expect that the given class of signals has a sparse approximation using such
a dictionary, as it is generated by sampling the parameters of the given generative function,
whilst the dictionary has an extra property to be close to being an ETF. In practice it has been
shown that the designed dictionary indeed gives advantagesov r the standard dictionary, in
terms of efficient sparse approximation. Another advantageof the parametric dictionary is that
sparse approximation methods only need to store the parameters, instead of the full dictionary,
which offers a huge reduction in memory requirement (the sizof parameter matrix is much
smaller than the size of the corresponding dictionary). Someti es this type of parametric dic-
tionary can furthermore be multiplied to the coefficient vectors faster than direct matrix-vector
multiplication. It then also speeds up most of the currentlyavailable sparse coding methods.
The proposed parametric dictionary design has also some dis-advantages. PDD is not a sample
based dictionary selection method. For example if the actual dat samples are accumulated in
a subspace of the signal space, the dictionary design methodwill not be able to exploit this
feature since it attempts to find a dictionary that spans the wole space uniformly. We also
assume in the parametric dictionary design that our signalswill be equally well modelled in all
forms of the parametric dictionary, which is not very accurate ssumption.
A difficulty in the given practical method is that the currentalgorithm stores the Gram matrix
explicitly. Therefore the current method is not tractable for a very large dictionaries.
In the next section, the parametric dictionary design problem is formulated, followed by pre-
senting a practical algorithm to find an approximate solution. The PDD is applied to a case
study in which the gradient formula derivation is done in Appendix C. Experiments, in the
simulation subsection, show the advantages of the proposeddictionary design. The stability
and convergence analysis of the algorithm is presented in Appendix D.
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8.3 PDD: Formulation
The problem of findingD that is close to being an ETF is formulated in this section. Let
DΓ ∈ D be a parametric dictionary.Γ is the parameter matrix, withγi as itsith column andD
is the set of admissible parametric dictionaries. By letting DΓ be a matrix with atomsdi (with
the associated parametersγi), we implicitly assume that the generative model is discrete. This
model can be extended to a continuous model, which is out of scope of this thesis. To select
a Γ ∈ Υ, whereΥ is an admissible parameter set, we can optimize an objectivefunction. In
section 8.1 we explained that for a better performance in sparse coding, we are interested to
design a dictionary which is close to being an ETF. For a givennormalizedD, the coherence




A column normalized dictionaryDG is called ETF, or Grassmannian frame [SH03], when there
is aγ : 0 < γ < π/2 .
|〈di,dj〉| = cos(γ) : ∀i, j i 6= j (8.2)
Strohmer et. al. in [SH03] showed that if there exists an ETF in D , here the set ofd by N




To study the lower bound ofµD, the existence of an ETF and its Gram matrix, [SH03] intro-
duced the following Theorem.
Theorem8.3.1. [SH03, Theorem 2.3] LetD be a uniform frame inRd×N . Then
µD ≥ µG :=
√
N − d
d(N − 1) . (8.4)
Equality holds in (8.4)if and only if D is an ETF. Furthermore, equality in (8.4) can only hold
if N ≤ d(d+1)2 .
LetΘNd be the set of Gram matrices of alld×N ETF’s. If GG ∈ ΘNd then the diagonal elements
and the absolute values of the off-diagonal elements ofGG are one andµG respectively. A
nearness measure ofD ∈ Rd×N to the set of ETF’s can be defined as the minimum distance
1A frame with unit column norms.
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Figure 8.1: Different alternating optimization methods: (a) Alternating Projection, (b) Alter-
nating Minimization and (c) Proposed Method.
between the Gram matrix ofD andGG ∈ ΘNd [TDHJS05]. To optimize the distance of a





‖DTΓ DΓ − GG‖∞, (8.5)
where the matrix operator‖.‖∞ is defined as the maximum absolute value of the elements of
the matrix. Instead, we would like to use a different norm space which simplifies the problem2.
An advantage of usingℓ2 measure in the given problem is that it considers the errors of all
elements (and not just the maximum absolute error). In this setting, when there is no ETF in






‖DTΓ DΓ − GG‖2F . (8.6)
This is generally a non-convex optimization problem, whichmight have a set of solutions or no
solution (e.g.ΘNd is empty as there do not always exist ETF’s for arbitraryN andd). To avoid
this complication, one can extendΘNd to a convex setΛ
N [TDHJS05], which is non-empty for
anyN , by
ΛN = {G ∈ RN×N : G = GT ,diag G = 1,max
i6=j
|gi,j | ≤ µG}. (8.7)
Note that now there existsG ∈ ΛN which is not a Gram matrix forD ∈ Rd×N . Relaxing (8.6),
2Although the matrix space withℓ∞ is a well defined Banach space, we here useℓ2 norm Hilbert space to use
easy formulation of the optimization process.
119
Parametric Dictionary Design (PDD)
Algorithm 5 Parametric Dictionary Design
1: initialization: k = 1, DΓ1 ∈ D , {αi}1≤i≤K : 0 < αi ≤ 1
2: while k ≤ K do




4: GPk+1 = minG∈ΛN ‖GΓk − G‖F
5: GRk+1 = αkGPk+1 + (1 − αk)GΓk
6: DΓk+1 ∈ DΓk ∪ {∀D ∈ D : ‖DTD − GRk+1‖F < ‖GΓk − GRk+1‖F}
7: k = k + 1
8: end while
by replacingΘNd with Λ
N , gives the following optimization problem.
inf
Γ∈Υ,G∈ΛN
‖DTΓ DΓ − G‖2F (8.8)
An important difference between (8.6) and (8.8) is that the relaxed problem is guaranteed to
have at least a solution. We therefore use the relaxed formulation from now on. We show
experimentally that the approximate solutions of (8.8), even though the Gram matrix of the
dictionary might only be close toΛN , show good performances in sparse approximation.
In the next section a practical method is presented to find an approximate solution for (8.8).
Our approach has similarities with alternating minimization. This method is guaranteed not
to increase the objective function in each step. Because theobjective is non-negative, the al-
gorithm is stable due to Lyapunov’s second theorem [Lya66] and one can also show that the
objective function converges. Therefore, the stability ofthe algorithm and the convergence of
the objective function do not prove the convergence of the algorithm. Appendix D shows that,
under certain conditions, the algorithm converges to a set of fixed points.
8.4 PDD: A Practical Algorithm
A standard method to solve (8.8) is alternating projection,see for example [SY98], [TDHJS05]
and references therein. In this method we alternatingly project the current solution onto the
admissible sets, see Fig. 8.1.a. When the admissible sets are convex, the algorithm converges3
to a solution inD ∩ ΛN or, whenD ∩ ΛN = ∅, to a pair of solutions respectively inD and
ΛN . In the following, a formulation for the projection ontoΛN is derived, but there is no easy
formulation for the projection onto the set of admissible dictionaries, in general. Therefore a
3At least in finite dimensional spaces. There are counter-examples for the lack of convergences in the infinite
dimension setting [HH04].
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different method has been chosen which has similarities with alternating minimization [CT84]
(or generalized alternating projection [GB05]), see Fig. 8.1.b. In the alternating minimization
framework, we choose the new solutions inD andΛN alternatingly such that the objective does
not increase in each update and is thus stable.
Although the proposed algorithm has similarities with alternating minimization, it does not
follow its steps exactly. The difference is that in the stagein which we update the current
solution with respect toΛN , we choose a point which is somewhere between the current solution
and the projection ontoΛN . Fig. 8.1.c shows a schematic representation of the proposed
method. The reason for this modification is that by projection ontoΛN , the structure of the
Gram matrix changes significantly so that the selection of a new point inD in the following
step is very effective. We can gradually select a closer point t the projected point onΛN , when
the currentDΓ is close toΛN . In the other step, we updateD such that it does not increase the
objective in (8.8).
The parametric dictionary design is summarized in Algorithm 5. In line 5, the algorithm finds
the projection ontoΛN . In line 5, a point inD is selected which is closer toGRk+1 . In the
following we show how we calculate the updates in lines 5 and 5.
8.4.1 Projection ontoΛN :
In the objective function of (8.8),G is a Hermitian matrix. By sign change of any related off-
diagonal pair of elements , i.e.gi,j andgj,i, we get a new̃G ∈ ΛN . The closestG to DTΓDΓ, in
a Frobenius norm space, is theG with a similar sign pattern. We know that in a normed space,
finding the nearest element of a set to a point is a projection of that point onto the set. Because
ΛN is convex, the projection is unique. For a givenGD = DTD : D ∈ Rd×N , the projection





sign(gDi,j)µG i 6= j
1 otherwise ,
(8.9)
whereµG is as defined in (8.4). This operator can be used to findGPk+1 in line 5 of Algorithm
5, by applying it toGΓk .
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Figure 8.2: The chain rule (8.11) in the tensor form.
8.4.2 Parameter update:
Let us assumeDΓ is a differentiable function onΥ and therefore (8.8) is a differentiable func-
tion onΥ. An easy way to findΓk+1, such that it satisfies line 5 of the Algorithm 5, is to use the




φ(Γ) , φ(Γ) := ‖DTΓ DΓ − GRk+1‖2F (8.10)
The gradient of the objective function in (8.10) can be foundby chain rule for the matrix
functions [Dat09, D.1.3].
∇Γφ = ∇ΓDΓ ∇DΓφ
= ∇ΓDΓ ∇DΓ tr{DTΓDΓDTΓDΓ − 2DTΓDΓGRk+1 + GRk+1GRk+1}
= 4(∇ΓDΓ) DΓ(DTΓDΓ − GRk+1)
(8.11)
In this formulation, one still needs to calculate∇ΓDΓ. In the appendix C, we derive this
formulation for a special parametric dictionary. We iteratively use the gradient descent method
to find a local minimum of the problem (8.10). LetΓ[0]k = Γk, the updating formula is as
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k − ǫ∇Γφ|Γ[l]k , (8.12)
whereǫ is a small positive value. The parameterǫ should be chosen such that the update reduces
the objective function in (8.10) [Fle87]. In this framework, Γk+1 = liml→∞ Γ
[l]
k+1. In practice
we stop after a given number of iterations or whenǫ∇Γφ|Γ[l]k becomes very small. Algorithm 6
summarizes this parameter update algorithm.
Becauseφ(Γ) is continuous, its epigraph [BV04], for an initialΓ04, is closed. By choosing a
bounded set of admissible parametersΥ, the epigraph is a compact set in Euclidean space. To
show that the algorithm gets as close as possible to the set oflimit points, we need to use the
Bolzano-Weierstrass theorem.
Theorem8.4.1. [Apo74, 3.24] Every bounded infinite subset ofRN has at least one limit point
in RN .
Therefore, when the set of admissible parameters is boundedandǫ is selected such that moving
in the gradient direction with this step size reduces the objctive, this gradient descent algorithm
has at least one limit point in the admissible set.
Remark8.4.1. The functionφ(Γ) is a lower bounded function. Hence, if we reduceφ in each
iteration, due to the Lyapunov’s second theorem [Lya66], the algorithm is stable.
Remark8.4.2. Algorithm 5 is an iterative algorithm in which we also used another iterative
method for the dictionary update in line 5. The stability andthe convergence of the updates
mentioned above were related to the inner loop in Algorithm 5. The convergence of Algorithm
5 is studied in Appendix D.
Remark8.4.3. We draw the readers attention to the formulation (8.11). Theparameters∇ΓDΓ,
∇DΓφ and∇Γφ are tensors of rank 3, 2 and 2 respectively. IfΓ ∈ Rp×N andD ∈ Rd×N then
∇ΓDΓ ∈ Rp×d×N , ∇DΓφ ∈ Rd×1×N and∇Γφ ∈ Rp×1×N . A graphical presentation of this
formulation is presented in Fig. 8.2 . Furthermore, to use this directional update in (8.12), we
need to map∇Γφ ∈ Rp×1×N into the appropriate matrix inRp×N . It is easily done by changing
the order of indices (1,2,3 to 1,3,2), following by cancelling the third dimension. Because the
rank of∇Γφ is 2, this mapping is injective.
4Epigraph ofφ(Γ) : Υ → R for an initialΓ0 is defined [BV04, 3.1.7] by:epiφ = {Γ : Γ ∈ Υ, φ(Γ) ≤ φ(Γ0)}
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Algorithm 6 Parameters Update
1: initialization: l = 1, 1 ≤ L, Γ[0]k = Γk, ǫ ∈ R+, φ(Γ) = ‖DTΓ DΓ − G‖2F






4: l = l + 1
5: end for




The formulated problem in Section 8.3 has been developed in ageneral form. To show the
advantages of using parametric dictionary design, a case study is chosen. In sparse audio
processing, an important question is how to choose the dictionary [DD06], [RRD08b]. Dif-
ferent methods have been introduced to adapt the dictionaryto better fit a set of training sam-
ples [SL05], [Lew02], [YBD09]. Alternatively, some researchers used a class of parametric
dictionaries based on Gammatone filter banks, which have been shown to have similarities with
the human auditory system [SM08], [PNT07]. The following sub ections are proposed to show
that the parametric dictionary design improves the performance of audio sparse approximation
and exact recovery based around a Gammatone representation.
8.5.1 Gammatone parametric dictionary
The generative function for a Gammatone dictionary is as follows,
g(t) = atn−1e−2πbBt cos(2πfct) (8.13)
whereB = fc/Q + bmin, fc is the centre frequency andn ∈ N, a, b, Q, bmin are some con-
stants. The optimal parameter selection is not easy. One canselect the parameters such that the
generated atoms match the auditory impulse response. The auditory system has been optimized
through evolution for an optimal perception. This system may not provide the optimum model
for a specific application like sparse generative model. Ourgoal is to optimally select these pa-
rameters so that sparse approximation methods can be used mor efficiently. Another difficulty
in using the Gammatone filter banks as a dictionary is its large size. A moderate size dictionary
can be designed by the proposed method.
The dictionary is generated by sampling the parameters ofg(t− tc), wheretc is the time-shift.
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Here,γ = [tc fc n b]T are the optimization parameters. The parameterstc andfc change the
center of the atoms in the time-frequency plane.andb control the rise time and the width
of the atoms in the time domain, respectively. The parametera is chosen to normalize the
norm of each atom. Let{γi}1≤i≤N be a set of the parameters andgγi(t) be the atom generated
usingγi. The parameter matrixΓ and the parametric dictionaryDΓ are generated usingγi and
gγi(⌊tfsamp⌋) as the columns respectively, wherefsamp is the sampling frequency.
To use the method introduced in 8.4.2,DΓ should be differentiable.DΓ can be made dif-
ferentiable with respect toΓ by extending the domain of (8.13) to a more general set using
n ∈ R. We can choose an upper bound for the magnitude of each parameter to generate a
bounded admissible set. By including the boundary values,Υ i become a compact set which
guarantees convergence of the algorithm to a set of fixed points (due to Theorem D.0.1). A
back-projection intoΥ is necessary in Algorithm 5, when at least one parameter goesout of
Υ. One should compare the current and the previous solution tomake sure that the update
step reduce the objective. A simple back-projection operator is thresholding operator, where it
chooses the closest admissible parameter.
Although the computation of the gradient of parametric dictionary generated by usingg(t) is
straight forward, it is derived in the Appendix C for completeness.
8.5.2 Simulations results
The proposed dictionary design method using the Gammatone dictionary discussed in 8.5 is
studied in this section. We first investigate the characteristics of the dictionaries throughout
the design iterations. The stability of the algorithm is demonstrated by showing that the ob-
jective function reduces in each step. In the second part of this subsection, we compare the
performance of the initial and the optimized dictionaries in terms of sparse approximation and
exact sparse recovery. Gammatone type dictionaries are proposed for sparse approximation of
audio and they have been chosen as the examples accordingly.In a l the simulations we choose
two times overcomplete dictionaries with a window size 1024. (N.B. for this redundancy the
existence of an ETF is feasible.)
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Figure 8.3: The objective functions for different{αk}∀k,αk=α, for a constantα.
8.5.2.1 Algorithm Evaluation
The given algorithm is evaluated in three different ways. First, it is shown that the algorithm
reduces the objective (8.8) in each iteration using different {αk}∀k,αk=α. The parameterB,
defined after (8.13), is the bandwidth of the audio filterbankt the center frequencyfc. The
valuesn = 4,Q = 9.26449, bmin = 24.7, as they have been suggested in [GM90] and [Sla88],
and b = 0.65 are chosen for the simulations. To generate the initial dictionary, fc and tc
are sampled. The method introduced in [Sla93], to make the filter bank, is used here. In
this method an extra parameterδ, called step factor, is introduced to indicate the amount of
frequency overlap. In this framework thekth frequency center is calculate using the following
formula.
fkc = −Qbmin + (fs/2 +Qbmin)e−kδ/Q (8.14)
fs is the maximum allowed frequency, which is half of the Nyquist frequency. In the simula-
tions,δ is set to be 0.45. A similar method is used to sampletc. This time sampling is linear,
in contrast with the logarithmic sampling in (8.14). Let thepeak of the envelope of the impulse
response of the filter be attp andσ indicate the amount of time overlap. Thelth time center is
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found using,
tlc = tp + σ(l − 1) tp . (8.15)
σ is set to be0.75 in the simulations. It is necessary to mention thattlc is implicitly a function
of fkc . A set of{fkc }k∈K is generated at first. For each generated atom usingfkc andtc = 0, a
set of time-shifted versions is then generated using{tlc}l∈L .
To generate a dictionary,gγi(t) is windowed to a size equal to the signal lengthd and it is





gγi(j+d) 1 ≤ j < jci
gγi(j) jci ≤ j ≤ d,
(8.16)
wherejci = ⌊tcifsamp⌋. A simple sequence of{αk} is selected usingαk = α for all k and a
constantα in all simulations. A more complicated sequence might improve the performance of
Algorithm 5. However it has not presented here. Instead, it is intended to show that the designed
dictionary is superior to the initial dictionary in practice, even with a simple{αk}. The effect
of α is investigated in the first experiment. The objective function (8.8) for a selectedα’s is
plotted in Fig. 8.3. As we expect, simulations show reduction of the proposed objectives in
each iteration. It is also demonstrated that ifα is small, the algorithm converges very slowly.
Although using a largeα is desirable for a fast convergence, the solution is not as good as the
solution found by using a medium rangeα. For other simulationsα = 0.5 is selected to find a
good solution after an acceptable number of iterations.
The proposed algorithm searches for an equiangulartight frame. Therefore one way to show the
performance of the proposed algorithm is to compare the singular values (SV) of the designed
dictionary and a tight frame. A tight frame inRd×N hasd non-zero SV equal to√N/d. We
have plotted the sorted SV’s of the dictionaries at selectediterations in Fig. 8.4. It can be seen
that the SV’s of the designed dictionary become closer to theSV’s of the tight frame after each
selected number of iterations.
Given that the algorithm is based on distances in the Gram matrix domain, another way to
evaluate the algorithm is to show the Gram matrix of the dictionary. Theℓ2 norm of each row
of the Gram matrix is plotted in Fig. 8.5. The Gram matrix of the original dictionary and the
designed dictionary, after 100 iterations, are respectively shown in the left and right windows.
The ℓ2 norm of a possible ETF is also shown with a dashed line as referenc . It can be seen
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Figure 8.4: Eigen values plot of the dictionary.
that the Gram matrix of the designed dictionary is closer to the desired Gram matrix.
This parametric dictionary is attempting to tile the time-fr quency plane. An ETF is a frame
having the minimum total overlap between atoms, which can here b measured by the mag-
nitude of inner-product of two atoms, but not always having loca ized representation in the
time-frequency plane. A dictionary which is simultaneously an ETF, or closed to being an ETF,
and localized in time and frequency, tiles time-frequency plane more uniformly. The Wigner-
Ville (WV) time-frequency representation of the atoms are chosen to demonstrate tiling pattern.
The contour plots of the original and the designed atoms are respectively shown in Fig. 8.8 and
8.9 using a similar method to that used in [AP01]. Although the algorithm attempts to minimize
µ by changing the structure of the dictionary, the locations which are not covered by the high
energy part of any atom demonstrate the local minimum convergence of the algorithm. It also
shows a potential for a more efficient update operator than the gradient descent Algorithm 6.
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Figure 8.5: The columnℓ2 plots of the Gram matrix of the original (left) and designed (right)
dictionaries.
8.5.2.2 Exact sparse recovery and sparse approximation
In this part, the advantages of the parametric dictionary design are demonstrated in terms of
exact sparse recovery [Tro04a] and sparse approximation. In the first experiment sparse coef-
ficient vectors, with different sparsity, are generated andthe percentages of the exact recovery
are plotted for those sparse vectors.
The location of the non-zero coefficients are selected uniformly at random and the PDF of the
magnitudes are selected to be Gaussian with zero mean. The Matching Pursuit (MP) algorithm
is used to find the sparse approximation. The rate of exact support recovery is calculated by
the ratio of the number of correctly found non-zero coefficient places to the number of cases in
which at least one location of the zero coefficient is set to benon-zero. The simulations are run
for 1000 times. This ratio is shown as the percentage of exactrecovery in Fig. 8.6. It is clear
that the design method has improved the exact recovery ratio.
For sparse approximation applications, it is more interesting to have a dictionary that, if it fails
to satisfy exact recovery [Tro04a], still gives a sparse approximation for a given class of signals.
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Figure 8.6: Exact support recovery of the sparse signals.
Therefore as the second experiment, the decay rate of the residual error is compared when MP
is used for sparse approximation [GV06]. An audio signal is taken from more than 8 hours
recorded from BBC Radio 3, which mostly plays classic music.It is first down-sampled by a
factor of 4 and summed across the stereo channels to make a mono signal with 12K samples
per second. The original Gammatone and the parametric designed dictionaries for 100 blocks,
each with the length of 1024 samples, are used in this experiment. The average decay rate of
the residual errors, in logarithmic scales, are shown in Fig. 8.7. This rate directly influences
the performance of the sparse approximation methods. That is, we can better approximate the
signal with fewer coefficients using a high residual error decay rate dictionary. In Fig. 8.7,
although the curves start with the same slope, after a few iterations, here 10, the designed
dictionary shows a clear advantage.
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Figure 8.7: The residual error using matching pursuit for sparse approximation of the audio
signal.
8.6 Summary
The sparse approximation methods successfully approximate a class of signals with a set of
sparse coefficient vectors, when an appropriate generativemodel is given. A signal independent
dictionary design method has been formulated in this chapter. In this method a criterion based
on an important feature for the success of sparse approximation methods is considered. A priori
knowledge about the signal was included by using parametricfun tions. In this framework it
has been shown that the dictionary design problem is to find anoptimal set of parameters. This
problem can in general not be solved exactly. Fortunately anapproximate solution is found us-
ing the proposed method. It was shown, by some simulations, that A) the given method can find
an appropriate set of parameters for the given case study andB) the designed dictionary showed
promising performance advantages in terms of exact recovery and sparse approximation of au-
dio signals. What have been shown in this chapter can be a basis for designing parametric
dictionaries under extra constraints, such as to be shift-invar ance, quasi-incoherence, data de-
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pendence, to have tree structures or structures for fast imple entation. However, this has been
left for future work.
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Figure 8.8: Wigner-Ville contour plots of the original Gammatone atoms. The WV contour of
each atom is calculated at 0.7 times it peak.
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Figure 8.9: Wigner-Ville contour plots of the learned Gammatone atoms.The contours are
calculated similar to Fig. 8.8
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Chapter 9
Conclusion and Future Work
9.1 Overview
New techniques have recently been developed to process the signals with special structures.
Sparsity of signals is one of these structures. The sparse mod l can approximately represent a
larger class of signals, called compressible signals. It ispractically observed that a large class
of natural signals are compressible, which facilitates theus of a sparsity model for them. A
disadvantage of using this model is its high computational demand. As the computational power
of computers and embedded devices have significantly been improved and multicore processing
has become available, sparsity based signal processing methods have become widely accepted.
This thesis aimed to consider some less investigated aspects of sparse modeling and coding. It
started by briefly introducing the problem and showing how itcan be formulated as an opti-
mization problem. Although the optimization of different objectives have mathematically been
investigated for more than three centuries, suitable methods f r such a difficult problem have to
be selected. Some of these methods have been reviewed in Chapter 3 nd a novel method, quan-
tized iterative hard thresholding, has also been proposed for a special sparse coding problem,
where quantized value representations are sought.
A linear generative model, i.e. “dictionary”, is necessaryin sparse approximation of signals.
If the dictionary is not given, a dictionary learning methodcan be used to adapt an initial
dictionary based on a set of training samples. These methodsave briefly been reviewed in
Chapter 4. A novel method was then introduced which has been shown to be an effective
method for scaleable sparse approximation problems. The new method is very flexible and can
be used to find structured dictionaries. Two of these structues, minimum size and compressible,
were explored in the following chapters, i.e. Chapters 6 and7.
An alternative approach to choose a dictionary is to design such a dictionary which follows
certain properties. A property which facilitates the sparse coding algorithms is the incoherence
of dictionary. One practical method was also presented to design such a dictionary. As the
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presented algorithms here are “iterative“, a separate study on the convergence of algorithms is
necessary, which is presented in the appendices B and D.
9.2 Conclusion and Future Work
This thesis has shown a potential for adaptation of the dictionary based generative model in
sparse coding. As the applications of the sparse generativemod l, such as compressed sensing,
source coding, classification, source separation and denoising, become more widely accepted,
dictionary selection is receiving more attention.
Here some aspects of the dictionary selection problem have been investigated and new methods
have been proposed. The new methods often perform better than current methods and have
some special mathematical features. In the following, somekey contributions are highlighted
and some directions for the future work are given.
• Quantized Sparse Approximations:
The quantized sparse approximation using iterative hard thresholding was presented in
the first part of this thesis. This method can be seen as a special case of gradient-
projection method where the admissible set is the set of integer value approximations.
The possible advantages of using a quantized sparse approximation, were demonstraited
by some simulations. The main difficulty in using such a method is that the quantizer
should be defined a priori, where the optimal quantizers change i different coding rates,
and the algorithm also only converges to a local minimum. An adaptive technique to
change the quantizer might solve the quntization problem. The convergence analysis of
this method is also left for the future work.
Constraining the sparse approximations to being quantizedintroduces extra fixed points
for the iterative thresholding methods, which seems to prevent the QIT method signifi-
cantly outperforms a posteriori quantized sparse approximation methods.
• Dictionary Learning:
The dictionary learning problem was reformulated as a bi-convex optimization problem,
which was solved using a very flexible optimization technique, called the majorization
minimization method. The dictionary was then learned with two update steps, dictionary
and coefficients updates. As these steps are simply matrix-matrix multiplications, which
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can be broken down to be done using multicore processors, followed by a very easy non-
linear operator, it can be used for scalable dictionary learning. It has been compared
to other dictionary learning methods and shown that it can beused with a dictionary
size that is difficult, if not impossible, to use with other dictionary learning methods.
Another nice feature of this method is that it is possible to analysis the convergence of
the proposed algorithm, to a set of fixed points, which can be found in Appendix B. This
proof distinguishes the dictionary learning using majorization methods from some of the
conventional dictionary learning methods like K-SVD and MOD, that so far do not have
any convergence results.
Most of the minimally constrained dictionary learning methods, like K-SVD and MOD,
can be extended using some extra constraints on the dictionaries to find structured dic-
tionaries. These structured dictionary learning methods have been surveyed in Chapter
4. The dictionary learning method proposed in this thesis can also be extended to learn
structured dictionaries. Two structures had been exploredhere, i.e. minimum size and
compressible. The minimum size structure1 is found by inducing a joint sparsity mea-
sure, hereℓ1,2-norm, on the dictionary. It was shown in Chapter 6 that the dictionary
learning method with this setting can recover an original dictionary, with a correct size.
The performance of using the learned minimum size dictionary in a coding application
is compared with other pre-designed dictionaries and the improvement in R-D is demon-
straited. The performance of dictionary learning in this framework strongly relies on the
joint sparsity penalty,θ. Hereθ was selected intuitively. A systematic selection of this
penalty factor is left for the future work.
The parsimonious dictionary learning framework can be extended to the dictionary design
problem. The aim of parsimonious dictionary design can be tor duce the size of a pre-
designed dictionary by selecting a subset of atoms in the original dictionary as the new
dictionary. It is an important task, when the dictionary size has to be selected for coding
at a specific coding rate. It also helps to preserve the structure of the dictionary, which is
necessary for fast implementations.
The other explored structure was the compressibility of dictionary, Chapter 7. This struc-
ture lets us implement the dictionary more efficiently, if the generative model is fast,
e.g. Fourier or wavelet. Constraining the dictionary to be compressible, in the domain
1It means learning a dictionary with the maximum number of zero atoms, which we can remove those from the
final learned dictionary.
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specified byΦ, biases the solutions, i.e. the learned dictionary may significa tly change
by choosing a differentΦ. HereΦ is selected based on the prior information about the
signals, which can be selected more wisely in the future work.
The compressibility model for the dictionary simplifies thedictionary learning problem
by reducing the number of unknown parameters which approximately represent the dic-
tionary. This might reduce the necessary number of trainingsamples required for dictio-
nary learning to prevent overfitting. An independent research on the dictionary recovery
in this setting is left for the future work.
• Parametric Dictionary Design:
The second half of Part II presented a new framework for dictionary design. In the new
framework, the dictionary is presented using a set of parameters. The aim is to find a
suitable set of parameters by which the dictionary satisfiescertain constraints. Here a
minimally correlated dictionary is sought. This can be formulated as an optimization
problem which can approximately be solved using a relaxed alternating minimization
method. The parametric dictionary design method was applied to a case study, i.e. the
Gammatone dictionary. The designed dictionary was used to find sparse approximations
of some audio signals. The simulation results showed an improvement in the decay rate
of residual error using MP and designed dictionary. The convergence of the practical al-
gorithm is studied in Appendix D. The parametrically designed dictionary is unstructured
if the generative sets of different atoms are disjoint. A special case, where the dictionary
is structured, has been investigated in [YDD10].
An important disadvantage of the parametrically dictionary design is that the dictionary
is not directly data dependent. The parametric model for thedictionary can be used in
dictionary learningto preserve the structure of dictionary or reduce the necessary number
of training samples. The dictionary would be data dependentin this setting.
• Other Topics for Future Work:
This thesis introduced some new frameworks for dictionary selection and practical al-
gorithms to find the dictionary. An important area in dictionary selection, which was
not investigated here, is the theoretical study of dictionary recovery, see for example
[GS08, GS09]. The aim here is to recover an original dictionary, where the permutation
and sign flip of the atoms are allowed.
Another interesting area in dictionary learning is to learndictionary for a specific ap-
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plication, see [SV08] for classification and [RLS09] for compressed sensing as some
examples. These dictionary learning methods are based on inducing extra constraints on
dictionaries which facilitates the use of dictionaries forthat application. An important
part of these applications is compressed sensing [Don06, CRT06b]. An overcomplete
dictionary can be used in this framework to sparsify the signals, just before applying a
sensing matrix [RSV08]. The aim of dictionary learning for cmpressed sensing is to find
a dictionary which sparsifies the signals and does not changethe necessary mathematical
properties of the overall sensing matrix, i.e. sensing matrix multiplied by the dictionary.
There is currently little work done in this area [RLS09] and amore detailed investigation




Matrix Form of the Majorizing
Function
We can use the Taylor series to majorize the quadratic term ofthe objective function which has
a bounded curvature. The Taylor series in matrix form [Dat09, Appendix D 1.7] is given by,











df2(V) are the directional first and second derivatives off at V in the
U − V direction. The directional derivatives are defined by,
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For a bounded curvature objective function we have,





tr{(U − V)T Π(U − V)}, (A.2)
whereΥ = Π −
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Convergence Study of the Dictionary
Learning with the Majorization
Minimization Method
In the first step of analyzing an iterative algorithm, we needto show the boundedness of the
solutions (or the stability of the algorithm). The stability of the algorithms, in which a posi-
tive objective is reduced in each iteration, is guaranteed using Lyapunov second theorem. For
example the stability of the MAP-DL is guaranteed when asuitablestep size is chosen (to the
author’s knowledge, no analytical study has been done on howto choose this step size). The
convergence of the alternating (gradient) projection based m thods essentially depends on the
admissible sets (and the gradient step size). In the dictionary learning problem with the ad-
missible sets given by [EAH99a] [OF97], the convergence of the algorithm is not guaranteed.
In K-SVD, one needs to find the sparse approximations based onthe ℓ0 sparsity measure for
which no efficient algorithm exist so that the stability analysis is challenging. In practice it has
been observed that in MOD and K-SVD, when the solution sequence ters a neighborhood of
a local minimum, the objective increases in some iterations. Therefore, it does not converge
monotonically to the solution.
The next step is to show the convergence of the algorithm to a fixed point or a set of fixed points.
Kreutz Delgadoet al. in [KMR+03] referred to the convergence of the gradient flow method
to show the convergence of the MAP-DL. Although this statement is completely correct, it
requires the use of an arbitrary small step size which is practically impossible.
The stability of dictionary learning based on the majorization method has already been proven
by the fact that we reduce the objective in each step. Here, weshow the convergence to a set of
fixed points. The dictionary learning using majorization mini ization method can be viewed as
a generalized block-relaxed minimization scheme applied to an augmented objective function.
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Specifically, two majorizing objectives, (5.4) and (5.7), are combined,
ψ(D,X,D‡,X‡) = φ(D,X) + cD||D − D‡||2F
+ cX ||X − X‡||2F − ||DX − D‡X‡||2F
(B.1)
whereX‡ andD‡ are two auxiliary parameters corresponding toX andD respectively. cD
andcX have been chosen to be larger than the spectral norms ofX‡TX‡ andD‡TD‡ respec-
tively. This augmented objective functiondoes notmajorize the joint objective, however when
(D,D‡|D‡=D) or (X,X‡|X‡=X) are fixed, (B.1) majorizes the original joint objective based on
the other pair of parameters. When the optimization method is viewed in the block relaxation
framework, the optimum ofX‡ or D‡ is easily found byX or D respectively. This corresponds
to the parameter update in the standard majorization method[Lan04]. Therefore any sequence
of updates is acceptable, given each update ofD (or X) is followed by an update based onD‡
(or X‡) respectively.
Such a block-relaxed sequential constrained minimizationis not in general guaranteed to con-
verge (see [Lee94] for some counter examples). To study the convergence of the dictionary
learning with the majorization minimization method, we need to do a little more work. In the
next subsection, some theoretical analysis of the generaliz d block relaxation method will be
introduced. The proposed algorithm will then be analyzed for dictionary learning, based on the
given theoretical analysis.
B.1 Generalized block relaxed iterative mappings and theircon-
vergence
Let η(ω) : Ω → R be the multiparameter objective function which we want to mini ze. Let
Υ be the set of admissible parameters. The parameterω is defined as the concatenation of the
blocks of parameters{ω ∈ Υ : ω = (ω1, ω2, ..., ωp) , ωi ∈ Ωi} whereΩ = Ω1×Ω2× ...×Ωp.
In dictionary learning based on block relaxation,p = 2, ω1 = X andω2 = D. In generalized
block-relaxed dictionary learning,p = 4 as we have two more auxiliary parametersX‡ andD‡.
Now it is needed to introduce point to set maps,
Definition B.1.1(Point to set map). Let Υ be an arbitrary set and letΓ be the set of all subsets
of Υ. A map∆ : Υ → Γ is a point to set map (see for example [Zan69]).
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In the block relaxation technique a set of point to set maps∆i : Υ → Γ are defined as∆i(ω̂) =
{ω ∈ Υ : ∀j 6= i ωj = ω̂j} whereω̂ = (ω̂1, ω̂2, ..., ω̂p) is the current value of the parameters.
These point to set maps keep all the blocks of parameters fixedapart from theith block.
By starting fromω[0], the set of possible solutionsΛ in the minimization problem is defined
as,Λ = {ω ∈ Υ : η(ω) ≤ η(ω[0])}. For anyω ∈ Λ in each block update we minimize the
objective for the selected parameters. This gives us the following updating operator:
Ui : Λ → {u ∈ ∆i(ω̂) : η(u) ≤ η(t),∀t ∈ ∆i(ω̂)} (B.2)
In general this updating operator is a point to set map and we can choose an update parameter
within the resulting set. In our case, the objective function always has a unique minimizer and
the updating operators are point-to-point mappings. To usea set of updating operators, we also
need to have an operator selector.
Definition B.1.2(Operator selector). s(k) : N→ P whichP = {i : 1 ≤ i ≤ p}
This operator can choose the updating operator by sequentially selecting (circular) or free steer-
ing through the available operators. By using the updating operators defined in (B.2) and an
update selectors(k), we can summarize the (generalized) block relaxed minimization by the
following algorithm,
Algorithm B.1.1. Letω[0] be a given starting point, then{ω[k]}k∈N is the sequence of updates
given byω[k+1] ∈ Us(k){ω[k]} and stop when∀i ∈ P : ω̂ = Ui{ω̂}
When the updating operator is injective,ω[k+1] = Us(k){ω[k]}, to analyze the sequence gener-
ated by Algorithm B.1.1, we need to introduce some characteristics of the infinite series.
Definition B.1.3(Asymptotically regularity). A sequence{α[n]}n∈N is asymptotically regular
if ||α[n+1] − α[n]|| → 0, whenn→ ∞.
|| . || is a norm defined in the solution space. An operator is called asymptotically regular when
the series generated by the sequential use of that operator is asymptotically regular.
Definition B.1.4 (Essentially periodic). An infinite sequence{α[n]}n∈N drawn from a finite
alphabetP = {Ai : 1 ≤ i ≤ p} is essentially periodic, with a periodm ∈ N,m ≥ p when
∀j ∈ N,∀Ai ∈ P,∃n ∈ [jm+ 1, (j + 1)m] andα[n] = Ai.
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The sequence of{ω[k]} of the Algorithm B.1.1 is asymptotically regular when∆i andη satisfy
the following hypotheses [FH79],
HypothesesB.1.1. For all i ∈ P andη : Υ → R,
• ∀ω : ω ∈ ∆i(ω)
• ∆i is continuous onΥ
• ∀ω ∈ Υ, η has a unique minimizer over∆i(ω)
• ∃ω[0] ∈ Υ such thatΛ is a compact subset.
The accumulation points of Algorithm B.1.1, when the Hypotheses B.1.1 are satisfied, can now
be studied. From basic mathematical analysis, we know that any bounded sequence has at least
one accumulation point ( Bolzano-Weierstrass Theorem [Pal91, Theorem 4.1] ). AsΛ is closed,
the accumulation points of{ω[n]} are inΛ.
TheoremB.1.1. [FH79, Theorem 15] Let the update selector,s(k) , be essentially periodic
and∆i andη satisfy Hypotheses B.1.1. Every accumulation pointω∗ of {ω[n]}, generated by
Algorithm B.1.1, satisfiesω∗ = Ui{ω∗} for anyi ∈ P
The set of accumulation pointsT belongs to a level set ofη. If η is continuous,T is closed and
asΛ is bounded andT ⊆ Λ, T is bounded. ThereforeT is compact.
PropositionB.1.1. [Lan04, Proposition 10.3.1] If a bounded sequence{ω[n]}n∈N is asymptoti-
cally regular, then its set of accumulation points is connected. If this set is finite, then it reduces
to a single point.
In a normed space, the following lemma guarantees that the sequence{ω[n]}n∈N generated by
Algorithm B.1.1 will stay arbitrarily close to the accumulation points, whenn > N for some
N .
LemmaB.1.1. Let{ω[n]}n∈N be a bounded asymptotically regular sequence andT be the set
of its accumulation points then,∀ǫ > 0,∃N ∈ N, for n > N,∃t ∈ T, ||ω[n] − t|| < ǫ
Proof. Let S be anǫ-neighborhood ofT andSc be its complement in the admissible set. As
the admissible set is compact,Sc is also compact. BecauseS is a neighborhood ofT there is no
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accumulation point in Sc. If {ω[n]} has infinitely many points inSc, then it has a converging
subsequence and at least one accumulation point inSc . This contradicts the fact that there
is no accumulation point inSc. Therefore∃N : ω[n] ∈ S, ∀n > N . On the other hand
ǫ-neighborhood implies that for alln > N , ∃t ∈ T : ||ω[n] − t|| < ǫ.
In the next subsubsection, asymptotic regularity of the generalized block relaxation method for
dictionary learning will be shown. This is followed by showing the convergence of the proposed
method to a set of fixed points.
B.2 Convergence study of the generalized block relaxed dictonary
learning
In dictionary learning, there are two parameters, coefficient matrix and dictionary. In gen-
eralized block-relaxed dictionary learning (B.1), we havefour parameters. The augmented
function (B.1) majorizes (5.1) only when one pair of parameter blocks ((D,D‡|D‡=D) or
(X,X‡|X‡=X) ) is fixed. Therefore∆X : X ∈ {D, X, D‡, X‡} are the point to set maps
which fix all parameters butX (from now on, this indexing for the point to set maps will be
used).
PropositionB.2.1. The generalized block-relaxed minimization of (B.1) is asymptotically reg-
ular when the updates ofD andX are followed by updating ofD‡ andX‡ respectively.
Proof. To show the asymptotic regularity we show that all the hypotheses in Hypotheses B.1.1
are satisfied.∆X : X ∈ {D, X, D‡, X‡} are self contained, i.e.X̂ ∈ ∆X {X̂ }, and
continuous. Therefore they satisfy the first two hypotheses. The minimum of (B.1) based on
each parameter is unique (the sparse approximation minimumis reached using soft shrinkage
(5.6) overA and the dictionary update is reached by one of the operators introduced in (5.13),
(5.20) or (6.7) overB ). (B.1) is strictly convex based onX‡ or D‡ when all other parameters
are fixed. Therefore minimization based onD‡ orX‡ has a unique solution. Surrogate objective
function (B.1) is a continuous function. When a mapping is continuous, its epigraphΛ is a
closed set [Roc70, Theorem7.1]. As the admissible set is a closed set, the intersection ofΛ and
this set, which is the possible solution set, is closed. On the ot er hand there is no infinitely
large point inΛ (maximum value of||D||F andJ1,1(X) are bounded based on the dictionary
constraints andφ(D[0],X[0])/λ respectively). In an Euclidean space boundedness and closeness
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are sufficient for a set to be compact. Therefore the hypothesis is atisfied and the sequence of
(D,X,D‡,X‡)[i] : i ∈ N is asymptotically regular [FH79].
Finally we present a Proposition which shows the convergence of the proposed algorithm.
PropositionB.2.2. Generalized block-relaxed dictionary learning convergesto a single fixed
point (D∗,X∗) or gets arbitrary close to a continuum of accumulation points, where each ac-
cumulation point satisfies:
• ψ(D∗,X∗,D∗,X∗) ≤ ψ(D∗,X,D∗,X∗) : ∀X
• ψ(D∗,X∗,D∗,X∗) ≤ ψ(D,X∗,D∗,X∗) : ∀D ∈ D
Proof. Due to Proposition B.2.1, the sequence generated by generalized block-relaxed dictio-
nary learning is asymptotically regular. Due to Theorem B.1.1 and Lemma B.1.1, the algorithm
converges either to a fixed point or gets arbitrary close to a cntinuum of accumulation points.
Because any accumulation point of the algorithm is a fixed point f r all Ui : ∀i ∈ P [FH79,
Theorem 15],X∗ is the best coefficient matrix using dictionaryD∗ andD∗ is the best admissi-
ble dictionary, usingX∗ as the sparse representation.
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Derivation of the Gammatone
Dictionary Gradient
The gradient of the parametric Gammatone dictionary with the generative function (8.13) is
calculated in this appendix. LetDΓ ∈ Rd×N and Γ ∈ R4×N . The ith column of DΓ is
a function of theith column of Γ, dγi . The rank of∇ΓDΓ is 3 and it is represented by a
tensor inR4×d×N . Each sub-matrix of this tensor (fixing the third index) is the gradient of the
corresponding atom inDΓ. Therefore it is only needed to calculate the gradient ofdγi based
on γi. Becausedγ is calculated using (8.16), a formulaton for the gradients of gγ(t) based on
tc, fc, n andb is needed which can be found by the following formulas,
∂gγ
∂tc











− 2πts sin(2πfcts))e−2πbBts ,
∂gγ
∂n






= −2πaBtns e2πbBts cos(2πfcts),
(C.1)
wherets = t− tc and dBdfc = 1/Q. The final step of calculating∇ΓDΓ is done by sampling the
parametert.
Some researchers have proposed more complex formulations for B. In this case, one can sub-




Convergence Study of the Parametric
Dictionary Design
In this appendix, it is first shown that ifDΓ is a differentiable function onΥ, the Algorithm 5
reduces the proposed objective function in (8.8). It is thenshown that whenΥ is compact1, the
sequence generated by the algorithm, gets as close as possible to a set of limit points.
PropositionD.0.3. Let GΓk = D
T
Γk
DΓk be the Gram matrix of the dictionary atk
th iteration.
The Algorithm 5 reduces, or remains the same,‖GΓk − PΛN GΓk‖F in each update of the
parameters (Γk → Γk+1), wherePΛN is the orthogonal projector ontoΛN .
Proof. Let GPk+1 be an abbreviation forPΛN GΓk , which is found using (8.9). Using the
parameter update step (line 5) and the fact thatGRk+1 = αkGPk+1 + (1 − αk)GΓk ,
αk‖GΓk − GPk+1‖F = ‖GΓk − GRk+1‖F
≥ ‖GΓk+1 − GRk+1‖F
= ‖GΓk+1 − αkGPk+1 − (1 − αk)GΓk‖F
= ‖(GΓk+1 − GPk+1) − (1 − αk)(GΓk −GPk+1)‖F
≥ ‖GΓk+1 − GPk+1‖F − (1 − αk)‖GΓk − GPk+1‖F ,
where the triangular inequality has been used to derive the last inequality. This provide the
following inequality,
‖GΓk − PΛN GΓk‖F ≥ ‖GΓk+1 − GPk+1‖F
≥ ‖GΓk+1 − PΛN GΓk+1‖F ,
(D.1)
where the minimum distance property of the orthogonal projection is used in the last inequality.
1In Euclidean space, a set is compact if it is closed and bounded.
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Let Υ◦ be the interior ofΥ and classC1 be the set of all (at least) one time differentiable
functions. To show the convergence of Algorithm 5 to a set of fixed points, the following two
Lemmata are needed.
LemmaD.0.1. Let DΓ : Υ◦ → Rd×N ∈ classC1 and Υ be compact. The epigraph of the
objective (8.8) at an admissibleΓ0 is compact.
Proof. When the parametric dictionaryDΓ is differentiable onΥ, the objective function in




∗ = PΛN G∗Γ. Therefore the objective in (8.8) can be replaced by the




(|{gΓ}i,j | − µG)2 +
∑
i=j
({gΓ}i,j − 1)2 )1/2, (D.2)
where |{gΓ}i,j| is the absolute value of the(i, j) element ofGΓ = DTΓDΓ. This objective
function is a continuous function ofΓ. The continuity of the objective function and the com-
pactness ofΥ prove the compactness of the epigraph of the objective at an admissible point
Γ0 [BV04].
Due to the Bolzano-Weierstrass theorem, Algorithm 5 has a set of accumulation points. The
Lemma B.1.1 is now reformulated for a more general (including asymptotically non-regular2)
sequence. Although the proof is the same, the set of accumulation points can be dis-connected,
when the sequence is not asymptotically regular.
LemmaD.0.2. Let {Γn}n∈N be an infinite sequence in a compact set andT be the set of its
accumulation points then,∀ǫ > 0,∃N ∈ N, such that forn > N,∃Γ‡ ∈ T, ‖Γn − Γ‡‖F < ǫ
Proof. Let S be anǫ-neighburhood ofT andSc be its complement in the admissible set. As
the admissible set is compact,Sc is also compact. BecauseS is a neighburhood ofT there is
no accumulation pointΓ in Sc. If {Γn} has infinite many points inSc, then it has a converging
subsequence and at least one accumulation point inSc. This contradicts the fact that there is no
accumulation point inSc. Therefore∃N : Γn ∈ S, ∀n > N . On the other handǫ-neighburhood
implies that for alln > N , ∃Γ‡ ∈ T : ‖Γn − Γ‡‖F < ǫ.
2A sequence{ak}k∈N in a normed space is called asymptotically regular whenlimk→∞ ‖ak − ak−1‖ = 0
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TheoremD.0.1. Let DΓ ∈ classC1. The Algorithm 5 converges to a set of fixed points by
starting fromΓ0 ∈ Υ, whereΥ is a compact set.
Proof. Due to Lemma D.0.1 the epigraph of the objective in (8.8) atΓ0 is compact. The Propo-
sition D.0.3 shows that the sequence{Γn}n∈N is in this epigraph. The convergence of the
Algorithm 5 to a non-empty set of accumulation points is guaranteed using Lemma D.0.2. Line
5 of Algorithm 5 prevents the existence of a continuum of accumulation points. Therefore, the
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QUANTIZED SPARSE APPROXIMATION WITH ITERATIVE THRESHOLDI NG
FOR AUDIO CODING
M. Yaghoobi, T. Blumensath and M. Davies
Institute for Digital Communications,
Joint Research Institute for Signal and Image Processing,
University of Edinburgh, UK
ABSTRACT
Sparse coding is a new field in signal processing with possible
applications to source coding. In this paper we present a new
method that combines the problems of sparse signal approxi-
mation with coefficient quantization. This method uses over-
complete dictionaries and exploits signal redundancy. The
proposed method will be derived as an extension of a recently
presented method (iterative thresholding) to find sparse repre-
sentations of signals. Because in digital communication and
storage we need a quantized representation of the signal, in-
stead of quantization of sparse representations a posteriori,
we propose a refined method that combines sparse approxi-
mation and quantization. To compare the proposed method to
a posteriori quantization, we present an audio example.
Index Terms –Sparse approximation, Quantization, Iterative
Thresholding, Audio coding, Signal representation
1. INTRODUCTION
Sparse approximations represent signals with a small num-
ber of elementary functions (atoms) from an overcomplete
set of functions (dictionary). This kind of signal represen-
tation has various applications such as source separation,de-
noising, feature extraction, compression and source coding.
The focus of this paper is to simultaneously obtain a sparse
and quantized representation of a signal. As an example, we
use an audio signal to show the performance of the algorithm.
Sparse representations are potentially useful in source coding
because the encoder only needs to encode non-zero coeffi-
cients and their indices (i.e. the indices of the atoms in the
dictionary) to enable the decoder to reconstruct the original
signal.
Most modern audio codecs use a transformation of the in-
put as the first step to get a sparser representation of the signal
and, with some psychoacoustic considerations, quantize and
This work is funded by EPSRC grant number D000246.The authors ac-
knowledge their support of the Joint Research Institute with the Heriot-Watt
University as a component part of Edinburgh Research Partnership.
encode the coefficients. The decoder uses the inverse trans-
form [1]. The idea behind transform coding is that a simlpe
scalar quantizer can be used. Therefore, many researchers use
sparse representations based on overcomplete dictionaries to
increase the sparsity of the representation (with an increase in
the cost of index coding)[2] [3] [4].
Previous approaches mostly use greedy algorithms like
Matching Pursuit (MP) or its extension, Quantized MP (QMP)
[5], which was shown to improve quantized SNR by 0.5–
2 dBs for a fixed bit rate [6]. In this paper we propose a
different in-loop quantization method and show that it uses
the redundancy in the dictionary to find a better quantized
approximation. The contribution of this paper is an iterative
algorithm that jointly optimizes the selection of atoms from
a redundant dictionary and the quantization. A new penalty
function will be presented to replace the traditional penalty
function based solely on the number of none-zero coefficients.
To optimize this penalty function we need either relaxationor
approximation. In this work the latter one is chosen.
2. SPARSE APPROXIMATION AND ITERATIVE
THRESHOLDING
An optimal source code can be achieved by Vector Quantiza-
tion (VQ) [7] which is computationally expensive. Transform
coding is used to get suboptimal source codes with simpler al-
gorithms. In standard transform coding, coefficients are quan-
tized with a scaler quantizer and then entropy coded [8]. Lin-
ear transforms do not always lead to good performance. One
solution is to represent the signals using a nonlinear trans-
form and an overcomplete set of elementary functions. Non-
linear transforms can lead to sparser representations for cod-
ing. Overcomplete signal representations can be formulated
as,
y = Kx, (1)
whereK is anN byM matrix withM > N and|K| = N .
y andx are the input signal and the signal in the transform
domain. BecauseK is a non-square matrix withM > N ,
we have an infinite number of solutionsx for every inputy.
We can choose a particular solution based on the constrained
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For sparse representations,P (x) is often chosen to bel0,
which measures the number of non-zero coefficients. Instead
of solving this exact representation problem, we use an ad-




Φ(x) ; Φ(x) = ||Kx− y||2 + λP (x) (3)
where|| · || is the norm in signal space andλ a Lagrangian
multiplier. In general, solving the above optimization prob-
lem based on thel0 sparsity constraint is an NP-hard problem
and is not computable in an acceptable amount of time. So
the problem needs to be sinplified using relaxation or approx-
imation [9]
Recently Daubechies et al. [10] have presented an Iter-
ative Thresholding algorithm (IT), as an iterated version of
classical thresholding [11] to find sparse approximations fr a
broader ranges of dictionaries (the classical one was present d
for orthogonal wavelets and could be extended to other or-
thogonal bases). The algorithm was shown to solve a relaxed
version of thel0 problem (with a convex penalty function).
The penalty function in [10] is,
P (x) = |x|pp (4)
where|x|p is the p-norm with1≤p≤2 to ensure convexity of
P (x).
The matrixK couples the coefficients and prevents us
from optimizing the cost function element-wise. This cou-
pling can be removed by adding a convex function to the cost
function, to get a ”surrogate function”. We can then opti-
mize the new cost function (this process is called optimization
transfer),
ΦS(x, x′) = Φ(x) + ||x − x′||2 − ||Kx−Kx′||2 (5)
Whenx = x′, the surrogate function is equal to the original




[(xi − αi)2+λ|xi|p] + [β − α2i ]. (6)
whereα = (I − K∗K)x′ + K∗y, β = ||y||2 + ||x′||2 −
||Kx′||2, i shows the element number andK∗ is the conju-
gate transpose ofK. α is a function ofx also known as a
Landweber update ofx [12], which could be used iteratively
to compute thel2 regularized optimal solution of the inverse
problem. The second term is constant and we only need to
optimize the first sum, which is now decoupled and can be
minimized elementwise. In an iterative scheme we set the
previous computed value,xn−1, to x′ and then setxn to the
valuex that optimizes
ΦS(xn, xn−1, i) = (xni − αn−1i )2+ λ|xni |p (7)
whereαn−1 is the Landweber update ofxn−1. The conver-
gence of this algorithm to a minimum of (3), for certain cost
functions, is shown in [10]. In each step we find the best
value forxni based onx
n−1
i (or its corresponding Landweber
update). Therefore the iterative algorithm forM iterations is
as follows:
1. n = 1, x0 = 0,
2. αn−1 = (I −K∗K)xn−1 +K∗y,
3. xni = f(α
n−1
i ); ∀i
4. n = n+ 1 if n ≤M return to step 2.
In step 3,f is the element-wise optimizer. Whenp = 1 and
p = 0 this function is soft- and hard- thresholding [11], re-
spectively.
The IT algorithm is flexible and it is possible to change
the penalty function (albeit under certain conditions). Inthis
paper we propose a Quantized IT algorithm based on certain
modifications of the cost function, such that we simultane-
ously get a quantized signal representation.
3. QUANTIZED SPARSE APPROXIMATION
In this section we are considering the problem of quantized
sparse representations. For coding, coefficients need to be
quantized. Therefore the transform is changed to get quan-
tized coefficients to reduce quantization error. The quantized
version of (3) is:
ΦQ(z) = ||Kz − y||2 + PQ(z) (8)
PQ(z) = λ||z||0 measures the number of non-zero coeffi-
cients andz is a quantized value vector with the desired uni-
form quantizer, with larger zero bin (δ0 andδ1 are the zero
and non-zero bin sizes). Optimizing the above cost function
is an NP-hard problem. But with iterative thresholding in the
quantized domain we could decrease this cost function pro-
gressively. After adding quantized version of the previously
mentioned convex function, the following surrogate function
should be minimized in each step:
ΦS(zn, zn−1, i) = (zni − αn−1i )2 + λ|zi|0 (9)
Here |zi|0 is equal to zero ifzi = 0 and equal to one oth-
erwise. We are looking for the optimum value ofΦS in the





2 zni = q0 =0
(αn−1i − qk)2 + λ zni = qk:k 6=0
(10)
whereqk is thekth quantization level (k ∈ Z,−⌊L/2⌋+ 1 ≤
k ≤ ⌊L/2⌋ for aL level quantizer). To define the neighbor-
hood of eachqk in which the optimum value ofΦS (for the
quantized valuezni ) is qk , we just need to compare it withΦ
S

















Fig. 1. 9 level on-center QShrinker
to a function onα that is a quantizer with the same quantiza-
tion levels as the original quantization levels and an adjustable
zero bin. We can choose an appropriateλ, by using equation
(11), to ensure that the quantizer is uniform in non-zero bins
and has a larger zero-bin size, see Figure 1.
λ = (δ0/2)
2 − (δ1/2)2 (11)
Therefore the shrinking function changes to a simple uniform
quantizer,
f(α) = Q(α) (12)
With different initial values, the algorithm will converge
to different fixed points. Increasing the number of quanti-
zation levels directly increase the number of local minima.
To improve performance, we adopt a relaxation strategy for
iterative shrinkage previously presented in [13]. Insteadof
updating the current coefficients with the proposed threshold,
we choose a relaxation factorµ and update the current coeffi-
cients as
xni = (1 − µ)xn−1i + µf(αn−1i ), (13)
where0 < µ ≤ 1. With this update,xi is not quantized. But
it is obvious that the fix points of (12) and (13) are the same.
After the algorithm converges, allxis have quantized values.
When||K|| > 1, for some initial values, updating by (12) is
unstable. But with the use of this relaxation, and choosing ap-
propriateµ, our simulations show stability for both methods
(IT and QIT). The overall process is the same as IT but with
step 3 replaced by (13).
4. SIMULATIONS
A segment of pop music sampled at32kHz was chosen here
as a test signal (Figure 2). A 4 times overcomplete MDCT
dictionary (overcomplete in the frequency domain) was used.




Fig. 2. Input audio signal
All simulations were started withx0 = 0. We fixed quantiza-
tion levels and used a uniform dead-zone quantizer with the





By changingζ, the results of the algorithm will have a vary-
ing umber of non-zero coefficients (it should be noted that this
convention is not just for QIT. It is also used for IT, where th
zero bin is the thresholding parameter. So we can compare
equivalent coefficients quantized with QIT for a specific num-
ber of non-zero coefficients). A four bit quantizer (16 levels)
was selected to quantize each coefficient. To show the con-
vergence of the algorithm, simulations were run for 20 and
100 iterations. The results are shown in Figure 3. The graph
with plus symbols is iterative hard thresholding and the re-
sults achieved when quantizing this solution are shown with
circles. QIT and its quantized output are shown with cross and
star symbols. Note that due to the relaxation approach used,
the output of QIT is not automatically quantized. The hor-
izontal axis shows the number of non-zero coefficients. We
can see that for differenet numbers of non-zero coefficients,
IT gives better SNR than QIT. However after quantization
of the coefficients, the SNR of the decoded quantized coef-
ficients of QIT is better than quantized IT. We also see that
with more iterations, QIT and its quantized output get closer
to each other, which shows that the algorithm is converging to
a quantized solution. Another observation to be made here is
that the SNR starts to decrease when we use a large number of
non-zero coefficients. This is an artifact in the analysis where
we use a fixed coding cost, i.e. a fix number of quantization
levels. To show the benefit of using QIT, we need to show
the operating rate-distortion (R-D) curve by computing the
convex hull for different bit budgets. The audio sample used
in the previous experiment is here used for coding with 4 to
9 bit quantizers. The operational R-D is shown in Figure 4.
The graph shows that we have 0.2 dB SNR improvement for
1 bit/sample and up to 1 dB improvement for 12 bits/sample.
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Fig. 3. For two different numbers of iterations (20 and 100)
output SNRs are shown in four different cases (IT (+), QIT
(x), quantized QIT (*), quantized IT (o))
5. CONCLUSION
In this paper we introduced a new method for jointly approx-
imating and quantizing a signal. The newly presented itera-
tive thresholding method was refined for this purpose and we
have shown that even with a small number of iterations the
algorithm can give a relatively good result (close to the fixed
point). The algorithm is much faster than previously used MP
type algorithms. Each iteration of MP and QIT have the same
order of computation. However MP extracts one element at
a time and therefore requires at least as many iterations as
the number of atoms to be extracted, while QIT calculates
all the coefficients with less iterations. With the proposed
method, we have shown that jointly quantized and sparsified
coefficients achieve a better SNR for the same number of non-
zero coefficients than sparse approximation and quantization
done separately. Because a psychoacoustic model was not
considered, this kind of coefficient coding is not comparable
with some well known available coders. This paper aims to
show the preference of using quantized sparse approximation
instead of a posteriori quantization of sparse representatio .
More investigations are required to study ways of choosing
the relaxation parameter, finding an appropriate initialization,
considering psychoacoustic models and using listening test
for final evaluation.
6. REFERENCES
[1] M. Bosi, Introduction to Digital Audio Coding and Stan-
dards, Springer, 2002.
[2] M.M. Goodwin,Adaptive Signal Models: Theory, Algo-
rithms and Audio Applications, Ph.D. thesis, University
of California, Berkeley, 1997.
[3] P. Frossard, P. Vandergheynst, R.M. Figueras i Ventura,
and M. Kunt, “A posteriori quantization of progressive
matching pursuit streams,”IEEE Trans. on Signal Pro-
cessing, vol. 52, no. 2, pp. 525–535, 2004.












Fig. 4. Operating R-D curves for QIT (upper) and IT (lower)
[4] M. Davies and L. Daudet, “Sparse audio representations
using the MCLT,” Signal Processing, vol. 86, pp. 457–
470, 2006.
[5] V.K. Goyal, M. Vetterli, and N.T. Thao, “Quantized
overcomplete expansions inRN : Analysis, synthesis
and algorithms,” IEEE Trans. on Information Theory,
vol. 44, no. 1, pp. 16–31, 1998.
[6] C.D. Vleeschouwer and A. Zakhor, “In-loop atom mod-
ulus quantization for matching pursuit and its applica-
tion to video coding,” IEEE Trans. on Image Process-
ing, vol. 12, no. 10, pp. 1226–1242, 2003.
[7] A. Gersho and R.M. Gray,Vector Quantization and Sig-
nal Compression, Kluwer Academic Publishers, 1991.
[8] V.K. Goyal, “Theoretical foundations of transform cod-
ing,” IEEE Signal Processing Magazine, vol. 18, no. 5,
pp. 9–21, 2001.
[9] J.A. Tropp,Topics in Sparse Approximation, Ph.D. the-
sis, University of Texas, Austin, 2004.
[10] I. Daubechies, M. Defrise, and C. De Mol, “An iterative
thresholding algorithm for linear inverse problems with
a sparsity constraint,”Comm. Pure Appl. Math, vol. 57,
pp. 1413–1541, 2004.
[11] D.L. Donoho and I.M. Johnstone, “Ideal spatial adapta-
tion via wavelet shrinkage,”Biometrika, vol. 81, no. 3,
pp. 425–455, 1994.
[12] L. Landweber, “An iterative formula for Fredholm in-
tegral equations of the first kind,”Americam Journal of
Mathematics, vol. 73, pp. 615–624, 1951.
[13] M. Elad, “Why simple shrinkage is still relevant for




REGULARIZED DICTIONARY LEARNING FOR SPARSE APPROXIMATION
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ABSTRACT
Sparse signal models approximate signals using a small number of
elements from a large set of vectors, called a dictionary. The suc-
cess of such methods relies on the dictionary fitting the signal struc-
ture. Therefore, the dictionary has to be designed to fit the signal
class of interest. This paper uses a general formulation that allows
the dictionary to be learned form the data with somea priori in-
formation about the dictionary. In this formulation a universal cost
function is proposed and practical algorithms are presented to min-
imize this cost under different constraints on the dictionary. The
proposed methods are compared with previous approaches using
synthetic and real data. Simulations highlight the advantages of the
proposed methods over other currently available dictionary learning
strategies.
1. INTRODUCTION
Signals can be approximated using overcomplete representations
with more elementary functions (atoms) than the dimension of the
signal. These representations are not unique for a given setof atoms.
A sparse representation is an overcomplete representationhat uses
the minimal number of non-zero coefficients. For example, spar e
representations have been used for low bitrate coding, denoising
and source separation. Lety ∈ Rd andx ∈ RN (whered < N) be
the input and the coefficient vectors and let the matrixD ∈ Rd×N




Φ(x) ; Φ(x) = ||y−Dx||2 +λ ||x||0 (1)
where||x||0 andλ are the sparsity measure (which counts the num-
ber of non-zero coefficients) and a constant multiplier respectively.
This problem is NP-hard in general. Therefore various relaxd spar-
sity measures have been presented to make the problem tractable.
A commonly used class of measures are||x||pp =
P
i |xi |p with
0< p≤ 1.
When the generative model for the signals is unknown, appro-
priate dictionary learning algorithms can be used to adaptively find
better dictionaries for a set of training samples. We are thus search-
ing for a set of elementary functions that allow the set of training
signals to be represented sparsely and with a small approximation
error.
In this paper we consider the dictionary learning problem asa
constrained optimization problem with two sets of parameters, co-
efficient matrix and dictionary. The constraints are generalizations
of those in [1]. The proposed constrained optimization problem
is converted into an unconstrained optimization problem using La-
grangian multipliers. We then present reasonably fast methods to
update the dictionary. A comparison between the proposed method
and other dictionary learning methods is presented.
2. DICTIONARY LEARNING METHODS
In dictionary learning, one often starts with some initial dictionary
and finds sparse approximations of the set of training signals whilst
This work is funded by EPSRC grant number D000246
keeping the dictionary fixed. This is followed by a second step in
which the sparse coefficients are kept fixed and the dictionary is
optimized. This algorithm runs for a specific number of alternating
optimizations or until a specific approximation error is reached. The
proposed method is based on such an alternating optimization (or
block-relaxed optimization) method with some advantages ov r the
current methods in the condition and speed of convergence.
If the set of training samples is{y(i) : 1 ≤ i ≤ L}, whereL
is the number of training vectors, then sparse approximations are
often found (for alli : 1≤ i ≤ L ) by,
min
x(i)
Φi(x(i)) ; Φi(x) = ||y(i)−Dx||2 +λ ||x||pp (2)
An alternative to minimizing (2) individually on each vector is to
find a joint sparse approximation of the matrixY = [y(1) y(2) ... y(L)]
by employing a sparsity measure in matrix form. The sparse matrix
approximation problem can be formulated as,
min
X
Φ(X) ; Φ(X) = ||Y−DX||2F +λ Jp,p(X), (3)







|xi j |q]p/q. (4)
||X||F = J1/22,2(X) would be the Frobenius-norm. Whenp = q all
elements inX are treated equally.
The second step in dictionary learning is the optimization of
the dictionary based on the current sparse approximation. The cost
function in (3) can be thought of as an objective function with two
parameters,
Φ(D,X) = ||Y−DX||2F +λ Jp,p(X) (5)
Without additional constraints on the dictionary, minimizing the
above objective function is an ill-posed problem. An obvious so-
lution is D → ∞,X → 0 s.t. DX = Y. By constraining the norm
of D we can exclude these undesired solutions. Dictionaries with
fixed column-norms or fixed Frobenius-norm have been used in dif-
ferent papers (for example [3] and [1]). We present the more general
admissible sets assuming “’boundedcolumn-norm” and “bounded
Frobenius-norm”.
In the Method of Optimal Directions (MOD) [3] the bestD is
found by using the pseudo inverse ofX followed by re-normalizing
each atom. The Maximum Likelihood Dictionary Learning algo-
rithm (ML-DL), which is presented in [4], is similar to MOD but
uses gradient optimization. If the update is done iteratively, we
find the best possible dictionary update without any constraint (sim-
ilar to MOD). This update is followed by normalizing atoms based
on the variance of the corresponding coefficients. The dictionary
normalization step in these methods may increase total approxima-
tion error. The Maximuma Posterioridictionary learning algorithm
(MAP-DL) [1] is based on the assumption that ’priori’ informa-
tion is available about the dictionary. By the use of an iterative
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method, if the algorithm converges, it finds a dictionary consistent
with this a priori information [1]. When a fixed column-norm con-
straint is used, the algorithm updates atom by atom, making the
method too slow to be used for many real signals [5].
The K-SVD method presented in [5] is fundamentally different
from these methods. In the dictionary update step, the supports of
the coefficient vectors (the positions of the non-zero coeffici nts)
is fixed and an update of each atom is found as the best normal-
ized elementary function that matches the errors (calculated fter
representing the signals with all atoms except the currently selected
atom).
The dictionary learning approach proposed in this paper has
several similarities with the formulation used in MAP-DL. How-
ever, our approach is based on a joint cost function for both,the
sparse approximation and the dictionary update and uses a new class
of constraints on the desired dictionaries. Furthermore, th algo-
rithms presented to solve the problem are different and are proven
to converge. Because the proposed cost functions are not convex,
using gradient based methods to update the dictionary will not in
general find the global optimum and, like the other methods men-
tioned above, the algorithms presented in this paper are only guar-
anteed to find a local minimum.
3. REGULARIZED DICTIONARY LEARNING (RDL)




Φ(D,X) s.t. D ∈ D ; Φ(D,X) = ||Y−DX||2F +λ Jp,p(X) (6)
whereD is some admissible set. In an iterative two-step optimiza-
tion scheme, we find the optimumX with fixed D in one of the
steps. In this paper we use iterative thresholding (IT) [6] for this
optimization. In this algorithm a convex function is added to the
objective function to decouple the optimization of thexi j . Then the
convex function is updated based on the current solution andthe al-
gorithm continues with the new objective function. The objective
function in (6) and the added convex function have matrix valued
parameters leading to a generalization for the IT method.
In every other step of the dictionary learning algorithm we up-
date the dictionary. As noted in [1], two typical constraints are the
unit Frobenius-norm and the unit column-norm constraints,both of
which lead to non-convex solution sets. In addition to thesecon-
straints, the algorithms proposed in this paper can also be used to
solve (6) if bounded norm constraints (defined later) are used. With
these, the algorithms are guaranteed to find the global optimum
within the dictionary update step. Note that (5) is a convex func-
tion of D (for fixedX) and ofX (for fixedD), but it is not convex as
a function of both,X andD, so that the alternating optimization of
(3) is not guaranteed to find a global optimum.
Note that if the sparsity measure in the sparse approximation
step penalizes coefficients based on their magnitudes (for example
lp : 0< p≤ 1), it is easy to show that the fixed points of the algo-
rithm are on the boundary of the convex sets.
3.1 Constrained Frobenius-Norm Dictionaries
In this section we derive an algorithm for the case in which wecon-
strain the Frobenius-norm ofD. An advantage of using a constraint
on the Frobenius-norm is that the dictionary size can be reduc
during dictionary learning by pruning out atoms whose norm be-
comes small. Another advantage is that the learned dictionary will
have atoms with different norms as used in the weighted-pursuit
framework [7]. Atoms with large norm then have more chance of
appearing in the approximation. It has been shown that the aver-
age performance of the sparse approximation increases whenthe
weights are chosen correctly for the class of signals under study
[7].
The admissible set for theboundedFrobenius-Norm dictionar-
ies is,
D = {Dd×N : ||D||F ≤ c1/2F } (7)
wherecF is a constant. With the help of a Lagrangian multiplierγ




whereΦγ(D,X) is defined as,
Φγ(D,X) = ||Y−DX||2F +λ Jp,p(X)+γ(||D||2F −cF). (9)
The solution to the above minimization problem is a global min-
imum if the solution satisfies the K.K.T conditions [8, Theorm
28.1]. The admissible set is convex, so any minimum ofΦγ(D,X)
is an optimal solution ifγ(||D||2F −cF) = 0. Therefore if||D||2F 6= cF
thenγ must be zero. The objective function is differentiable inD.
Therefore its minimum is a point with zero gradient. For fixedX,
dΦγ(D,X) = d tr{XTDTDX−XTDTY−YTDX
+YTY}+γ. d tr{DTD}
= (2XX TDT −2XY T +2γDT)dD
⇒ d
dD
Φγ(D,X) = 2XX TDT −2XY T +2γDT = 0
⇒ D = YX T(XX T +γI)−1 (10)
Φγ(D,X) is a non-negative convex function ofD and this solution
is minimal. To find the appropriateγ satisfying the K.K.T condi-
tion, we note thatΦγ(D,X) is a continuous function ofγ (in the
regions in which(XX T +γI) is not singular). Therefore ifD as cal-
culated by (10) and withγ = 0 is admissible, thisD is the optimum
solution. If (10) does not give an admissible solution, we can use a
line-search method to find aγ 6= 0 such that||D||F = c1/2F (by chang-
ing γ in the direction which reduces|||D||F − c1/2F |). Interestingly,
MOD usesD = YX T(XX T)−1, whilst our update uses aregularized
pseudo inverse.
If we use an equality in the definition of (7) to get the fixed
Frobenius-norm constraint, the set becomes non-convex so that we
might only find a local minimum, in which caseγ could become
negative.
3.2 Constrained Column-Norm Dictionaries
The admissible set for theboundedcolumn-norm dictionary is de-
fined as,
D = {Dd×N : ||di ||2 ≤ c1/2C }, (11)
wheredi is the ith column of the dictionary andcC is a constant.
This admissible set is again a convex set. However, now we need
N (number of columns inD) Lagrangian multipliers (equal to the




whereΦΓ(D,X) is defined as,




γi(dTi di −cC) (13)
With this formulation, the K.K.T conditions are,
∀i : 1≤ i ≤ N, γi(dTi di −cC) = 0 . (14)
This means that for eachi if dTi di is not equal tocC thenγi should
be zero. (12) can be rewritten as
ΦΓ(D,X) = ||Y−DX||2F +λ Jp,p(X)+ tr{Γ(DTD−cCI)}, (15)
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whereΓ is a diagonal matrix with theγis as the diagonal elements.
If we use a similar method as before we get an optimum at,
D = YXT(XX T +Γ)−1 (16)
Even though the minimum seems to be similar to (10), findingΓ is
now more difficult as we can no longer use a line search.
Instead of optimizing the original objective function (15)di-
rectly we can use an iterative method. By adding a convex functio
of D to (15) we get the surrogate function,
ΦS
Γ
(D,B,X) = ΦΓ(D,X)+cs||D−B||2F −||DX−BX||2F (17)
whereB is ad×N matrix that is set to the previous solution ofD
(D[n−1]) in each iteration.cs is a constant such that||XTX||2< cs. To





(D,D[n−1],X) = −2XY T +2XX TD[n−1]T +2csDT
−2csD[n−1]T +2ΓDT = 0
⇒ D[n] = (YX T +D[n−1](csI −XX T))(Γ+csI)−1 (18)
All γis are non-negative and(Γ+csI) is a diagonal matrix. There-
fore (Γ + csI) is invertible. In equation (18) by changingγi we
multiply the corresponding column ofYX T +D[n−1](csI −XX T) by
a scalar and we canregulate the norm of each column inD by
the correspondingγi . We start with allγi = 0 and for any col-
umn ofD for which the norm is more than one, we find the small-
est value forγi that normalizes that column. In other words, we
find D♯ = YX T + D[n−1](csI − XX T) and then projectD♯ onto the
admissible set to findD[n]. The algorithm starts with the dictio-
naryD[0] = Di and iteratively reduces the surrogate objective func-
tion. We can run the algorithm for a specific number of iterations
or stop based on the distance between the dictionaries in twocon-
secutive iterations (||D[n] −D[n−1]||F < ξ ), for a small positive con-
stantξ ). This iterative method can be shown to converge to the
minimum of the original objective function (15) (X fixed). Alterna-
tively, we can again set the constraint set to have fixed column-norm
(D = {Dd×N : ||di ||2 = c1/2C }). Here the algorithm may find a local
minimum and some of theγi might become negative.
4. SIMULATIONS
We evaluate the proposed methods with synthetic and real dat. Us-
ing synthetic data with random dictionaries helps us to examine the
ability of the proposed methods to recover dictionaries exactly (to
within an acceptable squared error). We generated the synthetic
data and dictionaries as proposed in [1] and [5]. To evaluatethe
performance on real data, we chose an audio signal, which hasbeen
shown to have some sparse structure. We then used the learned
dictionary for audio coding and show some improvements in the
Rate-Distortion performance.
4.1 Synthetic Data
A 20× 40 matrix D was generated by normalizing a matrix with
i.i.d. uniform random entries. The number of non-zero elements
was selected between 3 and 7 to generate different sparse coefficient
vectors. The locations of the non-zero coefficients were selct d
uniformly at random. For the unit column-norm dictionary learning,
we generated 1280 training samples where the absolute values of
the non-zero coefficients were selected uniformly between 0.2 and
1. Iterative Thresholding (IT) [6] was used to optimize (3) using
the ℓ1 measure. This was followed by orthogonal projection onto
the selected sub-spaces (to find the best representation in that sub-
space). The stopping criteria for IT was the distance between two
consecutive iterations (δ = 3× 10−4) andλ was set to 0.4 . The
termination conditions for the iterative dictionary learning methods
(RDL and MAP-DL) was set to (||D[n] −D[n−1]||F < 10−7).















































Figure 1: Exact recovery with fixed column-norms dictionarylearn-
ing.




























Figure 2: Computation cost of the fixed column-norm dictionary
learnings algorithms.
We started from a normalized randomD and used 1000 itera-
tions. The learning parameter (γ) in MAP-DL was selected as de-
scribed in [1]. We down-scaledγ by a factor of 2− j ( j > 1) when
the algorithm was diverging. To have a fair comparison, we did
the simulations for 5 different trials. If the squared errorbetween
a learned and true dictionary element was below 0.01, it was clas-
sified as correctly identified. The average percentages and st ard
deviations are shown in Figure 1. It can be seen that in all cases,
RDL and K-SVD recovered nearly the same number of atoms and
more than the other methods (although for the signals with less than
6 non-zero coefficients, RDL recovered all desired atoms, perfor-
mance of K-SVD was very close to it). The MAP-DL algorithm did
not perform well in this simulation. We guess the reason for this
is slow convergence of the approach and the use of more iterations
might improve the performance.
In Fig.2 we compare the computation time of the algorithms
for the above simulations. Simulations ran on the Intel Xeon2.66
GHz dual-core processor machines and both cores were used by
Matlab. In this graph the total execution time of the algorithms
(sparse approximations plus dictionary updates for 1000 iterations)
is shown. MOD was fastest followed by our RDL.
We have a larger admissible set when fixing the Frobenius-norm
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Figure 3: Exact recovery with fixed Frobenius-norm dictionary
learning. 1: Desired dictionary had fixed Frobenius-norm. 2: De-
sired dictionary had fixed column-norms.



























Figure 4: Computation cost of the fixed Frobenius-norm dictionary
learning algorithms.
of the dictionary, which makes the problem of exact recoverymore
complicated and we expect to have less exact recovery for thesame
sparse signals. For this part we started with normalized ranom dic-
tionaries, normalized to have either fixed Frobenius-norm ofixed
column-norm.
The simulations were repeated for 5 trials and the averages and
standard deviations of the atom recovery are shown in the Fig. 3.
In these simulations RDL performed slightly better than MAP-DL.
The other observation in this figure is that when the desired dic-
tionaries have fixed column-norms, performance of the algorithms
increase but do not reach the performance observed when using
the more restricted (and appropriate) admissible set. Computation
times of the algorithms, on the machines described formerly, a e
shown in the Fig.4. An interesting observation is the decrease in
the computation time of RDL for less sparse signals, when theal-
gorithm could barely recover the correct atoms.
Instead of constraining the dictionaries to have fixed norms, we
can use the bounded-norm constraints. To show the possible advan-
tage of these constraints, we repeated the simulations above. The
results achieved with these constraints are shown in Fig. 5 We here
did the simulations with and without orthogonal projections on the
selected spaces found by sparse approximation method. It can be












 cost function (approximation error + λ * # non−zero coefficients)
 
 
Bounded and Fixed column−norm without projection
Bounded column−norm with projection
Fixed column−norm with projection
Original Data










Bounded and Fixed Frobenius−norm without projection
Bounded and Fixed Frobenius−norm with projection
Original Data
Figure 5: l0 cost functions of the constrained Frobenius and col-
umn -norms dictionary learning algorithms respectively ont p and
bottom plots.
seen that using bounded-norm admissible set improves performance
slightly when constraining the column-norm but it does not change
performance of the other method. These plots also show that the
orthogonal projection onto the selected spaces can improveoverall
performances.
4.2 Dictionary Learning for Sparse Audio Representations
In this part we demonstrate the performance of the proposed dictio-
nary learning methods on real data. An audio sample of more than 8
hours was recorded from BBC radio 3, which plays mostly classic l
music. The audio sample was summed to mono and down-sampled
by a factor of 4. From this 12kHz audio signal, we randomly took
4096 blocks of 256 samples each.
In the first experiment we used fixed column-norm and fixed
Frobenius-norm dictionary admissible sets. The set of dictionar-
ies with the column-norms equal tocC is a subset of a larger set of
fixed Frobenius-norm dictionaries, whencF = NcC. We chose unit
column-norm and fixed Frobenius-norm (cF = N) dictionary learn-
ing algorithms. We initialized the dictionary with a 2 timesover-
complete random dictionary and used 1000 iterations of alterna ive
sparse approximation (usingℓ1) and dictionary updates. The cost
function against iteration, for two different values ofλ , are shown
in the Fig. 6. This figure shows that the optimal fixed Frobenius-
norm dictionaries are better solutions for the objective functions.
As a second experiment we looked at an audio coding example.
We used the RDL method with the fixed Frobenius-norm constraint
to learn a dictionary based on a training set of 8192 blocks, each
256 samples long. The audio could be modeled using sinusoid,har-
monic and transient components. We chose a 2 times overcomplete
sinusoid dictionary (frequency oversampled DCT) as the initializa-
tion point and ran the simulations with different lambda values for
250 iterations. The number of appearances of each atom (λ = .006)
are sorted based on theirℓ2 norms and are shown in the Fig. 7. To
design an efficient encoder we only used atoms that were used fre-
quently in the representations and therefore shrunk the dictionary.
In this test we chose a threshold of 40 (out of 8192) as the selection
criteria. This dictionary was used to find the sparse approximations
of 4096 different random blocks, each of 256 samples, from the
recorded audio. We then coded the location (significant bit map)
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Figure 6:ℓ1 cost functions for two different Lagrangian multipliers
(λ ) .005 (top) and .001 (bottom).































Figure 7: Number of appearances in the representations of the train-
ing samples (of size 8192).
and magnitude of the non-zero coefficients separately. In this paper
we used a uniform scalar quantizer with a double zero bin. We cal-
culated the entropy of the coefficients to approximate the requi d
coding cost. To encode the significant bit map, we assumed an i.i.d.
distribution for the location of the non-zero atoms. The same cod-
ing strategy was used to code the DCT coefficients of the same dta.
The performance is compared in Fig. 8. The convex hull of the rat -
distortion performance calculated with different learneddictionar-
ies, each optimized for a different bit-rates, is shown in ths figure.
Using the learned dictionaries is superior to using the DCT for the
range of bit-rates shown, but the advantage is more noticeable for
lower rates.
5. CONCLUSIONS
We have formulated the dictionary learning problem as a con-
strained minimization of a joint cost function. This allowed the
derivation of a stable algorithm for dictionary learning, which was
shown to perform well on several test data sets. The derived mth-
ods differ from most of the previously proposed approaches,such as
K-SVD and MAP-DL with unit column-norma priori information,
which are based on atom-wise dictionary updates. The proposed
methods update the whole dictionary at once. The computation cost




















Sparse coding using learned dictionaries
DCT
Figure 8: Estimated Rate-Distortion of the audio samples with
sparse approximation using learned dictionary and DCT.
of the algorithms were compared and it was found that the proposed
methods performed better than, or similar to other competitors. An-
other simulation showed that using a bounded norm constraint was
slightly better or at least as good as a fixed norm constraint.How-
ever, more simulations are needed. An alternative to the proposed
method, when the constraint set is convex, is iterative gradient pro-
jection. This method is similar to the method that was used inSec-
tion 3.2 but with a different, and sometimes adaptive,cs. The over-
all performance comparison of these methods is the next stepof this
project.
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ABSTRACT
Sparse modeling of signals has recently received a lot of attention.
Often, a linear under-determined generative model for the signals of
interest is proposed and a sparsity constraint imposed on the rep-
resentation. When the generative model is not given, choosing an
appropriate generative model is important, so that the given class
of signals has approximate sparse representations. In thispaper we
introduce a new scheme for dictionary learning and impose anaddi-
tional constraint to reduce the dictionary size. Small dictionaries are
desired for coding applications and more likely to “work” with sub-
optimal algorithms such as Basis Pursuit. Another benefit ofsmall
dictionaries is their faster implementation, e.g. a reducenumber of
multiplication/addition in each matrix vector multiplication, which
is the bottleneck in sparse approximation algorithms.
Index Terms— Sparse Approximation, Dictionary Learning,
Majorization Method, Sparse Coding
1. INTRODUCTION
Let Y = {y(i) : 1 ≤ i ≤ L} be a given set of training samples
andX = {x(i) : 1 ≤ i ≤ L} be the corresponding coefficient
vectors.Yd×L andXN×L are the matrices generated by using the
elements ofY andX as the column vectors, respectively. The dic-
tionary learning problem can be formulated as follows. Given Y,
find a “dictionary“ matrixD and a coefficient matrixX, such that
the errorǫ = Y−DX is small andX is sparse. This is a challenging
problem and researchers from different fields have introduce algo-
rithms to solve it approximately [1–4]. Regardless of the spar ity
measure, dictionary learning is a non-convex optimizationproblem
and a locally optimum dictionary is often found [5]. Variousaddi-
tional constraints have been recently imposed on the dictionar es to
constrain the dictionary search space. These constraints may come
from a priory information about the dictionary [6,7] or help to attain
a fast implementation [8,9].
One application of sparse approximation is sparse coding. I
conventional sparse coding, indices of the selected columns of D,
called ”atom“, and the associated coefficients are coded separately
[10–12]. The coding cost of specifying the selected atoms isre-
duced by reducing the size of the dictionary. Therefore minium
size dictionaries are more desirable for a coding purpose. Also, when
the size of the learnt dictionary reduces, matrix-vector multiplication
can be done faster.
The application of parsimonious dictionary learning is notlimit-
ted to coding. Dictionary size selection is also a challenging problem
This work is funded by EPSRC grant number D000246.
in the sparse approximation of real signals. When the size ofthe dic-
tionary is unknown, one can start with a oversized dictionary and
find the minimum size learnt dictionary.
We here introduce a framework for parsimonious dictionary
learning. The problem formulation is followed by a practical algo-
rithm to find an approximate solution. We show that the proposed
framework gives promising results in dictionary recovery.We then
show that the learnt dictionary has advantages over the currently
used dictionaries for sparse coding.
2. PARSIMONIOUS DICTIONARY LEARNING
FORMULATION
Dictionary learning can be formulated as the minimization of a joint
objective function based onD andX.
min
D,X
φ(D,X) s.t.D ∈ D ;
φ(D,X) = ||Y − DX||2F + λJp,p(X),
(1)
where‖.‖F is the Frobenius-norm,D is a dictionary in an admis-










wherep ≤ 1. λ is a Lagrangian multiplier. In this paper we use
p = 1 which makes the minimization overX convex, ifD is fixed.
Various admissible sets have been used for dictionary learning (e.g.
see [5]). We use bounded column-norm and bounded Frobenius-
norm sets as the admissible sets to make the dictionary update a con-
vex problem for a fixedX. The bounded column-norm admissible
set is defined as follows,
DF = {Dd×N : ||D||F ≤ c
1/2
F }, (3)
wherecF is a constant. The bounded Frobenius-norm admissible set
is defined by,
DC = {Dd×N : ||di||2 ≤ c
1/2
C }, (4)
wheredi is the ith column of the dictionaryD andcC is a constant.
To get a dictionary of minimum size, we now include an additional




φθ,0,∞(D,X) s.t.D ∈ D ;
φθ,0,∞(D,X) = ||Y−DX||
2





where ||.||0 is an operator that counts the number of non-zero el-
ements, and is therefore related to the size of the dictionary, and
{D}i,j is the element(i, j) of D. Becauseφθ,0,∞ is non-convex




φθ,1,q(D,X) s.t.D ∈ D ;
φθ,1,q(D,X) = ||Y − DX||
2
F + λJ1,1(X) + θJ1,q(D
T ) (5)
whereq ≥ 1. By selectingq = 1, the objective function penalizes
any non-zero element of the dictionary. With some changes, thi
would be useful for sparse dictionary learning as introducein [13].
Whenq > 1, the objective function penalizes the number of atoms
more than the sparsity of the atoms which is our aim in this paper.
The parameterθ is then the regularization parameter which controls
the sparsity of the dictionary. By increasingθ, one can get a smaller
dictionary.
This objective function can be minimized using alternatingmin-
imization. Although this method is guaranteed to reduce theobj c-
tive in each step, the objective function is not convex and has various
local minima. The proposed method optimizesX andD alternately
keeping the other parameter is fixed. In this framework, the non-
convex optimization problem is broken into two convex optimiza-
tion problems, which can be solved using any convex optimization
method. Here we use a majorization minimization method.
3. MAJORIZATION METHOD FOR SPARSE
APPROXIMATION AND DICTIONARY UPDATE
We use the majorization minimization method [14] to minimize (5).
In the majorization method, the objective function is replaced by
a surrogate objective function which majorizes it and can bemini-
mized easier. Here we are interested in the surrogate functions in
which the parameters are decoupled, so that the surrogate function
can be minimized element-wise.
A functionψ majorizesφ when it satisfies the following condi-
tions,
φ(ω) ≤ ψ(ω, ξ), ∀ω, ξ ∈ Υ
φ(ω) = ψ(ω,ω), ∀ω ∈ Υ,
(6)
whereΥ is the parameter space. The surrogate function has an addi-
tional parameterξ. We choose this parameter as the current value of
ω and find the optimal update forω.
ωnew = arg min
ω∈Υ
ψ(ω, ξ). (7)
We then updateξ with ωnew. The algorithm continues until we find
an accumulation point. In practice the algorithm could be terminated
when the distance betweenω andωnew is less than a threshold.
There are different ways to derive a surrogate function. Jensen’s
inequality and Taylor series have often been used for this pur-
pose [14]. WhenD or X are fixed, the surrogate function for the
quadratic part of (5) can be found [15] by addingπX(X,X[n−1]) :=
cX ||X − X




[n−1]||2F − ||DX − D
[n−1]X||2F respectively, where
cX > ||D
T D|| and cD > ||XT X|| are two constants and||.|| is
defined as the spectral norm.X[n−1] andD[n−1] are the old values
of X andD respectively which are the auxiliary parameterξ in the
surrogate objective. In the next two subsections, we show hot is
method can be used for optimizing (5) in an alternating minimzation
scheme.
3.1. Matrix Valued Sparse Approximation
In this subsection we briefly show how the majorization method is
used for matrix valued sparse approximation. We addπX to (5) and
minimize the surrogate objective based onX, followed by updating
X[n−1] with the new value ofX. Let A := 1
cX
(DT Y + (cXI −
DTD)X[n−1]). It can be shown that (7) can be solved, for the pro-
posed surrogate objective, by shrinking elements inA, as follows:
{X[n]}i,j =
(
ai,j − λ/2 sign(ai,j) λ/2 < |ai,j |
0 otherwise.
(8)
The convergence of this algorithm is studied in [16] for vector val-
ued coefficients. This proof can also be extended to matrix valued
problems.
3.2. Dictionary Update
The objective function is convex whenX is fixed. For fixedX, to
minimize overD, the joint sparsity penalty is decoupled by adding
πD to the objective function,
ψθ,1,q(D,D
[n−1]) = φθ,1,q(D,X) + πD(D,D
[n−1]). (9)








(YXT + D[n−1](cDI − XX
T )). The dictionary
constraint is introduced into the objective function usingLagrangian
multipliers. Letdj andbj be thejth columns ofD andB respec-
tively. The objective function, using the bounded column-norm (4),







































whereψαq (v,w) = (w−v)
2+α||v||q , τj = (1+γj/cD)1/2 andγj
are the Lagrangian multipliers. To minimize (11), we can mini ze
the first term by minimizingψαq for eachdj independently. With the
help of two lemmas presented in [17], we can find the optimum of
ψαq based ondj for q = 1, 2 and∞. The minimum ofψ
α
q (v,w)
based onv [17, Lemma 4.1] is,
min
v





α is the orthogonal projection onto the dual norm ball with
radiusw and the dual norm is defined as||.||q′ with 1/q
′ + 1/q =
1. This minimization problem can be solved analytically for sme
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Sparsity (# of non−zero elements in each coefficient vector)
Fig. 1. Exact recovery with the constrained column-norm.
q [17, Lemma 4.2]. In this paper we derive the dictionary update
formula forq = 2.
b
∗



















When allγj are non-negative, for any inadmissible∗j with τj =
1 (γj = 0), one can decrease||d∗j ||2 to c
1/2
c by increasingτj to
satisfy the K.K.T conditions. The dictionary update is therefo e done
by calculatingB followed first by (13) (τj = 1) and secondly by
orthogonal projection onto the convex set (4).
When we are looking for a bounded Frobenius-norm dictionary,
the dictionary update could be derived using a similar approach, us-
ing orthogonal projection onto (3) instead of (4).
4. SIMULATION
We evaluate the proposed method with synthetic and real data. Us-
ing synthetic data with random dictionaries helps us to examine the
ability of the proposed methods to recover dictionaries exactly (to
within an acceptable squared error). To evaluate the performance
on real data, we chose audio signals. We then used the learnt dic-
tionary for audio coding and show improvements in Rate-Distortion
performance compared to coding with classical dictionaries.
4.1. Synthetic Data
A 20 × 40 matrix D was generated by normalizing a matrix with
i.i.d. uniform random entries. The number of non-zero elements
in each of the coefficient vectors was selected between 3 and 7. The
locations of the non-zero coefficients were selected uniformly at ran-
dom. We generated 1280 training samples where the absolute valu s
of the non-zero coefficients were selected uniformly between 0.2 and
1. We debiased all the sparse approximations by orthogonally pro-
jecting onto the space spaned by atoms with non-zero coefficients.
We assume that the desired dictionary size is unknown but
bounded. The simulations were started with four times overcompete
dictionaries (two times larger than the desired dictionarysize). The




















































Sparsity (# of non−zero elements in each coefficient vector)
Fig. 2. Exact recovery with the bounded Frobenius column-norm.
dictionary updates were based on the joint sparsity objectiv func-
tion (5) (withθ = 0.05, p = 1 andq = 2). The average percentage
of exact atom recovery, i.e. absolute inner product of the learnt atom
with one of the atoms in the original dictionary is more than 0.99,
for 5 trials are shown in Fig. 1 and 2. We plotted the percentage
of the exact recovery of the original atoms, regardless of the learnt
dictionary size. In the lower plot, we show the size of dictionary
after 1000 iterations. With thisθ we identified the size correctly but
for less sparse signals (higherk) we got less accurate results.
4.2. Parsimonious Dictionary Learning for Sparse Audio Cod-
ing
In this section we demonstrate the performance of the proposed dic-
tionary learning method on audio signals. An audio sample ofm re
than 8 hours was recorded from BBC radio 3, which plays mostly
classical music. We used the proposed method with the bounded
Frobenius-norm constraint to learn a dictionary based on a training
set of 8192 blocks, each 1024 samples long.
In this experiment, instead of fully optimizing over one param-
eter (X or D) before switching to the other one, we update each
parameter for a small number of iterations and then switch tothe
other one. This type of alterante optimization was found to be faster
in practice.
We chose a 2 times overcomplete sinusoid dictionary (frequency
oversampled DCT) as the initialization point and ran the simulations
with different lambda values for 5000 iterations of alternative opti-
mization of (11). The number of appearances of each atom, which
are sorted based on theirℓ2 norms, are shown in Fig. 3. To design
an efficient encoder we only used atoms that were used frequently in
the representations. Therefore we were able to further shrink the dic-
tionary size. In this test we chose a threshold of 40 appearances (out
of 8192) as the selection criteria. This dictionary was usedto find
the sparse approximations of 4096 different random blocks,each of
1024 samples, from the same data set. We then encoded the loca-
tion (significant bit map) and magnitude of the non-zero coeffici nts
separately. In this paper we used a uniform scalar quantizerwith a
double zero bin size to code the magnitude. We estimated the en-
tropy of the coefficients to approximate the required codingcost. To
encode the significant bit map, we assumed an i.i.d. distribution for
the location of the non-zero atoms. The same coding strategywas
used to code sparse approximations with a two times frequency over-
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Fig. 3. Number of appearances in the representations of the training
blocks (of size 8192).
complete DCT (the initial dictionary used for learning ) followed by
shrinking based on the number of appearances. For referencewe
calculated the rate-distortation of the DCT coefficient encoding of
the same data, using the same method of significant bitmap andnon-
zero coefficients coding. The performance is compared in Fig. 4.
In the sparse coding methods, the convex hulls of the rate-distortion
performances calculated with different dictionaries, each optimized
and shrunk for different bit-rates, are shown in this figure.Using the
learnt dictionaries for sparse approximation is superior to using the
DCT or overcomplete DCT for the range of bit-rates shown.
5. CONCLUSIONS
We introduced a formulation for parsimonious dictionary learning.
We have shown how we can solve the dictionary learning problem
approximately, by imposing a penalty on the size of the dictionary,
using a majorization method. A small set of simulations showed that
the algorithm often recovers a dictionary with the correct size. We
then used the learnt dictionary for sparse coding. We showedth
advantages over standard overcomplete and orthogonal dictionaries,
specially at low bit-rate. Although the results are promising, more
investigations are needed to find a method to determine the parame-
terθ.
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Abstract—This paper introduces a new dictionary design
method for sparse coding of a class of signals. It has been
shown that one can sparsely approximate some natural signals
using an overcomplete set of parametric functions, e.g. [1], [2]. A
problem in using these parametric dictionaries is how to chose
the parameters. In practice these parameters have been chosen
by an expert or through a set of experiments. In the sparse
approximation context, it has been shown that an incoherent
dictionary is appropriate for the sparse approximation methods.
In this paper we first characterize the dictionary design problem,
subject to a minimum coherence constraint. Then we briefly
explain that equiangular tight frames have minimum coherence.
The parametric dictionary design is then to find an admissible
dictionary close to being tight frame. The complexity of the
problem does not allow it to be solved exactly. We introduce
a practical method to approximately solve it. Some experiments
show the advantages one gets by using these dictionaries.
Index Terms—Sparse Approximation, Dictionary Design, In-
coherent Dictionary, Parametric Dictionary, Gammatone Filter
Banks, Exact Sparse Recovery.
I. I NTRODUCTION
SPARSE modeling of signals has recently received muchattention as it has shown promising results in different
applications. A basic assumption to apply this model is that
the given class of signals can be sparsely represented or ap-
proximated in an underdetermined linear generative model.In
this framework, one can use a matrixDd×N ∈ Rd×N : d < N ,
called dictionary, to represent the signal approximately using
y ≈ Dx. Let y ∈ Rd andx ∈ RN be the given signal and the




‖x‖0 s. t. ‖y − Dx‖2 ≤ ξ, (1)
where‖.‖0 is the sparsity measure that counts the number of
the non-zero coefficients andξ is a small positive constant. Be-
cause this problem is generally NP-hard, numerous algorithms
have been proposed to find an approximate solution. The
sparsity of the approximation is increased using an appropriate
dictionary for the given class of signals. A dictionary often
is selected by concatenating orthogonal bases [3] or using
a tight frame [4]. These dictionaries can be improved by
dictionary learning methods, see [5] and references therein.
These methods adapt an initial dictionary to a set of training
samples. Therefore the aim is tolearn a dictionary for which
an input signal, taken from a given class of signals, has a
sparse approximation.
This research was fully supported by the UK’s EPSRC, grant number
D000246/1. MED acknowledges support of his position from the Scottish
Funding Council and their support of the Joint Research Institute with the
Heriot-Watt University as a component part of the EdinburghResearch
Partnership.
There is another dictionary selection method, which is called
dictionarydesign. Different methods exist to design a suitable
D for a set of natural signals. One method is based on a gen-
erative model of the signals. Alternatively, if these signals re
to be received by the human sensory system, a more effective
method to designD is to use a human perception model [1],
[2]. Here, we assume that the set of elementary functions,
which are generated by the proposed model, can be described
by using a set of parameters and a parametric function. For
example, in the multiscale Gabor functions, the parametersare
scale, time and frequency shifts and the parametric functio
is Gaussian. In general the parameters are in the continuous
domain. To generate a dictionary based on these generative
functions, we can sample these continuous parameters. The
question is then how best to sample the parameters. Several
researchers have introduced different methods to optimizethe
sampling process. In [6], a sampling scheme was introduced
which finds an approximately tight frame, using 2D Gabor
functions. Alternatively, some researchers optimized thepa-
rameters based on the closeness to what is observed in the
perceptual systems. In practice, [7] showed that the optimal
Gammatone parameters, found by fitting to the human auditory
system, do not match the parameters estimated from English
speech signals.
When we use an approximate or a relaxed method to find
a sparse approximation, having an exact generative model
does not guarantee that we find the best sparse approximation.
An important parameter of a dictionary, for successful spare
recovery, is its coherenceµ [8]. The coherence is defined as
the absolute value of the largest inner-product of two distinct
atoms and it has been shown that whenµ is smaller than
a certain threshold MP and BPDN can recover the sparse
representation of the input signal [9]. It has also been shown
that the coherence upper-bounds the residual error decay in
MP [10] and OMP [8]. Therefore a dictionary with small
µ is desirable for sparse coding. LetG := DT D be the
Gram matrix of the dictionary. The coherence ofD is the
maximum absolute value of the off-diagonal elements ofG,
whenever the columns of the dictionary are normalized. For
suchD if the magnitude of all off-diagonal elements ofG
are equal,D has minimum coherence [11]. This normalized
dictionary is called an Equiangular Tight Frame (ETF) [12].
Although this type of frame has various nice properties, we
mainly consider its advantages in the exact atom recovery
[8] and the residual error decay rate [10]. Unfortunately
ETF’s do not exist for any arbitrary selection ofd and N
[12]. Therefore a dictionary design aim can be to find the
nearest admissible solution. On the other hand, natural signals




Fig. 1. Different alternating optimization methods: (a) Alternating Projection, (b) Alternating Minimization and (c) Proposed Method.
Therefore, the dictionary design problem can be to find a
parametric dictionary whose Gram matrix is close to being
the Gram matrix of an ETF. This way, domain knowledge
is incorporated into the parametric functions and the initial
parameters, while the optimization aims at improving the
ability of algorithms to find sparse approximations. We expect
to have a sparse approximation for the given class of signals
using the proposed dictionary. That is because it is generated
by sampling the parameters of generative functions fitted to
the signal, whilst the dictionary has nice properties that allow
exact atom recovery, because it is close to being an ETF. In
practice we show that the designed dictionary indeed gives
advantages over the standard dictionary, in terms of efficient
sparse approximation. Another advantage of the parametric
dictionary is that sparse approximation methods only need to
store the parameters, instead of the full dictionary, whichoffers
a huge reduction in memory requirement (the size of parameter
matrix is much smaller than the size of the corresponding
dictionary).
The parametric dictionary design also has some dis-
advantages. The method is explicitly not a data dependent
method. Another difficulty in the given problem is that the
current algorithm stores the Gram matrix explicitly. Therefo
for a very large block of signal, the current method is not
tractable.
A. Contributions of the paper
In this paper we introduce a new framework for dictionary
design. To the authors knowledge, this formulation has not
been considered previously. This formulation can be used to
design a dictionary when dictionary learning is not possible,
or is computationally intractable. We show how we can find an
approximate solution using an alternating minimization type
method.
The parametric dictionary is represented using a small
number of parameters (often less than 5). Therefore we do not
need to store the dictionary explicitly. This can save a consid-
erable amount of memory when using sparse approximation
algorithms.
Finally we show experimentally that there are sparse ap-
proximation benefits in using such a parametric dictionary fo
audio coding.
II. PARAMETRIC DICTIONARY DESIGN: FORMULATION
In this section we formulate the parametric dictionary design
as an optimization problem. LetDΓ ∈ D be a parametric
dictionary.Γ is the parameter matrix, withγi as itsith column
andD is the set of admissible parametric dictionaries. In this
paper, by lettingDΓ be a matrix with the atomsdi (with
the associated parametersγi), we implicitly assume that the
generative model is discrete. To select aΓ ∈ Υ, whereΥ is
an admissible parameter set, we can optimize an objective. In
section I we explained that for a better performance in sparse
coding, we are interested to design a dictionary which is cloe
to being an ETF. For a given normalizedD, the coherence of




A column normalized dictionaryDG is called ETF, when there
is a γ : 0 < γ < π/2 .
|〈di,dj〉| = cos(γ) : ∀i, j i 6= j (3)
Strohmer et. al. in [13] showed that if there exists an ETF in





To study the lower bound ofµD, the existence of an ETF and
its Gram matrix, [13] introduced a theorem which shows that
when D ∈ Rd×N is a uniform frame,µD is lower bounded
by,
µD ≥ µG :=
√
N − d
d(N − 1) . (5)
Equality holds in (5)if and only if D is an ETF. Furthermore,
equality in (5) can only hold ifN ≤ d(d+1)2 .
Let ΘNd be the set of Gram matrices of alld × N ETF’s.
If GG ∈ ΘNd then the diagonal elements and the absolute
values of the off-diagonal elements ofGG are one andµG
respectively. A nearness measure ofD ∈ Rd×N to the set
of ETF’s can be defined as the minimum distance between




Algorithm 1 Parametric Dictionary Design
1: initialization: k = 1, DΓ1 ∈ D , {αi}1≤i≤K : 0 < αi ≤ 1
2: while k ≤ K do




4: GPk+1 = minG∈ΛN ‖GΓk − G‖F
5: GRk+1 = αkGPk+1 + (1 − αk)GΓk
6: DΓk+1 ∈ DΓk ∪ {∀D ∈ D : ‖DT D − GRk+1‖F <
‖GΓk − GRk+1‖F}
7: k = k + 1
8: end while
the Gram matrix ofD and GG ∈ ΘNd [11]. To optimize the
distance of a dictionary to an ETF, we can solve,
min
Γ∈Υ,GG∈ΘNd
‖DTΓ DΓ − GG‖∞, (6)
where the matrix operator‖.‖∞ is defined as the maximum
absolute value of the elements of the matrix. Instead, we
would like to use a different norm space which simplifies
the problem. An advantage of usingℓ2 measure in the given
problem is that it considers the errors of all elements (and not
only the maximum absolute error). In this framework, when
there is no ETF inD , we find a dictionary that is close to






DΓ − GG‖2F , (7)
where ‖.‖F is the Frobenius norm. This is a non-convex
optimization problem in general. It might have a set of
solutions or not have any solution (e.g.ΘNd is empty as there
do not always exist ETF’s for arbitraryN and d). One can
extendΘNd to a convex setΛ
N [11], which is non-empty for
anyN , by
ΛN = {G ∈ RN×N : G = GT , diagG = 1,max
i6=j
|gi,j | ≤ µG}.
(8)
Relaxing (7), by replacingΘNd with Λ






DΓ − G‖2F (9)
An important difference between (7) and (9) is that the relaxd
problem is guaranteed to have at least one solution. We
therefore use the relaxed formulation from now on. We show
experimentally that the approximate solutions of (9), even
though the Gram matrix of the dictionary might only be close
to ΛN , show good performances in sparse approximation.
In the next section we introduce a practical method to find
an approximate solution to (9). Our approach has similarities
with alternating minimization. This method is guaranteed
not to increase the objective function in each step. Because
the objective is non-negative, the algorithm is stable due
to Lyapunov’s second theorem. One can also show that the
objective function converges. The stability of the algorithm
and the convergence of the objective function do not prove
the convergence of the algorithm. The conditions under which
the algorithm converges to a set of accumulation points are
Algorithm 2 Parameters Update










4: l = l + 1
5: end for
6: Γk+1 = Γ
[L]
k+1
discussed in Theorem 1. We present a sketch of proof for this
theorem and refer the reader to [14] for further details.
III. PARAMETRIC DICTIONARY DESIGN: A PRACTICAL
ALGORITHM
A standard method to solve (9) is alternating projection. In
this method we alternatingly project the current solution onto
the admissible sets, see Fig.1.a. In a finite dimensional setting
when the admissible sets are convex, the algorithm converges
to a solution inD ∩ ΛN and whenD ∩ ΛN = ∅ to a pair
of solutions inD and ΛN respectively. In the following, we
derive a formulation for the projection ontoΛN , but there is
no easy formulation for the projection onto the set of admis-
sible dictionaries, in general. Therefore we choose a different
method which has similarities with alternating minimization,
see Fig.1.b. In the alternating minimization framework, we
choose the new solutions inD andΛN alternatingly such that
the objective does not increase in each update and is thus
stable. If the algorithm converges, the fixed point is eitherin
D ∩ ΛN , or is a pair of points inD andΛN respectively.
Although the proposed algorithm has similarities with al-
ternating minimization, it does not follow its steps exactly.
The difference is that in the stage in which we update the
current solution with respect toΛN , we choose a point which
is somewhere between the current solution and the projection
onto ΛN . Fig.1.c shows a schematic representation of the
proposed method. The reason for this modification is that by
projection ontoΛN , the structure of the Gram matrix changes
significantly so that the selection of a new point inD in the
following step is very difficult. We can gradually select a closer
point to the projected point onΛN , when the currentDΓ is
close toΛN . In the other step, we updateD such that it does
not increase the objective in (9).
The parametric dictionary design is summarized in Algo-
rithm 1. In line 4, the algorithm finds the projection ontoΛN .
In line 6, a point inD is selected which is closer toGRk+1 . In
the following we show how we calculate the updates in lines
4 and 6.
A. Projection ontoΛN :
In the objective function (9),G is a Hermitian matrix. By
sign change of any related off-diagonal pair of elements , i.e.
gi,j andgj,i, we get a new̃G ∈ ΛN . The closestG to DTΓDΓ,
in a Frobenius norm space, is then theG with a similar sign




of GD onto ΛN can be found by the following operator [11],
gP i,j =
{
sign(gDi,j)µG i 6= j
1 otherwise ,
(10)
whereµG is as defined in (5). This operator can be used to
find GPk+1 in line 4 of Algorithm 1, by applying intoGΓk .
B. Parameter update:
Let us assumeDΓ is a differentiable function onΥ and
therefore (9) is a differentiable function onΥ. An easy way
to find Γk+1, such that it satisfies line 6 of the Algorithm 1,
is to use the gradient descent method. We rewrite (9) as a
minimization problem based onΓ whenGRk+1 is fixed.
min
Γ∈Υ
φ(Γ) , φ(Γ) := ‖DT
Γ
DΓ − GRk+1‖2F (11)
The gradient of the objective function in (11) can be found by
chain rule for the matrix functions [15, D.1.3].
∇Γφ = ∇ΓDΓ ∇DΓφ
= 4∇ΓDΓ (DΓDTΓDΓ − DΓGRk+1)
(12)
We iteratively use the gradient descent method to find aloc l
minimum of the problem (11). LetΓ[0]k = Γk, the updating





k − ǫ∇Γφ|Γ[l]k , (13)
whereǫ is a small positive value. In this framework,Γk+1 =
liml→∞ Γ
[l]
k+1. In practice we stop after a given number of
iterations or whenǫ∇Γφ|Γ[l]k becomes very small. Algorithm
2 summarizes this parameter update algorithm.
The convergence of Algorithm 1 is guaranteed by the
following theorem.
Theorem 1: [14, Theorem 3] LetDΓ be differentiable. The
Algorithm 1 converges to a set of fixed points by starting from
Γ0 ∈ Υ, whereΥ is a compact set.
We only present a sketch of proof in this paper. We first
show that the algorithm reduces the distance ofGΓk to Gk
in each parameter update. We then show that the objective
function of (9) is a continuous function ofΓ, which implies
the compactness of the solution space. The proof of Theorem 1
is completed by applying Bolzano-Weierstrass theorem, which
guarantees existence of at least one accumulation point forthe
sequences of dictionaries{DΓk}k∈N. Line 6 of Algorithm 1
prevents the existence of a continuum of accumulation points.
Therefore, the accumulation points are fixed points.
IV. CASE STUDY
The problem we formulated in this paper is developed in
a general form. To show the advantages of using parametric
dictionary design in practice, we choose a case study. In
sparse audio processing, an important question is how to
choose the dictionary [16], [17]. We show that the parametric
dictionary design improves the performance of audio sparse
approximation and exact recovery based around a Gammatone
representation.





















Fig. 2. The objective functions for different{αk}∀k,αk=α, for a constant
α.
A. Gammatone parametric dictionary
The generative function for a Gammatone dictionary is as
follows,
g(t) = atn−1e−2πbBt cos(2πfct) (14)
whereB = fc/Q+bmin, fc is the center frequency and∈ N,
a, b, Q, bmin are some constants. The optimal parameter
selection is not easy. The dictionary is often generated by
sampling the parameters ofg(t − tc), where tc is the time-
shift. Here,γ = [tc fc n b]T are the optimization parameters.
The parameterstc and fc change the center of the atoms in
the time-frequency plane.n and b control the rise time and
the width of the atoms in the time domain, respectively. The
parametera is chosen to normalize the atom to unit length. Let
{γi}1≤i≤N be a set of the parameters andgγi(t) be the atom
generated usingγi. The parameter matrixΓ and the parametric
dictionaryDΓ are generated usingγi andgγi(⌊tfsamp⌋) as the
columns respectively, wherefsamp is the sampling frequency.
To use the gradient discent method for parameter update,
DΓ should be differentiable with respect toΓ. We can extend
(14) to a more general function usingn ∈ R. This function
is differentiable with respect toΓ. We can choose an upper
bound for the magnitude of each parameter to generate a
bounded admissible set. By including the boundary values,Υ
is a compact set that guarantees convergence of the algorithm
to a set of fixed points. A necessary modification in Algorithm
1 is to use a mapping toΥ, when at least one parameter goes
out ofΥ, and comparing to the previous solution (to make sure
that we do not increase the objective by the parameter update).
A simple mapping operator is the thresholding operator, where
it chooses the closest admissible parameter.
B. Simulations results
We study the proposed dictionary design method using the
Gammatone dictionary discussed in IV. We first investigate
the characteristics of the dictionaries throughout the design
iterations. We then compare the performance of the initial and
the optimized dictionaries in terms of sparse approximation
a d exact sparse recovery. In all the simulations we choose













Fig. 3. Eigen values plot of the dictionary.
1) Algorithm Evaluation:We evaluate the given algorithm
in three different areas. In the first step we show that the
algorithm reduces, (or at least keep the same) the objective(9)
in each iteration. The parameterB, defined after (14), is the
bandwidth of the audio filterbank at the center frequencyfc.
We used the fixed valuesn = 4, Q = 9.26449, bmin = 24.7,
as they have been suggested in [18], andb = 0.65. To generate
the initial dictionary, we sampledfc and tc. In the method
introduced in [19], an extra parameterδ, called step factor,
is introduced to indicate the amount of frequency overlap. In
this framework thekth frequency center is calculate using the
following formula.
fkc = −Qbmin + (fs/2 +Qbmin)e−kδ/Q (15)
fs is the maximum allowed frequency, which is half of the
Nyquist frequency. In our simulations, we chooseδ = 0.45.
We have chosen a similar method to sampletc. This time
sampling is linear, in contrast with the logarithmic sampling
in (15). Let the peak of the envelope of the impulse response
of the filter be at p andσ indicate the amount of time overlap.
The lth time center is found using,
tlc = tp + σ(l − 1) tp , (16)
whereσ = 0.75.
To generate a dictionary ofgγi(t), we windowed it to a size
equal to the signal lengthd and made it periodic such that one
period is selected as an atom by using the following formula,
dγi,j =
{
gγi(j+d) 1 ≤ j < jci
gγi(j) jci ≤ j ≤ d,
(17)
wherejci = ⌊tcifsamp⌋. We choose a simple sequence of{αk}
usingαk = α for all k and a constantα in all simulations. A
more complicated sequence might improve the performance of
Algorithm 1. However we have not present this here. Instead,
we intend to show that the proposed algorithm works in
practice, even with a simple{αk}. In the first experiment
we want to investigate the effect ofα. We have plotted the
objective function (9) using selectedα’s, in Fig. 2. As we
expect, simulations show reduction of the proposed objectiv s
in each iteration. It is also demonstrated that ifα is small, the
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Fig. 4. The columnℓ2 plots of the Gram matrix of the original (left) and
designed (right) dictionaries.
algorithm converges very slowly. Although using a largeα is
desireable for a fast convergence, the solution is not as good
as the solution found by using a medium rangeα. For other
simulations we useα = 0.5 to find a good solution after an
acceptable number of iterations.
The proposed algorithm searches for an equiangulartight
frame. Therefore one way to show the performance of the
proposed algorithm is to compare the singular values (SV) of
the designed dictionary and the tight frame. A tight frame in
R
d×N hasd non-zero SV equal to
√
N/d. We have plotted
the sorted SV’s of the dictionaries at selected iterations in Fig.
3. It can be seen that the SV’s of the designed dictionary get
closer to the SV’s of the tight frame after each selected number
of iterations.
Given that the algorithm is based on distances in the Gram
matrix domain, another way to evaluate the algorithm is to
show the Gram matrix of the dictionary. We have plotted the
ℓ2 norm of each row of the Gram matrix in Fig. 4. The Gram
matrix of the original dictionary and the designed dictionary,
after 100 iterations, are shown in the left and right windows
respectively. We have shown theℓ2 norm of a possible ETF
with a dashed line as reference. It can be seen that the Gram
matrix of the designed dictionary is closer to the desired Gram
matrix.
2) Exact sparse recovery and sparse approximation:I
this part we demonstrate the advantages of the parametric
dictionary design in terms of exact sparse recovery [8] and
sparse approximation. In the first experiment we generate
sparse coefficient vectors, with different sparsity, and plot the
percentages of the exact recovery for those sparse vectors.
The location of the non-zero coefficients were selected
uniformly at random and the PDF of the magnitudes were
selected to be Gaussian with zero mean. The Matching Pursuit
(MP) algorithm was used to find the sparse approximation. The
rate of exact support recovery is calculated by the ratio of the
number of correctly found non-zero coefficient places to the
number of cases in which at least one location of the zero
coefficient was set to be non-zero. We ran the simulations































Fig. 5. Exact support recovery of the sparse signals.
exact recovery in Fig. 5. It is clear that the design method has
improved the exact recovery ratio.
For sparse approximation applications, we are more inter-
ested to have a dictionary that, if it fails to satisfy exact
recovery condition [8], still gives a sparse approximationf r
a given class of signals. Therefore as the second experiment,
we compare the decay rates of the residual error when the
MP is used for sparse approximation [10]. We used an audio
signal taken from more than 8 hours recorded from BBC
Radio 3, which mostly plays classic music. We first down-
sampled by a factor of 4 and summed the stereo channels
to make a mono signal with 12K samples per second. We
used the original Gammatone and the parametric designed
dictionaries for 100 blocks, each with the length of 1024
samples. The average decay rate of the residual errors, in
logarithmic scales, are shown in Fig. 6. This rate directly
influences the performance of sparse approximation methods.
That is, we can better approximate the signals with fewer
coefficients using a high residual error decay rate dictionary.
In Fig. 6, although the curves start with the same slope, after
few iterations, here 10, the designed dictionary shows a cler
advantage.
V. CONCLUSION
We have introduced a signal independent dictionary design
method. A parametric function, which is closely related to
the given class of signals, was used to design a minimal
coherence dictionary. In this framework we have shown that
the dictionary design problem is to find an optimal set of
parameters. This problem can in general not be solved exactly.
Fortunately an approximate solution can be found using the
proposed method. In some simulations we showed that A) the
given method can find an appropriate set of parameters for
the given case study and B) the designed dictionary showed
promising performance advantages in terms of exact recovery
and sparse approximation. The proposed framework can be
extended to include extra constraints, such as to be shift-
invariance, quasi-incoherence, data dependence, to have tree
structures or structures for fast implementations. That has been
left for future work.


























Fig. 6. The residual error using matching pursuit for sparseapproximation
of the audio signal.
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ABSTRACT
By solving a linear inverse problem under a sparsity constraint, one
can successfully recover the coefficients, if there exists such a sparse
approximation for the proposed class of signals. In this framework
the dictionary can be adapted to a given set of signals using dictio-
nary learning methods. The learned dictionary often does not have
useful structures for a fast implementation, i.e. fast matrix-vector
multiplication. This prevents such a dictionary being usedfor the
real applications or large scale problems. The structure can be in-
duced on the dictionary throughout the learning progress. Examples
of such structures are shift-invariance and being multi-scale. These
dictionaries can be efficiently implemented using a filter bank. In
this paper a well-known structure, called compressibility, is adapted
to be used in the dictionary learning problem. As a result, the com-
plexity of the implementation of a compressible dictionarycan be
reduced by wisely choosing a generative model. By some simula-
tions, it has been shown that the learned dictionary provides sparser
approximations, while it does not increase the computationl com-
plexity of the algorithms, with respect to the pre-designedfast struc-
tured dictionaries.
Index Terms— Sparse Approximation, Dictionary Learning,
Compressed Sensing, Compressible Signal, Majorization Minimiza-
tion.
1. INTRODUCTION
Sparse approximation methods have been successfully applied to
various signal processing problems. In this framework we have a lin-
ear generative model which can be presented using a full-rank matrix
D ∈ Rd×N , called dictionary, in the space of discrete signals. Let
y ∈ Rd andx ∈ RN respectively be the signal and the coefficient
vectors. Whend ≤ N , the generative model is underdetermined and
does not have a unique solution. By inducing the sparsity over x the




‖y − Dx‖2 + λJ (x), (1)
whereJ (.) is the sparsity measure [1], and when it is selected to
be theℓ1-norm, the objective becomes convex. The convexity of the
objective not only helps us to find the global solution of (1),but also
guarantees the uniqueness of the solution and, under some condi-
tions, to find theℓ0 sparse approximation, whereℓ0 is the number of
non-zero components.
The success of sparse approximation of a given class of signal ,
is directly determined by choosing a right dictionary, which is of-
ten unavailable for the real signals. Various methods have therefore
This work is supported by EPSRC grant number D000246/1.
been introduced to select a suitable dictionary. There are two im-
portant methods to select a dictionary, which are called dictionary
design and dictionary learning, see for example [2–4] and references
therein. In this paper we only investigate the dictionary learning
problem. A set of training signalsY = {yi}i∈I is given which
makes the matrix of training signalsY ∈ Rd×L, by puttingyi as
theith column. The learned dictionary is often found by minimizing
an objective based on bothD andX ∈ RN×L [2, 5, 6], where the
latter is the coefficient matrix. In this framework one can find the





‖Y − DX‖2F + λJ (X), (2)
whereJ (.) is the sparsity measure, which is often column separa-
ble, andD is an admissible set inRd×N . Different admissible sets
have been used to resolve the scale-ambiguity1 of the optimization
problem, e.g. constrained column or Frobenius norms [7].
A new framework is introduced here for the dictionary learn-
ing, which its formulation is slightly different to (2), to find a com-
pressible dictionary. The definition of the compressible dictionary
is introduced in the next section, followed by some remarks on the
features of the compressible dictionaries. In Section 3 a formulation
is presented for the Compressible Dictionary Learning (CDL) prob-
lem, which is non-convex and difficult to solve exactly. A practical
algorithm is then presented in Section 4 to solve the CDL problem
approximately. By some simulations it has been demonstrated that
although the CDL problem is non-convex, the proposed algorithm
finds an acceptable sparse dictionary.
2. COMPRESSIBLE DICTIONARY
To impose the compressibility constraint to the dictionarylearning
problem, we need to introduce the concept of signal compressability




th largest value ofψ, r ≥ 1 andcr is a con-
stant. In a similar way, we call a matrixΨ to be compressible if its
entries obey a power law. An important feature of the compressible
signals, also has been used in the compressed sensing [9], isthat a
K-sparse signal approximates a compressible signal with a good ap-
proximation. LetΨK be the matrix of theK largest elements ofΨ,
and let the other elements be zero.ΨK is the best estimate forΨ, in
1∀α ∈ R+, (D, X) and (αD, 1/αX) have the same approximation
errors and the number of non-zero components in the coefficient matrices.
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terms ofℓ2 norm, and the approximation error is upper-bounded by
the following formula,




This property has been used in the sensing of a compressible signal
by recovering the best K-sparse signal which is a good approxima-
tion for the original compressible signal [8].
Definition 2.1. A dictionary D ∈ Rd×N is called compressible
when for a given full-rank matrixΦ ∈ Rd×M , called the mother
dictionary,D can be generated using the following linear model,
D = ΦΨ, (5)
whereΨ ∈ RM×N is a compressible matrix andM ≥ d.
The compressible dictionaries have two important featureswhich
are presented by following remarks,
Remark2.1(Complexity of approximations). (4) indicates that the
approximation error introduced by usingΨK is upper bounded. To
approximate a compressible dictionary, givenΦ, one can find the
best K-sparseΨK . The approximation complexity ofD, in general,
reduces fromd.N toK as a result.
Proposition2.1. Let D be a compressible dictionary with the gen-
erative model (5) and|ψ|(k) ≤ crk
−r. The approximation error of
the generated K-sparse dictionaryDK = ΦΨK decays rapidly by
increasingK. The upper-bound of approximation error is as follows,




where‖Φ‖ is the operator norm ofΦ andc′r is a constant defined in
(4).
One can prove this proposition by using (4) and the definitionof
operator norm.
Remark2.2 (Fast multiplications). Any vector multiplication with
D can be done in two steps, a multiplication with the sparse ma-
trix ΨK followed by a multiplication withΦ. Multiplication with
the sparse matrixΨK is O(K). WhenΦ has structures which pro-
vide fast matrix-vector multiplication, e.g. Fourier and wavelets, the
matrix multiplication can be done inO(N logN) or better. In the
practical applications we are interested in the casesK ≤ N logN .
Therefore the overall complexity of multiplication withD is reduced
toN logN . It is a significant improvement over the traditional non-
structured dictionary multiplication, for example found by dictionary
learning, where complexity isd N .
3. PROBLEM FORMULATION
Let the matrix of training samplesY ∈ Rd×L and the mother dic-
tionaryΦ ∈ Rd×N be given. In the CDL problem, the sparse ap-
proximationX and the dictionary generator matrixΨ are unknown.
Like the standard dictionary learning problem (2), we can define an
appropriate objective function based on(X,Ψ) and find the dictio-
nary by minimizing the objective. Here we need to add a term tothe
objective in (2) to promote sparsity ofΨ. Therefore the CDL can be











ρ, for ρ ∈ {p, q} ≤ 1 and a matrixΘ =
{θi,j}, is the sparsity measure andλ, γ ∈ R+. Let p = q = 1 for
simplicity. The sparsity measureJρ(.) is nowℓ1-norm, which turns
(6) into abi-convexoptimization problem. The parametersλ andγ
control the sparsity of the coefficient and the dictionary generator
matrices respectively.
The following lemma shows that (6) is awell-definedoptimiza-
tion problem.
Lemma3.1. The solution set of the problem (6) is bounded.
Proof. ν(Ψ,X) is a continuous function. Let epigraph ofν(Ψ,X)
at (Ψ⋆,X⋆) be epi(ν, (Ψ⋆,X⋆)). epi(ν, (0,0)) for a continuous
function ν(Ψ,X) is compact [10]. The solution set is a subset of
epi(ν, (0, 0)) and therefore bounded.
The scale ambiguity in the standard dictionary learning is often
resolved by constrainingD to be inD. Although the formulation (6)
does not have scale ambiguity, it might have non-unique solutions.
Remark3.1. Let (Ψ∗,X∗) be a non-zero solution of (6) andα :=
γJ1(Ψ
∗)/λJ1(X
∗). If α 6= 1 then( 1
α
Ψ∗, αX∗) is another solu-
tion of (6).
It is worth mentioning the similarity between CDL and the spar e
dictionary learning framework [11]. Rubinstein et. al. induced a
k-sparsity constraint over each atom and usedℓ0 as the sparsity mea-
sure. In CDL the sparsity is induced over the dictionary, which pro-
vides more flexibility in finding sparser dictionary generator matrix.
A greedy method has been used in [11] toapproximatelyfind sparse
approximations and dictionary updates. Although no convergence
issue has been reported, the mathematical analysis of the algorithm
is very difficult. In contrast CDL is guaranteed not only to bestable
but also to converge to a set of local minima.
4. CDL ALGORITHM
The problem proposed in Section 3 is non-convex and non-differen-
tiable. The difficulty of the problem can be reduced with the block-
relaxation method which has been used for the standard dictionary
learning [2]. In this framework, we minimizeν(Ψ,X) with respect
to Ψ or X each time, when the other parameter is kept fixed. In the
other words, by starting from an initial solution(Ψ[0],X[0]), the al-
gorithm refines the solution byΨ[n] → Ψ[n+1] or X[n] → X[n+1]
to reduceν(Ψ,X). When we reduce such a positive objective at
each step, the algorithm is stable due to the Lyapunov’s second theo-
rem. Due to the continuity ofν(Ψ,X), the convergence of the algo-
rithm, to a set of fixed points, can easily be driven using Proposition
B.3 of [2].
In the setting introduced in Section 3,ν(Ψ,X) is bi-convex
and each step of the block-relaxed minimization can be done us-
ing a convex optimization method. The majorization minimization
method [12] has been chosen to optimizeν(Ψ,X) with respect to
each parameter. This method is parallelizable and only needs matrix-
matrix multiplications, and therefore it is applicable to large scale
optimization problems like dictionary learning [2]. A majorizing
objective, which is easier to be optimize, is minimized at each step
of this method. Recall a functiong majorizesf when it satisfies the
following conditions,
f(ω) ≤ g(ω, ξ), ∀ω, ξ ∈ Υ
f(ω) = g(ω,ω), ∀ω ∈ Υ,
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whereΥ is the admissible set. The majorizing function has an extra
parameterξ. At each iteration, we first choose this parameter as the
current value ofω and find the optimal update forω.
ωnew = arg min
ω∈Υ
g(ω, ξ)
We then updateξ with ωnew. The algorithm continues until we find
an accumulation point. In practice the algorithm is terminated when
ω andωnew are very close.
The majorizing functions for theν(Ψ,X), whenΨ orX is kept
fixed, are derived in the next subsections. The majorizing objectives
are convex with respect to the corresponding parameters. Byletting
zero be in the subgradient of the objectives, the update formulas are
derived.
4.1. CDL with the majorization method
The objectiveν(Ψ,X) is an additive combination of the quadratic
part‖ΦΨX − Y‖2F , which has bounded curvatures whenΨ or X
are fixed, and the sparsity measures. A majorizing function can be
derived using Taylor series in the matrix form. This operation can
simply be done by adding an appropriate strictly convex functio to
ν(Ψ,X), see [2] for more details.
Two distinctive majorizing functions are derived for updating
X andΨ, for fixed Ψ andX respectively. These are followed by
deriving the update formulas for each case.
4.1.1. Deriving the update formula forX:
Let νΨ(X) : RN×L → R+ beν(Ψ,X) at a fixedΨ. The majoriz-
ing function is found by addingνΨ(X) andπΨ(X,X[n]), which is
found by,
πΨ(X,X
[n]) = cΦcΨ‖X − X
[n]‖2F − ‖ΦΨX− ΦΨX
[n]‖2F ,
wherecΦ > ‖ΦT Φ‖ andcΨ > ‖ΨT Ψ‖. The majorizing objective
µΨ(X,X




X − 2XT (ΨTΦT (Y − ΦΨX[n])
+ cΦcΨX
[n])} + λJ1(X) + const,
whereconst presents the terms which are constant with respect to
X. µΨ is a non-differentiable convex function. The matrix0 is then
in the subgradient ofµΨ at the minimum. We know thatX[n+1] =
arg minX µ(X,X




[n]) = 2cΦcΨX− 2(Ψ
T
Φ
T (Y − ΦΨX[n])
+ cΦcΨX
[n]) + λ∂J1(X).
The update formula forX can be found by,
X
[n+1] = Sλ/2 [ 1cΦcΨ (Ψ
T
Φ
T (Y − ΦΨX[n]) + cΦcΨX
[n])],
whereSλ/2 is the soft-shrinkage operator [13] andα = λ/2,
Sα(A) =
(
ai,j − α/2 sign(ai,j) α/2 < |ai,j |
0 otherwise.
(7)
Algorithm 1 : CDL(X0,Ψ0)
1: initialization: cΦ > ‖ΦT Φ‖,KX , KΨ ∈ N
2: for t = 0 to T do
3: cΨ > ‖Ψ
T Ψ‖, X[0] = Xt
4: for n = 0 to KX − 1 do
5: X[n+1] = Sλ/2 [
1
cΦcΨ




7: Xt+1 = X
[KX ]
8: cX > ‖XX
T‖, Ψ[0] = Ψt
9: for n = 0 to KΨ − 1 do
10: Ψ[n+1] = Sγ/2 [
1
cΦcX








4.1.2. Deriving the update formula forΦ:
Let νX(Ψ) : RM×N → R+ be ν(Ψ,X) at a fixedX. A tech-
nique, similar to what was used in 4.1.1, can be used to generate the
majorizing function forνX(Ψ). Here,πX(Ψ,ΨT ) is calculated by,
πX(Ψ,Ψ
[n]) = cΦcX‖Ψ − Ψ
[n]‖2F − ‖ΦΨX − ΦΨ
[n]
X‖2F .
wherecX > ‖XXT‖. The majorizing objectiveµX(Ψ,Ψ[n]) is




Ψ− 2ΨT (ΦT (Y − ΦΨ[n]X)XT
+ cΦcXΨ
[n])} + λJ1(Ψ) + const,
The matrix0 should be in the subgradient ofµX(Ψ,Ψ[n]) at the
minimum,Ψ[n+1]. This provides the following update formula,
Ψ
[n+1] = Sγ/2 [ 1cΦcX (Φ
T (Y − ΦΨ[n]X)XT + cΦcXΨ
[n])],
whereSγ/2 is again the soft-shrinkage operator (7), withα = γ/2.
Algorithm 1 presents a pseudocode for the CDL method. In this
pseudocode, the outer loop switches between the optimizingparam-
eters. The inner loops are for updating each parameter, for agiven
number of iterations, before switching to the other parameter. It is
also possible to choose different methods for switching betwe n op-
timizing parameters.
5. SIMULATIONS
The CDL has been used to learn a dictionary for sparse audio coing
in this section. Table 1 shows the parameters have been used in this
simulation. The training matrixY was generated by randomly se-
lecting blocks of an audio signal recorded from BBC Radio 3, which
often plays classical music. The parameterscΦ, cΨ andcX are cho-
sen to be larger than, but close to, the corresponding operator norms
to speed up convergence of the CDL.
The generation of a selected atom in the learned dictionaryD
is schematically demonstrated in Figure 1.ψi is plotted in part (a).
This sparse vector, by multiplying toΦ, generates atomdi. There-
fore the atoms ofΦ, which are related to the non-zero coefficients
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Table 1. The parameters of CDL for the sparse audio coding.
d M = N L λ γ T Ψ0 X0
256 512 8192 0.02 0.01 1000N (0, 1) 0
of ψi, contribute to generatedi. The plots (b), (c) and (d) demon-
strate, respectively, the contributing atoms ofΦ, scaled version of
these atoms andi.
Now that we have found the learned dictionary, we can show
its advantages in the sparse approximation of the audio signal . We
chose 4096 different random blocks of samples from the same audio
sample. The iterative thresholding method has been used forsparse
matrix approximation, usingλ = 0.02. An extra step of CDL is
re-normalizing the learned dictionary to the initial Frobenius-norm,
to make further comparisons fair. Figure 2 shows the phase-plot of
the algorithm. In this phase-plot the horizontal and vertical axes
areJ1(X) and approximation error, respectively. The result shows
that for an approximation error, the approximation by usinglearned
dictionary is sparser (has lessℓ1).
6. CONCLUSION
A novel dictionary model was introduced. Dictionaries thatobey
this model, called compressible dictionaries, appear to bemore suit-
able for implementation. An optimization problem is then formu-
lated to find a compressible dictionary. This optimization objective
is non-convex and non-differentiable. A practical algorithm was in-
troduced to find an approximate solution (local minimum). A com-
pressible dictionary was learned for the audio signals. It was shown
that the sparser approximations of the evaluation samples are in av-
erage yielded, using the learned dictionary. Further investigations on
the recoverability, the convergence proof and the parameter s l ction
have been left for a future work.
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ABSTRACT
A new dictionary selection approach for sparse coding, called para-
metric dictionary design, has recently been introduced. The aim is
to choose a dictionary from a class of admissible dictionaries which
can be presented parametrically. The designed dictionary satisfies
a constraint, here the incoherence property, which can helpconven-
tional sparse coding methods to find sparser solutions in average. In
this paper, an extra constraint will be applied on the parametric dic-
tionaries to find a structured dictionary. Various structures can be
imposed on dictionaries to promote a correlation between tha oms.
We choose a useful structure which lets us to implement the dic-
tionary using a set of filter banks. This indeed helps to impleent
the dictionary-signal multiplications more efficiently. The price we
pay for the extra structure is that the designed dictionary is not as
incoherent as unstructured parametric designed dictionaries.
Index Terms— Sparse Approximation, Dictionary Selection,
Parametric Dictionary Design, Structured Dictionary.
1. INTRODUCTION
Solving an underdetermined linear system inducing a sparsity con-
straint on the representation has found various applications recently.
Often it is assumed that the generative model is knowna priori. The
generative model is often represented by a matrix, called adictio-
nary, Dd×N ∈ Cd×N : d < N , which can be used to generate the
given signaly by y ≈ Dx. Each column ofD is called anatom.
Here weonly consider real atoms and signals. The sparse approxi-
mation would be,
x̂ = arg min
x
‖x‖0 s. t. ‖y − Dx‖
2
2 ≤ ξ, (1)
where the operator‖.‖0 counts the number of non-zero coefficients
andξ ∈ R+ is a small constant. Optimization of (1) is very difficult
in general and we often use some kind of relaxations or approxima-
tions to make it tractable, see [1] for a survey on different spar e
coding methods.
When the dictionary is unknown, it can be adapted to a set of
training samples using dictionary learning methods, see for exam-
ple [2,3]. Alternatively one can generate a dictionary which satisfies
some mathematical properties to facilitate the use of dictionary with
conventional sparse coding algorithms. Parametric Dictionary De-
sign (PDD) [4] is proposed in such a framework, in which the dic-
tionary is specified by a set of parameters. The aim is to find a set
of parameters subject to the incoherence of dictionary. The(mutual)
This work is supported by EU FP7, FET-Open grant number 225913.
MED acknowledges support of his position from the Scottish Funding Coun-
cil and their support of the Joint Research Institute with the Heriot-Watt Uni-
versity as a component part of the Edinburgh Research Partnership.





A dictionary is incoherent if its coherence is small and the largest
inner-product of two distinct atoms is thus small. The greedy pur-
suit and basis pursuit algorithms are more successful in Perfect, or
Exact, Recovery [5] and the representations are often sparser us-
ing incoherent dictionaries, which is a motivation for the incoher-
ent PDD. By letting the dictionary lie in the parametric space we
promote the availability of sparse approximations and by mini iz-
ing the coherence of the dictionary we improve the performance of
practical sparse coding algorithms.
A drawback of the PDD is that the designed dictionary does not
have a useful structure, for example, to enable fast implementation.
A structured dictionary is in general a dictionary in which the atoms
are correlated. A simple example of structured dictionaries is a shift-
invariant dictionary in which the atoms are time-shifted versions of a
set of mother atoms. A parametric dictionary is called “structured”,
if there exist at least two distinct atoms that depend on the values of a
single non-empty set of parameters. In this setting, the dictionary is
not column separable based on the parameters (the value of a single
parameter can change more than one atom). The number of parame-
ters is also reduced as a result, which can help to free up somemem-
ory in practice. Although the PDD framework in [4] includes struc-
tured dictionaries, they will here be considered with more detail. A
case study will be presented later to practically demonstrate the ad-
vantages of the proposed method. A new approach for the PDD is
also presented which can be used in structured and non-structured
scenarios. It simplifies the parameter update step by reducing the
problem order from quartic to quadratic form.
The contributions of current paper are twofold:
1. Presenting a new practical algorithm for solving the param-
eter update step of PDD:In the previous reports [4, 6], we
introduced a gradient descent based algorithm for the param-
eter update. Although it works well in some applications, by
constraining the search space to the space of rank-d matrices,
the parameter update step would be easier. A technique to
project onto such a space followed by updating the parame-
ters will later be explored in this paper.
2. Applying a structure to the parametric dictionaries to accel-
erate dictionary implementations:A shift-resilience structure
is proposed here. The modified PDD, which is called Struc-
tured PDD, is presented and the designed dictionary is com-




Algorithm 1 Parametric Dictionary Design
1: initialization: k = 1, DΓ1 ∈ D , {αi}1≤i≤K : 0 < αi ≤ 1
2: while k ≤ K do




4: GPk+1 = arg minG∈ΛN ‖GΓk −G‖F
5: GRk+1 = αkGPk+1 + (1 − αk)GΓk
6: DΓk+1 ∈ DΓk∪{∀D ∈ D : ‖D
T D−GRk+1‖F < ‖GΓk−
GRk+1‖F }
7: k = k + 1
8: end while
2. PARAMETRIC DICTIONARY DESIGN
Let DΓ ∈ D be a column normalized1 parametric dictionary where
Γ ∈ Υ is a collection of parameters andD is an admissible set. In
a simple setting,Γ is a matrix inRp×N and each atomdi can be
generated using a column of parameter matrixγi. The aim of PDD
is to find Γ∗ such that the designed dictionaryDΓ∗ is incoherent,
i.e. µ is small. The inner-product of two atoms ofD represents
the angle between those atoms. A dictionary with uniform angles
between each pair of distinct atoms is called an EquiangularTight
Frame (ETF), which has the minimum coherence [7]. LetG :=
DTD be the Gram matrix ofD. The Gram matrixGG of an ETF
has unit values on the main diagonal and the absolute values of the






Let the linear space of full rank matrices inRd×N be equipped
with the trace inner product,i.e. ∀A,B ∈ Rd×N 〈A,B〉 =
tr{AT B}. The PDD can be defined as finding a dictionary with a
Gram matrix close to the set of Gram matrices of ETF’s,ΘNd . An
ETF canexist if N ≤ d(d+1)
2
, which it means that there is no ETF
for some pairs of(d,N)’s. To simplify the problem and resolve the
issue of emptyΘNd ’s for some(d,N)’s, Θ
N
d is replaced by a convex
setΛN [8], which includesΘNd , as follows,
ΛN = {G ∈ RN×N : G = GT ,diag G = 1,max
i6=j
|gi,j | ≤ µG}.




‖DTΓ DΓ − G‖
2
F (3)
In this paper we assume thatΥ is a compact set, which lets us to use
the “min” operator instead of “inf” in (3). Solving (3) is noteasy in
general. To simplify the problem and find an approximate soluti n,
we assume thatDΓ is continuously differentiable,i.e. classC1, then
apply a relaxed version of the alternating minimization method. In
the alternating minimization method,Γ andG are updated alternat-
ingly to reduce the objective of (3), while the other parameter is kept
fixed. The stability,i.e. boundedness, of the algorithm is thus guar-
anteed. A relaxed version of such method has been used in [4] i
whichΓ is updated to reduce the distance of the Gram matrix and a
point between current Gram matrix and the currentG ∈ ΛN . The
relaxation is controlled by a scalar parameterα. This point might be
outside of bothΥ andΛN . A pseudocode for this algorithm is pre-
sented in Algorithm 1. It has two important steps, line 4 and 6. G
is updated in line 4 with the closest point inΛN to the currentGΓk .
1In this paper we assume that the dictionary is always column normalized.
Algorithm 2 Parameter Update Step






d U : G = UΣU
T
3: A∗ = VWT : DΓkG
T
2 = V∆WT








see (7) for the criteria.
6: UpdatingΓk+1 with the parameters ofDΓk+1
As long asΛN is convex,GPk+1 is unique and it can be found by
projectingGΓk ontoΛ
N using the following operator [8],
gP i,j =
(
sign(gDi,j)µG i 6= j
1 o.w. ,
(4)
wheregDi,j is the(i, j)
th component ofGΓk . The parameter update
step of line 6 can be done using a gradient descent method as intro-
duced in [6]. A difficulty is that the gradient is a tensor and applying
conventional optimization methods become difficult in thissetting.
Here we introduce an alternative technique to update parameters.
Let the set of symmetric rank-d matrices inRN×N be noted
by S+(d,N) [9], which is shown to be equivalent to the set of
Gram matrices of full-rank matrices inRd×N [10, Proposition 1.1].
S+(d,N) has some interesting features which might be useful for
the PDD and we left it for an individual research in the future. The
first step of the parameter update step can be to find the orthogo-
nal projection ofGRk+1 ontoS
+(d,N). If GRk+1 = UΣU
T , the
projection ontoS+(d,N) can be found byPS+(d,N){GRk+1} =
UΣdU
T whereΣd = diag{σi}i∈Id andId is the set ofd largest
eigenvalues ofGRk+1 [8]. We can now restrict the search space to
S+(d,N) and find an update which is closer toPS+(d,N){GRk+1}.
S+(d,N) = {DT D : DT ∈ RN×d∗ } whereRN×d∗ is the set of
all full-rank realN × d matrices [10]. A further simplification can
be to use a mapping fromS+(d,N) toRN×d∗ and use a new metric,
i.e. ‖.‖F in RN×d∗ . This mapping is not unique which is caused by
the fact that the Gram matrix is invariant to the left rotation f D.
This mapping can be found in two steps, first by calculatingG
1
2 ,












i }i∈I is d×N diagonal
matrix. Then finding the best rotation by minimizing the following
objective,
A





2 ‖F . (5)
This is a standard optimization problem which can be solved exactly
[11, Example 7.4.8] asA∗ = VWT , whereDΓkG
T
2 = V∆WT
is a singular value decomposition. Using these two steps we can
find a mappingf : S+(d,N) → Rd×N∗ by f(G) = A∗G 12 . Let
d(D,G) = ‖DT D − G‖F . The parameter update can now be
found as follows,
D∗ = {∀D∗ : D∗ = arg min
D∈D
‖D − f(G)‖F }, (6)
DΓk+1
(
















Fig. 1. Eigenvalues of the parametric dictionaries.
whereD is the set of parametric dictionaries. Note that the solution
of (6) might not be unique. In this case we can update with one of
the solutions. The reason that we use (7) instead of directlyupdating
DΓk+1 with a D
∗ ∈ D∗ is to prevent a continuum of solutions.
There is a wide range of methods to approximately minimize (6),
e.g. gradient descent, Newton’s and Gauss-Newton’s methods. The
dictionary update step also provides a parameter update which is
used in the PDD. A pseudocode for the new parameter update step
in line 6 is presented in Algorithm 2.
2.1. Structured Parametric Dictionary Design
A parametric dictionary is called structured if a single parameter af-
fects more than one atom. This framework is general and we only
consider a special case, in which the dictionary is partitioned into
disjoint sets of uncorrelated atoms. In other words, changing a sin-
gle parameter can only change the atoms of a partition. An example
of such dictionaries will be presented in the next section. Such a
dictionary can be presented asDΓ = [Dγk ]k∈K, where the oper-
ator [.]k∈K is the concatenation of operands. A step in most opti-
mization techniques, which is used for the line 4, is to calcul te the
gradient ofDΓ with respect to{γk}k∈K which can be simplified as
∂
∂Γ
D = [∂/∂γkDγk ]k∈K. In this setting if the number of parame-
ters in eachγk is fixed,e.g. p, we can generate a parameter matrix
Γp×N by puttingγk ’s as the columns ofΓp×N . In the next sec-
tion, it will be shown that such a setting can be used to generate a
shift-resilient Gammatone parametric dictionary.
3. CASE STUDY: STRUCTURED GAMMATONE
DICTIONARY
The Gammatone filterbanks have been shown to be closely related
to the human auditory system [12] and the dictionary learnedusing
audio training samples [13]. This model will be used here to find
a reasonable size incoherent dictionary which has a shift-resilience
structure for a more efficient dictionary implementation using filter
banks. The generative function for a Gammatone dictionary is as
follows,
g(t) = atn−1e−2πbBt cos(2πfct), (8)
whereB = fc/Q + bmin, fc is the center frequency anda, b, Q,
bmin andn are some constants. The dictionary is generated by sam-

















































Fig. 2. ℓ2 norms of the initial (a), the structured designed (b) and
unstructured designed dictionaries (c). The improvement of the ℓ2
norms w.r.t an ETF for the structured designed (d) and unstructu ed
designed (e) dictionaries.
pling the parameters ofg(t − tc), wheretc is the time-shift. To in-
duce the structure on the dictionary, lettc be generated with a linear
model,i.e. tc = t0 + l∆ : l ∈ N0, wheret0 ∈ [0,∆), ∆ andN0 are
the time-offset, the time-shift step size and non-negativeintegers. In
this paper we assume that∆ is fixed during dictionary design, as let-
ting ∆ change, the PDD becomes very complicated. The difficulty
is mainly caused by the fact that changing∆ can change the size of
the dictionary.γk = [t0k fck nk bk]
T are thus thekth optimization
parameters. A set of atoms is generated usingγk and{l : l ∈ L}
followed by discretizing the atoms, see [4] for more detail on dis-
cretization. l is upperbounded such thattc is always smaller than
the atom length. We can choose an upper bound for the magnitude
of each parameter to generate a bounded admissible set. By includ-
ing the boundary values,Υ becomes a compact set. The paramet-
ric dictionaryDΓ is finally generated by concatenatingDγk ’s. The
derivation of the dictionary with respect toΓ can be derived, using
the structure explained in subsection 2.1, for each dictionary block
Dγk similar to [4, Appendix B].
3.1. Simulation Results
The simulations are intended to first show the performance ofthe
PDD algorithm in a structured setting, then demonstrate theadvan-
tages of designed dictionary in sparse approximation of audio signals
using MP. The simulation parameters are presented in Table 1. The
parameters in the first row and∆ are fixed and the others are used to
generate the initial dictionaries, which might change throughout the
PDD.
The simulations were run with two settings, 1)unstructured:no
constraint ontc and 2)structured:tc follows the modeltc = t0+l∆.
In the first experiment we designed the dictionary and showedth
eigenvalues of the Gram matrices in Figure 1. The eigenvalues of a
tight frame is also shown with a dashed line. Although the improve-
ment of the eigenvalues, toward a tight frame, is not significant, it
is changed in the right direction and is between the originaland an
unstructured parametric designed dictionary. Theℓ2 norms of the
columns of the Gram matrices of the mentioned dictionaries,which
can show how much the corresponding atoms are correlated to the
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Table 1. The parameters of the Structured PDD.
d N |K| bmin Q K α
256 418 35 24.7 9.26 100 0.5
t0 n b fc ∆
0 4 1 50 + .27kB arg maxt |g(t)|
other atoms, are shown in the first row of Figure 2. The changes
of the norms is obvious in the unstructured designed dictionary. To
show that it is improved in the structured dictionary we alsosh wed
the reduction of the norms toward an ETF in the second row. Al-
though the improvements in norms are small, most of the graphis
in the positive orthant, which shows a reduction of the norm to a
reference ETF.
Figures 1 and 2 show only a small achievement by structured
PDD. This might be caused by selecting a highly restrictive struc-
ture for the dictionary. It is also relevant to investigate th perfor-
mance of the structured parametric designed dictionary in sparse ap-
proximation of some sparsly structured signals. Some audiosignals
recorded from BBC Radio 3, which often plays classical music, have
been used to evaluate the dictionaries. The average approximation
errors, using 100 randomly selected audio samples, of the sparse ap-
proximations by applying MP algorithm are shown in Figure 3.The
Structured dictionary shows a promising performance in this exper-
iment.
4. CONCLUSION
Imposing a structure on the parametric dictionary to facilitate the
implementation of the designed dictionaries was investigated in this
paper. A general form was introduced and a special case was in-
vestigated in more detail by using a case study. Another method
was also presented to let the PDD be solved using conventional op-
timization techniques. Finally by some simulations on the Gamma-
tone parametric dictionary, we showed that the designed dictionary
is superior to the initial dictionary in sparse approximations of some
selected audio signals.
One possible structure was explored in this report. There hav
been various structures introduced for dictionaries in dictionary
learning problem. An independent research on these structures is
left for future work. A structured parametric dictionary model can
also be used in the dictionary learning problem. It preserves the
structure of dictionary while adapting the dictionary to a given data.
The proposed algorithm for the parameter update needs to cal-
culate the objective value in each iteration. It is a necessary tep to
guarantee the stability of the algorithm. Furthur investigations on
the proposed algorithm might guarantee the stability of theov rall
algorithm without an explicit calculation of the objective.
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