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Sergey V. Dolgov
A tensor decomposition algorithm for
large ODEs with conservation laws
Abstract: We propose an algorithm for solution of high-dimensional evolutionary
equations (ODEs and discretized time-dependent PDEs) in the Tensor Train (TT)
decomposition, assuming that the solution and the right-hand side of the ODE
admit such a decomposition with a low storage. A linear ODE, discretized via
one-step or Chebyshev differentiation schemes, turns into a large linear system.
The tensor decomposition allows to solve this system for several time points
simultaneously using an extension of the Alternating Least Squares algorithm.
This method computes a reduced TT model of the solution, but in contrast to
traditional offline-online reduction schemes, solving the original large problem
is never required. Instead, the method solves a sequence of reduced Galerkin
problems, which can be set up efficiently due to the TT decomposition of the right-
hand side. The reduced system allows a fast estimation of the time discretization
error, and hence adaptation of the time steps. Besides, conservation laws can
be preserved exactly in the reduced model by expanding the approximation
subspace with the generating vectors of the linear invariants and correction of the
euclidean norm. In numerical experiments with the transport and the chemical
master equations, we demonstrate that the new method is faster than traditional
time stepping and stochastic simulation algorithms, whereas the invariants are
preserved up to the machine precision irrespectively of the TT approximation
accuracy.
Keywords: high–dimensional problems, tensor train format, DMRG, alternating
iteration, differential equations, conservation laws
1 Introduction
Large-scale evolutionary equations for many-body systems arise ubiquitously
in the numerical modeling. The cases of particular interest and difficulty in-
volve many configuration coordinates in the state space. For instance, the time-
dependent Schroedinger equation describes the wavefunction, which depends on
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all positions of all quantum particles or states of spins. Another important exam-
ple is the joint probability density function, which is driven by the Fokker-Planck
or master equations in continuous or discrete spaces, respectively. The solution
of a problem with 𝑑 configuration variables is a 𝑑-variate function. When 𝑑 is
much larger than 3, a uniform discretization would require 𝒪(𝑛𝑑) degrees of
freedom. Typical examples in quantum physics involve 𝑑 being of the order of
hundreds, and the straightforward computation with 𝑛𝑑 unknowns is impossible.
To cope with such high-dimensional problems, one has to employ data-sparse
techniques, i.e. describe the solution by much fewer unknowns than 𝑛𝑑. Different
approaches exist for this task. Among the most successful ones we may identify
Monte Carlo (and Quasi Monte Carlo) methods [34, 12], Sparse Grids [43, 3], and
tensor product representations. In this paper, we adopt the latter framework.
Tensor product decompositions rely on the idea of separation of variables: a
𝑑-variate array (or tensor) can be defined or approximated by sums of products
of univariate factors. Extensive information can be found in recent reviews and
books, e.g. [29, 15, 27]. A promising potential of the tensor product methods
stems from the fact that a univariate factor is defined by only 𝑛 values. If a
tensor can be approximated up to the required accuracy with a moderate number
of factors, the memory and complexity savings can be outstanding.
There exist different tensor product formats, i.e. rules that map univariate
factors to the initial array. In case of two dimensions, one ends up with the
low-rank dyadic factorization of a matrix. A straightforward extension of such
sum of direct products of vectors in higher dimensions is called the CP format
[18]. However, the CP approximation problem may be ill-posed [5]. This issue is
circumvented in recurrent two-dimensional factorizations, where one can enforce
a certain stable form of the representation. In this paper, we focus on the
simplest example, the so-called Tensor Train (TT) decomposition [36]. It was
rediscovered several times, and the most important analogs in quantum physics
areMatrix Product States (MPS) [10] and Density Matrix Renormalization Group
(DMRG) [48]. This format possesses all the power of recurrent factorizations, but
algorithms are easier to describe. For higher flexibility in particular problems,
one can use more general tree-based constructions, such as HT [13] or Extended
TT/QTT-Tucker [6] formats.
DMRG is not only the name of the representation, but also a variety of
computational tools. It was originally developed for finding ground states (lowest
eigenpairs) of high-dimensional Hamiltonians of spin chains. The main idea behind
DMRG is the alternating optimization of a function (e.g. Rayleigh quotient)
over the factors of a tensor decomposition. It was noticed that this method
may manifest a remarkably fast convergence, and later extensions to the energy
function followed [22, 19].
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Besides the stationary problems, the same framework was applied to the
dynamical spin Schroedinger equation. Two conceptually similar techniques, the
time-evolving block decimation (TEBD) [46] and the time-dependent DMRG
(tDMRG) [49] take into account the nearest-neighbor form of the Hamiltonian in
order to split the operator exponent into two parts using the Trotter decomposi-
tions. Each part can then be integrated exactly, followed by the separation of
variables via the truncated singular value decomposition. These methods perform
very well for short times, but in a long time integration the error may accumulate,
and the storage of the tensor product decomposition grows dramatically [40].
To avoid this problem, one can use the so-called Dirac-Frenkel principle
[28, 30]. This scheme projects the dynamical equations onto the tangent space of
the Riemannian manifold, induced by the tensor decomposition. The storage of
the format is now fixed, but the approximation errors can be difficult to control.
As an alternative approach, we consider time as an extra variable and
discretize an ODE into a system of algebraic equations on many time steps
simultaneously [47, 8, 24]. If the original ODE is linear, so is this system. A
handful of time steps allows to estimate the time discretization error and adapt the
time grid accordingly. However, the global state-time system is non-symmetric
and requires a reliable solution algorithm in the tensor format. We use an
extension of DMRG, the so-called Alternating Minimal Energy (AMEn) method
[9]. It augments the tensor format of the solution by the tensor format of the
global residual. This improves the convergence and allows to adapt the tensor
format storage up to a desired accuracy tolerance.
The residual is not the only quantity we can enrich the solution with. The
approximation error of the tensor decomposition is distributed evenly in all
components of the solution. However, it might be beneficial to compute some
parts of the solution with a higher accuracy. For example, the exact ODE may
possess certain conservation laws (e.g. phase [39] or normalization), which are
worth to be preserved in a numerical scheme. We show that the basis vectors of
the co-kernel of the ODE matrix can be inserted into the TT representation of
the solution in addition to the residual. This preserves the corresponding linear
invariants. The second norm of the solution can then be corrected by rescaling.
The paper is structured as follows. In the next section we formulate the
ODE problem, investigate its properties related to the first- and the second-order
invariants, show the Galerkin model reduction concept and how the invariants can
be preserved in the reduced system, and suggest an adaptive linear discretization
in time. Section 3 starts with a brief introduction to tensor product formats
and methods and presents the new tAMEn algorithm (the name is motivated by
tDMRG). Section 4 demonstrates supporting numerical examples, followed by
the conclusion in Section 5.
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2 Ordinary differential equations
Our problem of interest is a linear system of ODEs,
𝑑𝑥
𝑑𝑡
= 𝐴(𝑡)𝑥, 𝑥(0) = 𝑥0, (1)
solved on 𝑡 ∈ [0, 𝑇 ], where 𝐴(𝑡) ∈ C𝑁×𝑁 is a stable matrix. Throughout the
paper, 𝑥 and other quantities denoted by small letters are 𝑁 × 1 vectors, such
that the inner products can be consistently written as 𝑐*𝑥 ∈ C1×1. Up to
technical changes, the formulation (1) can be extended to ODEs with forcing,
𝑑𝑥/𝑑𝑡 = 𝐴𝑥+𝑓(𝑡), or weakly nonlinear systems, where 𝐴(𝑡) = 𝐴(𝑡, ?ˇ?(𝑡)) depends
on the solution from the previous Picard iteration.
2.1 Conservation laws and Galerkin reduction
Our goal will be to approximate the ODE solution in a compressed data-sparse
form. A particular question of interest is the following: if the system preserves
some quantities in time, is it possible to maintain this property in data-sparse
algorithms, which are based on the Galerkin projection approach?
The simplest conservation laws are defined by linear functions of the solution
and its euclidean norm. Given some detecting vector 𝑐 ̸= 0, the linear function can
be written as 𝑐*𝑥. It corresponds, for example, to the probability normalization
in the Fokker-Planck equation: 𝑥 represents the discretized probability density
function, and
∑︀𝑁
𝑖=1 𝑥(𝑖) = 𝑐*𝑥 = 1, with 𝑐 being a vector of all ones. For a
time-invariant system 𝑑𝑥/𝑑𝑡 = 𝐴𝑥, a sufficient condition for conservation of 𝑐*𝑥
is the nullspace equation 𝐴*𝑐 = 0.
Among the second-order invariants, we consider the euclidean (Frobenius)
norm of the solution, ‖𝑥‖ = √𝑥*𝑥. The conservation law ‖𝑥(𝑡)‖ = ‖𝑥0‖ is
a well-known property of the Schroedinger equation 𝑑𝑥/𝑑𝑡 = i𝐻𝑥, where i
is the imaginary unity, and 𝐻 = 𝐻⊤ ∈ R𝑁×𝑁 . A sufficient condition is the
skew-symmetry of the matrix, 𝐴 = −𝐴*.
An abstract Galerkin reduction can be written as follows. Given an orthogonal
set of columns𝑋 ∈ C𝑁×𝑟,𝑋*𝑋 = 𝐼, we replace the large system (1) by a reduced
ODE1,
𝑑𝑣
𝑑𝑡
= (𝑋*𝐴𝑋) 𝑣, 𝑣(0) = 𝑣0 = 𝑋*𝑥0. (2)
1 for simplicity, we consider the time-invariant ODE in this section.
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Numerical treatment of this equation is cheap if the basis size is small, 𝑟 ≪ 𝑁 .
The approximate solution of the initial problem (1) writes as ?˜?(𝑡) = 𝑋𝑣(𝑡) ≈ 𝑥(𝑡).
Many approaches exist to determine the basis sets 𝑋, see e.g. [1, 2]. The Krylov
method for the computation of the matrix exponential [32] belongs to this class
as well. Another celebrated technique is the Proper Orthogonal Decomposition
(POD) [31, 42, 25, 35], which extracts principal components from a set of
snapshots {𝑥(𝑡𝑗)}𝒥𝑗=1 using the singular value decomposition.
The accuracy ‖𝑥− ?˜?‖ of the reduced model depends on the approximation
capacity of the basis set. In this paper, we employ a tensor product algorithm,
which is similar to POD but computes both the basis and the reduced solution
adaptively without solving the large original problem. Most importantly, it
belongs to the Galerkin projection framework (2). Here we show how to preserve
first and second order invariants with an arbitrary Galerkin basis.
Suppose we are given vectors 𝐶 =
[︀
𝑐1 · · · 𝑐𝑀
]︀
such that 𝐴*𝐶 = 0. Let
us expand the basis by concatenating 𝐶 and 𝑋 and orthogonalizing the result,[︀
𝐶 𝑋
]︀
= ?^?𝑅, ?^?*?^? = 𝐼 (QR decomposition). (3)
Since the first 𝑀 columns of ?^? belong to the kernel of 𝐴*, the reduced matrix
writes
?^?*𝐴?^? =
[︂𝒞*𝐴𝒞 𝒞*𝐴𝒳
𝒳 *𝐴𝒞 𝒳 *𝐴𝒳
]︂
=
[︂
0 0
𝒳 *𝐴𝒞 𝒳 *𝐴𝒳
]︂
, where ?^? =
[︀𝒞 𝒳 ]︀ .
In order to derive the reduced solution 𝑣(𝑡) = exp
(︀
𝑡?^?*𝐴?^?
)︀
𝑣0 in the ex-
panded basis, consider one recursion step for the exponential series. For any
𝑘 = 1, 2, . . . ,[︂
0 0
(𝒳 *𝐴𝒳 )𝑘−1 𝒳 *𝐴𝒞 (𝒳 *𝐴𝒳 )𝑘
]︂ [︂
0 0
𝒳 *𝐴𝒞 𝒳 *𝐴𝒳
]︂
=
[︂
0 0
(𝒳 *𝐴𝒳 )𝑘 𝒳 *𝐴𝒞 (𝒳 *𝐴𝒳 )𝑘+1
]︂
,
and hence we obtain
exp
(︀
𝑡?^?*𝐴?^?
)︀
= 𝐼+
∞∑︁
𝑘=1
(︀
𝑡?^?*𝐴?^?
)︀𝑘
𝑘! =
⎡⎣ 𝐼 0∞∑︀
𝑘=1
𝑡(𝑡𝒳*𝐴𝒳 )𝑘−1
𝑘! 𝒳 *𝐴𝒞 exp (𝑡𝒳 *𝐴𝒳 )
⎤⎦ .
(4)
Since the first row contains only the identity, the linear invariants 𝒞*𝑥0 are
explicitly preserved in the solution, 𝑣(𝑡) =
[︂𝒞*𝑥0
𝑤(𝑡)
]︂
.
The skew-symmetry, yielding conservation of the second norm, is even easier
to consider, since for any Galerkin projection, (𝑋*𝐴𝑋)* = 𝑋*𝐴*𝑋 = −𝑋*𝐴𝑋,
and hence ‖𝑣(𝑡)‖ = ‖𝑋*𝑥0‖. Moreover, ‖?˜?(𝑡)‖ = ‖𝑣(𝑡)‖ = ‖𝑋*𝑥0‖ if 𝑋 is
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orthogonal. Thus, it is enough to guarantee ‖𝑋*𝑥0‖ = ‖𝑥0‖. A simple way to do
this is to rescale the projected initial state. However, this requires a certain care
if we need to preserve both the second norm and the linear invariants. Given
𝑣0 =
[︂𝒞*𝑥0
𝒳 *𝑥0
]︂
, we can rescale only the bottom part. This means finding 𝜃 > 0
such that
‖𝑣0‖2 = ‖𝒞*𝑥0‖2 + 𝜃2‖𝒳 *𝑥0‖ = ‖𝑥0‖2, hence 𝜃 =
√︀
‖𝑥0‖2 − ‖𝒞*𝑥0‖2
‖𝒳 *𝑥0‖ , (5)
and the rescaled initial state reads
𝑣0 =
[︂ 𝒞*𝑥0
𝜃𝒳 *𝑥0
]︂
.
Due to orthogonality of 𝒞 and 𝒳 , it holds that ‖𝒞*𝑥0‖ ≤ ‖?^?*𝑥0‖ ≤ ‖𝑥0‖, and
hence 𝜃 is well-defined when 𝑥0 /∈ span(𝒞). Otherwise, ‖𝒳 *𝑥0‖ = 0, and the
rescaling is not needed.
2.2 Linear discretization in time
Assuming the solution 𝑥(𝑡) to be continuous, we can introduce a time dis-
cretization grid t = {𝑡𝑗}𝒥𝑗=1 ∈ [0, 𝑇 ] and collocate the solution on this grid,
{𝑥𝑗} = {𝑥(𝑡𝑗)}. An approximate solution at any time can be computed by the
polynomial interpolation,
𝑥(𝑡) ≈
𝒥∑︁
𝑗=1
𝑥𝑗𝑝𝑗(𝑡), (6)
where 𝑝𝑗(𝑡) are polynomials, centered at 𝑡𝑗 , such as the global Lagrange polyno-
mials or local splines. Since both ODE (1) and the interpolation (6) is linear in
𝑥, the discrete system is linear as well, and can be generally written as
𝐵𝑥 = 𝑓, 𝐵 = 𝐼𝑁 ⊗ 𝑆 − (𝐼𝑁 ⊗ 𝑃 )𝐴(t), 𝑓 = 𝑥0 ⊗ (𝑆𝑒), (7)
where 𝐴(t) is a block-diagonal matrix constructed from the ODE matrices at
the grid points,
𝐴(t) =
⎡⎢⎣𝐴(𝑡1) . . .
𝐴(𝑡𝒥 )
⎤⎥⎦ , and 𝑥 =
⎡⎢⎣𝑥(𝑡1)...
𝑥(𝑡𝒥 )
⎤⎥⎦ (8)
is the vector of all snapshots stacked together, 𝑆 ∈ R𝒥×𝒥 is the stiffness
matrix corresponding to the time derivative, 𝑃 ∈ R𝒥×𝒥 is the mass matrix,
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𝑒 = (1, . . . , 1)⊤ ∈ R𝒥 is a vector of all ones, and ⊗ is the Kronecker product.
For a time-invariant ODE (8) simplifies to 𝐴(t) = 𝐴⊗ 𝐼𝒥 . For example, Euler
and Crank-Nicolson schemes belong to this class with 𝑆 = tridiag(−1, 1, 0), and
𝑃 = 𝑇𝒥 𝐼 for the implicit Euler scheme on a grid 𝑡𝑗 = 𝑇𝑗/𝒥 , and
𝑃 = 𝑇2(𝒥 − 1)
⎡⎢⎢⎢⎣
0
1 1
. . . . . .
1 1
⎤⎥⎥⎥⎦
for the Crank-Nicolson scheme on a grid 𝑡𝑗 = 𝑇 (𝑗 − 1)/(𝒥 − 1). With these
schemes we can take linear splines at 𝑡𝑗 ≤ 𝑡 ≤ 𝑡𝑗+1 in the interpolation (6).
Alternatively, for the Chebyshev grid with nodes 𝑡𝑗 = 𝑇2 (1− cos(𝜋𝑗/𝒥 )) we
obtain the spectral differentiation matrix [45, Chapter 6] 𝑆 = {𝑑𝑝𝑗(𝑡𝑖)/𝑑𝑡}𝒥𝑖,𝑗=1,
where 𝑝𝑗 is the Lagrange polynomial centered at 𝑡𝑗 , and 𝑃 = 𝐼. An advantage of
the spectral discretization is the rapid convergence (exponential in 𝒥 , see [44] and
[45, Theorem 6]) when the solution is analytic on the Bernstein ellipse extension
of [0, 𝑇 ]. On the other hand, lower order schemes lead to sparse matrices and
lower condition numbers in (7).
The Galerkin reduction (2) can be combined with (7) straightforwardly.
Given an orthogonal basis matrix 𝑋, we assemble and solve the 𝑟𝒥 × 𝑟𝒥 system
(𝐼𝑟 ⊗ 𝑆 − (𝐼𝑟 ⊗ 𝑃 ) (𝑋 ⊗ 𝐼𝒥 )*𝐴(t)(𝑋 ⊗ 𝐼𝒥 )) 𝑣 = 𝑣0 ⊗ (𝑆𝑒), (9)
where 𝑣0 = 𝑋*𝑥0. Both linear and quadratic invariants can be preserved as
shown in (3) and (5), respectively.
Remark 1. Low-order schemes are often preferred to the spectral discretization
because of the particular sparsity of the stiffness and mass matrices, e.g. bidiago-
nality, which allows to solve (7) step by step. However, in this paper we solve
(7) indirectly via iterative tensor product algorithms (see Sec. 3.3), which require
a single system of equations, defining the entire solution. On the other hand,
tensor decompositions allow more freedom in the choice of 𝑆 and 𝑃 due to the
reduced cost; in fact, solving the global system (7) can be faster and more accurate
than the step by step integration [8], since it allows to take more accurate time
discretization.
Remark 2. If the ODE solution lacks smoothness, more sophisticated Discontin-
uous Galerkin techniques may be required [41, 24]. Otherwise, the collocation leads
to easier pointwise construction of the matrix (8), compared to the computation
of the Galerkin coefficients.
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An analog of the Runge’s rule [16] can be used for estimating the discretization
error. Consider two grids with 𝒥 and 2𝒥 points, {𝑡𝑗}𝒥𝑗=1 and {𝑡*𝑖 }2𝒥𝑖=1. Given an
approximation 𝑦(𝑡) ≈ 𝑑𝑥/𝑑𝑡 on the coarse grid {𝑡𝑗} (in our case 𝑦(𝑡) = 𝐴(𝑡)𝑥(𝑡)),
we can take the difference on the fine grid |𝑑𝑥/𝑑𝑡(𝑡*𝑖 )−𝑦(𝑡*𝑖 )| as our error estimate.
For evaluating the quantities on {𝑡*𝑖 } we construct the fine-grid differentiation
matrix 𝑆 ∈ R2𝒥×2𝒥 and the interpolation matrix 𝑃 ∈ R2𝒥×𝒥 , which maps from
{𝑡𝑗} to {𝑡*𝑖 }. Then the estimate can be computed from the snapshots as follows,
ℰ𝒥 ,𝑇 =
⃦⃦[︀
𝐼𝑁 ⊗ (𝑆𝑃 )− (𝐼𝑁 ⊗ 𝑃 )𝐴(t)
]︀
𝑥− 𝑥0 ⊗ (𝑆𝑒)
⃦⃦
, (10)
where 𝑒 is a vector of all ones of size 2𝒥 . For the Chebyshev discretization, for
example, 𝑃𝑖,𝑗 = 𝑝𝑗(𝑡*𝑖 ).
3 Tensor product representations and methods
3.1 Vectors and tensors
The unknowns in the whole discrete solution can be enumerated by at least two
independent indices, corresponding to the state space and time. Assuming that
𝑖 = 1, . . . , 𝑁 enumerates the state components of the solution, 𝑥𝑖(𝑡), and that
the time points are enumerated by an index 𝑗 = 1, . . . ,𝒥 , we can consider the
solution as a matrix 𝑋 = [𝑥𝑖(𝑡𝑗)]. Moreover, we will assume (and exploit) that the
state space can be further factorised into 𝑑 independent indices 𝑖1, . . . , 𝑖𝑑, running
from 1 to 𝑛1, . . . , 𝑛𝑑, respectively. An equivalence between digits 𝑖1, . . . , 𝑖𝑑 and
the original index 𝑖 holds due to the standard positional expression,
𝑖 = (𝑖1 − 1)𝑛2 · · ·𝑛𝑑 + (𝑖2 − 1)𝑛3 · · ·𝑛𝑑 + · · ·+ 𝑖𝑑. (11)
However, the solution can now be also seen as a tensor, x = [x(𝑖1, . . . , 𝑖𝑑, 𝑗)] ∈
C𝑛1×···×𝑛𝑑×𝒥 . The multi-index expansion can arise for example from a dis-
cretization of PDEs: if a PDE 𝜕𝑥𝜕𝑡 (𝑞1, . . . , 𝑞𝑑, 𝑡) = 𝐴𝑥(𝑞1, . . . , 𝑞𝑑, 𝑡) is discretized
in 𝑞1, . . . , 𝑞𝑑 by collocation on a Cartesian product of independent univariate
grids {𝑞𝑘(𝑖𝑘)}, 𝑘 = 1, . . . , 𝑑, the nodal values of 𝑥 can be collected into a tensor
x, as described above.
To write the global state-time system (7) consistently, we need to reshape
the whole tensor x into a vector 𝑥 of size (𝑛1 · · ·𝑛𝑑)𝒥 × 1. We can extend (11)
to any set of indices, introducing a general multi-index
𝑖𝑝 . . . 𝑖𝑞 = (𝑖𝑝 − 1)𝑛𝑝+1 · · ·𝑛𝑞 + · · ·+ 𝑖𝑞, 𝑞 ≥ 𝑝. (12)
Now we can address the solution by either of the equivalent forms 𝑥(𝑖1 . . . 𝑖𝑑, 𝑗),
𝑋(𝑖1 . . . 𝑖𝑑, 𝑗) or x(𝑖1, . . . , 𝑖𝑑, 𝑗).
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3.2 Tensor Train decomposition
The Tensor Train (TT) [36], or Matrix Product States (MPS) [10] decomposition
for the tensor x (resp. vector 𝑥) is defined as follows,
𝑥(𝑖1 . . . 𝑖𝑑, 𝑗) =
𝑟1∑︁
𝛼1=1
· · ·
𝑟𝑑∑︁
𝛼𝑑=1
x(1)𝛼1 (𝑖1)x
(2)
𝛼1,𝛼2(𝑖2) · · ·x(𝑑)𝛼𝑑−1,𝛼𝑑(𝑖𝑑)x(𝑑+1)𝛼𝑑 (𝑗). (13)
The summation indices 𝛼𝑘 = 1, . . . , 𝑟𝑘, 𝑘 = 1, . . . , 𝑑, are called the rank indices,
and their ranges 𝑟𝑘 are the tensor train ranks (TT ranks). The right-hand side
consists of the TT blocks x(𝑘) ∈ C𝑟𝑘−1×𝑛𝑘×𝑟𝑘 . Introducing uniform bounds
𝑟𝑘 ≤ 𝑟, 𝑛𝑘 ≤ 𝑛, we can estimate the storage complexity of the TT decomposition
as 𝒪(𝑑𝑛𝑟2). If the rank bound 𝑟 is small, this is much lower than 𝑁𝒥 = 𝒪(𝑛𝑑𝒥 )
in the straightforward storage of 𝑥.
The matrix 𝐵 from (7) can be seen as a (2𝑑 + 2)-dimensional tensor and
decomposed in a slightly different matrix TT decomposition,
𝐵(𝑖1 . . . 𝑖𝑑, 𝑗, 𝑖1 . . . 𝑖𝑑, 𝑗
′) =
ℛ1∑︁
𝛾1=1
· · ·
ℛ𝑑∑︁
𝛾𝑑=1
B(1)𝛾1 (𝑖1, 𝑖′1) · · ·B(𝑑)𝛾𝑑−1,𝛾𝑑(𝑖𝑑, 𝑖′𝑑)B(𝑑+1)𝛾𝑑 (𝑗, 𝑗′).
(14)
The matrix TT decomposition is introduced for consistency with the Kronecker
product when ℛ1 = · · · = ℛ𝑑 = 1 and multiplication with a “vector” TT
decomposition of 𝑥 (13). Assuming an upper bound ℛ𝑘 ≤ ℛ, we can estimate
the storage of (14) by 𝒪(𝑑𝑛2ℛ2) for a dense matrix, and by 𝒪(𝑑𝑛ℛ2) for a
sparse matrix.
The multi-index notation (12) allows to notice that the TT decomposition can
be seen as a low-rank decomposition of a matrix 𝑋{𝑘} =
[︀
𝑋(𝑖1 . . . 𝑖𝑘, 𝑖𝑘+1 . . . 𝑗)
]︀
for any 𝑘 = 1, . . . , 𝑑. We can group the left, respectively, right subset of TT
blocks into interface matrices, or simply interfaces
𝑋(≤𝑘)(𝑖1 . . . 𝑖𝑘, 𝛼𝑘) =
𝑟1∑︁
𝛼1=1
· · ·
𝑟𝑘−1∑︁
𝛼𝑘−1=1
x(1)𝛼1 (𝑖1) · · ·x(𝑘)𝛼𝑘−1,𝛼𝑘(𝑖𝑘),
𝑋(>𝑘)(𝛼𝑘, 𝑖𝑘+1 . . . 𝑗) =
𝑟𝑘+1∑︁
𝛼𝑘+1=1
· · ·
𝑟𝑑∑︁
𝛼𝑑=1
x(𝑘+1)𝛼𝑘,𝛼𝑘+1(𝑖𝑘+1) · · ·x(𝑑+1)𝛼𝑑 (𝑗). (15)
We can naturally extend this definition to 𝑋(<𝑘) = 𝑋(≤𝑘−1) and 𝑋(≥𝑘) =
𝑋(>𝑘−1). Then we can write 𝑋{𝑘} = 𝑋(≤𝑘)𝑋(>𝑘). Moreover, the interface
matrices allow to see the TT decomposition as a linear map of each TT block
x(𝑘). Indeed, reshaping it into a vector 𝑥(𝑘)(𝛼𝑘−1𝑖𝑘𝛼𝑘) = x(𝑘)𝛼𝑘−1,𝛼𝑘(𝑖𝑘), we can
write 𝑥 = 𝑋 ̸=𝑘𝑥(𝑘), where 𝑋 ̸=𝑘 is a frame matrix
𝑋 ̸=𝑘 = 𝑋(<𝑘) ⊗ 𝐼𝑛𝑘 ⊗
(︁
𝑋(>𝑘)
)︁⊤
. (16)
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3.3 Computing TT decompositions by alternating iteration
Although a TT approximation can be computed for any tensor via a sequence of
singular value decompositions (SVD) [36], this is rarely efficient or even possible
when the tensor is large. The aim of the tensor product methodology is to avoid
fully stored tensors at all stages of computations. One of the most successful
approaches traces back to the alternating least squares optimization over the
tensor decomposition blocks. It was then generalized to the Alternating Linear
Scheme (ALS) [19]. A similar algorithm, called Density Matrix Renormalization
Group (DMRG) [48, 22], was proposed in quantum physic for calculation of
ground states, i.e. lowest eigenvalues of high-dimensional Hamiltonians.
Let us consider the linear system 𝐵𝑥 = 𝑓 as an overdetermined equation on
a particular block 𝑥(𝑘) in the TT decomposition (13); the linearity established
in the previous subsection makes this equation linear, (𝐵𝑋 ̸=𝑘)𝑥(𝑘) = 𝑓 . This
equation can be resolved in different ways (e.g. by least squares), but practically
the cheapest option is to use the same frame matrix,(︀
𝑋*̸=𝑘𝐵𝑋 ̸=𝑘
)︀
𝑥(𝑘) = 𝑋*̸=𝑘𝑓. (17)
This reduction can be justified by relation to the minimization of the energy
function 𝑥*𝐵𝑥− 2Re 𝑥*𝑓 when the matrix 𝐵 is symmetric (hermitian) positive
definite (SPD). However, the projection formalism (17) is more general and
can be applied also if 𝐵 is not SPD, which is the case for (7). The alternating
iteration is realised by sweeping through different blocks, 𝑘 = 1, . . . , 𝑑+ 1, and
backwards from 𝑘 = 𝑑+ 1 to 𝑘 = 1 until convergence, solving (17) in each step.
Three essential details make the alternating iteration actually useful:
– efficient assembly of (17);
– orthogonality of ?̸?=𝑘 and efficient solution of (17);
– adaptation of TT ranks of 𝑥.
The frame matrix, composed from the interface matrices (15) via Kronecker
products, can be seen as a special TT decomposition with the same number
of blocks as in 𝑥. In turn, the matrix 𝐵 and right-hand side 𝑓 are assumed to
be available in the TT format as well, such as (14). This allows to compute
𝑋*̸=𝑘𝐵𝑋 ̸=𝑘 and 𝑋*̸=𝑘𝑓 efficiently, using only multiplications of the TT blocks.
Moreover, sequential iteration over 𝑘 = 1, 2, . . . allows to reuse partial products
of the interfaces of 𝑥, 𝐵 and 𝑓 and make the algorithm even more efficient, with
the total asymptotic complexity linear in 𝑑 [19, 37].
The TT representation is not unique; any partition of identity can be in-
serted between adjacent TT blocks, e.g. 𝑋{𝑘} =
(︀
𝑋(≤𝑘)𝑅
)︀ (︀
𝑅−1𝑋(>𝑘)
)︀
, without
changing the whole tensor. However, the matrix 𝑅 changes the interfaces, and
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we can choose it in order to empower the representation with desirable prop-
erties. For example, we can make 𝑋(<𝑘) and 𝑋(>𝑘) orthogonal by performing
QR decompositions of appropriately reshaped TT blocks. By construction (16),
?̸?=𝑘 is orthogonal, too. The orthogonality of the projection (17) leads to a well
conditioned reduced problem, which can be solved iteratively (we employ the
BiCGstab algorithm) using fast matrix-vector products due to the TT structure
inherited from the original problem [37].
For high-dimensional problems it is difficult to guess all 𝑑 rank parameters. It
becomes necessary to adapt them during the computations in such a way that the
TT solution is within the desired distance from the exact solution. If we possess
a solution with a satisfactory accuracy but overly large TT ranks, it is easy to
reduce them via SVD [36]. It is more important therefore to develop a procedure
for increasing the ranks. The DMRG method addresses this problem by reducing
the system to a two-dimensional block (merged from x(𝑘) and x(𝑘+1)), which
can be split via SVD up to a desired threshold. However, this requires solving a
larger problem on the merged block. The Alternating Minimal Energy (AMEn)
algorithm [9] solves one-dimensional problems in each step, but augments the
TT blocks of the solution by the TT blocks of an approximate global residual
𝑧 ≈ 𝑓 −𝐵𝑥. Since 𝑓,𝐵 and 𝑥 are all represented in the TT format, the residual
can be approximated efficiently by the second ALS iteration, applied to a simpler
problem 𝐼𝑧 = 𝑓 −𝐵𝑥. Given a TT decomposition
𝑧(𝑖1 . . . 𝑖𝑑, 𝑗) =
𝜌1,...,𝜌𝑑∑︁
𝛽1,...,𝛽𝑑=1
z(1)𝛽1 (𝑖1) · · · z
(𝑑+1)
𝛽𝑑
(𝑗)
from the previous iteration, we define the interface matrices 𝑍(<𝑘) and 𝑍(>𝑘)
similarly to (15), and update the 𝑘-th TT block of the residual by projecting
𝑧(𝑘) =
(︁
𝑍(<𝑘) ⊗ 𝐼 ⊗ (𝑍(>𝑘))⊤
)︁*
(𝑓 −𝐵𝑥). (18)
Performing this process simultaneously with the computation of the solution
blocks (17), we ensure that 𝑍(<𝑘) and 𝑍(>𝑘) are sufficiently good bases for the
residuals in all steps. In turn, projecting the residual onto the solution interface,
𝜁(𝑘) =
(︁
𝑋(<𝑘) ⊗ 𝐼 ⊗ (𝑍(>𝑘))⊤
)︁*
(𝑓 −𝐵𝑥), (19)
we can expand the solution TT block,
x(𝑘)(𝑖𝑘) =
[︁
x(𝑘)(𝑖𝑘) 𝜁(𝑘)(𝑖𝑘)
]︁
, x(𝑘+1)(𝑖𝑘+1) =
[︂
x(𝑘+1)(𝑖𝑘+1)
0
]︂
. (20)
This allows to increase the solution TT ranks (by the ranks of 𝜁(𝑘)), and also
improves convergence in difficult cases, since the basis of the reduction (17)
contains now the residual of the original problem.
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3.4 tAMEn: extended time integrator
The time-dependent version of the AMEn algorithm combined two enrichments
of the solution: by the residual (20) and by the co-kernel vectors (3). Assume
the latter to be given in a compatible TT format,
𝑐𝑚(𝑖1 . . . 𝑖𝑑) =
𝜌1,...,𝜌𝑑−1∑︁
𝛽1,...,𝛽𝑑−1=1
c(1)𝛽1 (𝑖1)c
(2)
𝛽1,𝛽2
(𝑖2) · · · c(𝑑)𝛽𝑑−1,𝑚(𝑖𝑑),
where 𝑚 = 1, . . . ,𝑀 enumerates different vectors 𝑐𝑚. In the course of the
alternating iteration from 𝑘 = 1 to 𝑘 = 𝑑, the combined enrichment is performed
as follows,
x(𝑘)(𝑖𝑘) =
[︁
x(𝑘)(𝑖𝑘) 𝜁(𝑘)(𝑖𝑘) 𝒞𝑘c(𝑘)(𝑖𝑘)
]︁
, x(𝑘+1)(𝑖𝑘+1) =
⎡⎣x(𝑘+1)(𝑖𝑘+1)0
0
⎤⎦ ,
(21)
where 𝒞𝑘 = (𝑋(<𝑘))*𝐶(<𝑘) is the projection onto the left interface of the solution.
We can see that 𝑐𝑚 ∈ span(𝑋(<𝑘) ⊗ 𝐼𝑛𝑘···𝑛𝑑) for all 𝑘 = 1, . . . , 𝑑 and 𝑚 =
1, . . . ,𝑀 . For 𝑘 = 1, for example, we can write
𝑐𝑚 =
(︁
x(1) ⊗ 𝐼𝑛2···𝑛𝑑
)︁
𝑐𝑚, 𝑐𝑚 =
⎡⎢⎣ 00
𝑐
(>1)
𝑚
⎤⎥⎦ ,
where 𝑐(>1)𝑚 is the (𝑛2 · · ·𝑛𝑑𝜌1)× 1 vectorisation of the interface matrix 𝐶(>1)𝑚 .
By induction, this extends to 𝑘 > 1. In order to maintain orthogonality of the
interfaces, we perform the QR decomposition of x(𝑘) after the enrichment (21).
For 𝑘 = 𝑑+ 1, we can notice that the frame matrix reduces to 𝑋(≤𝑑) ⊗ 𝐼.
Therefore, the local problem (17) for 𝑥(𝑑+1) is nothing else than the reduced
discretized ODE (9) with the interface being the Galerkin basis, 𝑋 = 𝑋(≤𝑑), and
the last TT block being the unknown, 𝑣 = 𝑥(𝑑+1). The enrichment (21) ensures
that this basis contains also the co-kernel matrix 𝐶. Moreover, the second norm
of the right hand side (reduced initial state) can be corrected according to (5). If
we stop the alternating iteration at this step, the error in the linear invariants
and the second norm depends only on the accuracy of the solution of (9) and the
time discretization, but not on the accuracy of the TT decomposition. If the last
TT rank 𝑟𝑑 is reasonably small, we can take sufficiently large 𝒥 and solve (9)
directly, which yields the machine precision accuracy in the conservation laws.
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Fig. 1: tAMEn algorithm
Require: Initial state 𝑥0, matrix 𝐴(𝑡) and right hand side 𝑓(𝑡) in the TT format,
final time 𝑇 , accuracy threshold 𝜀, discretization points t ∈ [0, 1] and matrices
𝑆, 𝑃, 𝑆 and 𝑃 , co-kernel basis 𝐶 in the TT format.
Ensure: Time splitting points 𝑇0 = 0 < 𝑇1 < · · · < 𝑇𝐿 = 𝑇 , solutions 𝑥ℓ(𝑡) in
the TT format.
1: Set 𝑡 = 0, 𝑇0 = 0, ℓ = 1, ℎ1 = 𝑇 .
2: while 𝑡 < 𝑇 do
3: Rescale t, 𝑆, 𝑃, 𝑆 and 𝑃 from [0, 1] to [𝑇ℓ−1, 𝑇ℓ−1 + ℎℓ].
4: Form 𝐵 = 𝐼 ⊗ 𝑆 − (𝐼 ⊗ 𝑃 )diag(𝐴(t)) and 𝑓 = 𝑥ℓ−1 ⊗ (𝑆𝑒).
5: Set 𝑥 = 𝑥ℓ−1 ⊗ 𝑒.
6: for iter = 1, 2, . . . , do
7: Set 𝑥𝑝𝑟𝑒𝑣 = 𝑥.
8: for 𝑘 = 𝑑+ 1, 𝑑, . . . , 2 do
9: Orthogonalize 𝑋(>𝑘) and 𝑍(>𝑘), see [36, Section 3].
10: end for
11: for 𝑘 = 1, 2, . . . , 𝑑 do ◁ Solve
12: Solve (𝑋*̸=𝑘𝐵𝑋 ̸=𝑘)𝑥(𝑘) = ?̸?=𝑘𝑓 , as defined in (7) and (16).
13: Compute truncated SVD of x(𝑘) up to 𝜀.
14: Compute residual blocks as shown in (18) and (19).
15: Enrich x(𝑘) and x(𝑘+1) as shown in (21).
16: Orthogonalize 𝑋(<𝑘+1) and 𝑍(<𝑘+1), see [36, Section 3].
17: end for
18: Correct the norm of 𝑣0 = (𝑋(≤𝑑))*𝑥ℓ−1 as shown in (5).
19: Solve (𝑋*̸=𝑑+1𝐵𝑋 ̸=𝑑+1)𝑥(𝑑+1) = 𝑣0 ⊗ (𝑆𝑒).
20: Compute the error estimate (22) and ℎℓ+1 = ℎℓ · (𝜀/ℰ𝒥 ,ℎℓ)1/𝑞.
21: if ℰ𝒥 ,ℎℓ ≤ 𝜀 then
22: if ‖𝑥− 𝑥𝑝𝑟𝑒𝑣‖ < 𝜀‖𝑥‖ then ◁ This step converged, accept it
23: Set 𝑥ℓ = 𝑥, 𝑇ℓ = 𝑇ℓ−1 + ℎℓ, 𝑡 = 𝑡+ ℎℓ, ℓ = ℓ+ 1, and break.
24: end if
25: else ◁ Reject the step
26: Set ℎℓ = ℎℓ+1 and break.
27: end if
28: end for
29: end while
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The time discretization error (10) can be also estimated from the reduced
system. Instead of the full solution, we consider only the last TT block, and
replace the state matrix by its projection2,
ℰ𝒥 ,𝑇 =
⃦⃦⃦(︁
𝐼𝑟𝑑 ⊗ 𝑆𝑃 −
[︁
(𝑋(≤𝑑))*𝐴𝑋(≤𝑑)
]︁
⊗ 𝑃
)︁
𝑥(𝑑+1) − 𝑣0 ⊗ (𝑆𝑒)
⃦⃦⃦
. (22)
This estimate can be used for refining the number of time points 𝒥 or the length
of the time interval. Instead of solving (7) on the whole desired interval [0, 𝑇 ],
we can split it into a sequence of subintervals [0, 𝑇1], . . . , [𝑇𝐿−1, 𝑇𝐿], taking the
solution at the last time point of the previous interval as the initial state in the
next interval. We determine an optimal splitting using the local error control
with rejections [4]. We aim to maintain the error in the next time interval below
a desired threshold, ℰ𝒥 ,ℎℓ+1 ≤ 𝜀, so we adjust the next interval length as follows,
ℎℓ+1 = 𝑇ℓ+1 − 𝑇ℓ = ℎℓ
(︂
𝜀
ℰ𝒥 ,ℎℓ
)︂1/𝑞
. (23)
The parameter 𝑞 reflects the order of convergence of the time scheme, which is 1
for the Euler method, 2 for the Crank-Nicolson scheme, and 𝒥 for the Chebyshev
differentiation. Moreover, if it appears that ℰ𝒥 ,ℎℓ > 𝜀, such solution is rejected,
the current interval is shrunk according to (23), and the solution is started again
from 𝑇ℓ−1. The entire procedure is written in Fig. 1. Assuming the index ranges
from Sec. 3.2 (𝑟𝑘 ≤ 𝑟, ℛ𝑘 ≤ ℛ, 𝑛𝑘 ≤ 𝑛), the computational complexity of Alg.
1, inherited from AMEn [9], reads
𝒪(𝑑𝑛(ℛ𝑟3 +ℛ2𝑟2)).
4 Numerical experiments
We have implemented Algorithm 1 in Matlab. This research made use of
the Balena High Performance Computing (HPC) Service at the Univer-
sity of Bath. We carried out the computations on one core of the Balena
node, an Intel Xeon E5-2650 CPU at 2.6GHz. The code is available from
http://github.com/dolgov/tamen.
2 For non-autonomous ODEs the estimate can be extended accordingly.
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4.1 Convection
Our first example is the transport equation in the periodic domain [−10, 10]2
with the central difference discretization scheme,
𝑑𝑥
𝑑𝑡
= (∇𝑛 ⊗ 𝐼𝑛 + 𝐼𝑛 ⊗∇𝑛)𝑥, ∇𝑛 = 12ℎ
⎡⎢⎢⎢⎢⎢⎢⎣
0 1 · · · −1
−1 0 1
. . . . . . . . .
−1 0 1
1 · · · −1 0
⎤⎥⎥⎥⎥⎥⎥⎦ ∈ R
𝑛×𝑛,
(24)
where ℎ = 20/𝑛 is the mesh step of the uniform grid 𝑞𝑘(𝑖𝑘) = −10 + ℎ(𝑖𝑘 − 1),
𝑖𝑘 = 1, . . . , 𝑛, 𝑘 = 1, 2, and the Gaussian initial state 𝑥0 = exp(−𝑞21 − 𝑞22). This
example is chosen for the following reasons. First, the exact solution repeats
with the period of 𝑇𝑝 = 20, hence we can estimate the error of our scheme as
the difference between the solution after a number of periods and the initial
state, ‖𝑥(𝑇 ) − 𝑥0‖ for 𝑇 = 20𝑚, 𝑚 ∈ N. Second, (24) possesses both types of
invariants: the solution mass 𝑐*𝑥 = 𝑐*𝑥0, where 𝑐 = (1, . . . , 1)⊤, and the second
norm, ‖𝑥‖2 = ‖𝑥0‖2. Third, the discrete solution of the pure convection is prone
to developing spurious oscillations when the discretization is not accurate enough.
For the central difference scheme, this requires taking rather fine grids, with 𝑛
ranging from 1024 to 4096, which makes the problem large enough to apply the
tensor decompositions.
In order to increase the efficiency of the TT methods, we apply them to the
quantized tensors [26]: instead of separating just two indices in 𝑋(𝑖1, 𝑖2), we split
each index into its binary digits,
𝑖𝑘 = 2𝐿−1(𝑖𝑘,1 − 1) + 2𝐿−2(𝑖𝑘,2 − 1) + · · ·+ 𝑖𝑘,𝐿, 𝑖𝑘,𝑙 ∈ {1, 2},
and consider the solution as a 2𝐿-dimensional tensor, x(𝑖1,1, . . . , 𝑖2,𝐿). Now the
TT decomposition can reduce the storage cost down to 𝒪(𝑟2𝐿) = 𝒪(𝑟2 log𝑛), in
contrast to 𝒪(𝑟𝑛) in the low-rank decomposition of 𝑋(𝑖1, 𝑖2) or 𝑛2 in the full
representation of 𝑥. The ODE matrix can be constructed in this quantized TT
representation exactly [23].
First, we confirm conservation of the invariants. We fix the time interval
splitting to ℎℓ = 0.2 for all ℓ = 1, . . . , 𝑇/ℎℓ, the spatial grid size 𝑛 = 4096, and
vary the number of Chebyshev or Crank-Nicolson points, as well as the accuracy
threshold 𝜀. In Fig. 2 we show how the errors in both conserving quantities evolve
with time. We observe that the error in the invariants is much smaller than
the tensor approximation threshold in all cases. However, insufficient number of
Chebyshev points can increase the error in the second norm (Fig. 2, left). The
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Fig. 2: Convection example. Degeneracy of ‖𝑢‖2 (solid lines) and 𝑐*𝑢 (dashed lines) vs.
time for Chebyshev (left) and Crank-Nicolson (right) schemes.
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Fig. 3: Convection example, TT ranks for Chebyshev (left) and Crank-Nicolson (right)
schemes.
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Crank-Nicolson scheme preserves both invariants up to the machine precision for
any number of points. In fact, it manifests the opposite situation that the errors
are larger for 𝒥 = 4097 points due to a larger condition number of the matrix in
(7). This shows that, although the explicit cost of the tensor schemes depends
mildly on the grid sizes, it is still recommended to avoid too fine grids due to
the conditioning issues.
The evolution of TT ranks with time is shown in Fig. 3. Since the shape
of the exact solution remains unchanged, its ranks should be the same for all
times. We see that the ranks are indeed stable with time, in particular with
the Chebyshev scheme. In the Crank-Nicolson scheme, the ranks grow slightly
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Fig. 4: Convection example, CPU times in seconds (left) and time intervals found in the
adaptive regime (right) with Chebyshev and Crank-Nicolson (CN) schemes.
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Cheb, 𝒥 = 8
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Table 1: Convection, CPU times (seconds) and errors for different time interval lengths.
Scheme Chebyshev, 𝒥 = 8 Crank-Nicolson, 𝒥 = 513
Time step 0.1 0.2 0.4 100𝑎𝑑𝑎𝑝 0.1 0.2 0.4 100𝑎𝑑𝑎𝑝
CPU time 1098.8 1391.1 5069.9 2014.7 4326.0 2213.7 10246.1 2652.9
104·‖𝑥−𝑥⋆‖
‖𝑥⋆‖ 0.85 6.22 5.65 2.81 3.33 3.52 2.22 2.62
towards the end of the 5-period interval. This is also reflected by a slightly larger
CPU time, see Fig. 4 (left).
Now we consider how the tAMEn algorithm depends on the time interval
splitting. In Table 1 we show the CPU times and the errors of 𝑥(𝑇 ) with respect
to the reference solution 𝑥⋆, computed with the Chebyshev scheme with 𝒥 = 16
points on ℎℓ = 0.2 and 𝜀 = 10−7. For small time steps (ℎℓ = 0.1, 0.2 and 0.4),
we turn the adaptation off. However, we also start from the entire interval 100
and let the algorithm split it automatically. Due to rejections of some time steps,
the CPU time of the adaptive method is larger than the cost of the optimal
splitting (ℎℓ = 0.1 for Chebyshev and ℎℓ = 0.2 for Crank-Nicolson schemes),
but the overhead never exceeds a factor of 2. Moreover, the adaptive algorithm
is faster than the non-adaptive one with improperly chosen time steps. Fig. 4
(right) shows the time steps determined by the adaptive method. We see that the
average step lies between 0.1 and 0.2. Interestingly, the low-order Crank-Nicolson
scheme is more robust in estimating the error, and hence the time step.
Finally, we benchmark tAMEn against the standard Crank-Nicolson method
without the TT decomposition and the Riemannian TT time integrator [30].
We split the time into intervals of length ℎℓ = 0.2, but each interval is further
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Table 2: Convection example. CPU times (seconds) and errors in different methods and
parameters for time splitting ℎℓ = 0.2.
tAMEn KSL Full CN
Cheb, 𝒥 = 8 CN, 𝒥 = 513 𝒥 = 16 𝒥 = 512 𝒥 = 16 𝒥 = 64
CPU time 1391.1 2213.7 694.9 14159 170732 102294
103·‖𝑥(𝑇 )−𝑥0‖
‖𝑥0‖ 2.36 2.16 583.8 7.44 16.0 2.93
partitioned into 𝒥 individual time steps, on which the full Crank-Nicolson or
Riemannian integration is carried out. The Riemannian integrator projects the
dynamical equations directly onto the Riemannian manifold of the TT represen-
tation, using the so-called Dirac-Frenkel principle [28]. The projected equations
can be split with respect to the different TT blocks and solved subsequently,
using the so-called KSL propagator [30]3 This scheme works with the TT de-
composition of only one snapshot at a time, which requires smaller TT ranks.
However, it requires integrating backward in time, which can introduce numerical
instabilities for large time steps. In Table 2 we see that for 𝒥 = 16 the solution
becomes qualitatively incorrect. For a smaller time step the scheme is stable,
but a large number of time steps leads to a large computational time. The full
Crank-Nicolson method is even slower, since each time step is more expensive.
In fact, the CPU time is larger for smaller number of time steps. This is due to
a larger condition number of the matrix in the implicit step.
4.2 Chemical master equation
In the second experiment, we investigate an example with a steady state, the
chemical master equation (CME), describing stochastic kinetics model of the
𝜆-phage virus [17, 21, 7]. Using the Finite State Projection [33], the CME is
turned into a large-scale ODE,
𝑑𝑥
𝑑𝑡
= 𝐴𝑥, 𝐴 =
𝑀∑︁
𝑚=1
(︁
𝐽𝑧
𝑚
1 ⊗ · · · ⊗ 𝐽𝑧𝑚𝑑 − 𝐼
)︁
diag(𝑤𝑚), (25)
Here, 𝐽𝑧 is the order-𝑧 shift matrix, defined as follows: 𝐽0 = 𝐼, 𝐽1 =
tridiag(1, 0, 0), 𝐽𝑧 = (𝐽1)𝑧 for 𝑧 > 1, and 𝐽𝑧 = (𝐽−𝑧)⊤ for 𝑧 < 0. The vector
z𝑚 = (𝑧𝑚1 , . . . , 𝑧𝑚𝑑 ) is the so-called stoichiometric vector, 𝑤𝑚 = 𝑤𝑚(𝑖1, . . . , 𝑖𝑑) is
3 The multi-dimensional Matlab version tt_ksl_ml.m was implemented by the author in
collaboration with I. Oseledets, and is available within TT-Toolbox.
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Table 3: Reactions in the 𝜆-phage model.
Generation Destruction
𝑤1 =
0.06
0.12 + 𝑖2
, z1 = e1 𝑤2 = 0.0025 · 𝑖1, z2 = −e1
𝑤3 =
(1 + 𝑖5) · 0.6
0.6 + 𝑖1
, z3 = e2 𝑤4 = 0.0007 · 𝑖2, z4 = −e2
𝑤5 =
0.15 · 𝑖2
𝑖2 + 1
, z5 = e3 𝑤6 = 0.0231 · 𝑖3, z6 = −e3
𝑤7 =
0.3 · 𝑖3
𝑖3 + 1
, z7 = e4 𝑤8 = 0.01 · 𝑖4, z8 = −e4
𝑤9 =
0.3 · 𝑖3
𝑖3 + 1
, z9 = e5 𝑤10 = 0.01 · 𝑖5, z10 = −e5
Fig. 5: CME example, ⟨𝑖𝑘⟩ (left) and maximal TT ranks in tAMEn with and without 𝐶-
enrichment (right)
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the propensity rate of the 𝑚-th reaction, and diag(𝑤𝑚) constructs a 𝑁×𝑁 diago-
nal matrix from all elements of 𝑤𝑚. The total size of the problem is 𝑁 =
∏︀𝑑
𝑘=1 𝑛𝑘,
since each index is assumed to vary in the range 𝑖𝑘 = 0, . . . , 𝑛𝑘 − 1. The indices
𝑖1, . . . , 𝑖𝑑 denote the so-called copy numbers (numbers of molecules) of 𝑑 reacting
species (e.g. proteins), and the solution x(𝑖1, . . . , 𝑖𝑑, 𝑡) is the distribution function,
which defines the probability that at the time 𝑡, the system contains 𝑖1 molecules
of the first protein, 𝑖2 molecules of the second species, and so on.
The particular 𝜆-phage model contains 𝑑 = 5 species and 𝑀 = 10 reactions.
The stoichiometric vectors and propensities are given in Table 3 (e1, . . . , e5 are
unit vectors of size 5).
As the initial state, we choose all-zero copy numbers with probability 1,
i.e. 𝑥0(𝑖1, . . . , 𝑖5) = 1 when 𝑖1 = · · · = 𝑖5 = 0, and 0, otherwise. Under certain
conditions [14], fulfilled for the 𝜆-phage model, and infinite ranges of 𝑖𝑘, the CME
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(25) converges to a unique stationary state 𝑥∞. For practical computations, we
truncate the state space to 𝑛1×· · ·×𝑛5 = 128×65536×64×64×64, respectively,
since the probability outside this box is negligible. In order to preserve existence
of the stationary state [20], we adjust the propensities of the generation reactions
such that
𝑤2𝑘−1(𝑖1, . . . , 𝑖𝑑) = 0 if 𝑖𝑘 = 𝑛𝑘 − 1, 𝑘 = 1, . . . , 𝑑.
This also guarantees that 𝐴*𝑒 = 0, therefore the probability normalization
𝑒*𝑥 = 1 is conserved.
The statistical outputs of interest are the mean copy numbers,
⟨𝑖𝑘⟩ =
i*𝑘𝑥
𝑒*𝑥
, i𝑘 = e(1) ⊗ · · · ⊗ e(𝑘−1) ⊗ {𝑖𝑘} ⊗ e(𝑘+1) ⊗ · · · ⊗ e(𝑑) ∈ R𝑁 , (26)
where e(𝑝) are the all-ones vectors of size 𝑛𝑝. In order to preserve the normaliza-
tion, we add the vector of ones to the enrichment (21). However, we can also keep
the quantities of interest in the TT representation in order to make statistics
more accurate. Therefore, we use 6 enrichment columns, 𝐶 =
[︀
𝑒 i1 · · · i5
]︀
.
The Quantized TT representation of 𝐶 has TT ranks up to 6, and the ranks of
the residual (18) are set to 1. We compare tAMEn implementations with and
without the additional enrichment by 𝐶. For the fair comparison, we set the
residual ranks equal to those of 𝐶 plus 1 in the version without the 𝐶-enrichment.
The tAMEn algorithm is run in the fully adaptive regime using the Chebyshev
time discretisation scheme with 𝒥 = 8 points in each interval. The final time
𝑇 = 22000. We estimate the errors directly in the quantities of interest and
report the log-average of individual errors,
ℰ⟨𝑖⟩(𝑡) = exp
(︃
1
5
5∑︁
𝑘=1
log
⃒⃒
⟨𝑖𝑘(𝑡)⟩ − ⟨𝑖⋆𝑘(𝑡)⟩
⃒⃒
⟨𝑖⋆𝑘(𝑡)⟩
)︃
. (27)
We vary the accuracy thresholds 𝜀 from 10−2 to 10−5, and use the values
computed with 𝜀 = 3 · 10−7 as the reference ⟨𝑖⋆𝑘⟩. In addition to the two versions
of tAMEn, we present the results of the classical Stochastic Simulation Algorithm
(SSA) [11] for comparison.
In Fig. 5 we show the evolution of the mean copy numbers and TT ranks.
Interestingly, the ranks with the 𝐶-enrichment are even smaller, since the special-
ized frame matrices constitute better bases for the solution. The computational
times and errors are shown in Fig. 6. We see that the normalization-preserving
solution is systematically more efficient in terms of the cost/accuracy ratio,
compared to the residual-only enrichment. Moreover, the direct solution of the
CME in the TT format is much faster than the stochastic simulation, since large
times and copy numbers require a large number of trajectories and time steps in
SSA.
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Fig. 6: CME example, errors (27) in the mean copy numbers for 𝑡 = 2000 (left) and
𝑡 = 22000 (right) versus computational Work (CPU time) for SSA and tAMEn with and
without the 𝐶-enrichment.
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5 Conclusion
We have proposed and studied an alternating iterative algorithm for approximate
solution of ordinary differential equations in the TT format. The method combines
advances of DMRG techniques and classical iterative methods of linear algebra.
Started from the solution at the previous time interval as the initial guess, it often
converges in 2—4 iterations, and delivers accurate solution even for strongly non-
symmetric matrices in the right-hand side of an ODE. The numerical experiments
reveal a promising potential of this method in long time simulations when
the solution admits a low-rank decomposition. For example, nuclear magnetic
resonance models can be approached directly, without any a priori reduction of
the original Hilbert space [39].
The main limiting factor of the method is the TT ranks of the solution. A
theoretical rank bound remains in general an open question, especially if the ODE
is nonlinear. While for some problems (e.g. convection) it follows readily from
the continuous equation, analysis of realistic cases may be difficult. A beneficial
feature of the new algorithm is that it can determine the TT ranks adaptively in
the course of computations.
Existing convergence estimates for tensor algorithms in high dimensions
are far from being sharp. Although the time stepping scheme might be easier
for both local [38] and global [9] convergence analysis under an assumption of
small enough time step, the particular criterion for “small enough” might be
too restrictive. In practice, the method converges robustly for stable first-order
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systems. Unstable, higher-order and differential-algebraic systems require further
investigation, and potentially modification of the algorithm.
The method possesses a simple mechanism for maintaining linear conservation
laws in the reduced tensor model exactly, provided that the generating vectors
admit low-rank representations. In principle, this covers most of the needs in
statistical problems, where the solution defines a probability distribution, and
the invariants are means of some functions w.r.t. this distribution. However, it is
unclear whether general nonlinear invariants can be preserved in a tensor product
representation. Some abelian and non-abelian symmetries in quantum physics
can be preserved by further splitting of TT blocks into invariant sectors [40].
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