Accuracy of seismic phase observation and consistency of timing error assessment define the quality of seismic waves arrival times. High-quality and large data sets are prerequisites for seismic tomography to enhance the resolution of crustal and upper mantle structures. In this paper we present the application of an automated picking system to some 600 000 seismograms of local earthquakes routinely recorded and archived by the Italian national seismic network. The system defines an observation weighting scheme calibrated with a hand-picked data subset and mimics the picking by an expert seismologist. The strength of this automatic picking is that once it is tuned for observation quality assessment, consistency of arrival times is strongly improved and errors are independent of the amount of data to be picked. The application to the Italian local seismicity documents that it is possible to automatically compile a precise, homogeneous and large data set of local earthquake Pg and Pn arrivals with related polarities. We demonstrate that such a data set is suitable for high-precision earthquake location, focal mechanism determination and high-resolution seismic tomography.
I N T RO D U C T I O N
Body wave arrival times of high quality, consistency in data error assessment and uniformly dense sampling of the target volume are the three main prerequisites for high-resolution traveltime tomography. While density and uniformity of sampling strongly depend on source and receiver distributions and are easily assessed, consistency and observation quality of data are not. Routinely hand-picked data are human dependent and errors are difficult to estimate, since manual picking is performed by several seismologists over the years. Nonetheless, consistency in error estimation is of primary importance because the estimated average observation error (the noise level in the data) normally defines the termination of the iterative inversion process of seismic tomography and hypocentres calculation. Large data sets are generally derived from routine hand-picking and are certainly affected by inconsistencies and blunders. The lack of reasonably consistent error estimates severely reduces the resolving power of such data set.
Recent teleseismic tomography studies of the Italian region clearly show that the velocity models depend on a trade-off between quantity and quality of data. Large low-quality data sets allowed to improve the sampling of the target volume (Piromallo & Morelli 2003) at the cost of a low resolution of Vp images due to large data errors. On the other hand, small high-quality data sets Lippitsch et al. 2003) yield high-resolution tomographic images even with fewer rays, but only for limited regions. When targeting the whole shallow lithosphere-asthenosphere system beneath Italy, the uneven distribution of sources and receivers ( Fig. 1) requires the use of all available data to achieve a sufficiently dense and homogeneous sampling. During 20 years of seismic monitoring, the Istituto Nazionale di Geofisica e Vulcanologia (INGV) located as much as 50 000 local and regional earthquakes with a total of more than 500 000 P and 250 000 S arrival times picked by several analysts. To improve the quality of such a data set, manual repicking is not a feasible option. Automated pickers, however, normally lack the possibility to consistently estimate individual observation errors on the arrival times they produce. This serious shortcoming explains, partially at least, why such procedures are still rarely used today in tomography and related studies. In this paper we present the results obtained by the use of a recently developed picking system called MannekenPix (Aldersons 2004 1 ), capable of producing highly accurate first arrival P picks and related polarity determination. Furthermore, MannekenPix (MPX) includes a weighting mechanism rigorously calibrated on a series of reference picks with related observation error estimates provided by the user. The quality weighting mechanism of MPX can be tuned toward predicting the same picking uncertainties as those that would be estimated by the user. As such, it acts as a consistent extension of the manual approach and not as a totally independent method possibly in conflict with the legacy. To calibrate MPX on INGV data, we selected a reference data set (RD) of about 700 waveforms that was picked and quality-weighted by an expert seismologist. We tuned the MPX procedure to mimic the behaviour of the seismologist, by comparing the results of the manual and the automatic picking (AP) on the RD. Finally, we applied MPX to a large data set of seismograms (seismicity for the period [1988] [1989] [1990] [1991] [1992] [1993] [1994] [1995] [1996] [1997] [1998] [1999] [2000] [2001] [2002] , testing the performance of the weighted MPX arrival times in standard earthquake location and in local earthquake tomography.
I N G V S TAT I O N N E T W O R K A N D S E I S M I C I T Y I N I TA LY
The INGV seismic network (Fig. 1a ) located over 50 000 local and regional earthquakes between 1983 and 2003. As shown in Fig. 1(b) , the seismicity distribution is uneven, clustered along the axis of the Alps and Apennines and in the Calabrian Arc, with some large gaps in the Tyrrhenian and Adriatic regions (Amato et al. 1997) . In addition to the abundant crustal seismicity, there are two regions of subcrustal earthquakes. One such region is located in the Northern Apennines, where foci reach 90 km depth (Selvaggi & Amato 1992) , the other region being in the Calabrian Arc, where a Benioff zone is identified down to 500 km depth (Giardini & Veloná 1991; Selvaggi & Chiarabba 1995) . The geometry of the INGV network significantly changed between 1980 and today and digital waveforms are only available since 1988. Only 60 stations were available in 1980 but their number is about 160 today. As a consequence, the sampling power of the data set has also changed considerably over the years. During the 1984-2001 period, most stations were equipped with short-period 1 s seismometers (S13), and signals were sampled at 50 Hz. At INGV, seismograms are picked visually by a team of analysts for routine location and magnitude determination. These parameters are stored in the waveform-event parameters database and represent the INGV seismic bulletin. During periods of intense seismic activity as in 1997, not all seismograms have been handpicked and thus some P-wave arrivals are missing.
T H E AU T O M AT I C P -P H A S E P I C K I N G S Y S T E M M P X
There are basically two main approaches to automated picking. A first way is to pick each seismogram independently from the others and one event at a time. Single-trace picking can be seen as an extension of the detection process, and some methods work in near-real time. It is also the first way analysts usually work with during the routine task of picking seismograms. Traditional methods quantify some attributes of waveforms like amplitude, frequency or polarization, and apply their detection and picking algorithms on these attributes or on a smoothed combination of them. Among the wide variety of traditional methods for picking first arrival P-waves of local and regional events, Allen (1978 Allen ( , 1982 designed a STA/LTA (short-term-average long-term-average) algorithm applied on an envelope function sensitive to both amplitude and frequency of seismograms. Despite its age, Allen's picking system is still part of Earthworm (Johnson et al. 1994) and Sac2000 (Goldstein et al. 1999) . Baer & Kradolfer (1987) derived their picking engine from Allen's work but they use the square of a modified envelope to generate a characteristic function whose value is tested against an adjustable threshold. The Baer-Kradolfer picker is integrated into Pitsa (Scherbaum & Johnson 1992) . Autoregressive methods (Morita & Hamaguchi 1984; Takanami & Kitagawa 1988; Kushnir et al. 1990; GSE/JAPAN/40 1992; Takanami & Kitagawa 2003) work also well for picking local events, but they can also be used at regional and teleseismic distances (Leonard & Kennett 1999; Sleeman & van Eck 1999) . The Cusum algorithm (Basseville & Nikiforov 1993) appears to be an attractive alternative to autoregressive methods at regional distances (Der & Shumway 1999; Der et al. 2000) . Klumpen & Joswig (1993) apply pattern recognition on polarization images for P-and S-onset picking of three-component local data. Non-traditional methods like neural networks can sometimes work directly on seismograms (Dai & MacBeth 1995 , avoiding the need to compute attributes or characteristic functions.
A second approach is to work on several seismograms at once, exploiting the similarity of waveforms from nearby events. This multitrace approach derives basically from controlled source seismic methods (Peraldi & Clement 1972) used to compute static corrections for seismic reflection data. In seismology, seismograms are typically organized in common station gathers (Dodge et al. 1995; Shearer 1997) . A good account of the methodology and its historical progress is provided by Aster & Rowe (2000) . The single-trace approach appears today to be more versatile than the multitrace approach in the sense that it is not based on the restrictive criterion of waveforms similarity. A multitrace approach is inherently better adapted to relatively restricted volume studies like those where clusters usually occur. Aster & Rowe (2000) suggest, however, that further developments in adaptive filtering and event clustering (Rowe et al. 2002) might significantly extend the range of data sets that can benefit from cross-correlation picking techniques.
Because MPX was originally developed to pick local events in the Dead Sea region (Aldersons 2004), where locally a great variety of waveforms is observed, it follows the single-trace approach. Despite the impressive number of picking methods reported, the need for complementary components has probably not received enough recognition in the literature. Examples of such components are highfidelity filters of seismograms and methods for estimating time uncertainties associated with picked phases. In order to be meaningful, every physical measurement needs an assessment about its own uncertainty. Estimating picking uncertainties is an equally important function of an automated system as determining arrival times. MPX integrates the robust Baer-Kradolfer (1987) single-trace picking algorithm into a three-step automatic procedure (Aldersons 2004) consisting of pre-picking (spectral analysis and filtering), picking (and polarity) determination and error assessment.
Spectral analysis and waveform filtering
Filters are sometimes used in seismological analysis to reduce the level of noise that can obscure a precise recognition of phase onsets. In fact, commonly used filters often distort also the signal part while attempting to increase the signal-to-noise ratio (SNR). For this reason and in order to preserve as much as possible the true shape of onsets when filtering is used, MPX allows to apply an adaptive Wiener filter (Douglas 1997; Aldersons 2004) on the waveforms in the pre-picking step. Although the distortion by the Wiener filter of MPX is neglectable, we have not filtered the INGV data set because filtering did not significantly improve the picking accuracy or success rate. However, whether the Wiener filter is applied or not, SNRs derived from spectral densities analysis are always computed by the Wiener filter routines in the pre-picking step of MPX as they generate important predictors for the quality weighting engine. MPX is designed, in its present release, to enhance the quality of a catalogue of routinely located earthquakes when event recognition has already been performed by standard procedures. Thus, it works on waveforms associated to known, though approximate, earthquake locations. A theoretical arrival time (TP) can, therefore, be calculated and it is used in MPX as a reference to place two time windows in the noise and in the signal + noise part of the waveform, respectively (Fig. 2) . The first window (N) is set before TP and is used to evaluate the noise spectral density while the second window is set after the pick and is used to evaluate the noise and signal spectral density. Spectral densities are calculated using a maximum entropy method (see Aldersons 2004) . Since the predicted arrival time is used simply to focus MPX in the 'region' near the P onset, the TP can be determined by a simple 1-D ray tracing routine and the hypocentre-receiver distance. TP uncertainties as large as ±3 s do not prevent MPX to converge to the real onset determination. Noise and signal + noise windows must be safely separated by gaps (Safety Gaps, Fig. 2 ) which width depends on the expected uncertainty in the TP calculation.
Arrival time picking
After the spectral density analysis, the waveform is used as the input for the picking engine (Baer & Kradolfer 1987) . In this processing phase the characteristic function CF i of the waveform (see Appendix A for details) is calculated and used by the picking engine to find the onset. The onset is accepted as a pick for a value of CF i larger then a pre-defined Threshold1 for a certain amount of time (TupEvent). Threshold1 is automatically determined by MPX based on the noise window analysis, while TupEvent has a fixed value of 0.5 sec derived from the dominant frequencies of P onsets observed at local and regional distances (Appendix A). A typical frequency range for Pg and very short distance Pn from local earthquakes is between 1.0 Hz and 4 Hz. Polarity of the P-wave onset is also determined by the picking engine at this stage (Baer & Kradolfer 1987) .
Error assessment
Finally, the observation error estimation follows an a priori scheme tuned to a reference waveform data set. Uncertainties of arrivals are automatically computed by the quality weighting algorithm taking into account the waveform sampling rate, the spectral densities analysis and the SNR. The goal of the weighting mechanism of MPX is to predict the uncertainty class for an automatic onset pick time from quantitative variables evaluated by the program. A calibration phase is needed to properly set up the weighting engine. The calibration is an iterative process consisting of four steps (summarized in Fig. 3 ):
(1) Building the RD: selection of a subset of waveforms from earthquakes representative of the whole data set (magnitude, hypocentre location and depth); definition of appropriate observation classes (quality weighting) hand-picking and accurate quality weighting of the RD;
(2) MPX setup: determination of the onsets dominant frequency; Safety Gaps setup; (3) First run of MPX and (4) Multiple discriminant analysis (MDA). This part is of specific importance for the topic dealt with in this work, and it is further discussed in the following paragraph.
C A L I B R AT I O N O F T H E W E I G H T I N G S C H E M E O N I N G V D ATA S E T
The weighting mechanism of the Baer & Kradolfer (1987) algorithm implemented in Pitsa (Scherbaum & Johnson 1992 ) is based on the ratio between the P-wave amplitude within a certain time window and the largest amplitude of the seismogram before the pick flag is set for the first time. This kind of SNR is certainly important for the weighting of arrival times, but any variable by itself cannot carry all the information necessary to properly discriminate among time uncertainty groups such as those routinely used by seismological services. For this reason in MPX the quality weighting mechanism is based on the discriminating power provided by the simultaneous use of several predicting variables as in the Allen picking system. Adapting the weighting mechanism of the Allen system to a particular network and data requires however a lot of trial-and-error fitting at the very least. In MPX, a calibration is made according to a statistical technique known as discriminant analysis on a set of reference picks and associated weights supplied by the user. Picking uncertainties are expressed as standard labels 1 to N, with N not greater than 5 and a precise uncertainty duration defined by the user is associated with each of these labels. This calibration cannot be performed internally by MPX at the moment, but it can be easily performed from the automatic picking output of the RD with a package like SAS, SPSS or equivalent.
2 The RD of the INGV data consists of about 700 waveforms from 12 events ( Fig. 4 ) with magnitudes ranging from 3 to 5.5, and from shallow crustal depth to 600 km depth in the southern Tyrrhenian sea. The application of MPX weighting engine on the INGV data demonstrated that enlarging the RD does not improve calibration results. More important is in fact to have a data set representative of the spectrum of frequencies characteristic for the first arrivals due to different sources, stations' locations and regional structure heterogeneities affecting the wave propagation. The waveforms of the RD have been accurately picked by hand (Fig. 5 ) and the errors have been estimated based on the weighting scheme shown in Table 1 . We defined the error boundaries of each class according to the typical noise level in the waveforms and the sampling rate. The characteristics of the seismicity and of the stations network in the Italian region introduce the problem of dealing with different kinds of signals for the first onset, whose frequency content changes mainly with the hypocentral distance. Pg, short distance Pn and long distance Pn are present in the data set together with phases from deep events of the southern Tyrrhenian sea Benioff zone. In order to better calibrate MPX we have split the data set into Pg, Pn and deep events and we have run MPX separately on the three parts of the RD. The reference hand-picking (RP) and the AP (Fig. 5) are the key values in the MDA, together with variables (predictors), calculated by MPX for each AP (see Appendix B for details about MDA and predictors). The difference between AP and RP is the error ε associated to the AP. A weight class is then attributed to each |ε| according to Table 1 . A statistical relation between predictors and user-defined weight classes is found through MDA. Resulting Fischer's coefficients for the INGV reference dataset are provided in Table 2 . Fischer's coefficients (Fischer 1936 (Fischer , 1938 actually represent the memory of the errors association, allowing MPX to make a prediction of the target weights on unseen cases (Aldersons 2004). Fischer's coefficients newly derived from the MDA are used in the MPX input file for the second run. This loop is stopped when the correspondence between the reference weights and MPX weights is maximum and the number of blunders introduced by the AP is minimized.
To assess the quality of the weighting scheme results, we compare the classes attributed by MPX to those determined by the seismologist for the same seismic signals (Table 3 ). The number of class 1, 2, 3 and rejected RP that fall into MPX class 1, 2, 3 and rejected, are counted to appraise the number of RP correctly weighted (bold), upgraded (grey cells), or downgraded (white cells) by MPX. A correct picking quality estimation (class 1 in class 1, class 2 in class 2, . . .) being our goal, the higher are the main diagonal elements in Table 3 with as small as possible off-diagonal numbers, the better is the MPX performance. To establish high-quality data set, however, downgrading of a certain number of best quality picks by MPX (white cells in Table 3 ) can be endured, while an upgrading of even a few actually lowest quality RPs (light grey cells) cannot. As well, a few upgrades of medium quality picks (dark grey cells below the main diagonal in Table 3 ) are still acceptable in common geophysical applications. The calibration output shows that MPX correctly rejects 75 per cent of waveforms also rejected by the seismologist. Among the recognized arrival times ∼88 per cent of potentially high-quality picks (reference classes 1 and 2) are picked by MPX while ∼12 per cent is lost due to MPX misidentification. MPX recognizes also 65 per cent of reference classes 3 and 4 as arrival times, rejecting ∼35 per cent. Such evidence (Table 3) demonstrates that although we lose 12 per cent of potentially high-quality picks, MPX does not introduce mistakenly identified phases into high-quality classes from waveforms considered useless by the seismologist. Another important property is that ∼91 per cent of picks attributed by MPX to classes 1 and 2 correctly belong to reference classes 1 and 2. Fig. 6 displays traveltime versus distance values for each MPX weight class. The fit for MPX values of class 1 is nearly perfect both for shallow and for deep events. Pg and Pn traveltimes of shallow events can be represented by:
with a crossover distance of about 130 km corresponding to a flat Moho located at a mean depth of 25 km. High-quality picks are present for both Pg and Pn. MPX class 1 results fall into reference class 1 error range of ±0.1 s except 5 that actually should have been attributed to reference class 2 (|ε| ≈ = 0.15 s) and 1 belonging to reference class 3 (|ε| ∼ = 0.25 s). MPX class 2 results also display an almost linear fit. Errors are larger but mainly contained within the error range of class 2, except for about 11 arrival times out of 85, that should have been attributed by MPX to reference class 3 and 6 that belong to lower classes. Classes 3 and 4 are essentially dominated by downgraded picks. To better comprehend the reason for larger errors in MPX class 2 we must note that an important focus must be put on the meaning of the ε, whose distribution is shown in Fig. 7 : ε is the difference between the RP and the AP assuming the hand-pickings and in particular their observation errors as correct. The formula of ε for the AP can be correctly rewritten as: where ε r is the error in the hand-picks, while ε a is the error in the AP. For class 1 of the hand-picks ε r is small enough to have ε a ≈ AP − RP. In this case the ε a distribution in Fig. 7 is significant as a quantitative error estimation. On the other hand, in classes 2, 3 and 4 of the hand-pickings, ε r becomes progressively larger and the uncertainty in estimating AP errors increases. For this reason, the error estimation in these classes can be either too optimistic or too pessimistic. Fig. 7 shows that for class 1 of the MPX, errors are contained within the window ±0.1 s, except for the six outliers mentioned above. This window exactly denotes the error boundaries of class 1 of the user defined weighting scheme (Table 1) . Seventy-six per cent of picks in class 2 are contained within the range of reference class 2, while 88 per cent are within the range ±0.4 s, that takes into account also the expected error for the RP. Thus we can be confident of high quality of classes 1 and 2 but we less accurately assess errors in classes 3 and 4. As a consequence, we define the high-quality data set for applicative uses to consist of classes 1 and 2 picks only. In the subsequent production stage we target to pick automatically all classes 1 and 2 signals.
P RO D U C T I O N S TA G E O F T H E AU T O M AT I C P I C K I N G O N I N G V D ATA
We applied MPX with the calibrated weighting scheme to some 650 000 waveforms from about 78 000 local and regional events (1988) (1989) (1990) (1991) (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) of known location published (Chiarabba et al. 2005) in the new Italian Seismicity Catalogue (CSI). The events of the CSI catalogue were located by using bulletin data from INGV stations merged with data from other networks. We limited ourselves to repick INGV data only for which waveforms were already associated to events and easily accessible. MPX recognized 217 435 P-wave arrival times (71 per cent of the 306 334 onsets recognized by the analysts) from 60 251 out of the 78 000 events. The first result is that while 90 per cent of bulletin readings are unweighted, we are now able to discriminate higher quality from lower quality picks. 37 929 out of the 217 435 P phases (17.44 per cent) fall into class 1 and 33 759 phases (15.52 per cent) fall into class 2. These percentages are slightly lower than for the calibration subset due to the presence of a larger number of very small magnitude events (noisy signals) in the full data set, yielding a higher number of weights 3 and 4 phases. Fig. 8 shows the time versus distance plots for the four MPX classes of picks. Due to the higher number and wider geographic distribution of events, a larger variability in depth and a much higher number of Pg phases with respect to the calibration data set (Fig. 6 ) are observed. On the other hand, the slopes and intercepts of the linear regressions of Pg and Pn for the full data set are in good agreement with the ones obtained for the calibration data set (Fig. 6 ). This fact and the results for classes 1 and 2, confirm the reliability of the method and the representativeness of the chosen calibration data set.
Q UA L I T Y A S S E S S M E N T O F T H E A P R E S U LT S : 1 -D L O C AT I O N A N D L O C A L E A RT H Q UA K E T O M O G R A P H Y
To assess the quality of the repicking we first compare the 1-D locations obtained with only P phases from INGV stations picked with MPX to the data set obtained for the same events with bulletin phases. In order to restrict the analysis to rather well-constrained events, we selected 7878 events having more than four P readings, small location errors and an azimuthal gap smaller than 180 ∼38 per cent (30 414) of high-quality arrival times and related polarities. The availability of such a high number of high-quality weighted polarities makes this subset also suitable for well-constrained focal mechanism determinations with a higher confidence than for the bulletin data (Di Stefano et al. 2002) . The number of available polarities in the bulletin are in fact only 30 per cent with respect to the MPX data set and no error estimation is given. Since a simple 1-D model was used to locate events, long-distance ray paths travelling in complex structures such as those of the Italian region, may accumulate very large residuals. So the P-wave residuals after location depend also on the lateral seismic velocity heterogeneities. Nevertheless, the comparison of residual distributions for the two different data sets leads to some important conclusions. In Fig. 9 , we show distributions of arrival time residuals (events with at least 4 phases), the difference in depth and the absolute depth calculations for both MPX and bulletin locations. Plot 1 in Fig. 9 (a) represents bulletin data, for which the standard deviation σ is 0.91 s while for MPX data (plot 3) including low-quality classes 3 and 4, σ is 1.27 s. The same calculation performed on high-quality MPX picks (plot 2) gives a much smaller σ of 0.63 s. Despite the fact that location residuals suffer from misfits due to the 1-D model, these σ values show that most of the large residuals from MPX are due to classes 3 and 4. These results mark the importance of an accurate weighting scheme. On the other hand, due to the lack of proper weights, poor bulletin picks (CSI) cannot be separated from good picks leading to a higher level of noise. In Figs 9(b-d) we show the effect of the automatic picking and weighting on the location of events with either MPX or bulletin readings using the same method and parameters setup (rms cut, distance weighting, etc.). It is widely known that hypocentral depth is the most sensitive and less constrained focal parameter. Fig. 9(b) represents the distribution of absolute values of ε z . By comparing these results with the histograms for MPX depths (Fig. 9c ) and bulletin depths (Fig. 9d) we argue that most of the deepening is due to the fact that about 1000 events located with bulletin data are badly located at the surface while the same events are correctly located within the upper crust with MPX. Fig. 9 (c) shows clustering of events around 7 km and 14 km, in agreement with what is known about the crustal seismicity in the target region (Selvaggi & Amato 1992; Amato et al. 1997) . We thus verified the improvement on the depth variable when locating with MPX weighted picks. The mean of the distribution for MPX depths is around 10 km, (within the upper crust) while the epicentres follow the Apennines belt. Subcrustal seismicity is present to the east of the Northern Apennines. Such locations are consistent with those obtained using data from temporary local networks. We have verified the resolution enhancement in local earthquakes tomography achievable by using the automatic picks, classes 1 to 4, along with a selection of weighted picks from other local and regional networks. We selected 8206 events that occurred from 1988 to 2002 with at least one MPX pick from the INGV network and we added P-wave arrival times with high-quality manual weights from other networks. The majority of phases consists of MPX picks. Selected events have more than 15 phases, azimuthal gap smaller than 180
• , 1-D location errors less than 5 km (x, y, z) and 1-D RMS residuals less than 0.6s. The total number of P observations is 165,968. Based on the number of picks belonging to each class we estimate an rms ≤ 0.2 s for our high-quality data set, significantly smaller than the one of bulletin data. In previous studies, Chiarabba and Amato (1996) estimated that more than 45 per cent of the bulletin data (Italian seismicity 1975 (Italian seismicity -1997 have errors higher than 0.2 s and that most of the largest errors are found at stations as distant as 60 km and above and especially on large distance Pn where errors reach ±0.8 s. For this reason Chiarabba & Amato (1996) , and Di Stefano et al. (1999) excluded long distance (200 km) Pn from their tomographic inversion. Mainly four factors contribute to final residuals rms in local source tomography: random data errors, systematic data errors, misfit to the velocity model, and misfit to the hypocentral parameters. Large random and systematic data errors must be properly identified and removed from the data set, as there is no way to separate them from real anomalies and hypocentre locations during the inversion procedure. This is the major source of errors in seismic tomography and it is in this part that benefits of using MPX are greatest, rejecting a large amount of noisy useless data and enhancing the effect of good data. Moreover, the use of MPX allows us to include long-and very long-distance Pn traveltimes, previously affected by large errors, thus sampling large scale and deep structures, without blurring crustal anomalies revealed by high-quality Pg phases. Di Stefano et al. (1999) used some 48 000 bulletin P-wave arrival times to image the lithosphere beneath Italy with layers at 8, 22 and 38 km depth and a cell size of about 27 km in latitude and 21 km in longitude. With our data set we performed sensitivity checkerboard tests, decreasing the cell size to 15 km in latitude and longitude and adding three more layers at mantle depth (54, 66 and 80 km). We observe very high-to-fair resolution for all the layers except at 80 km depth where resolution is high only beneath the Calabrian Arc. Fig. 10(a) shows results of a synthetic test at 8 and 22 km depth, where anomalies are 30 km wide. The resolution is much higher than the one obtained by Di Stefano et al. (1999) especially at 8 km depth (Fig. 10b) . The enhanced resolution of the crust and the low noise level in our automatic picks encourages future tomographic studies. (Fig. 6) , the grey dots overlay the shallow events arrival times distribution.
D I S C U S S I O N A N D C O N C L U S I O N S
The application of MPX to the very large and inhomogeneous data set of waveforms recorded in Italy from 1988 to 2002 yields 81 256 picks and polarities with observation error estimation associated, from about 7878 events. Though MPX applied to a large number of noisy data has a hit rate of 'only' 78 per cent with respect to an expert seismologist whose criteria are based on a visual inspection, the consistency of computed arrivals and polarities and their rapid estimation are suitable to substitute bulletin data, solving the typical problem of extending consistency and quality to large data sets and saving a very large amount of time. Results discussed in this paper suggest that 1-D locations obtained by using the MPX arrival times are more accurate and that hypocentral depths are better constrained than those obtained with INGV bulletin data only. The analysis of 1-D location residuals and the time versus distance plots show the effectiveness of the picking system. By using MPX we were able to strongly decrease the noise level of data, enhancing the resolution and the depth range of tomographic studies, demonstrating also that lower quality observations (classes 3 and 4) when properly weighted are still useful, complementing high-quality data in tomographic applications.
The successful application of the automatic picking system MPX to the INGV data represents a very significant test for its general applicability to other regional data sets. Our next step will be to significantly increase the number and consistency of high-quality phases by repicking waveforms recorded at other local and regional permanent networks to build the highest quality and largest data set of P-wave readings and polarities in the Italian region.
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A P P E N D I X A : AU T O M AT I C P I C K I N G
After the application of a Wiener filter in step 1 of MPX, the automatic determination of the first P-wave onset time is done by the picking algorithm of Baer & Kradolfer (1987) . This algorithm defines first an approximate squared envelope function E 2 i of the seismogram x i , given by
whereẋ denotes the time derivative of x. The algorithm uses then a characteristic function CF i , defined as
in which E i by the use of the variance σ 2 as denominator in (A2) instead of the standard deviation σ used in the Z score. A pick flag is set if CF i increases above a given value Threshold1. The onset is accepted as a valid pick only if the value of the characteristic function stays above Threshold1 for a certain amount of time TUpEvent. If the characteristic function drops below Threshold1 after a shorter duration than TUpEvent, the pick is rejected and the pick flag is removed. The pick flag is however not removed if the characteristic function drops below Threshold1 for an amount of time shorter than TdownMax. This happens frequently for events with low-tomoderate SNRs. The variance σ 2 (E 4 i ) is continuously updated to account for variations of the noise level, except when CF i exceeds the given value Threshold2 usually chosen greater than Threshold1. The variance of E 4 i is thus frozen when the validity of the onset is examined, shortly after the pick flag has been set. In MPX, the Threshold1 value of the characteristic function that triggers the pick flag is determined in a fully adaptive and automatic way. For each seismogram, Threshold1 is first set equal to the highest value of CF i within the time window corresponding to the noise segment of the Wiener filter. If the SNR after the application of the Wiener filter is greater than 14 dB, the value of Threshold1 is increased according to an internal table derived empirically. Regarding the amount of time TUpEvent required to validate an onset after a pick flag has been set, Baer & Kradolfer (1987) recommend to use at least one full cycle of the longest signal period expected. In the case of local events that occurred in the vicinity of the Dead Sea basin, TUpEvent has an optimal value at 0.5 s. A value of 1.0 s could be a sensible choice when regional and local events are mixed together in one single picking set. The amount of time TdownMax during which CF i can drop below Threshold1 without clearing the pick flag has an optimal value in MPX at half the signal period of highest power density as measured by the Wiener filter routine. This value is quite consistent with Baer & Kradolfer (1987) who recommend half the mean of the two corner periods of their bandpass filter. Threshold2, the threshold value for freezing the variance update of E 4 i , is optimal in MPX at a value of 2 × Threshold1. This value is again in perfect agreement with the recommendations of Baer and Kradolfer.
Delay corrections
One known shortcoming (e.g. Sleeman & van Eck 1999) of the Baer-Kradolfer algorithm is that the raw onset time provided is always somewhat late compared to what an analyst would determine as the onset time of a valid phase. For local earthquake data recorded by short-period instruments, this delay can be as small as one sample for the best seismograms. For most seismograms, the delay is greater due to the interference of noise. In order to reduce the delay of the Baer-Kradolfer onset times, all versions of MPX include a primary delay correction. This correction derives from how the onset is determined by the Baer-Kradolfer algorithm. When a pick flag is set and validated, the characteristic function value is generally far above the background level observed in the segment of noise immediately preceding the onset. The idea for the correction is to move the raw automatic onset back in time as long as the characteristic function decreases significantly toward earlier samples. The delay correction stops when (CF i − CF i−1 ) is smaller than 0.01, or when this condition cannot be met after moving back the onset by three samples. This process is not perfect since the characteristic function may not decrease monotonically toward its background level, or because a clear background level may not even exist in the vicinity of the onset due to the disturbance by strong noise. Nevertheless, this simple correction usually provides good to very acceptable results for local earthquakes recorded by short-period instruments. When regional and teleseismic data are picked with the original Baer-Kradolfer algorithm, raw picking delays can be much longer than a few samples. This behaviour of the algorithm has also been observed by Sleeman & van Eck (1999) . It results apparently from the fact that little or no frequency contrast (ẋ 2 terms in A1) between the P wave train and the noise contributes then to the build-up of the characteristic function for these events. At lower frequencies typical of greater epicentral distances, the characteristic function is slow to reach the picking threshold level. The primary correction becomes then insufficient. In order to better correct the delay for regional and teleseismic arrivals, a secondary delay correction exists in MPX. This secondary correction is applied immediately after the primary correction. It does not appear to interfere adversely with the primary correction, so important for local earthquake data. A simple moving average SMA i,P of period P is given at the seismogram sample index i by
The corresponding simple moving standard deviation SMSTD i,P is then
MPX 1.7 uses a number of samples P in (A3) and (A4) corresponding to the period of highest noise spectral density as determined by the Wiener filter routine. The standard deviation band of MPX 1.7 is defined as
For a positive onset (increasing amplitude of first motion), the precise condition is that the delay correction stops at the first sample x i below the higher value of STDB i,P in (A5). This condition is usually met at an intermediate value between the two STDB i,P values. For a negative onset, the delay correction stops at the first sample x i above the lower value of STDB i,P . The secondary correction is however skipped if the seismogram value x i at the onset time corrected by the primary correction is not out the deviation band STDB i,P by more than 0.1 × SMSTD i,P .
A P P E N D I X B : D I S C R I M I N A N T A N A LY S I S
Discriminant analysis is a statistical technique whose general purpose is to identify quantitative relationships between two or more criterion groups and a set of discriminating variables also called predictors. It requires the criterion groups to be mutually exclusive, and it assumes the absence of collinearity among discriminating variables, the equality of population covariance matrices and multivariate normality for each group. The mathematical objective is to weight and linearly combine the predictors in a way that maximizes the differences between groups while minimizing differences within groups (Fischer 1936 (Fischer , 1938 . When more than two groups are involved, the technique is commonly referred to as multiple discriminant analysis (MDA). As a descriptive technique, discriminant analysis serves to explain how various groups differ, what the differences between and among groups are on a specific set of discriminating variables and which of these variables best account for the differences. As a predictive technique, it is used to predict the unknown group membership of cases based on the actual value of the discriminating variables. The problem at hand in the weighting mechanism of MPX is to predict the uncertainty group of AP times from quantitative variables evaluated by the program. In order to be able to perform these predictions, it is however necessary to derive classification rules from an initial descriptive discriminant analysis on data for which the group membership is known. For a given data set, this discriminant analysis provides valuable guidelines to the user regarding both the definition of appropriate uncertainty groups and the selection of the most relevant predictors. The group membership predictions on unseen data are not done in a statistical package. MPX performs this prediction internally by computing Fischer's linear discriminant functions from the coefficients determined during the initial descriptive discriminant analysis.
The discriminating variables of MPX
The lack of discriminating power resulting from the use of only one predictor can be easily understood. For instance, any SNR derived from a segment of signal and a segment of noise implies already that a limiting choice has been made. Basically, the length of the segments can be chosen to be long or short compared to the dominant period of the signal. If long segments are selected, chances are that a general characterization of the overall quality of the seismograms will be gained. This overall quality might then discriminate rather well between picks located far away from true onsets and those located closer from true onsets. What is missing, however, in the prediction process is a localized SNR value derived from very short segments. Used in isolation, this localized SNR might reflect the accuracy of the picked features, but little will be known about the possibility of gross errors. When the information provided by both predictors is combined, some discriminating power is gained because a decision matrix can then be derived with information about both the possibility of gross errors and a very localized quality factor. Similarly, the discriminating power can be further increased by adding appropriate variables in the prediction process. Naturally, defining the most appropriate predictors is not a straightforward task. The benefits of using discriminant analysis for this purpose are that trial and error is reduced to a minimum, no decision matrix needs to be coded explicitly and the best predictors for specific data sets can be easily selected from the pool of standard discriminating variables already gathered. Discriminant analysis is thus useful both to define new predictors, and to select the available ones most appropriate to tackle specific data sets. The pool of standard predictors available so far includes nine variables evaluated internally by MPX. On specific data sets, the optimal number of predictors usually ranges from six to eight among the nine available.
Predictor 1 (WfStoN) is a SNR derived from the signal and noise power spectra determined by the Wiener filter routines. Its value is evaluated at the final automatic onset time and it is given in decibels by P 1 = 10 log 10
where P S,S ( f ) and P N ,N ( f ) are the power spectral densities of the signal and the noise, respectively, and F Ny is the Nyquist Frequency. Although the Wiener filter uses short data segments (about 2 s for local data), the length of these segments is long compared to one apparent cycle of the P wave train. Predictor 1 is an overall quality estimate around the final automatic onset time. Predictor 2 (GdStoN) is a SNR determined by the delaycorrection routines. Its value is evaluated at the final automatic onset time and it is given in decibels by P 2 = 20 log 10
where A S ( f ) and A N ( f ) are the magnitude spectra of the signal and the noise, respectively, and F Ny is the Nyquist frequency. The length of the noise segment is half the length of the Wiener filter noise segment. The signal segment extends from the picked onset until the second zero-crossing after the onset. Its length is about one apparent cycle of the P wave train. Predictor 2 is a localized measure of quality at the final automatic onset time. Predictor 3 (GdAmpR) is a SNR determined in the time domain by the delay-correction routines. Its value is evaluated at the final automatic onset time and it is given in decibels by P 3 = 20 log 10 Amp S Amp N ,
where Amp S and Amp N are the peak-to-peak maximum amplitude of the signal and noise, respectively. The length of the noise segment is half the length of the Wiener filter noise segment. The signal segment extends from the picked onset until the second zero-crossing after the onset. Its length is about one apparent cycle of the P wave train. Predictor 3 is also a localized measure of quality at the final automatic onset time. Predictor 4 (GdSigFR) is the SNR evaluated at the dominant frequency of the signal, as determined by the delay-correction routines. Its value is evaluated at the final automatic onset time and it is given in decibels by
where A S (F S ) is the value of the magnitude spectrum of the signal at the dominant frequency of the signal f = F S , and A N (F S ) is the value of the magnitude spectrum of the noise at frequency f = F S . The length of the noise segment is half the length of the Wiener filter noise segment. The signal segment extends from the picked onset until the second zero-crossing after the onset. Its length is about one apparent cycle of the P wave train. Predictor 4 is also a localized measure of quality at the final automatic onset time. Predictor 5 (GdDelF) is the difference between the dominant frequency of the signal and the dominant frequency of the noise, as determined by the delay-correction routines. Its value is evaluated at the final automatic onset time and it is given in hertz's by
where f = F S is the dominant frequency of the signal and f = F N is the dominant frequency of the noise. The length of the noise segment is half the length of the Wiener filter noise segment. The signal segment extends from the picked onset until the second zerocrossing after the onset. Its length is about one apparent cycle of the P wave train. Predictor 5 is a localized measure of the frequency contrast between the signal and the noise. Predictor 6 (ThrCFRat) is the natural logarithm of the ratio between the first maximum of the characteristic function after picking to the Threshold1 value, as determined by the AP routines. It is given by
Predictor 6 is a localized measure of quality derived from the characteristic function. Predictor 7 (PcAboThr) is the percentage of characteristic function samples above the Threshold1 value before the picked onset, as determined by the AP routines. The data segment has the length of the Wiener filter noise segment and stops one sample before the picked onset. A Predictor 7 value different from zero is often associated with a possible earlier pick time, or with a high level of pre-arrival noise.
Predictor 8 (PcBelThr) is the percentage of characteristic function samples below the Threshold1 value after the picked onset, as determined by the AP routines. The signal data segment length is 1/10 the length of the Wiener filter mixed signal-and-noise segment and starts at the picked onset. A Predictor 8 value different from zero is often associated with low-to-moderate SNRs.
Predictor 9 (CFNoiDev) is a measure of deviation of the characteristic function before the picked onset, as determined by the AP routines. It is given by
where the CF i are the N samples of the characteristic function in a noise segment of length equal to the length of the Wiener filter noise segment, and CF median is the median value of CF i over the N samples.
