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TBA  :  
DAA   
ÇTBA  : Çekirdek Temel  
ÇAA   
AKD   
EÇE   
ARDB  : Antibiotic Resistance Genes Database 
ORL  : Olivetti Research Laboratory 
DNA  : Deoxyribonucleic acid (Deoksiribonükleik asit) 
PET  : Pozitron Emisyon Tomografisi 
BT   
MRG  : Magnetik Rezonans Görüntüleme 
nm  : Nanometre 
bit  : Binary digit (ikili rakam) 
byte   : 8 bitlik bir ünite 
FAX  : Facsimile (Belgegeçer) 
OCR  : Optical character recognition (  
RGB  : Red Green Blue (K ) 
CAT  : Computed Axial Tomography ( ) 
DWT  : Discrete Wavel  
1-D  : 1-Dimension (1-Boyutlu) 
2-D  : 2-Dimensions (2-Boyutlu) 
HH  : High-High (Yüksek-Yüksek) 
HL  : High-Low (Yüksek-Alçak) 
LH  : Low-High (Alçak-Yüksek) 





PNN  :  
ANN   
AI  : Artificial Intelligence (Yapay Zeka) 
RTF   
YRM   
PUK  : Pearson VII Kernel function (Pearson VII çekirdek fonksiyonu) 
YSA   
MATLAB : Matrix Laboratory 
GHz  : Gigahertz 
RAM  :  
GB  : Gigabyte 
PCA  : Principal Component Analysis ( r Analizi) 
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Destek Vektör Makineleri. 
 
özellikler biyometrik veri olarak ka
 
görüntüdeki yüzler Viola-
temi, ikincisi ise 
i 
























Keywords: Face recognition, Discrete Wavelet Transform, Probabilistic Neural 
Network, Support Vector Machine. 
 
The rate of satisfying the requirements of people have increased by development of 
technologies. Techniques for satisfying the needs of personal or institutional security 
are also increasing. In number one of the methods for ensuring the security needs are 
using biometric features. The features such as iris, fingerprint, signature, face, voice 
and DNA are utilized as biometric data. Face recognition is one of the commonly 
used biometric methods for person recognition. Nevertheless, one of the most 
difficult problems of artificial vision is face recognition. In this paper, the grey scale 
face image of the investigated person is searched among the face images in the 
database and matched using several techniques by means of computers. Through this 
way, it is possible to verify and recognize the person. In this study, first of all the 
faces within a picture are detected by Viola-Jones method. Then, the characteristics 
of detected faces are obtained by using Discrete Wavelet Transform (DWT) method. 
Low frequency zone which is obtained after the process of 3-Levels DWT is sent to 
the inputs of the classifiers. Herein, two different methods are used for classification. 
One of them is probabilistic neural network method and the other one is support 
vector machine method. The results of both methods are compared within tables 
according to performance percentage and process times. The results of the 
implementations indicate that probabilistic neural network method gives better 
performance than the other method. During the implementation grey scale images are 
















birbirlerinin yüzlerinde birbirlerine ünceleri 








































































                                                                                                                                                                                                       
genel olarak bilgisayar görmesi, 
 
 






























edilmesini, beyin cerrahisinde nöro-
testleri otomatik olarak gerçekleyen sistemleri sayabi
. 
 
mizi daha güvenli hale getirmek için 
yörüngesinde bulunan uydular her gün çok miktarda görüntü 
 
 




























2.3.   
 
) Bu 
elektro-mekanik bir reaksiyonla cevap verirler 3) Beyin bu sinyalleri bizim görüntü 
-825 
n









2.4.   
 
formunda olan video bilgisi olarak gösterilirler [25]. 
 
atlarda bir yerleri ve 






 -beyaz ya da 0-1 o
alab  ikseli 
göstermek için bir ikili 
nesney
de 













2.4.2. Gri-skala görüntüleri 
 
Gri-skala görüntüleri mono-krom veya tek renk 
görüntü 256 (0-
 tipteki gürültü (sinyaldeki 
bir ünite olan byte 
M x N m 










kesin uygulamalarda, 12 veya 16 bit/piksel 
enerjisini görünebilir görüntü spektrumunun özel alt-bölü
 
 











bilgisini içermektedir. Bu 
 
 
2.4.4. Çoklu tayfsal görüntüler     
 
 ötesi, ul -
sistemlerini kapsar [20]. 
 



























9. Hava durumunu, kar ve su rezervlerini ve mineralleri, t
i. 
























(features)  ve 
(classes) 
(samples) veya 
bazen örüntü (patterns)  
 
rakam 28x28 piksellik  x vektörü 









2.5. Ö   
 
(training set)  olarak 
N {x1 xn
tipik olarak her birinin incelenmesi ve el ile etiketlenmesi ile kategorileri önceden 
bilinir. Hedef vektör (target vector) t 





























; mera, mikrofon v.b.). Örüntü 
bozulmalara sebep olabilir. P  
  














2.7 de s 28]. 
 
Veri Toplama; 
 Özellik seçme; 
özellikler seçilmelidir. Model seçme; 
  




































































Kazanç modülü; Sisteme verilmesi istenen 
görüntülerin farkl










; Genellikle çok koyu veya çok parlak görüntüler üzerinde 
Gö























r(X) I görüntü 
formülle verilir. 
 
     
 










 olmak üzere 2x2 piksel dizisinden 
 
 
 modülü; Bir miktar gerekli nra, 
bulmak için 

























































3.2. Yüz :                               
..  
 
3.2.   
 
Viola ve Jones yüz tespit a   en popüler 
nden biridir [31]. Viola ve Jones algoritma
özellik bulunur: Görüntü çok h zl  




 ve (b)). Di
yatay veya dikey olarak birbirin Üç dikdörtgenli 
an merkezde bulunan 


















3.2.1. Tümlevsel görüntü 
 





Denklem (3.3) te ii(x, y) i(x, y) 




      





Denklem (3.4) ve (3.5) s(x, y) s(x, -1) ve      
ii(-1, y)  
 
 
3.4. Tümlevsel görüntünün (x, y eri [32]. 
 
te D olarak isimlendirilen 
A olarak 
A + B, 3 
A + C A + B + C + 
D dir. Tüm bilgiler bir araya getirilerek, D  (2 + 
 
 


















ö ci  
ver [34].   her bir 
hj(x), böylece fj j pj polarite 












                          






 (detection cascade) kullan
 (true) sonuç, ikinci  
rhangi bir anda negatif 
(false) sonuç gelmesi durumunda alt pencere  reddedilir 
.7). 
 
                    











































3.8. .pozisyonlardaki prototipleri: (a ) 
..  dikdörtgenli  (b) Üç dikdörtgenli öznitelik; (b ) Üç  
..(c) Dört dikdörtgenli öznitelik [37]. 
 
görüntü
 [32]. Viola-Jones yüz 
görüntüsü olan ve yüz 
görüntüsü 













3.3.   
 
-DWT) yöntemi son çeyrek 





, bir boyutlu (1- -zaman i x[n




 xH[n], xLH[n] ve xLL[n]  
 [38]. 
 
 1- -zaman x[n geri elde 
xLH[n] ve xLL[n
sentez filtreleri [n] ve [n -örneklenir. 
Üst- xL[n] olu











Sonuç olarak, her seviyede 1-D DWT durumunda iki altbant elde edilirken, 2-D 
DWT durumunda dört altbant elde edilir [20]. Her filtreleme görüntüye 
 tek 
piksele indirgenene kadar devam ettirilebilir. 
 
 
3.9 -  
 
 
3.10. ki seviyeli 1-  
 
 
3.11 -  
 
Bir görüntüye uygulanan 2-D filtreleme ve alt-





yüksek geçiren filtreleme kombinasyonunu belirtmektedir. Yön {0, 1, 2, 3} = {LH, 
HH, HL, LL
uygulanan filtre türünü belirtir. Il
 çözünürlük seviyesi, l  {0,1,2,3} yönünde 
 not  bir görüntünün 




3.12. Bir görüntünün:  
 
de gösterilen  görüntünün 
 Özet dal
görüntünün 
görüntünün yatay, dikey ve diyagonal özelliklerini gösteren 
birer görüntü  
 
3.4.   
 
lerin ne kadar iyi ya 
 tutarak 
istenilen sonuca yüzde































yöntemidir.  fonksiyonu 
 PNN nin 
 
 
vektörü çevresinde m-boyutlu bir Gauss fonksiyonu merkezlenir [27]. 
 
 
emsil eden m 
vektörü olan x
öznitelik vektörleri olarak belirlenir. te j 














e gelir. Herhangi bir l j. s i. öznitelik vektörü ile 



















Uygulamalarda x, bir 
x 
y1, y yj 








verilir [27]. Tekrar belirtmek gerekir ki denk önceseller, karar maksimum olabilirlik 



































3.4.2. Destek vektör makineleri 
 
S problemlerinde 
 biride destek vektör makineleridir (Support Vector 
Machine-SVM). 
Vapnik-Cher
. S teori, Vladimir Vapnik ve Alexey 
en ba
cak, ilk ba
gerçekle tirilmi  olup, bu uygulamalardan sonra matematikçilerin ve Yapay Zeka 
(Artificial Intelligence- olmu [41]. 
kaynaklarda Karar Destek Makineleri ifadesiyle de geçer. 
 
3.4.2.1. Destek vektör m  
 
Destek vektör makineleri (S






yeterli bilgi ve 
 [41,42]. 
 
Destek vektör makinelerin (SVM) 







dönü üm tekni  
 
SVM polinomial modellerde, yapay sinir a
 
minimizasyonu (YRM) olarak bulunan yeni ögrenim teknikleri ve Vapnik-
rusal 
olmay  
orijinal giri te do VM önce do rusal olarak, daha 
yüksek boyutlu  türür. Bu dönü üm, 
çesitli do rusal olmayan e le tirmeleri kullanarak ba
katman u gibi sigmoidal, radyal olarak simetrik görevler Gaussian 
oldu
e le tirmeleri olabilir. Do rusal olmayan dönü






da sonuç veren yüksek düzlem, azami bir kenar 
 
 





3.4.2.3. estek vektör makineleri 
 
 genellikle {-1,+1






















3.15. (b) Optimum hiper-düzlem ve destek vektörleri [44]. 
 




için k {xi ,yi}, i = 1,.....,k 






Bu modelde x RN  olup N- y {-1,+1} w 
-düzlemin normali) ve b 
Optimum hiper-






w  xi + b=± 1   
 
 
3.16 -düzlemin belirlenmesi [44]. 
 




Optimum hiper- w || ifadesinin 



















i i   
  
veri kümeleri için geleneksel çözümü belki 
de çok kolay olabilir. Fakat bu denkleme bilgisayar destekli bir çözüm üretebilmek 
 
 
       
 
         
        












bulunur. Bu ifadeler Lagrange denkleminde yerine 














i i   
 
3.4.2.4. veriler için destek vektör makineleri 
 
.17. 
(a)). Bu durumda do rusal olmayan bir çizgiye ihtiyaç duyulur. Veriye do rusal 
olmayan S ka bir uzaya çekirdek (kernel) fonksiyonu 
 olunur. Çekirdek 
fon
ta lemi güçlü bir yakla
















3.17 -düzlemin belirlenmesi [44]. 
 
C ile gösterilen bir düzenleme 
parametresi (0 < C ol edilebilir [49]. Düzenleme 
parametresi v






















3.4.2.5. Çekirdek (kernel) f  
 
 
ta unlu unda birçok çekirdek 
fonksiyonu iyi sonuçlar verir.  
 
 
1. Polinomial (Polynomial),  
2.  














Destek vektör makineleri 
 
 
fonksiyon, Pearson VII (P
Tablo 3.  formülleri ve parametreleriyle birlikte 
belirlenmesi gerekir. PUK kerneli için be
parametrenin belirlenmesini gerektirmektedir. 
 
Tablo 3.1. Destek vektör makinelerinde kull  
Kernel fonksiyonu Matematiksel ifadesi Parametre 
Polinom Kerneli  Polinom 
derecesi (d) 






boyutu   ( ) 































VM analizi, tamamen 
iyi bir ekilde genelleyemedi i ve çok fazla özellik vektörleri üreterek sonuca 









cak model  
 















3.4.2.7. Destek vektör makinelerin  
 
Destek vektörü ö renme, basit fikirler üzerine kurulma ve pratik uygulamalarda 
VM e  verileri 
de sor tirebilme yetene ini gösterir. 












enelleme i lemini iyi 
gerçekle tirsede veri çiftlerini e itmede o kadar iyi model olamayabiliyor. 
Ö e modeli 





























4.1.   
 
Uygulama MATLAB, R2013a, 32-bit (win 32) programlama versiyonunda 
  
 
; Intel(R) Core(TM) 











Tablo 4.1.  
































4.1   
 
 . 
öncelikle yüz görüntüsünün tespit edilmesi gerekir
Viola-   Bu sayede, öncelikle 
4.2 e Viola-Jones yüz tespit 
görüntüde yüz 
i yüz bölgesi kesilir. Bu sayede arka 
Tablo 4.2 e 
kesme   
Viola- önce korelasyon yöntemi 


















 detektöründen elde edilen görüntülerin boyutlar
 önünde bulundurarak bütün görüntüleri 
tir.  indirgen
Y   de 
tir. Kenar bulmadan sonra görüntü küçültme 
 
küçültme 
 . Bir sonraki 
a  
  
4.2 de 1 seviyeli DWT  
sonras
ntüleri daha 
ini azaltmak . Bundan 
görüntüden 140 tanesi  
görüntü ise E











Tablo 4.2 -                  



















    
1 seviyeli 




    
3 seviyeli 
görüntüler 






 a x 140 (a 








 sonucu iki yöntemin 
 
SVM ise 













küçültme ntüye (20x19) 
uygulanan PNN ve SVM yöntemlerinin . PNN, 










olarak bu sistemde  
 
 
















) PNN ve SVM yöntem
sonra Tablo 4.4
sn süre ise 
t=0.9205 sn sürede 
uygulamada da  
 
 
Tablo 4.4  




   
   




   
   
  
   
   
  
   






















































 1 seviyeli ve 3 seviyeli DWT uygu
 lere 






rmelerden sonra özet olarak 
görüntüye 3 kere DWT uygulanma
 






birlikte  yöntemi nemelere 
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