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RÉSUMÉ
Les syste`mes ambiants sont devenus massivement distri-
bue´s. Le nombre d’appareils he´te´roge`nes, et la varie´te´ de
composants logiciels a` de´ployer sur ces syste`mes pour en
assurer le bon fonctionnement ne cessent de croˆıtre. Leur
topologie est en e´volution constante, lie´e a` l’apparition et
la disparition des dispositifs mobiles. De ce fait, le de´ploie-
ment de logiciel dans ces syste`mes est un proble`me ouvert.
Notre approche pour diminuer la complexite´ de cette ope´-
ration, est le de´ploiement autonomique. Dans cet article,
nous partons d’un langage de´die´ (DSL) nomme´ MuScADeL,
pour lequel nous proposons une formalisation de l’expression
du de´ploiement autonomique. Ensuite, nous montrons com-
ment traduire les proprie´te´s de de´ploiement en un proble`me
de satisfaction de contraintes, et comment nous obtenons un
plan de de´ploiement conforme qui sera enfin interpre´te´ par
un intergiciel de de´ploiement autonomique.
Mots-Clés
Syste`mes ambiants, Mobilite´, De´ploiement autonomique
1. INTRODUCTION
Le de´ploiement d’un syste`me ambiant a` grande e´chelle
est un processus complexe qui implique la gestion d’un tre`s
grand nombre de machines he´te´roge`nes, souvent mobiles, im-
pliquant une topologie variable et dynamique. Ce processus
a pour objectif de rendre un logiciel disponible pour l’uti-
lisation, puis de le maintenir dans un e´tat ope´rationnel. Il
comprend un certain nombre d’activite´s lie´es [2, 4], telles que
l’installation du logiciel dans son environnement d’exe´cution
(transfert et configuration), l’activation, la mise a` jour, la re-
configuration, la de´sactivation et la de´sinstallation.
Nous appelons domaine de de´ploiement l’ensemble des ap-
pareils distribue´s sur les re´seaux et pouvant he´berger les
composants du syste`me logiciel. Un plan de de´ploiement est
une correspondance entre le syste`me de composants et le do-
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maine de de´ploiement, comple´te´e par les donne´es de confi-
guration des composants logiciels. A` l’exe´cution, le logiciel
est de´ploye´ sur les appareils hoˆtes conforme´ment au plan de
de´ploiement.
Le de´ploiement de syste`mes ambiants a` grande e´chelle est
souvent trop complexe a` re´aliser pour un ope´rateur humain.
Il est donc ne´cessaire de repenser ce processus. Il doit re´-
pondre a` des exigences et a` des contraintes e´manant de dif-
fe´rentes parties prenantes et portant a` la fois sur le logiciel
a` de´ployer et les machines cibles, en particulier sur leur dis-
tribution et leur dynamique. Nous souhaitons aussi pouvoir
prendre en compte des exigences caracte´rise´es par des ex-
pressions multi-e´chelles [16]. Concernant la mobilite´ et l’ou-
verture, le de´ploiement doit re´agir a` l’instabilite´ du re´seau
de machines, c’est-a`-dire aux connexions et de´connexions et
aux variations de la disponibilite´ et de la qualite´ des res-
sources. Ainsi, le de´ploiement a` grande e´chelle doit eˆtre un
processus continu qui supporte l’exe´cution du logiciel et ne´-
cessite une certaine adaptabilite´.
L’autonomie vise a` e´viter (ou a` limiter) les interventions
humaines dans la gestion de l’exe´cution du de´ploiement.
L’approche de l’informatique autonome [10] ou` le syste`me
auto-ge`re certaines proprie´te´s (auto-configuration, auto-re´para-
tion. . . ) nous semble apporter une re´ponse a` certaines exi-
gences du de´ploiement des syste`mes logiciels distribue´s. C’est
cette approche que nous appelons « de´ploiement autono-
mique » [14] et que nous poursuivons dans le cadre du pro-
jet ANR ICOME [1]. Nous envisageons l’automatisation et
l’autonomie du de´ploiement a` plusieurs niveaux, dont seul
le premier est traite´ dans cet article :
– d’une part, a` travers la ge´ne´ration du plan de de´ploie-
ment a` partir de spe´cifications de haut niveau exprime´es
par le concepteur du de´ploiement ;
– d’autre part, en confiant le de´ploiement, y compris le
maintien du syste`me de´ploye´ dans un e´tat ope´rationnel,
a` un syste`me de de´ploiement autonome.
Cet article est organise´ comme suit. Dans la section 2,
nous pre´sentons un e´tat de l’art des syste`mes de de´ploie-
ment. Dans la section 3, nous rappelons le processus de
ge´ne´ration du plan de de´ploiement, puis dans la section 4,
quelques e´le´ments de notre langage de´die´, MuScADeL. Dans
la section 5, nous pre´sentons la formalisation des proprie´te´s
de de´ploiement. Enfin, dans la section 6, nous montrons com-
ment exploiter cette formalisation au travers d’un exemple
complet.
2. ÉTAT DE L’ART
La complexite´ du de´ploiement apparaˆıt dans plusieurs tra-
vaux, qui visent a` diminuer l’intervention humaine dans tous
le processus. Dans Software Dock [8] et QUIET [13], les au-
teurs proposent un de´ploiement automatique distribue´ dont
les architectures sont base´s sur les agents mobiles, comme
support de l’autonomie dans la re´alisation du de´ploiement.
Disnix [21] propose une autre solution pour l’automatisation
du de´ploiement base´e sur des mode`les.
Une autre proble´matique est celle des appareils mobiles a`
capacite´s limite´es. Ils sont sujets aux de´connexions, offrent
une qualite´ de service variable, et par conse´quent demandent
un de´ploiement plus spe´cifique. Kalimucho [12] propose une
adaptation du plan de de´ploiement en fonction de la qua-
lite´ de service. Codewan [7] supporte un de´ploiement oppor-
tuniste d’application a` base de composants sur les re´seaux
de´connecte´s MANET. Cloudlet [17] est une solution a` base
de machine virtuelle qui permet le transfe´rer la charge de
calcul d’un appareil mobile a` un cloud de proximite´.
La conception du de´ploiement est une taˆche difficile. Les
concepteurs doivent prendre en compte les diffe´rentes acti-
vite´s, ainsi que les proprie´te´s des applications et du domaine
de de´ploiement. De plus, exprimer directement un plan de
de´ploiement n’est pas toujours la bonne solution, et parfois
une taˆche impossible humainement. Certains travaux per-
mettent une couche d’abstraction et facilitent l’expression
du de´ploiement. DeployWare [6] est un framework pour le
de´ploiement a` large e´chelle base´ sur un langage de mode´lisa-
tion de´die´ au de´ploiement. Un autre framework, ADME [5],
cible le de´ploiement autonomique et se base sur une re´solu-
tion d’un proble`me de satisfaction de contrainte. TUNe [20]
fournit un formalisme de haut niveau pour la gestion auto-
nome de grilles a` grande e´chelles de´centralise´es. Enfin, j-ASD
[14] est un framework de de´ploiement autonomique conte-
nant un langage de´die´ au de´ploiement sur des syste`mes P2P
ou des grilles, a` partir duquel nous basons nos travaux.
3. PROCESSUS DE GÉNÉRATION
Cette section rappelle succinctement notre vision du pro-
cessus de de´ploiement autonomique.
Dans un premier temps, le concepteur du de´ploiement spe´-
cifie, au moyen du langage de´die´ MuScADeL, les composants
a` de´ployer ainsi qu’un ensemble de proprie´te´s de de´ploiement
que le syste`me doit posse´der. Ces proprie´te´s repre´sentent a`
la fois les contraintes propres aux composants (conditions
logicielles et mate´rielles a` respecter) et les exigences de de´-
ploiement du concepteur. Le plan de de´ploiement doit satis-
faire ces proprie´te´s e´tant donne´ l’e´tat courant du domaine
de de´ploiement. Ainsi, le plan de de´ploiement est une ou la
solution d’un proble`me qui se pre´sente naturellement comme
un proble`me de satisfaction de contraintes. La production du
plan de de´ploiement est donc supporte´e par un solveur de
contraintes (le choix du solveur, un composant sur e´tage`re,
est discute´ en section 6.3).
Pour pouvoir eˆtre traite´ par le solveur de contraintes, les
diffe´rentes informations issues de l’analyse du descripteur
MuScADeL et de l’e´tat du domaine doivent eˆtre exprime´es
sous la forme de « contraintes ». A` partir d’ici, le terme
contrainte sera employe´ en ce sens : il fera donc re´fe´rence a`
l’ensemble de ces informations (proprie´te´s de de´ploiement,
e´tat du domaine) et pas seulement aux contraintes propres
aux composants.
La ge´ne´ration du plan de de´ploiement suppose donc la
transformation des diffe´rentes informations en contraintes
pre´alablement a` l’appel au solveur. Ainsi, une activite´ de
formalisation transforme les proprie´te´s en contraintes. Cette
formalisation constitue l’ensemble des contraintes qui de´fi-
nissent le proble`me et sont donne´es en entre´e du solveur.
La figure 1 repre´sente le processus de ge´ne´ration du plan de
de´ploiement sous la forme d’un diagramme SPEM.
Figure 1: Processus de ge´ne´ration du plan de de´ploiement
4. MuScADeL
Dans cette section, nous pre´sentons notre DSL de´die´ au
de´ploiement autonomique de syste`mes multi-e´chelles, appele´
MuScADeL (MultiScale Autonomic Deployment Language).
Un exemple de code MuScADeL est donne´ dans la section 6,
dans le listing 1.
Avec MuScADeL, le concepteur du de´ploiement peut ex-
primer des proprie´te´s de de´ploiement, tel que des choix de
conception, les exigences de de´ploiement, et des contrain-
tes propres aux composants. Il est possible d’exprimer des
proprie´te´s de de´ploiement d’une application monolithique
ou d’une application a` base de composants sur un domaine
de de´ploiement, qui peut eˆtre compose´ de centaines d’appa-
reils. MuScADeL permet d’avoir une couche d’abstraction,
ce lui permet d’eˆtre utilise´ sans une grande expertise dans
la re´alisation des activite´s de de´ploiement. La grammaire de
MuScADeL est de´finie selon une syntaxe EBNF 1.
En utilisant MuScADeL, le concepteur du de´ploiement
peut de´finir plusieurs entite´s :
– Des composants avec le mot-cle´ Component,
– des sondes avec le mot-cle´ Probe,
– des crite`res avec le mot-cle´ BCriterion,
1. La grammaire comple`te est disponible a` l’adresse
suivante : http://www.anr-income.fr/T5/muscadel-ebnf.
html
– des sondes multi-e´chelles avec le mot-cle´ MultiScale-
Probe,
– et le de´ploiement avec le mot-cle´ Deployment.
Les composants sont nomme´s et doivent contenir la ver-
sion, l’adresse a` laquelle composant est te´le´chargeable, et
optionnellement, les composants requis et les contraintes du
composant. Ces contraintes sont les conditions logicielles et
mate´rielles dont le composant a` besoin pour un fonctionne-
ment nominal. Elles doivent eˆtres satisfaites lors de la ge´ne´-
ration du plan de de´ploiement, ainsi que lors de l’exe´cution.
Les sondes logicielles permettent de re´cupe´rer des infor-
mations logicielles et mate´rielles concernant le domaine de
de´ploiement. Les sondes sont installe´es sur tous les appareils
du domaine de de´ploiement.
Les crite`res (ici, il s’agit de crite`res de base par opposition
aux crite`res multi-e´chelles, introduits plus tard) sont un en-
semble de conditions a` respecter. Un crite`re peut eˆtre utilise´
pour de´finir une contrainte portant sur un composant ou une
exigence de de´ploiement. Il est possible de de´finir plusieurs
conditions dans un crite`re, et chaque condition fait appel a`
une sonde. Une condition peut eˆtre soit un test d’une valeur
de la sonde utilise´e, soit un test de l’existence ou de l’activite´
de la sonde utilise´e.
Les sondes multi-e´chelles permettent de re´cupe´rer des in-
formations multi-e´chelles concernant l’appareil cible.
La partie de´ploiement permet de spe´cifier les exigences
de de´ploiement. Ces exigences peuvent prendre plusieurs
formes : nombre d’occurrences, crite`re sur un composant,
crite`re multi-e´chelle. Le nombre d’occurrences peut eˆtre pre´-
cise´ : soit fixe, de´ploiement sur deux appareils ; soit un inter-
valle, de´ploiement sur au deux a` quatre appareils ; soit maxi-
mal, de´ploiement sur tous les appareils pouvant he´berger le
composant, y compris ceux qui entrent dans le domaine de
de´ploiement a` l’exe´cution de l’application (All) ; soit par
rapport au nombre d’instances d’un autre composant, de´-
ploiement d’une instance d’un composant pour chaque 3
instances d’un autre composant pre´cise´. Les crite`res sur les
composants sont spe´cifie´s en utilisant le crite`re de´finit par
le mot-cle´ BCriterion. Les crite`res multi-e´chelles peuvent
prendre plusieurs formes : spe´cification d’une e´chelle, spe´ci-
fication d’une instance d’e´chelle, spe´cification d’une instance
d’e´chelle par rapport a` un autre composant, par exemple,
de´ploiement d’un composant sur la meˆme instance d’e´chelle
qu’un autre composant (SameValue), et spe´cification de de´-
ploiement d’une instance d’un composant par instance d’e´chelle,
par exemple, un composant par re´seau local (Each).
5. FORMALISATION DES CONTRAINTES
Dans cette section, nous commenc¸ons par pre´senter les
structures de donne´es utilise´es, puis la formalisation des pro-
prie´te´s de de´ploiement.
5.1 Données et structure de données
5.1.1 Données en entrée
L’analyse du descripteur MuScADeL a permis d’identifier
un certain nombre de proprie´te´s que le syste`me doit posse´-
der. Elle a produit une matrice Comp de type Composant ∗
Proprie´te´ telle que 2 :
2. Les composants dont on a spe´cifie´ qu’ils sont requis par
des composants a` de´ployer sont pris en compte ici et inte´gre´s
a` la matrice Comp.
– Comp(i, j) = 1 si le de´ploiement du composant Composanti
est contraint par la proprie´te´ Proprie´te´j ,
– Comp(i, j) = 0 sinon.
Ici, on n’a conside´re´ que des proprie´te´s simples, c’est-a`-dire
ne concernant qu’un seul composant. D’autres proprie´te´s,
qui ne sont pas prises en compte dans la matrice Comp,
restent a` conside´rer.
D’autre part, inde´pendamment de l’analyse du descripteur
MuScADeL, l’analyse de l’e´tat du domaine a produit une
matrice Dom de type Appareil ∗ Proprie´te´ telle que :
– Dom(i, j) = 1 si l’appareil Appareili posse`de la pro-
prie´te´ Proprie´te´j ,
– Dom(i, j) = 0 sinon.
Il faut noter que les sondes, y compris les sondes multi-
e´chelles, sont utilise´es pour construire la matrice Dom. De
manie`re ge´ne´rale, les mesures prises par les sondes sur les
appareils font aussi partie de l’e´tat du domaine. Elles sont
fournies sous la forme d’une table associant appareil et me-
sure.
5.1.2 Données en sortie
Le plan de de´ploiement produit par le solveur se pre´sente
sous la forme d’une matrice d’obligation Oblig de type Com-
posant ∗Appareil, qui de´finit le placement des composants,
telle que
– Oblig(i, j) = 1 si le composant Composanti doit eˆtre
de´ploye´ sur l’appareil Appareilj ,
– Oblig(i, j) = 0 sinon.
5.2 Formalisation des contraintes
5.2.1 Contraintes et exigences
Une matrice de possibilite´ SatV ar, de type Composant ∗
Appareil, est construite. Chaque coefficient de SatV ar est
une variable qui peut prendre sa valeur dans {0, 1}.
A` partir des matrices Comp et Dom, des contraintes sont
ajoute´s sur certains coefficients. Ces contraintes sont l’af-
fectation a` 0 du coefficient, correspondant a` une impossibi-
lite´ pour un appareil d’he´berger le composant. Cela se tra-
duit par la contrainte suivante 3 (nb app et nb comp corres-
pondent respectivement au nombre d’appareils et au nombre
de composants implique´s dans le de´ploiement) :
∀i ∈ {1, .., nb comp}, ∀j ∈ {1, .., nb app}
Comp(i) ·Dom(j) = ~0 =⇒ SatV ar(i, j) = 0 (1)
Ici, Comp(i) etDom(j) repre´sentent respectivement les lignes
i et j des matrices Comp et Dom, l’ope´rateur · construit
une ligne compose´e des produits deux a` deux des e´le´ments
de deux lignes donne´es, et ~0 repre´sente le vecteur nul.
5.2.2 Nombre d’instances
Cardinalité.
Pour chaque composant (une ligne de la matrice SatV ar),
le nombre d’instances est de´fini par la valeur de la somme
des e´le´ments de la ligne. On construit ainsi une contrainte
pour chaque composant en fonction du nombre d’instances.
Ainsi, si le composant Ck doit eˆtre de´ploye´ sur nk appa-
3. Par convention, les indices de lignes et de colonnes des
matrices et des tableaux commencent a` 1.
reils, cela se traduirait par la contrainte :
nb app∑
j=1
SatV ar(k, j) = nk (2)
Si le composant Ck doit eˆtre de´ploye´ sur nk a` mk appareils,
cela se traduirait par la contrainte :
nk ≤
nb app∑
j=1
SatV ar(k, j) ≤ mk (3)
All.
La cardinalite´ All spe´cifie qu’un composant doit eˆtre de´-
ploye´ sur tous les appareils qui peuvent l’he´berger. Il faut
maximiser le nombre d’appareils qui peuvent he´berger le
composant. L’expression Ck @ All se traduirait par la for-
mule suivante :
max
j∈{1,..,nb app}
SatV ar(k,j)
(
nb app∑
i=1
SatV ar(k, i)
)
(4)
Ratio.
Un ratio entre les nombres d’instances de diffe´rents com-
posants peut se traduire en s’appuyant sur les meˆmes prin-
cipes, mais en associant plusieurs lignes de SatV ar. L’ex-
pression Ck @ n/m Cl se traduirait par la contrainte :
nb comp∑
i=1
SatV ar(k, i) = n×

nb comp∑
i=1
SatV ar(l, i)
m
 (5)
ou` ⌊·⌋ de´signe la partie entie`re.
Dependency.
Lors de la description d’un composant, le concepteur du
de´ploiement peut pre´ciser si ce composant est de´pendant
d’un autre. Dans ce cas, il faut que les deux composants
soient sur le meˆme appareil. Soit Ck de´pendant de Cl, cela
se traduirait par la formule suivante :
∀i ∈ {1, .., nb comp}
SatV ar(k, i) = 1 =⇒ SatV ar(l, i) = 1 (6)
5.2.3 Propriétés multi-échelles
Composants dépendants.
Les proprie´te´s a` caracte`re multi-e´chelle exprime´es au moyen
des mots-cle´s SameValue et DifferentValue portent sur plu-
sieurs composants a` la fois. Ces proprie´te´s expriment des
conditions ne´cessaires pour de´ploiement des composants, qui
sont controˆle´es a` partir des valeurs fournies par la sonde
multi-e´chelle concerne´e. Par exemple, l’expression Ck @ Sa-
meValue Some.MS.Scale(Cl) exprime que les composant Ck
et Cl doivent eˆtre dans la meˆme instance d’e´chelle de Some.MS.Scale.
Soit MSProbe la table qui associe a` chaque appareil la me-
sure de la sonde multi-e´chelle, on exprime que Ck et Cl sont
de´ploye´s respectivement sur Ai et Aj seulement si Ai et Aj
ont la meˆme valeur dans MSProbe, c’est-a`-dire :
∀i, j ∈ {1, .., nb app}
(SatV ar(k, i) = 1 ∧ SatV ar(l, j) = 1)
=⇒ (MSProbe(i) = MSProbe(j)) (7)
5.2.4 Placement par instance d’échelle
Enfin, la pre´sence d’une instance de composant a` une cer-
taine e´chelle (exprime´e au moyen du mot-cle´ Each) est de´-
finie par une contrainte du meˆme type que les pre´ce´dentes,
dans laquelle l’ensemble des appareils possibles est limite´ (et
identifie´ a` partir des valeurs mesure´es par la sonde multi-
e´chelle concerne´e). Par exemple, l’expression Ck @ Each So-
me.MS.Scale exprime qu’un composant Ck doit eˆtre de´ploye´
dans chaque instance d’e´chelle Some.MS.Scale. Pour cela,
deux tableaux sont ne´cessaires : MSProbe, associant a` cha-
que appareil la mesure de la sonde multi-e´chelle, etMSProbe-
Id, listant les identifiants uniques de chaque instance d’e´chelle.
L’expression pre´ce´dente se traduirait par la contrainte (nb in-
st e´tant le nombre d’instance d’e´chelle) :
∀i ∈ {1, .., nb inst}
 ∑
j∈{1,..,nb app}
MSProbeId(i)=MSProbe(j)
SatV ar(k, j)

 = 1 (8)
5.3 Résolution
Une fois toutes les contraintes de´finies, le solveur de con-
traintes cherche une solution et retourne la premie`re trou-
ve´e.
6. EXEMPLE ET BIBLIOTHÈQUE
Dans cette section, nous commenc¸ons par pre´senter un
exemple de code MuScADeL, puis l’application de la for-
malisation a` ce code. Puis nous pre´sentons notre choix du
solveur de contraintes. Enfin, nous pre´sentons une biblio-
the`que correspondant a` la formalisation des proprie´te´s de
de´ploiement, ainsi que l’utilisation de cette bibliothe`que.
6.1 Exemple
Nous conside´rons 6 composants C1, C2, C3, C4, C5 et C6
dont le de´ploiement doit satisfaire les conditions Criter1,
Criter2, Criter3, Criter4 etCriter5, ainsi que trois pro-
prie´te´s a` caracte`re multi-e´chelle :
– C1 doit eˆtre de´ploye´ sur un appareil qui satisfait Cri-
ter1, et une instance de C1 doit eˆtre de´ploye´ dans cha-
que instance de MSNetwork.Type.LAN ;
– deux a` quatre instances du composant C2 doivent eˆtre
de´ploye´es sur des appareils qui satisfont Criter2 ;
– C3 doit eˆtre de´ploye´ sur tout appareil du domaine e´tant
un smartphone ;
– C4 doit eˆtre de´ploye´ sur un appareil qui satisfait Criter3
et qui doit est localise´ dans la meˆme ville que l’appareil
qui he´berge C3 ;
– C5 doit eˆtre de´ploye´ sur 7 appareils qui satisfont Cri-
ter4 ;
– enfin, une instance de C6 doit eˆtre de´ploye´ sur un ap-
pareil qui satisfait Criter5 pour chaque trois instances
de C5 de´ploye´es.
Le listing 1 de´finit le code MuScADeL qui exprime ces pro-
prie´te´s.
1 Deployment {
2 C1 @ Criter1 , Each MSNetwork.Type.LAN;
3 C2 @ 2..4, Criter2;
4 C3 @ All , Device.Type.Smartphone;
5 C4 @ Criter3 ,
6 SameValue Geography.Location.City(C3);
7 C5 @ 7, Criter4;
8 C6 @ 1/3 C5, Criter5;
9 }
Listing 1: Exemple d’une spe´cification de proprie´te´s de de´-
ploiement
6.2 Définition des matrices
La table 1a donne l’exemple de la matrice Comp construite
a` partir du code MuScADeL du listing 1. La table 1b donne
l’exemple d’une matrice Dom extraite de l’e´tat du domaine.
Dans ces matrices, les proprie´te´s P1, P2, P3, P4, P5 et P6 re-
pre´sentent respectivement Criter1, Criter2, Criter3, Cri-
ter4, Criter5 et Device.Type.Smartphone. Il faut noter
que les sondes, y compris les sondes multi-e´chelles (en l’oc-
currence, pour notre exemple, la sonde Device), sont utili-
se´es pour construire la matrice Dom. De manie`re ge´ne´rale,
les mesures prises par les sondes sur les appareils font aussi
partie de l’e´tat du domaine. Elles sont fournies sous la forme
d’une table associant appareil et mesure. Ainsi, pour notre
exemple, la re´solution ne´cessite des informations de ge´olo-
calisation des appareils du domaine. C’est la sonde multi-
e´chelle Geography qui de´termine dans quelle ville sont locali-
se´s les appareils, et la sonde MSNetwork qui de´termine a` quel
re´seau local sont connecte´s les appareils. Elles produisent
respectivement les tables 2b et 2a (ce sont des exemples).
P1 P2 P3 P4 P5 P6
C1 1 0 0 0 0 0
C2 0 1 0 0 0 0
C3 0 0 0 0 0 1
C4 0 0 1 0 0 0
C5 0 0 0 1 0 0
C6 0 0 0 0 1 0
(a) Matrice des composants Comp
P1 P2 P3 P4 P5 P6
A1 1 0 1 1 1 1
A2 1 1 0 0 1 1
A3 1 1 1 1 0 1
A4 1 1 1 1 0 0
A5 1 1 1 1 0 1
A6 1 1 0 0 1 1
A7 0 1 1 1 1 1
A8 1 1 1 1 0 1
A9 0 1 1 1 1 1
A10 1 1 0 1 1 1
A11 1 1 1 1 0 1
A12 0 1 0 0 1 1
(b) Matrice des appareils Dom
Table 1: Donne´es sur les composants et les appareils
La table 3 repre´sente une matrice d’obligation possible
c’est-a`-dire un plan de de´ploiement pour notre exemple de
proble`me initialement de´fini par le listing 1 et le tableau de
localisation des appareils constitue´ des mesures prises par les
sondes MSNetwork.Type.LAN (cf. table 2a) et Geography.Lo-
cation.City (cf. table 2b).
6.3 Solveur de contraintes
Afin de pouvoir choisir un solveur de contraintes qui sup-
porte la phase de re´solution, nous avons e´tudie´ et com-
pare´ un certain nombre d’outils candidats : Cream [19], Co-
pris [18], JaCoP [11], or-tools [15], jOpt [9], et Choco [3].
Nous avons conside´re´ le type de proble`me traite´ et le sup-
port disponible en matie`re d’e´volution et de documenta-
tion. La table 5 pre´sente les re´sultats de cette comparai-
son. Tous les solveurs sont compatibles avec Java (ils sont
soit e´crits en Java, soit interfac¸ables avec Java). Les acro-
nymes CSP, COP, CP et JS correspondent respectivement
a` Constraint Satisfaction Problem, Constraint Optimization
Problem, Constraint Problem et Job Scheduling. Notre pro-
Table 4: Constraint solvers comparison.
Proble`me Maintenance Documentation
Choco CSP maintenu comple`te
Copris
COP, CSP,
CP
maintenu
quasi
inexistante
Cream CSP
obsole`te
(2008)
le´ge`re
JaCoP CSP maintenu existante
jOpt CSP, JS maintenu inexistante
or-tools CSP maintenu
quasi
inexistante
Table 5: Comparaison des solveurs de contraintes
ble`me e´tant un proble`me de satisfaction de contrainte (CSP),
la classe de proble`me n’a pas e´te´ le crite`re de choix. Parmi
ces solveurs, nous avons choisi Choco [3]. Nous avons de´ja`
une certaine expertise sur cet outil, la librairie est comple`te
et simple a` utiliser.
6.4 MuscadelSolving
Dans cette section, nous pre´sentons des e´le´ments de code
Java pour la ge´ne´ration du plan de de´ploiement. Deux classes
son pre´sente´es :
– Une classe MuscadelSolving (listing 3) et son interface
MuscadelSolvingInter (listing 2), contenant toutes les
me´thodes pour l’ajout des contraintes ;
– la classe UbiMob (listing 12) qui pre´sente la phase d’ajout
de contraintes de l’exemple pre´sente´ dans le listing 1.
L’interface MuscadelSolvingInter pre´sente les me´thodes ac-
cessibles pour l’ajout des contraintes : cardinaliteSimple,
cardinaliteIntervalle, cardinaliteAll, ratio, sameVa-
lue, differentValue, each et resolution 4.
1 public interface MuscadelSolvingInter {
2 public void cardinaliteSimple (int cmp , int card);
3 public void cardinaliteAll (int cmp);
4 public void cardinaliteIntervalle(int cmp , int min , int max);
5 public void ratio(int cmpP , int cmpS , int ratioP , int ratioS );
6 public void sameValue(int cmp1 , int cmp2 , String [] sonde );
7 public void differentValue(int cmp1 , int cmp2 , String [] sonde );
8 public void each (int cmp , String [] sonde);
9 public int [][] resolution () throws MuscadelSolvingExc;
10 }
Listing 2: Interface MuscadelSolvingInter
4. Dans le code Java, les indices de lignes et de colonnes
des matrices et des tableaux commencent a` 0.
A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 A11 A12
LAN orion orion betelgeuse persee cephee orion orion betelgeuse persee cephee persee cephee
(a) Donne´es de sondage de MSNetwork.Type.LAN
A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 A11 A12
City Toulouse Paris Toulouse Toulouse Paris Toulouse Toulouse Grenoble Orleans Brest Toulouse Orleans
(b) Donne´es de sondage de Geography.Location.City
Table 2: Donne´es de sondage des sondes multi-e´chelles
A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 A11 A12
C1 0 0 0 0 0 1 0 1 0 1 1 0
C2 0 0 0 0 0 0 0 0 1 1 1 1
C3 1 0 1 0 0 1 1 0 0 0 1 0
C4 0 0 0 0 0 0 0 0 0 0 1 0
C5 0 0 0 1 1 0 1 1 1 1 1 0
C6 0 0 0 0 0 0 0 0 0 1 0 1
Table 3: Matrice d’obligation Oblig
La classe MuscadelSolving contient les matrices Comp et
Dom, ainsi que le mode`le Choco et la matrice de possibilite´s
SatV ar. Cette dernie`re est construite lors de la construction
d’un objet MuscadelSolving, avec un appel a` la me´thode
pretraitement dans le constructeur.
1 public class MuscadelSolving implements MuscadelSolvingInter{
2 private Model model;
3 private IntegerVariable [][] satVar;
4 private int nb_comp , nb_app nb_prop;
5 private int [][] comp , dom;
6 private ArrayList <Integer > toMaximize;
8 public MuscadelSolving (int [][] comp , int [][] dom) {
9 assert(comp.length > 0) : "Erreur MuscadelSolving";
10 this.model = new CPModel ();
11 this.nb_comp = comp.length;
12 this.nb_app = dom.length;
13 this.nb_prop = comp [0]. length;
14 this.satVar = new IntegerVariable[nb_comp ][ nb_app ];
15 this.comp = comp;
16 this.dom = dom;
17 toMaximize = new ArrayList <Integer >();
18 pretraitement ();
19 }
Listing 3: Classe MuscadelSolving
La me´thode pretraitement construit la matrice des pos-
sibilite´s SatV ar, et d’y ajouter les contraintes relatives a`
l’impossibilite´ pour l’appareil d’he´berger le composant, tel
que de´crit par la formule (1).
1 private void pretraitement () {
2 int [] buffer = new int[nb_prop ];
3 // Pour chaque variable , on definit le nom et le domaine
4 int[] values = {0,1};
5 for (int i = 0; i < nb_comp; i++) {
6 for (int j = 0; j < nb_app; j++) {
7 satVar[i][j] = Choco.makeIntVar("var_" + i + "_" + j, values );
8 model.addVariable(satVar[i][j]);
9 }
10 }
11 for (int i = 0; i < nb_comp; i++) {
12 for (int j = 0; j < nb_app; j++) {
13 boolean cont = true;
14 for (int k = 0; k < nb_prop; k++) {
15 if (!cont) break;
16 buffer[k] = comp[i][k] * dom[j][k];
17 cont = cont & (buffer[k] == comp[i][k]);
18 }
19 if (!cont)
20 model.addConstraint(Choco.eq(0, satVar[i][j]));
21 }
22 }
23 }
Listing 4: Me´thode MuscadelSolving.pretraitement
La me´thode cardinaliteSimple ajoute une contrainte de
cardinalite´ simple (par exemple, dans le listing 1, a` la ligne 7),
tel que de´crit par la formule (2).
1 public void cardinaliteSimple (int cmp , int card) {
2 model.addConstraint(Choco.eq(card , Choco.sum(satVar[cmp ])));
3 }
Listing 5: Me´thode MuscadelSolving.cardinaliteSimple
La me´thode cardinaliteIntervalle ajoute les contrain-
tes de cardinalite´ a` intervalle (par exemple, dans le listing 1,
a` la ligne 3), tel que de´crit par la formule (3). En plus de
l’ajout de ces contraintes, la me´thode addConstraint ajoute
la ligne du composant a` la liste des lignes de satVar a` maxi-
miser.
1 public void cardinaliteIntervalle(int cmp , int min , int max) {
2 model.addConstraint(Choco.leq(min , Choco.sum(satVar[cmp ])));
3 model.addConstraint(Choco.geq(max , Choco.sum(satVar[cmp ])));
4 toMaximize.add(cmp);
5 }
Listing 6: Me´thode MuscadelSolving.cardinalite-
Intervalle
La me´thode cardinaliteAll ajoute les contraintes de car-
dinalite´s All, tel que de´crit par la formule (4). Comme pour
la me´thode cardinaliteIntervalle, la me´thode cardina-
liteAll n’ajoute pas que des contraintes. Une contrainte est
ajoute´e pour spe´cifier qu’au moins un composant doit eˆtre
de´ploye´ dans le domaine, et la ligne du composant dans la
matrice satVar est ajoute´e a` la liste des lignes a` maximiser.
1 public void cardinaliteAll (int cmp) {
2 model.addConstraint(Choco.leq(1, Choco.sum(satVar[cmp ])));
3 toMaximize.add(cmp);
4 }
Listing 7: Me´thode MuscadelSolving.cardinaliteAll
La me´thode ratio ajoute une contrainte de ratio entre
composants, tel que de´crit par la formule (5). Elle prend en
parame`tre deux composants sur lequel se porte le ratio, le
nume´rateur et le de´nominateur.
1 public void ratio (int cnum , int cdenom , int rnum , int rdenom) {
2 Constraint ratio =
3 Choco.eq(Choco.sum(satVar[cnum]),
4 Choco.mult(rnum , Choco.div(Choco.sum(satVar[cdenom]), rdenom )));
5 model.addConstraint(ratio);
6 }
Listing 8: Me´thode MuscadelSolving.ratio
Les me´thodes samevalue et differentValue ajoutent les
contraintes relatives a` la de´pendance entre composants, tel
que de´crit dans la formule (7). Elles prennent en parame`tre
les composants concerne´s et le tableau des donne´es du son-
dage (par exemple, le tableau 2b).
1 public void sameValue (int cmp1 , int cmp2 , String [] sonde) {
2 checkValue(cmp1 , cmp2 , sonde , true);
3 }
4 public void differentValue(int cmp1 , int cmp2 , String [] sonde) {
5 checkValue(cmp1 , cmp2 , sonde , false );
6 }
7 private void checkValue (int cmp1 , int cmp2 , String [] sonde ,
8 boolean diff) {
9 assert sonde.length == nb_app : "checkValue tab size problem !";
10 for (int m1 = 0; m1 < nb_app; m1++) {
11 for (int m2 = 0; m2 < nb_app; m2++) {
12 if (! (diff ^ sonde[m1]. equals(sonde[m2]))) continue;
13 model.addConstraint(Choco.geq(1,
14 Choco.plus(satVar[cmp1][m1], satVar[cmp2][m2])));
15 }
16 }
17 }
Listing 9: Me´thode MuscadelSolving.sameValue et Musca-
delSolving.differentValue
La me´thode each ajoute les contraintes de placement d’un
composant par instance d’e´chelle, tel que de´crit par la for-
mule (8). Elle prend en parame`tre le composant concerne´ et
un tableau des donne´es de sondage.
1 public void each (int cmp , String [] sonde) {
2 assert sonde.length == nb_app : "Each tab size problem !";
3 HashMap <String , ArrayList <Integer >> id =
4 new HashMap <String ,ArrayList <Integer >>();
5 // Construction de la map des identifiants/indexs
6 for (int i = 0; i < sonde.length; i++) {
7 if (id.containsKey(sonde[i]))
8 id.get(sonde[i]).add(i);
9 else {
10 ArrayList <Integer > ids = new ArrayList <Integer >();
11 ids.add(i);
12 id.put(sonde[i], ids);
13 }
14 }
15 // Ajout des contraintes
16 for (String str : id.keySet ()) {
17 IntegerExpressionVariable add=Choco.ZERO;
18 for (Integer index : id.get(str)) {
19 add = Choco.plus(satVar[cmp][index], add);
20 }
21 Constraint check = Choco.eq(1, add);
22 model.addConstraint(check);
23 }
24 }
Listing 10: Me´thode MuscadelSolving.each
La me´thode resolution lance la re´solution du solveur de
contrainte. Si aucune ligne de la matrice satVar ne doit eˆtre
maximise´e, la re´solution est directement lance´e. Sinon, les
directives de maximisation sont ajoute´e puis la re´solution
est lance´e. Par la suite, la faisabilite´ du proble`me est ve´ri-
fie´e : si le proble`me n’a pas de solution, une exception Mus-
cadelSolvingExc est leve´e, sinon, la premie`re solution est
re´cupe´re´e, et est retourne´e par la me´thode.
1 public int [][] resolution () throws MuscadelSolvingExc {
2 Solver solver = new CPSolver ();
3 if (toMaximize.size() == 0) {
4 solver.read(model);
5 solver.solve ();
6 } else {
7 int up = nb_app*toMaximize.size ();
8 IntegerVariable obj = Choco.makeIntVar("max", 1, up);
9 IntegerExpressionVariable add = Choco.ZERO;
10 for (Iterator <Integer > it = toMaximize.iterator (); it.hasNext ();) {
11 Integer all = (Integer) it.next ();
12 add = Choco.plus(add , Choco.sum(satVar[all ]));
13 }
14 model.addConstraint(Choco.eq(obj , add));
15 solver.read(model);
16 solver.maximize(solver.getVar(obj),true);
17 }
18 try{
19 if (solver.isFeasible ()) {
20 int [][] resultat = new int[nb_comp ][ nb_app ];
21 for (int i = 0; i < nb_comp; i++) {
22 for (int j = 0; j < nb_app; j++) {
23 resultat[i][j] = solver.getVar(satVar[i][j]). getVal ();
24 }
25 }
26 return resultat;
27 } else {
28 throw (new MuscadelSolvingExc("Il n’y a pas de solution")); }
29 } catch (NullPointerException e) {
30 throw (new MuscadelSolvingExc("Il n’y a pas de solution"));}
31 }
Listing 11: Me´thode MuscadelSolving.resolution
6.5 Utilisation de MuscadelSolving
La classe UbiMob contient le programme principal : construc-
tion des matrice Dom et Comp (pour l’exemple, elles sont
construites a` non ge´ne´re´es par l’analyse du code MuScA-
DeL), construction de l’objet solv, instance de la classe Mus-
cadelSolving, appel aux diffe´rentes me´thodes pour l’ajout
des contraintes, re´solution et affichage du re´sultat. Le re´-
sultat affiche´ est visible dans le listing 13. Ce programme
repre´sente la ge´ne´ration du plan de de´ploiement du code
MuScADeL de´crit dans le listing 1.
1 public class UbiMob {
2 static void printOblig(int [][] oblig) { ... }
3 public static void main(String [] args) {
4 System.out.println("\tGeneration du plan de deploiement");
5 int [][] comp = {
6 {1, 0, 0, 0, 0, 0},
7 {0, 1, 0, 0, 0, 0},
8 {0, 0, 0, 0, 0, 1},
9 {0, 0, 1, 0, 0, 0},
10 {0, 0, 0, 1, 0, 0},
11 {0, 0, 0, 0, 1, 0}};
12 int [][] dom = {
13 {1, 0, 1, 1, 1, 1},
14 {1, 1, 0, 0, 1, 1},
15 {1, 1, 1, 1, 0, 1},
16 {1, 1, 1, 1, 0, 0},
17 {1, 1, 1, 1, 0, 1},
18 {1, 1, 0, 0, 1, 1},
19 {0, 1, 1, 1, 1, 1},
20 {1, 1, 1, 1, 0, 1},
21 {0, 1, 1, 1, 1, 1},
22 {1, 1, 0, 1, 1, 1},
23 {1, 1, 1, 1, 0, 1},
24 {0, 1, 0, 0, 1, 1}
25 };
27 MuscadelSolving solv = new MuscadelSolving (comp ,dom);
28 // C1 @ Each MSNetwork.Type.LAN;
29 String [] lan =
30 { "orion", "orion", "betelgeuse", "persee", "cephee", "orion",
31 "orion", "betelgeuse", "persee", "cephee", "persee", "cephee" };
32 solv.each(0, lan);
33 // C2 @ 2..4
34 solv.cardinaliteIntervalle (1,2, 4);
35 // C3 @ All
36 solv.cardinaliteAll (2);
37 // C4 @ SameValue Geography.Location.City(C3);
38 solv.cardinaliteSimple (3 ,1);
39 String [] cities =
40 { "Toulouse", "Paris", "Toulouse", "Toulouse", "Paris", "Toulouse",
41 "Toulouse", "Grenoble", "Orleans", "Brest", "Toulouse", "Orleans" };
42 solv.sameValue(2, 3, cities );
43 // C5 @ 7
44 solv.cardinaliteSimple (4 ,7);
45 // C6 @ 1/3 C5
46 solv.ratio(5, 4, 1, 3);
48 try {
49 int [][] oblig = solv.resolution ();
50 printOblig(oblig);
51 } catch (MuscadelSolvingExc e) {
52 System.err.println("Probleme lors de la resolution.");
53 e.printStackTrace ();
54 }
55 }
56 }
Listing 12: Classe principale Ubimob
1 Generation du plan de deploiement
2 Oblig :
3 0 0 0 0 0 1 0 1 0 1 1 0
4 0 0 0 0 0 0 0 0 1 1 1 1
5 1 0 1 0 0 1 1 0 0 0 1 0
6 0 0 0 0 0 0 0 0 0 0 1 0
7 0 0 0 1 1 0 1 1 1 1 1 0
8 0 0 0 0 0 0 0 0 0 1 0 1
Listing 13: Re´sultat affiche´
7. CONCLUSIONS ET PERSPECTIVES
Lors de travaux pre´ce´dents, nous avons de´fini un DSL,
MuScADeL, pour l’expression du de´ploiement autonomique
multi-e´chelle. Dans cet article, nous pre´sentons la formalisa-
tion de proprie´te´s de de´ploiement a` partir d’un mode`le a` base
de contraintes. Les proprie´te´s exprime´es par le concepteur
du de´ploiement dans le langage MuScADeL sont transfor-
me´es en contraintes pour mode´liser un plan de de´ploiement.
En re´sultat, un plan de de´ploiement conforme a` toutes les
proprie´te´s exprime´es est obtenu. Dans le cas des syste`mes
ambiants re´partis a` grande e´chelle, un plan de de´ploiement
est quasiment impossible a` de´crire manuellement. Notre ap-
proche permet l’automatisation de la ge´ne´ration du plan de
de´ploiement. La mode´lisation formelle des proprie´te´s permet
de garantir au concepteur de de´ploiement que les proprie´te´s
qu’il a exprime´s sont bien respecte´es lors de la re´alisation
du de´ploiement. Nous avons aussi pre´sente´ une bibliothe`que
Java permettant la ge´ne´ration d’un plan de de´ploiement,
conforme a` cette formalisation, en utilisant un solveur de
contraintes, Choco.
Nous avons e´galement de´veloppe´ un e´diteur pour MuSc-
ADeL, en utilisant les technologies Xtext et Xtend. L’e´di-
teur est un plugin pour l’environnement de de´veloppement
Eclipse, ce qui permet une facilite´ de prise en main et d’utili-
sation. L’e´diteur permet de piloter directement la ge´ne´ration
du plan de de´ploiement.
Actuellement, nous travaillons sur l’intergiciel de de´ploie-
ment autonomique, base´ sur la technologie OSGi pour la
gestion de de´ploiement en local sur les appareils du domaine
et sur des agents mobiles pour re´pondre au besoin d’auto-
nomie et d’adaptation du processus.
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