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[Fe]-hydrogenase, one of three types of hydrogenases, acti-
vates molecular hydrogen. Here, using DFT computations,
we examine the electronic elements governing the binding
of small ligands to a recently synthesized [Fe]-hydrogenase
biomimic. Computed reaction free energies indicate that an-
ionic species, such as CN– and H–, and π acceptors, such as
CO, bind favourably with the Fe centre. Ligands such as
H2O, CH3CN, and H2, however, do not bind iron. Protonation
Introduction
The chemistry and biology of enzymes that use or pro-
duce hydrogen are currently subjects of a great deal of inter-
est because of their potential use within the context of en-
ergy supply and utilization. [Fe]-hydrogenase catalyzes the
reversible reduction of methenyltetrahydromethanopterin
(MPT+) with H2 to methylenetetrahydromethanopterin
(HMPT) and H+ (Scheme 1). The enzyme has thus received
the formal name H2-forming methylenetetrahydrometh-
opterin dehydrogenase, abbreviated as Hmd. During the
catalyzed reaction a hydride ion, arising from heterolytic
splitting of H2, is stereospecifically transferred to the pro-R
face of MPT+ to form HMPT,[1] while the proton remains
behind. This transformation represents an intermediate step
in the reduction of CO2 to methane by methanogens grown
under conditions of nickel limitation.[2]
The active site of [Fe]-hydrogenase has recently been elu-
cidated through crystallographic and spectroscopic studies
as being either five- (square pyramidal) or six-coordinate
(octahedral): the central iron atom is coordinated to a cyste-
ine sulfur atom, two cis-CO ligands, a bidentate pyridine
cofactor, and possibly, a solvent molecule (Figure 1).[1,3]
Despite this uncertainty, current consensus leans toward an
active site that is five-coordinate square pyramidal.[3e,3g]
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of an adjacent thiolate ligand on the mimic significantly in-
creases the energies of ligand binding. Additional computa-
tional analysis reveals that the degree of electron donation
from the ligand to the mimic correlates strongly with overall
binding ability. The results give insights into the electronic
elements of iron–small-molecule interaction in these model
complexes.
Scheme 1. Reaction of methenyltetrahydromethanopterin (MPT+)
and H2 to methylenetetrahydromethanopterin (HMPT) and H+,
catalyzed by [Fe]-hydrogenase. The stereospecific addition of the
hydride ion occurs to the pro-R face, indicated in red.
Figure 1. Two models for the proposed active site of [Fe]-hydro-
genase.
In recent years the potential uses for molecular hydrogen,
one of the reactants used by [Fe]-hydrogenase, have
motivated the production of numerous small-molecule
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mimics.[3h,4] Hu and co-workers[5] recently provided the first
five-coordinate and square-pyramidal FeII model complex
that closely resembles the proposed active site of the en-
zyme (complex 1; Figure 2). This five-coordinate species re-
acted quickly with CO to form a mimic of the CO-inhibited
[Fe]-hydrogenase, but reactions with other ligands (H2O,
CH3CN, pyridine, Et3N, O2) yielded no isolable product.
The reluctance of the five-coordinate complex to bind do-
nor ligands such as H2O and pyridine is unexpected, con-
sidering the prevalence of six-coordinate iron(II) complexes.
These surprising experimental findings prompted us to use
computational techniques to explore the ability of 1 (Fig-
ure 2) to bind various small molecule ligands and to further
uncover stereoelectronic factors influencing the reaction
free energies of ligand binding.
Figure 2. Schematic (left) and 3-dimensional representation (right)
of the [Fe]-hydrogenase mimic complex 1.
Several previous computational studies have aimed to
complement experimental work by providing greater under-
standing of the mechanistic and spectroscopic properties of
[Fe]-hydrogenase and related bimetallic hydrogenases.
Nakatani et al.[6] examined the CO stretching frequencies
of several model compounds thought to represent the [Fe]-
hydrogenase active site, concluding that the following con-
stituents must be present: a low-spin FeII species, two CO
ligands, a cysteine, and a combination of water and acylpyr-
idinol. Dey[7] examined CO stretching frequencies associ-
ated with a model [Fe]-hydrogenase active site to which one
of several small ligands was attached (e.g. H2O, CO, CN–,
H–, O2, H2). Assessments of the respective ligand binding
energies and of variations in CO stretching frequencies indi-
cated preferential binding of anionic ligands, which dissi-
pate their electron density through the Fe ion and into the
unoccupied orbitals of the surrounding CO, acyl, and pyr-
idinol ligands of the active site. Similar computational stud-
ies of CO and CN frequencies, by Reiher[8] and by Dar-
ensbourg and Hall,[9] have proposed details regarding the
structures of reaction intermediates of [FeFe]-hydrogenase.
In addition, mechanisms involving hydrogen activation have
been studied in silico by Yang and Hall[10] for [Fe]-hydro-
genase. Recently, Reiher and co-workers deduced relation-
ships between [Fe]-hydrogenase and [FeFe]-hydrogenase by
swapping elements of the first ligand spheres of the two
active sites and observing the resulting consequences in
terms of small-ligand binding energies.[11] This swap re-
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sulted in only modest changes to the ability of the active
site to bind H2O and H2. This finding is interesting for the
design of artificial hydrogenase biomimics, since it shows
that certain elements of the coordination sphere around the
iron atom may be replaced with little or no penalty for the
binding ability of small molecules.
While qualitative observations of ligand binding in both
the native enzyme and its associated biomimics provide im-
portant information regarding chemical behaviour, quanti-
tative assessments impart additional knowledge regarding
the efficiency of enzyme mimics produced in the laboratory.
Examination of specific factors that influence ligand bind-
ing may ultimately improve the functionality of newly syn-
thesized biomimics. While earlier computational studies
sought to understand the behaviour of the active site in its
native state, the purpose of this contribution is to establish
a comprehensive picture of the electronic elements govern-
ing the interactions between the Fe complex and various
ligands for a recently synthesized [Fe]-hydrogenase biom-
imic, complex 1 (Figure 2).
Computational Details
Electronic structure computations employed the M06[12]
density functional, an alternative to the more popular M06-
2X that better handles systems containing metal atoms.
Like M06–2X, the M06 functional has been shown to de-
scribe both energies and geometric properties with greater
accuracy than density functionals developed earlier.[12a] All
geometries were optimized at the M06/pVDZ[13] level using
the “Ultrafine” grid in Gaussian09.[14] Refined M06 energy
estimates were then obtained from single-point computa-
tions with a larger triple-ζ quality basis set (def2-TZVPP).
Frequency computations on the M06/pVDZ geometries
provided unscaled free-energy corrections and ensured
structures were minima (zero imaginary frequencies) on the
potential energy surface. To fully probe the critical role
played by dispersion interactions in ligand-binding free en-
ergies, single-point energies were also computed using a
density-dependent dispersion correction combined with the
B3LYP functional,[15] B3LYP-dDsC,[16] coupled with the
TZP basis set, as implemented in ADF.[17,18] The dDsC
scheme has previously been successfully applied to diverse
chemical problems:[19] in particular, the density dependence
of both the dispersion coefficient and the damping function
is valuable in descriptions of charged species[20] and transi-
tion metals.[21] Energies of the solutes in THF were com-
puted using two different models: the polarizable contin-
uum model (PCM) of Tomasi and co-workers[22] and the
conductor-like screening model for realistic solvents
(COSMO-RS) of Klamt.[23] Other computations that dis-
sected various donor/acceptor roles in Fe complex/ligand
interactions (BLW-EDA,[24] also called ALMO-CTA[25])
used the def2-SVP basis set[13] and the M06 density func-
tional as implemented in Q-Chem.[26]
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Results and Discussion
Comparison of Computational and Experimental Models
To establish the validity of the computational results pre-
sented here, agreement between computed and experimen-
tally determined geometric data for 1 was first examined.
Table 1 shows that selected computed bond lengths and
angles all agree reasonably well with the experimentally elu-
cidated structure. However, several minor deviations are
present, notably the prediction of a slightly elongated Fe1–
S1 bond and a compressed Fe1–C11 bond by computation.
In contrast to the geometric data in Table 1, the computed
infrared data show large deviations from experiment
(Table 2). Note, however, that this is a commonly observed
phenomenon when frequencies are computed using the
standard harmonic approximation.[27] In order to partially
overcome this systematic overestimation a scaling factor of
0.989 was applied, corresponding to the recommendation
of Truhlar.[27] Despite this inexpensive method that partially
accounts for anharmonicity,[28] computed frequencies re-
main too large. The differences, rather than the absolute
quantitative values, however, are in excellent agreement
with experimentally determined values, e.g. the difference
between the two CO stretching frequencies for the five-co-
ordinate complex is 63 cm–1 for experiment and 55 cm–1 for
computation. Thus, it can be determined that our computa-
tional findings reproduce experiment quite satisfactorily.
Table 1. Comparison of bond lengths (in Å) and bond angles (in
degrees) for 1. Atom numbering follows Figure 2. Geometric opti-
mization was carried out at the M06/pVDZ level.
Exp. Gas phase THF–PCM
(comput.) (comput.)
Fe1–N1 2.002(3) 2.004 2.000
Fe1–S1 2.2163(12) 2.227 2.239
Fe1–C11 1.915(5) 1.886 1.886
Fe1–C1 1.773(5) 1.785 1.780
Fe1–C2 1.786(5) 1.780 1.780
C1–O1 1.155(5) 1.143 1.145
C2–O2 1.144(5) 1.148 1.148
C11–O7 1.209(5) 1.200 1.205
C11–Fe1–N1 85.26(17) 85.65 85.57
C1–Fe1–N1 177.08(17) 175.13 175.29
C2–Fe1–S1 162.50(18) 162.49 164.22
Table 2. Infrared data for wild-type enzyme, 1 (experiment), and 1
(computed).
Complex νCO [cm–1]
[Fe]-hydrogenase[a] 2011, 1944
5-coordinate mimic (exp.)[b] 2022, 1959
5-coordinate mimic (comput.)[c] 2140, 2090
5-coordinate mimic (comput.)[d] 2115, 2060
CO-inhibited [Fe]-hydrogenase[a] 2074, 2020, 1981
CO-inhibited mimic (exp.)[b] 2073, 2024, 1995
CO-inhibited mimic (comput.)[c] 2166, 2126, 2107
CO-inhibited mimic (comput.)[d] 2154, 2106, 2086
[a] Spectrum of sample dissolved in water. [b] Spectrum of sample
dissolved in THF. [c] Spectrum of sample computed in the gas
phase. [d] Spectrum of sample computed in THF implicit solvent.
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Ligand Binding
Certain ligands are known to bind into the empty sixth
coordination site of the wild-type [Fe]-hydrogenase enzyme,
including CO and CN–, both of which inhibit enzymatic
activity.[29] Correspondingly, complex 1 was shown to react
with CO, forming a tris(carbonyl) complex.[5] In addition,
although a reaction with PPh3 was observed, the nature of
the resulting product could not be definitively established.
In contrast, attempts to produce a reaction with H2O,
CH3CN, pyridine, NEt3, and O2 produced no detectable co-
ordination into the empty sixth site.
To examine the origins of ligand binding in 1, we com-
puted ligand-binding free energies of 1–ligand complexes
with the thiolate ligand protonated and nonprotonated.[4d]
Protonation of this sulfur-containing ligand is believed to
be important during H2 heterolysis by the enzyme.[7,10b] The
two different theoretical levels used (M06 and B3LYP-
dDsC) provide reaction free energies based on two unique
methodologies, the latter of which explicitly examines the
role of dispersion interactions in forming six-coordinate
Fe–ligand complexes. The ligands examined – CH3CN,
CN–, CO, H–, H2, H2O, PMe3, PPh3, pyridine, and THF –
were chosen to provide a variety of π/σ-acceptor/donor
ability.
Examination of nonprotonated complex 1 confirms the
original experimental findings:[5] binding of CO to the five-
coordinate Fe complex is exergonic at all theoretical levels
tested (Table 3, nonprotonated). In contrast, PPh3, which
reacted to yield an unidentified product, is predicted to
have an unfavourable binding free energy when the M06
functional is combined with the PCM solvation model,
while a favourable binding energy is obtained using the
B3LYP-dDsC/PCM functional and solvation model. When
the more sophisticated COSMO-RS solvation model is used
with the B3LYP-dDsC functional, the binding free energy
is endergonic. These findings raise an important question:
when different theoretical methods give opposing trends,
how should results be interpreted? In this case, background
knowledge on the different theoretical methods helps to ex-
plain the observations for PPh3. During a ligand-binding
reaction two separate phenomena compete, each of which
favours a different side of the reaction. Solvent interactions
favour the separated reactants, which have greater surface
contact with the solvent, while dispersion interactions be-
come increasingly important for larger systems, such as the
more bulky product complex (Figure 3). For our computa-
tions, B3LYP-dDsC provides a more accurate description
of dispersion interactions, resulting in greater stabilization
of the larger product complexes. The improved description
of dispersion must also be accompanied by an enhanced
treatment of solute/solvent interactions that favour the
smaller reactant species over the larger products.[30] This is
achieved by using a more refined solvation model,
COSMO-RS. Indeed, changing from the PCM to the
COSMO-RS treatment of solvation causes a shift from ex-
ergonic to endergonic for the PPh3 ligand, as the descrip-
tion of the reactants is now improved. This trend holds for
www.eurjic.org FULL PAPER
Table 3. Ligand-binding free energies (in kcal/mol) computed for the Fe complexes at 298 K in THF implicit solvent.
Ligand Nonprotonated Protonated
M06/PCM B3LYP-dDsC/PCM B3LYP-dDsC/COSMO-RS M06/PCM B3LYP-dDsC/PCM B3LYP-dDsC/COSMO-RS
CO –1.56 –3.43 –2.08 –5.06 –6.08 –5.43
PPh3 3.20 –4.38 2.77 –5.51 –13.63 –3.38
PMe3 –3.94 –7.48 –2.82 –12.54 –15.78 –10.72
Pyridine 4.57 –1.42 1.39 –2.72 –8.77 –5.93
THF 10.71 3.35 6.68 2.41 –4.75 0.81
H2O 7.85 3.71 8.52 2.60 –1.33 –1.63
CH3CN 8.98 5.85 5.97 –1.62 –5.33 –2.24
CN– –8.62 –12.76 –14.12 –32.66 –38.75 –31.50
H2 11.02 10.59 10.77 6.71 5.67 5.68
H– –29.37 –33.98 –63.15[a] –56.63 –63.24 –85.05[a]
[a] The solvation energies of the hydride anion predicted by COSMO-RS deviate significantly from other implicit solvation models (see
Supporting Information for values at different theoretical levels and with different basis sets), while similar solvation energies are predicted
for the cyanide anion.
Figure 3. Reactants have more contact surface area with solvent and are favoured by solvation, while product complexes have more
intramolecular dispersion interactions. The use of imbalanced dispersion-corrected density functionals (B3LYP-dDsC) with older sol-
vation models (PCM) results in overstabilization of the product complex.
all ligands tested (with the exception of H2), as indicated in
Table 3. Computations at the M06/PCM theoretical level
also yield values similar to those from B3LYP-dDsC/
COSMO-RS, probably because the M06 function, which
lacks an explicit description of dispersion interaction, and
the PCM solvation model, which has less refined descrip-
tions of hydrogen bonding and hydrophobic effects, more
closely balance one another quantitatively. On the basis of
our analysis, it is unlikely that a six-coordinate complex is
formed with the PPh3 ligand under normal experimental
conditions.
In contrast to the ligands discussed above, H2O, THF,
and CH3CN each have thermodynamically unfavourable re-
action free energies (Table 3). To probe the role played by
the transfer of electron density, the binding free energies of
several additional ligands with varied π-accepting/donating
ability were tested. The results reveal interesting patterns.
The binding free energies in Table 3 show that favourable
binding is loosely associated with the π-accepting ability of
the ligand in question. For instance, CO and CN– are
amongst the strongest π acceptors, and each has exergonic
binding free energies. Ligands with intermediate π-ac-
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fcepting ability, including the phosphanes and pyridine,
tend toward thermoneutrality. On the other hand, π-donat-
ing ligands have endergonic free energies, as exemplified by
H2O.
Protonation of the thiolate ligand of the Fe complex has
been proposed as an important intermediate step in the
catalytic heterolysis of H2.[7,10b] Since understanding ligand
binding in biomimics may shed light upon the chemistry
associated with the relevant catalytic cycles, we examined
binding free energies of the same set of ligands with 1+H+
(where the thiolate ligand in 1 is protonated). As indicated
in Table 3 (protonated), protonation shifts the reaction free
energies significantly toward exergonicity as a result of in-
creased σ bonding between the Fe complex and the ligand
(see above). Not only will strong π acceptors (CO and CN–)
and phosphane compounds bind, but also weaker π ac-
ceptors, such as pyridine and acetonitrile. Anionic species
have particularly favourable binding free energies, owing to
attraction between the positively charged iron complex and
the anionic ligands. Note that our finding for the ability of
H2O to bind to complex 1+H+ parallels the “ligand-
swapped” results of Reiher discussed earlier.[11] Although
www.eurjic.org FULL PAPER
Table 4. Charge transfer analysis (ALMO-CTA) of ligand binding. Charge transfer computations at the M06/def2-SVP level, gas-phase
electronic binding energy computations at the B3LYP-dDsC/TZP//M06/pVDZ level (in kcal/mol).
Ligand Neutral Protonated
Fe ligand donation LigandFe donation Binding energy Fe ligand donation LigandFe donation Binding energy
CO 24.90 13.30 –15.17 22.40 13.00 –20.09
PPh3 6.64 13.75 –18.39 4.31 15.70 –34.37
PMe3 6.57 17.84 –20.68 4.87 19.35 –32.22
Pyridine 2.67 8.95 –13.21 1.56 10.99 –24.98
THF 0.48 4.91 –8.62 0.13 7.00 –20.67
H2O 4.01 8.48 –9.62 2.25 7.63 –14.73
CH3CN 5.61 8.78 –5.29 4.43 9.66 –19.65
CN– 3.82 18.88 –48.49 3.57 18.73 –132.84
H2 5.00 11.25 1.37 4.51 11.90 –5.64
H– –0.60 27.52 –71.00 0.65 27.00 –161.31
small quantitative changes are seen, the binding ability of
H2O is retained in each model: the wild-type enzyme active
site, an artificial active site possessing coordination features
of [FeFe]-hydrogenase (as opposed to [Fe]-hydrogenase),
and the [Fe]-hydrogenase mimic 1+H+. These results fur-
ther confirm that certain changes to the first coordination
shell of the active site do not result in dramatic changes in
the ability to bind small molecules.
To gain deeper insight into the roles played by the do-
nation/reception of electron density in ligand binding, ab-
solutely localized molecular orbitals – charge transfer
analysis[24–25] (ALMO-CTA, also known as BLW-EDA)
computations were undertaken. ALMO-CTA allows for
dissection of the charge transfer occurring between a ligand
of interest and the Fe centre, represented in terms of
Fe ligand and ligandFe donation. The results listed in
Table 4 reveal several interesting trends. For instance, CO,
which has a favourable binding free energy, benefits from a
much larger stabilization arising from Fe ligand donation
than any of the other ligands. In fact, the amount of do-
nation yields no discernible pattern regarding the endergon-
icity/exergonicity of the overall gas-phase binding energies.
For example, the stabilization from donation from the Fe
centre to an acetonitrile ligand (5.61 kcal/mol) is larger than
the corresponding donation to a pyridine ligand (2.67 kcal/
mol), yet the latter has a more exergonic binding free energy
(–5.29 vs. –13.21 kcal/mol). Thus, the donation of electron
density from metal to ligand appears to have no significant
effect on the overall reaction binding energy.
On the other hand, ligandFe donation does reveal a
trend that directly correlates with the gas-phase binding free
energies: ligands that show strong donating ability have
more exergonic binding free energies than weaker donors.
Indeed, the five ligands with the highest stabilization from
donation (CN–, PMe3, PPh3, CO, pyridine) each exhibit
strongly exergonic gas-phase binding energies (Table 4).
Moreover, examination of the protonated thiolate ligand
model shows increased stability from ligandFe donation
and a small decrease from Fe ligand donation. Evidently,
the electronic nature of the central Fe atom is sufficiently
altered by the presence of a protonated thiolate ligand to
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increase its ability to accept σ electrons. In general, each
ligand’s ability to donate electron density is probably the
determining factor in its overall binding ability with the Fe
centre in the gas phase.
The binding of both H2 and H– is highly relevant in the
cycle that catalyses the reaction given in Scheme 1. One key
requirement for the reaction to proceed is a weakly ender-
gonic or exergonic binding free energy of H2 to the five-
coordinate Fe complex, which is the essential first step for
catalysis. After H2 heterolysis, the hydride product must be
removed to regenerate the original starting product. Our
computations (Table 3) indicate, however, that the binding
energy of H2 is quite unfavourable and the removal of H–
is also difficult (although likely not to the degree predicted
by COSMO-RS; see Supporting Information). While re-
moval of the hydride ion is assisted in vivo by the MPT+
substrate, the nonbinding of H2 represents a significant
challenge for the construction of functional biomimics and
raises questions as to whether the H2 molecule is directly
bonded to the Fe ion or is simply held in place by the pro-
tein in the native enzyme.
Conclusions
With the objective of understanding the stereoelectronic
effects that dictate ligand binding in [Fe]-hydrogenase bio-
mimics, we computed binding free energies for a series of
ligands with a recently synthesized [Fe]-hydrogenase bio-
mimic (complex 1). Anionic ligands (e.g. CN–) have highly
exergonic binding free energies with both the neutral and
protonated states of the Fe biomimic, while strong σ donors
(e.g. CO) also bind favourably. As a ligand’s donating abil-
ity decreases, binding free energies drop from nearly
thermoneutral for intermediate donors (e.g. pyridine), to
endergonic for poor donors, such as acetonitrile. An analy-
sis of the degree of charge transfer between the Fe complex
and a ligand confirms a correlation between donating abil-
ity of the ligand and binding affinity.
Supporting Information (see footnote on the first page of this arti-
cle): Electronic and free energies and Cartesian coordinates of rel-
evant structures are provided.
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