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CHERN-SIMONS FORMS AND HIGHER CHARACTER MAPS OF
LIE REPRESENTATIONS
Y. BEREST, G. FELDER, S. PATOTSKI, A. C. RAMADOSS, AND T. WILLWACHER
Abstract. This paper is a sequel to [4], where we study the derived representation scheme DRepg(a) parametriz-
ing the representations of a Lie algebra a in a reductive Lie algebra g. In [4], we constructed two canonical maps
Trg(a) : HC
(r)
•
(a) → H•[DRepg(a)]
G and Φg(a) : H•[DRepg(a)]
G → H•[DReph(a)]
W called the Drinfeld trace
and the derived Harish-Chandra homomorphism, respectively. In this paper, we give an explicit formula for the
Drinfeld trace in terms of Chern-Simons forms. As a consequence, we show that, if a is an abelian Lie algebra,
the composite map Φg(a) ◦ Trg(a) is given by a canonical differential operator defined on differential forms on
A = Sym(a) and depending only on the Cartan data (h,W, P ), where P ∈ Sym(h∗)W. We prove a combinatorial
formula for this operator that plays an important role in the study of derived commuting schemes in [4].
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1. Introduction and Motivation
Let g be a finite-dimensional reductive Lie algebra defined over a field k of characteristic zero. For an
arbitrary Lie algebra a, the set of all representations (i.e., Lie algebra homomorphisms) of a in g has a natural
structure of an affine k-scheme called the representation scheme Repg(a). In [4], we constructed a derived
version of Repg(a) by extending the representation functor Repg to the category of differential graded (DG)
Lie algebras and deriving it in the sense of non-abelian homological algebra [22]. The corresponding derived
scheme DRepg(a) is represented by a commutative DG algebra which (to simplify the notation) we also denote
by DRepg(a). The DG algebra DRepg(a) is well defined up to homotopy; its homology H•[DRepg(a)] depends
only on a and g, with H0[DRepg(a)] being canonically isomorphic to the coordinate ring k[Repg(a)] of Repg(a).
Following [4], we call H•[DRepg(a)] the representation homology of a in g and denote it by H•(a, g). The
algebraic group G associated with g acts naturally on Repg via the adjoint representation. This action extends,
by functoriality, to representation homology, and we define H•(a, g)
G to be the G-invariant part of H•(a, g) (see
Section 3.1 for a brief review of the above constructions).
Date: May 19, 2015.
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In general, computing H(a, g) and H•(a, g)
G is a difficult problem: an explicit presentation for these algebras
is known only in a few nontrivial cases. It is therefore natural to look for some canonical maps relating
representation homology to more accessible invariants. In [4], we defined two such maps1:
(1.1) Trg(a) : HC
(r)
• (a)→ H•(a, g)
G
(1.2) Φg(a) : H•(a, g)
G → H•(a, h)
W
which we called the Drinfeld trace and the derived Harish Chandra homomorphism, respectively. The Drinfeld
trace is defined on the r-th Hodge component of the cyclic homology of the universal enveloping algebra Ua of
the Lie algebra a and depends on the choice of a G-invariant polynomial P ∈ Symr(g∗)G on the Lie algebra g: it
should be thought of as a derived extension of the classical character maps for Lie representations. The Harish
Chandra homomorphism Φg(a) is a graded algebra homomorphism that extends to representation homology
the natural restriction map k[Repg(a)]
G → k[Reph(a)]
W, where h ⊂ g is a Cartan subalgebra of g and W is the
associated Weyl group.
The maps (1.1) and (1.2) are particularly interesting when a is a two-dimensional abelian Lie algebra. In this
case, DRepg(a) represents the derived commuting scheme of the Lie algebra g, a higher homological extension
of the classical commuting scheme Repg(a) = {(x, y) ∈ g×g : [x, y] = 0} parametrizing the pairs of commuting
elements in g. It turns out that if a is graded, with generators having opposite parities, then H•(a, g)
G is a free
graded commutative algebra generated by the (images of) Drinfeld traces (1.1) corresponding to free polynomial
generators {P1, . . . , Pl} of the invariant algebra Sym(g∗)G. (As shown in [4], this result is equivalent to the
strong Macdonald conjecture proved in [12].) On the other hand, when both generators of a are even (e.g.,
have homological degree 0), it is conjectured in [4] (with some evidence provided) that the Harish Chandra
homomorphism Φg(a) is actually an algebra isomorphism.
In the present paper, we study the maps (1.1) and (1.2) for arbitrary DG Lie algebras. We give a general
formula for the Drinfeld trace in terms of Chern-Simons forms in a convolution DG algebra canonically attached
to the pair (a, g) (see Theorem 3.2). Our construction is inspired by an idea of Beilinson [1] who suggested
that Chern-Simons classes of canonical g-torsors on convolution algebras should give additive analogues of Borel
regulator maps2. As a consequence, we show that the composite map
(1.3) Φg(a) ◦ Trg(a) : HC
(r)
• (a)→ H•(a, g)
G → H•(a, h)
W
which we refer to as the reduced trace Trh(a), depends only on the Cartan data (h,W, P ) (provided Sym(g
∗)G is
identified with Sym(h∗)W via the Chevalley isomorphism). If a is an abelian Lie algebra (of any dimension), the
cyclic homology groups HC(r)• (a) can be expressed in terms of (algebraic) differential forms on the vector space
a, and the reduced trace Trh(a) is given by a canonical W-invariant differential operator defined on de Rham
algebra of Sym(a). We will give an explicit combinatorial formula for this operator, computing thus the higher
character maps for all symmetric algebras (see Theorem 4.2 and Examples 4.4). We should mention that this
formula plays a crucial role in [4], where it is used to verify the Harish Chandra quasi-isomorphism conjecture
for the classical Lie algebras gln, sln, so2n+1 and sp2n in the stable limit n → ∞; however, it is given in [4]
without a proof.
We now proceed with a summary of the contents of the paper. Section 2 contains preliminary material on
de Rham complexes and cyclic homology of commutative algebras and cocommutative coalgebras. Although
1We will review the construction of these maps in Section 3 below.
2In a sense, our Drinfeld trace map is Koszul dual to the ‘additive’ regulator map, the construction of which is outlined in [1],
Section A6. We will give a detailed account on Beilinson’s construction in Appendix A.
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most of this material is well known, we pay a special attention to identifications between various descriptions
of cyclic homology. In particular, Theorem 2.5 provides an explicit formula for the isomorphism between the
(reduced) cyclic homology of a symmetric algebra and its Koszul dual symmetric coalgebra. The proof of this
theorem is somewhat technical and fairly long; we give it in Appendix B.
In Section 3, after brief recollections on derived representation schemes, we prove our main result (The-
orem 3.2), expressing Drinfeld traces in terms of Chern-Simons forms. We also deduce two consequences –
Lemma 3.1 and Lemma 3.2 – which are important for our trace computations. Lemma 3.1 implies that the
reduced trace map Trh(a) depends only on h and the choice of a W-invariant polynomial on h, while Lemma 3.2
essentially reduces the computation of Trh(a) to the rank one situation.
In Section 4, we compute the reduced trace maps for any finite-dimensional abelian Lie algebra a (or equiv-
alently, for the symmetric algebra A = U(a) = Sym(a)). The main result of this section (Theorem 4.2) gives an
explicit formula for these traces in terms of a canonical differential operator acting on differential forms on A.
In Section 5, we give another application of Theorem 3.2. This relies on several results from the literature.
First, by a general formula from [3], the reduced trace maps for A = Sym(a) can be expressed in terms
of symmetrized sums of Taylor components of an A∞-quasi-isomorphism inverting the minimal resolution of
A. Applying a homological perturbation formula due to Merkulov [20], we compute these components and
transform the sums over Sn into sums over (equivalence classes of) binary trees. Comparing then the result
with Theorem 3.2 gives an interesting combinatorial identity that expresses the sums of A∞-components over
binary trees in terms of explicit Chern-Simons forms (see Corollary 5.1).
As mentioned above, our main formula for Drinfeld traces can be viewed as dual to Beilinson’s formula for
‘additive regulators’. However, in [1], Beilinson gives only a brief sketch of his construction with no explicit
formulas. In [8], Feigin elaborates on ideas of [1] focusing on current Lie algebras GM on smooth manifolds;
he proposes an interesting conjecture on the structure of cohomology of GM but still gives no explicit formula
for Beilinson’s map. An explicit formula appears in Teleman’s paper [24], where it is given simply as part of
a definition (cf. [24, (2.2)]), with no reference to [1]. We bridge this gap in Appendix A, where we provide
a detailed account of [1, Section A.6] and show, in particular, that Teleman’s formula indeed arises from
Beilinson’s construction. We also construct another natural map from Lie homology of current Lie algebras to
cyclic homology of commutative algebras and compare it to Beilinson’s one. The relation between these two
maps (cf. Theorem A.3) plays a key role in the proof of our main results in Section 3.
Finally, the second appendix – Appendix B – contains a detailed proof of Theorem 2.5. This result seems to
be new and may be of independent interest.
Notation. Throughout this paper, k denotes a base field of characteristic zero. An unadorned tensor product
⊗ stands for the tensor product over k. Unless stated otherwise, all differential graded (DG) objects are
equipped with differentials of degree −1. For a graded vector spaceW , Sym(W ) denotes the graded symmetric
algebra and Symc(W ) the graded symmetric coalgebra of W .
2. The de Rham complex and cyclic homology
In this section, we recall some basic facts on cyclic homology of commutative algebras needed for the present
paper. We also record the dual statements for cocommutative coalgebras. The only (apparently) new result in
this section is Theorem 2.5, the proof of which is given in the appendix.
2.1. The de Rham algebra of a commutative DG algebra. Let DGCAk denote the category of commutative
unital DG k-algebras with differential of degree −1. Recall that, for A ∈ DGCAk, the DG module Ω1A of Ka¨hler
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differentials of A is defined as the free DG A-module generated by the symbols da (for a ∈ A), modulo the
relations
d(δ a) = δ da , d(ab) = da.b+ a.db .
Here, δ denotes the differentials intrinsic to A and Ω1A. For a ∈ A homogeneous, da has the same homological
degree in Ω1A as a has in A.
Consider the (homologically) graded algebra SymAΩ
1
A[1]. Let d denote the (unique) degree 1 derivation
on SymAΩ
1
A[1] satisfying d(a) = da , d(da) = 0 , ∀ a ∈ A . Let δ denote the (unique) degree −1 derivation
on SymAΩ
1
A[1] induced by the differential intrinsic to A. It is easy to verify that d and δ are square 0 and
(anti)commute. Hence, (SymAΩ
1
A[1], δ, d) is an algebra object in the category of mixed complexes: we refer to
it as the mixed algebra of A. Note that k →֒ SymAΩ
1
A[1] via the unit map k →֒ A. We call the mixed complex
(SymAΩ
1
A[1]/k, δ, d) the mixed de Rham complex of A and denote it by DR
•(A).
On the other hand, A may be viewed as a cohomologically graded algebra by inverting degrees Ai = A−i. In
this case, d + δ can also be viewed as a degree +1 differential on SymAΩ
1
A[−1]. We call the cochain algebra
(SymAΩ
1
A[−1], d+ δ) the de Rham algebra of A and denote it by DR•(A).
Note that SymqA(Ω
1
A[1])
∼= ∧
q
A Ω
1
A[k]: explicitly, this isomorphism is given by
a0da1 . . . daq 7→ (−1)
|a2|+2|a3|+...+(q−1)|aq|a0da1 . . . daq .
We refer to the complex (∧qA Ω
1
A, δ) as the complex of de Rham q-forms of A and denote it by Ω
q
A. Let Ω
q
A¯
denote ΩqA when q > 0 and A/k when q = 0.
2.2. Cyclic homology of commutative DG algebras. Recall that if (M, δ, d) is a mixed complex, its cyclic
homology is the homology of the total complex CC(M) of the double complex defined by
Cp,q(M) =

Mq−p , p ≥ 00 , p < 0
The horizontal differential Cp,q(M) −→ Cp−1,q(M) is d and the vertical differential Cp,q(M) −→ Cp,q−1(M) is δ.
The following theorem relates the cyclic and de Rham homologies of a commutative DG algebra.
Theorem 2.1 ([16], Theorem 5.4.7). Assume that A ∈ DGCAk is smooth as a graded algebra. Then, HC•(A)
is canonically isomorphic to the cyclic homology of the mixed de Rham complex DR•(A).
There is a natural direct sum decomposition
CC[DR•(A)] =
⊕
i≥0
CC(i)[DR•(A)] ,
where CC(i)[DR•(A)] := ⊕2in=iΩ
2i−n
A¯
[n] is the total complex of the double complex C(i), where
C(i)p,q =

[Ω
i−p
A¯
]q−i , p ≥ 0
0 , p < 0
The horizontal differential C
(i)
p,q −→ C
(i)
p−1,q is d and the vertical differential C
(i)
p,q −→ C
(i)
p,q−1 is δ.
Proposition 2.1 ([16], Proposition 5.4.9). The isomorphism of Theorem 2.1 is compatible with Hodge decom-
positon: in other words, it induces a canonical isomorphism
HC
(i)
(A) ∼= H•(CC
(i)[DR•(A)]) .
4
Let A = (Sym(W ), δ) where W is a finite-dimensional graded k-vector space. Then, the de Rham algebra
of A is acyclic with respect to the de Rham differential. In other words, CC(i)[DR•(A)] is quasi-isomorphic to
Ωi
A¯
/dΩi−1
A¯
[i], with the quasi-isomorphism being induced by the projection
(2.1) p : CC(i)[DR•(A)] = Tot(C(i))✲✲ C
(i)
0,• = Ω
i
A¯
[i]✲✲ Ωi
A¯
/dΩi−1
A¯
[i] .
As a consequence of this and Theorem 2.1, we obtain
Theorem 2.2 ([16], Theorem 5.4.12). For A = (Sym(W ), δ), there is a canonical isomorphism
HCn(A) ∼=
⊕
i≥0
Hn−i[(Ω
i
A¯/dΩ
i−1
A¯
, δ)] .
In other words, HC•(A) is canonically isomorphic to H•[DR
•(A)/dDR•(A), δ].
Recall that the reduced cyclic homology of A is the homology of Connes’ (reduced) cyclic complex C
λ
(A).
Since A = (Sym(W ), δ) is commutative, there is a Hodge decomposition C
λ
(A) = ⊕∞i=1C
λ,(i)
(A) . The isomor-
phism in Theorem 2.2 is compatible with Hodge decompositon. To be precise, consider the antisymmetrization
map
ε : A¯⊗ Symi(A¯[1]) −→ A¯⊗ A¯[1]⊗i , a0 ⊗ a1 ∧ . . . ∧ ai 7→
∑
σ ∈ Si
(−1)f(σ,a1,...ai)(a0, aσ(1), . . . , aσ(i)) ,
where (−1)f(σ,a1,...ai) is obtained from the Koszul sign rule when permuting elements with degrees |a1| +
1, . . . , |ai|+ 1 via σ. By [16, Section 2.3.5], ε induces a map of complexes
(2.2) ε : ΩiA¯/dΩ
i−1
A¯
[i] −→ C
λ,(i)
(A) ,
which is known to be a quasi-isomorphism when A = (Sym(W ), δ). Its inverse is given by the composite map
(2.3) IHKR : C
λ,(i)
(A) →֒ C
λ
(A) ։ A⊗ A¯[1]⊗i/Im(1 − τ) ։ ΩiA¯/dΩ
i−1
A¯
[i] ,
where the last arrow is defined by (a0, . . . , ai) 7→
1
i! a0da1 . . . dai . The quasi-isomorphism (2.3) is induced by
the classical Hochschild-Kostant-Rosenberg map on Hochschild chain complex of A; we therefore call IHKR the
Hochschild-Kostant-Rosenberg map.
2.3. The de Rham coalgebra of a cocommutative DG coalgebra. We now formally dualize the con-
structions of Sections 2.1, 2.2 replacing algebras by coalgebras. Let C ∈ DGCCk. The notion of comodule
Ω1C of Ka¨hler codifferentials is dual to that of the module of Ka¨hler differentials (cf. [21, Section 4]). More
precisely, Ω1C is the set of symmetric elements in the C-bicomodule C ⊗ C/∆(C). There is a universal (degree
0) coderivation d : Ω1C −→ C , ω 7→ dω . The tensor coalgebra T
c
C(Ω
1
C [−1]) has a unique degree 1 coderivation
d such that d(ω) := dω for all ω ∈ Ω1C and d(α) = 0 for all α ∈ C . It also has a degree −1 coderivation
δ induced by the (co)differential on C. It is easy to check that d and δ are square zero and (anti)commute.
Further, both d and δ restrict to (co)differentials on SymcCΩ
1
C [−1], the largest cocommutative sub-coalgebra
of Ω1C [−1]. This makes (Sym
c
CΩ
1
C [−1], δ, d) a coalgebra object in the category of mixed complexes. Via the
counit of C, the mixed coalgebra (SymcCΩ
1
C [−1], δ, d) acquires a counit. We call the kernel of this counit the
mixed de Rham complex of C and denote it by DR•(C) and refer to (SymcCΩ
1
C [−1], δ, d) as the mixed coalgebra
of C. On the other hand, one can view d + δ as a degree −1 (co)differential on SymCΩ
1
C [1]: we refer to the
resulting cocommutative DG coalgebra as the de Rham coalgebra of C and denote it by DR•(C). The image of
SymcCΩ
1
C [−1] ∩ [Ω
1
C [−1]]
⊗Cq in [Ω1C ]
⊗Cq[−q] will be denoted by ΩqC [−q]. We refer to the complex (Ω
q
C , δ) as
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the complex of de Rham q forms of C. For C ∈ DGCCk, let Ω
q
C¯
:= ΩqC for q > 0, with Ω
0
C¯
being the kernel of
the counit from Ω0C to k.
Recall that if (M, δ, d) is a mixed complex, its negative cyclic homology is the homology of the complex
CC−(M), where CC−(M) is the total complex of the double complex C(M), where
Cp,q(M) =

Mq−p , p ≤ 00 , p > 0
The horizontal differential Cp,q(M) −→ Cp−1,q(M) is d and the vertical differential Cp,q(M) −→ Cp,q−1(M) is δ.
The next theorem is dual to Theorem 2.1.
Theorem 2.3. Let C := (Symc(W ), δ) where W is a graded k-vector space of finite (total) dimension. Then
there is a canonical isomorphism
HC•(C) ∼= H•(CC
−[DR•(C)]) .
There is a natural direct sum decomposition
CC−[DR•(C)] =
⊕
i≥0
CC−,(i)[DR•(C)] ,
where CC−,(i)DR•(C)) := ⊕2in=iΩ
2i−n
C¯
[−n] is the total complex of the double complex C(i), where
C(i)p,q =

[Ω
p+i
C¯
]q+i , p ≥ 0
0 , p < 0
The horizontal differential C
(i)
p,q −→ C
(i)
p−1,q is d and the vertical differential C
(i)
p,q −→ C
(i)
p,q−1 is δ. Dual to Proposi-
tion 2.1, we have
Proposition 2.2. The isomorphism in Theorem 2.3 is compatible with Hodge decomposition: in other words,
it induces an isomorphism
HC
(i)
• (C)
∼= H•(CC
−,(i)[DR•(C)]) , ∀ i ≥ 0 .
Note that when C = (Symc(W ), δ) where W is a finite-dimensional graded vector space, CC−,(i)(DR•(C))
is quasi-isomorphic to Ker(d : Ωi
C¯
−→ Ωi−1
C¯
)[−i]. This quasi-isomorphism is induced by the natural inclusion
ι : Ker(d : ΩiC −→ Ω
i−1
C )[−i] →֒ CC
−,(i)(DR•(C)) .
We thus obtain the following statement (which is dual to Theorem 2.2).
Theorem 2.4. There is a canonical isomorphism
HCn(C) ∼=
⊕
q≥0
Hn+q([Ker(d : Ω
q
C −→ Ω
q−1
C ), δ]) .
In other words, HC•(C) is canonically isomorphic to H•[Ker(d : DR
•(C) −→ DR•(C)), δ].
Dually to Theorem 2.2, the isomorphism in Theorem 2.4 respects Hodge decomposition. Further, HC•(C) is
the homology of Connes’ reduced complex C
λ
(C) of C. Dually to [21, Lemma 1.2], C
λ
(C) = Ω(C)♮[1] , where
Ω(C) is the cobar construction of C and R♮ := R/(k + [R,R]) for any R ∈ DGAk/k. Dually to Theorem 2.2,
the isomorphism in Theorem 2.4 is by the map
(2.4) ε : C
λ
(C)
∼
−→
⊕
i
Ker(d : Ωi(C) −→ Ωi−1(C))[−i]
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obtained by taking (graded) linear dual of (2.2) applied to E := Homk(C, k). The inverse map is given by the
(graded) dual of the Hochschild-Kostant-Rosenberg map. We refer to this last map as the co-HKR map and
denote it by IcHKR.
2.4. The mixed Hopf algebra of a vector space. In this subsection, we let A := Sym(W ) and C :=
Symc(W [1]) where W is a finite-dimensional graded vector space (with trivial differential). Note that C is
Koszul dual to A in the sense of [17]. The following lemma is easy to verify.
Lemma 2.1. Ω1C is isomorphic the cofree C-comodule cogenetared by W [1], i.e, Ω
1
C
∼= W [1]⊗k C. Under this
isomorphism, the universal coderivation d : Ω1C −→ C becomes the map
C ⊗k W [1] −→ C , v ⊗ α 7→ v · α ,
where · denotes the product in Sym(W [1]).
Let H(W ) := Sym(W ⊕W [1]), equipped with the graded Hopf algebra structure of the symmetric algebra
of the graded vector space W ⊕W [1].
Proposition 2.3. The de Rham differential d on H(W ) makes (H(W ), 0, d) a Hopf algebra object in the category
of mixed complexes. As an algebra, (H(W ), 0, d) is the mixed algebra of A. As a coalgebra, (H(W ), 0, d) is the
mixed coalgebra of C.
Proof. Indeed, as a graded coalgebra, H(W ) = Symc(W ) ⊗ Symc(W [1]). Futher, by Lemma 2.1, for any
v1, . . . , vq ∈ W and α ∈ Sym
c(W [1]), we have
dC(v1 . . . vq ⊗ α) =
∑
i
(−1)|vi|(|vi+1|+...+|vq|)(−1)|v1|+...+
ˆ|vi|+...|+|vq|v1 . . . vˆi . . . vq ⊗ s(vi)α ,
where dC is the de Rham codifferential on the mixed coalgebra of C and where s : W −→ W [1] is the operator
increasing homological degree by 1. From this, one sees that dC is equal to the de Rham differential d. It
follows that the de Rham differential is a differential of degree 1 on the graded Hopf algebra H(W ) and that
(H(W ), 0, d) viewed as a DG coalgebra is equal to the mixed coalgebra of C. This verifies the first and third
assertions in the desired proposition. The second assertion is obvious. 
Remark. By Proposition 2.3, the identity map is an isomorphism of mixed complexes between the mixed
algebra of A and the mixed coalgebra of C. However, under this isomorphism, the p-forms on A having
coefficients of polynomial degree q are identified with q-forms on C having coefficients of polynomial degree p.
Let dA denote the differential d on the mixed de Rham complex DR
•(A) of A and let dC denote the differ-
ential d on DR•(C). Combining the isomorphisms of Theorem 2.2 and Theorem 2.4 with the identifications of
Proposition 2.3, we have
Proposition 2.4. There is a natural isomorphism HC•(A)
∼
→ HC•+1(C) given by the composite map
HCn(A) ∼= [Coker(dA)]n
dA
✲ [Ker(dA)]n+1 = [Ker(dC)]n+1 ∼= HCn+1(C) .
On the other hand, for any associative algebra A ∈ Algk and any cofibrant resolution R
∼
−→ A in DGAk, there
is a quasi-isomorphism of complexes3
(2.5) T : C
λ
(A) −→ R♮
3This quasi-isomorphism is constructed in [3, Section 4.3], where it is denoted sτ ♮(θ).
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determined by a twisting cochain f : B(A) −→ R[1] whose components fn : A⊗n −→ Rn−1 are the Taylor
components of an A∞-inverse to the quasi-isomorphism R
∼
−→ A. Explicitly, (2.5) is induced on n chains by the
map (cf. [3, Theorem 4.2])
Tn : A
⊗n+1 −→ R♮ , (a0, . . . , an) 7→
∑
p∈Zn+1
(−1)nk[fn(ap, a1+p, . . . , an+p)] ,
where [f ] is the image of f ∈ R in R♮.
Now, if A = Sym(W ) and C = Symc(W [1]), we take R = Ω(C) to be the cobar construction of C, so
that R♮ = C
λ
(C)[−1]. In this case, we have the following result which refines Proposition 2.4.
Theorem 2.5. The isomorphism HC•(A)
∼
→ HC•+1(C) induced by T is given by
HC•(A)
IHKR
∼=
✲ [Coker(dA)]•
d
∼=
✲ [Ker(dC)]•+1
IcHKR
∼=
✲ HC•+1(C) ,
where IHKR and I
c
HKR are the Hochschild-Kostant-Rosenberg maps defined in Section 2.2 and Section 2.3,
respectively.
A detailed proof of Theorem 2.5 will be given in Appendix B.
3. Chern-Simons forms and Drinfeld traces
3.1. Derived representation schemes of Lie algebras. We review our basic construction of derived repre-
sentation schemes of Lie algebras and associated character maps. For details and proofs, we refer the reader to
[4], Sections 6 and 7.
3.1.1. Lie representation functor. Let g be a finite-dimensional Lie algebra over k. Given an (arbitrary) Lie
algebra a ∈ Lie Algk, we are interested in classifying the representations of a in g. The corresponding moduli
scheme Repg(a) is defined by its functor of points:
Repg(a) : Comm Algk → Sets , B 7→ HomLie(a, g(B))
that assigns to a commutative k-algebra B the set of families of representations of a in g parametrized by the
k-scheme Spec(B). The functor Repg(a) is represented by a commutative algebra ag, which has the following
canonical presentation (cf. [4, Proposition 6.1]):
(3.1) ag =
Symk(a ⊗ g
∗)
〈〈 (x ⊗ ξ∗1) · (y ⊗ ξ
∗
2)− (y ⊗ ξ
∗
1) · (x⊗ ξ
∗
2 )− [x, y]⊗ ξ
∗ 〉〉
,
where g∗ is the vector space dual to g and ξ∗ 7→ ξ∗1 ∧ ξ
∗
2 is the linear map g
∗ → ∧2g∗ dual to the Lie bracket
on g. The universal representation ̺g : a→ g(ag) is given by the natural map
a→ a⊗ g∗ ⊗ g →֒ Symk(a⊗ g
∗)⊗ g ։ ag ⊗ g = g(ag) , x 7→
∑
i
[x⊗ ξ∗i ]⊗ ξi ,
where {ξi} and {ξ∗i } are dual bases in g and g
∗. The algebra ag has a canonical augmentation ε : ag → k
induced by the zero map a⊗g∗ → 0 . Thus the assignment a 7→ ag defines a functor with values in the category
of augmented commutative algebras:
(3.2) ( – )g : Lie Algk → Comm Algk/k .
We call (3.2) the representation functor in g. Geometrically, one can think of (ag, ε) as a coordinate ring
k[Repg(a)] of the based affine scheme Repg(a), with the basepoint corresponding to the trivial representation.
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Next, observe that, for any a ∈ Lie Algk, the Lie algebra g acts naturally on ag by derivations: this action
is induced by the coadjoint action ad∗g of g and is functorial in a. We write ( – )
adg
g : Lie Algk → Comm Algk/k
for the subfunctor of ( – )g defined by taking the ad
∗
g-invariants:
aadgg := {x ∈ ag : ad
∗
ξ(x) = 0 , ∀ ξ ∈ g} .
If g is a reductive Lie algebra and G is the associated algebraic group, the algebra aadgg represents the affine
quotient scheme Repg(a)//G parametrizing the closed orbits of G in Repg(a) .
3.1.2. Derived functors. In general, the scheme Repg(a) is quite singular. One way to ‘resolve singularities’ is
to replace Repg(a) by a smooth DG scheme DRepg(a) having Repg(a) as its ‘0-th homology’. This approach
to resolution of singularities is advocated in [6], where it is applied to a number of classical moduli problems in
algebraic geometry. Our construction of DRepg(a) is more algebraic and inspired by [3]. The idea is to work
with the representation functor (3.2) (instead of the representation scheme Repg(a)) and define DRepg(a) in
terms of the derived functor of (3.2) using the ‘abstract’ homotopy theory in the category of DG Lie algebras.
In more detail, the functor (3.2) can be extended to the category of DG Lie algebras by formula (3.1):
(3.3) ( – )g : DGLAk → DGCAk/k , a 7→ ag .
It is shown in [4] that, for a fixed a ∈ DGLAk, the corresponding commutative DG algebra ag represents an affine
DG scheme parametrizing the DG Lie representations of a in g. The homotopy theories in DGLAk and DGCAk/k
are determined by the classes of weak equivalences which in both cases are taken to be the quasi-isomorphisms.
The corresponding homotopy categories Ho(DGLAk) and Ho(DGCAk/k) are thus defined by formally inverting all
morphisms in DGLAk and DGCAk/k inducing isomorphisms on homology. Now, the key point is that, although the
functor (3.3) is not homotopy invariant (it does not preserve quasi-isomorphisms and hence does not descend to
Ho(DGLAk)), it is a left Quillen functor and hence has a well-behaved left derived functor (see [4, Theorem 6.4])
L( – )g : Ho(DGLAk) −→ Ho(DGCAk/k) .
The derived functor L( – )g provides, in a precise sense, the ‘best possible’ approximation to ( – )g at the level
of homotopy categories. For a fixed DG Lie algebra a ∈ DGLAk, we then define DRepg(a) := L(a)g .
In a similar fashion, we construct a derived functor of the invariant functor ( – )adgg :
L( – )adgg : Ho(DGLAk) −→ Ho(DGCAk/k) ,
and define DRepg(a)
ad g := L(a)ad gg . Notice that we use the notation DRepg(a) and DRepg(a)
ad g for the
commutative DG algebras in Ho(DGCAk/k) representing the eponymous derived schemes (rather than for the
derived schemes themselves).
As usual, derived functors are computed by applying the original functors to appropriate resolutions. In our
case, to compute L( – )g and L( – )
ad g
g we use the cofibrant resolutions in DGLAk, which, in practice, are given
by semi-free DG Lie algebras (cf. Section 3.1.3). Thus, we have isomorphisms
DRepg(a)
∼= (Qa)g , DRepg(a)
adg ∼= (Qa)adg ,
where Qa is a(ny) cofibrant resolution of a in DGLAk.
Finally, for any DG Lie algebra a, we define the representation homology of a in g by
H•(a, g) := H•[DRepg(a)] .
This is a graded commutative k-algebra, which depends on a and g (but not on the choice of resolution of a).
If a ∈ Lie Algk is an ordinary Lie algebra, then there is an isomorphism of commutative algebras H0(a, g)
∼= ag
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which justifies the name ‘derived representation scheme’ for DRepg(a). In addition, if g is a reductive Lie
algebra, then
H•[DRepg(a)
adg] ∼= H•(a, g)
adg.
Thus, the homology of DRepg(a)
adg can be viewed as the invariant part of the representation homology of a.
3.1.3. Representation homology vs Lie (co)homology. Next, we explain how representation homology is related
to Lie cohomology. A key to this relation is a fundamental theorem of Quillen [23] that establishes a duality (an
example of Koszul duality) between the category of DG Lie algebras and the category DGCCk/k of cocommutative
co-augmented DG coalgebras. Quillen’s duality is given by a pair of adjoint functors
ΩComm : DGCCk/k ⇄ DGLAk : BLie
inducing an equivalence of the corresponding homotopy categories Ho(DGCCk/k) and Ho(DGLAk). The functor
BLie is defined by the classical Chevalley-Eilenberg complex of a DG Lie algebra BLie(a) := C(a; k) : it is a
Lie analogue of the bar construction for associative algebras. The functor ΩComm is defined by taking the free Lie
algebra of the graded vector space C¯[−1], where C¯ is the cokernel of the co-augmentation map of a coalgebra
C ∈ DGCCk/k: this is a Lie analogue of the classical cobar construction of Adams.
A DG coalgebra C ∈ DGCCk/k is said to be Koszul dual to a Lie algebra a if there is a quasi-isomorphism
ΩComm(C)
∼
→ a . Such quasi-isomorphisms is a common source of cofibrant resolutions in DGLAk. In fact, we can
choose a cofibrant resolution of a in a functorial way by taking C = BLie(a) , but it is often convenient to work
with ‘smaller’ coalgebras. The cocommutativity of C ensures that g∗(C) := g∗ ⊗ C has a natural structure
of a DG Lie coalgebra in the same way as g(B) = g ⊗ B has a natural structure of a DG Lie algebra for a
commutative algebra B. We let Cc(g∗(C¯); k) denote the Chevalley-Eilenberg complex of the Lie coalgebra g∗(C),
which is defined by a dual construction to the classical Chevalley-Eilenberg complex of the Lie algebra g(B). We
also define a relative Chevalley-Eilenberg complex Cc(g∗(C), g∗; k) for the pair of Lie coalgebras g∗(C) ։ g∗,
which is dual to the classical relative Chevalley-Eilenberg complex for the pair of Lie algebras g →֒ g(B). Note
that Cc(g∗(C¯); k) and Cc(g∗(C), g∗; k) are naturally commutative DG algebras in the same way as the classical
Chevalley-Eilenberg complexes C(g(B); k) and C(g(B), g; k) are naturally cocommutative DG coalgebras.
The next theorem is one of the main observations of [4] (see op. cit., Theorem 6.5).
Theorem 3.1. Let C ∈ DGCCk/k be Koszul dual to a ∈ DGLAk. Then there are isomorphisms in Ho(DGCAk/k):
DRepg(a)
∼= Cc(g∗(C¯); k) , DRepg(a)
ad g ∼= Cc(g∗(C), g∗; k) .
As a consequence of Theorem 3.1, we have
H•(a, g) ∼= H•(g
∗(C¯); k) , H•(a, g)
ad g ∼= H•(g
∗(C), g∗; k) .
These isomorphisms can be interpreted by saying that representation homology is Koszul dual to the classical
Lie homology of current Lie algebras.
3.1.4. Drinfeld trace maps and cyclic homology. Our next goal is to describe certain natural maps with values in
representation homology. These maps can be viewed as (derived) characters of finite-dimensional Lie represen-
tations. From now on, we assume that g is a reductive Lie algebra over k. We let I(g) := Sym(g∗)ad g denote
the space of invariant polynomials on g, and write Ir(g) ⊂ I(g) for the subspace of homogeneous polynomials
of degree r.
For a Lie algebra a and a fixed integer r ≥ 1, we define λ(r)(a) := Symr(a)/[a, Symr(a)] , which is the space
of coinvariants of the adjoint representation of a in Symr(a). Note that the vector space λ(r)(a) comes with a
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natural map a × a × . . . × a → λ(r)(a) , which is the universal symmetric ad-invariant form on a of degree r.
The assignment a 7→ λ(r)(a) defines a functor on the category of Lie algebras that naturally extends to the
category of DG Lie algebras. Theorem 7.1 of [4] implies that λ(r) has a left derived functor
Lλ(r) : Ho(DGLAk) −→ Ho(Comk) , a 7→ λ
(r)(Qa) ,
whose homology we denote by HC(r)• (a) . If a is an ordinary Lie algebra, HC
(1)
• (a) is isomorphic to the classical
(Chevalley-Eilenberg) homology H•(a, k) of a, while HC
(2)
• (a) is the Lie analogue of cyclic homology introduced
by Getzler and Kapranov in [13].
In general, for any DG Lie algebra a ∈ DGLAk, we constructed in [4] a natural isomorphism
(3.4) HC•(Ua) ∼=
∞⊕
r=1
HC(r)• (a) ,
which can be viewed as a Koszul dual of Hodge decomposition4 of the (reduced) cyclic homology of the universal
enveloping algebra of a. This isomorphism justifies the notation for the homology groups HC(r)• (a) .
Now, observe that, for any commutative algebra B, there is a natural symmetric invariant r-linear form
a(B)× a(B)× . . .× a(B)→ λ(r)(a)⊗ B on the current Lie algebra a(B). Hence, by the universal property of
λ(r), we have a canonical map
(3.5) λ(r)[a(B)] −→ λ(r)(a)⊗B .
Applying λ(r) to the universal representation ̺g : a→ g(ag) and composing with (3.5), we define
(3.6) λ(r)(a) ✲ λ(r)[g(ag)] ✲ λ
(r)(g)⊗ ag .
On the other hand, for the Lie algebra g, we have a canonical (nondegenerate) pairing
(3.7) Ir(g)× λ(r)(g)→ k
induced by the linear pairing between g∗ and g. Replacing the Lie algebra a in (3.6) by its cofibrant resolution
L
∼
։ a and using (3.7), we define the morphism of complexes
(3.8) Ir(g)⊗ λ(r)(L)
(3.6)
✲ Ir(g)⊗ λ(r)(g)⊗ Lg
(3.7)
✲ Lg .
For a fixed polynomial P ∈ Ir(g), this morphism induces a map on homology Trg(a) : HC
(r)
• (a) −→ H•(a, g) ,
which we call the Drinfeld trace associated to P . (We warn the reader that Trg(a) does depend on the choice of
P but we suppress this in our notation.) It is easy to check that the image of (3.8) is contained in the invariant
subalgebra Lad gg of Lg, hence the Drinfeld trace is actually a map
(3.9) Trg(a) : HC
(r)
• (a) −→ H•(a, g)
ad g .
We will give an explicit formula for (3.9) in Section 3.3 below.
4More precisely, (3.4) is the Hodge decomposition of cyclic homology of Ua viewed as a cocommutative coalgebra. We note that,
if a is an abelian Lie algebra, (3.4) does not coincide with the classical Hodge decomposition of the symmetric algebra Ua = Sym(a)
(cf. (4.7)).
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3.2. Chern-Simons forms. In this section, all DG algebras wil be cohomologically graded. Let A be a com-
mutative DG algebra, and let g be a finite-dimensional Lie algebra. Recall that a g-valued connection on A
is an element θ ∈ A1 ⊗ g; its curvature is given by Ω := dθ + 12 [θ, θ] in A
2 ⊗ g, and it is easy to verify that
dΩ = [Ω, θ], which is usually called the Bianchi identity.
Now, fix P ∈ Ir+1(g), a homogeneous ad-invariant polynomial of degree r + 1. Given α ∈ A⊗ Symr+1(g) ,
regard P as a linear map Symr+1(g) → k and define P (α) by applying to α the evaluation map IdA ⊗ evP :
A ⊗ Symr+1(g) −→ A . Thus, P (α) is an element of A having the same cohomological degree as α . A simple
calculation, using the Bianchi identity, shows that dP (Ωr+1) = 0 for any θ ∈ A1 ⊗ g . Thus P (Ωr+1) is a
cocycle in A of degree 2r + 2. In fact, this cocycle is always exact, and among all coboundaries representing
P (Ωr+1), one can specify a natural element TP (θ) ∈ A2r+1 called the Chern-Simons form [7]. Explicitly, this
form is defined by the formula (cf. [7, (3.1)])
TP (θ) := (r + 1)
∫ 1
0
P (θ.Ωrt )dt ,
where Ωt = tΩ+
1
2 (t
2 − t)[θ, θ] is the curvature for the family of connections θt := tθ , t ∈ [0, 1] , contracting θ
to 0. We refer to TP (θ) as the Chern-Simons form of P and θ. A classical calculation (see [7, Prop. 3.2]) gives
Proposition 3.1. d TP (θ) = P (Ωr+1).
We remark that the Chern-Simons form can be also defined directly, without integration, by the following
formula (cf. [7, (3.5)])
(3.10) TP (θ) =
r∑
i=0
AiΨi,P ,
where Ai :=
(−1)i(r+1)!r!
2i(r−i)!(r+1+i)! and Ψi,P := P (θ[θ, θ]
iΩr−i).
An example of a commutative DG algebra with g-valued connection is the Weil algebra W(g) of g. Recall
(cf. [19, Section 6.9]) that W(g) := Sym(g∗[1] ⊕ g∗[2]) ∼= ∧(g∗) ⊗ Sym(g∗), where the generators g∗ of
∧(g∗) are in cohomological degree 1 and the generators g∗ of Sym(g∗) are in cohomological degree 2. The
differential is given by the identity map on the generators of cohomological degree 1 and vanishes on the
generators of cohomological degree 2. It is therefore, easy to see that W(g) is acyclic, i.e, quasi-isomorphic
to k. The identity map g∗ −→ g∗ = W 1(g) gives a g-valued connection θW on W(g). There is a second
isomorphism W(g) ∼= ∧(g∗) ⊗ Sym(g∗) such that θW is still the identity from g∗ to the g∗ viewed as the
space of generators of g∗ and the curvature ΩW of θW is the identity map from g
∗ to the space of generators of
Sym(g∗). Thus, under this second isomorphism, the element P (Ωr+1W ) is identified with the degree 2r+2 element
P ∈ Sym(g∗) ⊂ ∧(g∗)⊗ Sym(g∗) for any P ∈ Ir+1(g). It follows from Proposition 3.1 that P = dTP (θW).
The Weil algebra is the universal commutative DG algebra with a g-valued connection. Indeed, a connection
θ on a commutative DG algebra A can be viewed as a map f vector spaces θ : g∗ −→ A1. This defines a
(characteristic) homomorphism c : W(g) −→ A by c(µ) = θ(µ), c(µˆ) = dAθ(µ) for all µ ∈ g∗. Here each µ ∈ g∗
is viewed as a degree 1 element of ∧(g∗) and µˆ := dWµ, i.e, µ viewed as a degree 2 element of Sym(g∗). Clearly,
θ = c(θW),Ω = c(ΩW), etc. From this, it follows that for any P ∈ I
r+1(g),
P (Ωr+1) = c(P ) , TP (θ) = c(TP (θW )) .
Thus, TP (θW ) is the universal Chern-Simons form.
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3.3. Main theorem. Let C := (Symc(W ), δ) be a semi-cofree, cocommutative, conilpotent coaugmented DG
coalgebra cogenerated by a finite-dimensional graded vector space W . Assume further that the corestriction of
δ to W vanishes on Symr(W ) for r ≫ 0 . Motivated by Beilinson’s construction (see Appendix A), we consider
the convolution (DG) algebra
A := Hom(DR•(C), C
c(g∗(C¯); k)) .
Note that taking bigraded linear duals5 gives an isomorphism of convolution algebras
(3.11) A ∼= AE := Hom(C(g(E¯); k),DR•(E)) ,
where E := (Sym(W ∗), δ∗). Equip A with a cohomological grading by inverting all homological degrees.
The DG algebra A has a natural g-valued connection θ ∈ A1 ⊗ g given by6
(3.12) θ(c) =
∑
α
ξ∗α(s
−1c¯)⊗ ξα ,
where {ξα} is a basis of g and {ξ∗α} is the dual basis of g
∗ and ξ∗α(c¯) := ξ
∗
α ⊗ c¯ (c¯ being the image of c in C¯).
Similarly, the curvature Ω ∈ A2 ⊗ g of the connection θ vanishes on ΩjC for all j 6= 1 and satisfies
(3.13) Ω(ω) =
∑
α
ξ∗α(s
−1dω)⊗ ξα ,
for ω ∈ Ω1C . Further, A is a commutative DG algebra, making A⊗ g a DG Lie algebra. Hence, [θ, θ] ∈ A
2⊗ g.
Thus, for any P ∈ Ir+1(g), the Chern-Simons form TP (θ) associated with θ arises as an element of A2r+1.
Recall that the map s2r increasing homological degree by 2r gives a map of graded vector spaces from
CC−,(r)[DR•(C)] to DR•(C). Dually, s
2r gives a map of graded vector spaces from DR•(E) to CC
(r)[DR•(E)].
Let θE denote the image of the connection θ of A under (3.11). It is known (see Theorem A.1) that the (shifted)
Chern-Simons form s2rTP (θE) gives a map of complexes
s2rTP (θE) : C(g(E¯); k) −→ CC
(r)[DR•(E)][1] .
Taking (bigraded) linear duals, we see that the (shifted) Chern-Simons form TP (θ)s2r gives a map of complexes
(3.14) TP (θ)s2r : CC−,(r)[DR•(C)][−1] −→ Cc(g∗(C¯); k) .
By Theorem 2.4, the inclusion
ι : Ker(d : ΩrC −→ Ω
r−1
C )[−r] →֒ CC
−,(r)[DR•(C)]
is a quasi-isomorphism. Let ε : C
λ,(r)
(C) −→ Ker(d : ΩrC −→ Ω
r−1
C )[−r] be as in (2.4). By Theorem 3.1,
(3.15) DRepg(a)
∼= Cc(g∗(C¯); k) ,
where a is the DG Lie algebra Koszul dual to C. On the other hand, recall from [4, Prop. 7.4] that
(3.16) HC•+1(C) ∼= HC•(Ua) .
[4, Prop. 7.4] further implies that the isomorphism (3.16) respects the Hodge decomposition (3.4) to give an
isomorphism
(3.17) HC
(r)
•+1(C)
∼= HC(r+1)• (a)
5EquippingW andW ∗ with weight 1 makes the coalgebras DR•(C), C(g(E¯); k) and the algebras Cc(g∗(C¯); k),DR•(E) bigraded.
While taking bigraded duals, we stick to the convention that homological degrees are inverted while weights are preserved. Thus,
DR•(C) is the bigraded dual of DR•(E), etc. (even though the differentials are not necessarily weight-preserving).
6The isomorphism (3.11) transforms θ into the connection (A.1)
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With these identifications, TP (θ)s2r can be interpeted as a map from HC(r+1)• (a) to H•(a, g).
Theorem 3.2. For any invariant polynomial P ∈ Ir+1(g), the following diagram commutes:
HC(r+1)• (a)
(3.17)
∼=
✲ HC
(r)
•+1(C)
ι◦ε
∼=
✲ H•+1(CC
−,(r)[DR•(C)])
H•(a, g)
Thm. 3.1
∼=
✲
Trg(a)
✲
H•(g
∗(C¯); k)
1
(r+1)!
TP (θ)s2r
❄
Thus, the map Trg(a) is given by the formula
Trg(a) =
1
(r + 1)!
TP (θ)s2r ,
where θ is defined in (3.12).
Proof. For brevity, we denote the maps induced on homologies by a given map of complexes by the same symbol
as that of the original map of complexes. Let L := ΩComm(C). Note that C¯[−1] →֒ L as graded k-vector spaces.
Recall from Section 3.1.4 (see [4, Sec. 7] for more details) that the Drinfeld trace was constructed as a map of
complexes
Trg(L) : λ
(r+1)(L) −→ Cc(g∗(C¯); k) .
Dually, one obtains a map of complexes
(3.18) C(g(E¯); k) −→ Symr+1(Lc(E¯)) ∩B(E)♮ , .
where B(E)♮ denotes the cocommutator subspace of the coalgebra B(E). The isomorphism
(3.19) Cλ,(r)(C)[−1] ∼= λ(r+1)(L)
inducing (3.17) on homologies is obtained by taking k-linear duals on the isomorphism
Symr+1(Lc(E¯)) ∩B(E)♮ ∼= Cλ,(r)(E)[1] ,
whose inverse is explicitly given by the map N which acts on E[1]⊗n by 1+ τ + . . .+ τn−1 where τ is the n-cycle
(0, 1, . . . , n− 1). Let ϕP denote the composite map
C(g(E¯); k)
(3.18)
✲ Symr+1(Lc(E¯)) ∩B(E)♮
∼=
✲ Cλ,(r)(E)[1] .
The composite map
Cλ,(r)(C)[−1]
(3.19)
✲ λ(r+1)(L)
Trg(L)
✲ Cc(g∗(C¯); k)
is thus equal to the map obtained by applying ϕP to E and taking (bigraded) linear duals.
It is known (see Theorem A.3) that the diagram
C(g(E¯); k)
CC(r)[DR•(E)][1]
1
(r+1)! s
2iTP (θE)
❄
ε◦p
✲ C
λ,(r)
(E)[1]
ϕP
✲
commutes on homologies, where p is as in (2.1) and ε is as in (2.2). The desired result follows immediately from
the above fact by taking bigraded linear duals. 
It is easy to verify that (for the dual statement, see Proposition A.5)
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Proposition 3.2. TP (θ)s2r ◦ ι = P (θ.Ωr)s2r.
As a consequence of Theorem 3.2 and Proposition 3.2, we have
Corollary 3.1. For any P ∈ Ir+1(g), the Drinfeld trace map Trg(a) : HC
(r+1)
• (a)→ H•(a, g)
adg is given by
(3.20) Trg(a) =
1
(r + 1)!
P (θ.Ωr)s2r ,
where θ is defined in (3.12).
We now specialize to the case g = glV and use formula (3.20) to express the derived character maps for
associative algebras.
3.4. The case of glV . Recall that, for any k-algebra A and finite-dimensional vector space V , there is a derived
scheme DRepV (A), analogous to DRepg(a), that parametrizes the representations of A in V as an associative
algebra (see [3]). There exist also natural maps
(3.21) TrV (A) : HC•(A) −→ H•(A, V )
relating the (reduced) cyclic homology of A to its representation homology H•(A, V ) := H•[DRepV (A)]. As
shown in [4], the representation homology H•(A, V ) and the character maps (3.21) can be expressed in Koszul
dual terms of Lie coalgebras. To be precise, by [4, Theorem 3.1], there is an isomorphism of algebras
(3.22) H•(A, V ) ∼= H•(gl
∗
V (C¯); k) ,
where gl∗V (C) := End(V )
∗ ⊗ C is a DG Lie coalgebra defined over a (co-associative) coalgebra C ∈ DGCk/k
Koszul dual to the algebra A. On the other hand, since the cobar construction R := Ω(C) provides a cofibrant
resolution of A in DGAk/k, by a theorem of Feigin-Tsygan, we can identify HC(A) ∼= H•[R♮], where R♮ :=
R¯/[R¯, R¯] . With these identifications, the trace map TrV (A) becomes
TrV (A) : H•[R♮]→ H•(gl
∗
V (C¯); k) .
Now, let A = Ua be the universal enveloping algebra of a Lie algebra a. In this case, the Koszul dual
coalgebra C can be chosen to be cocommutative, with L := ΩComm(C), giving a cofibrant resolution of the Lie
algebra a in DGLAk. As a result, (3.22) becomes an isomorphism (cf. [4, Prop. 6.3]):
H•(A, V ) ∼= H•(a, glV ) .
Identifying glV = End(V ), we define polynomials Tr ∈ I
q+1(glV ) by Tr(X, . . . , X) := TrV (X
q+1) , where
TrV : End(V ) → k is the usual matrix trace on V . With this choice of invariant polynomials, the direct sum
of the Drinfeld traces gives a map ⊕q≥1HC
(q)
• (a)→ H•(a, glV ), which upon isomorphism (3.4), coincides with
the trace map (3.21). By Corollary 3.1, we now conclude
(3.23) TrV (A) =
∞∑
q=0
1
(q + 1)!
Tr(θ.Ωq) s2q .
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3.5. Reduced trace maps. Unfortunately, despite its simple appearance, the trace formula (3.20) is still
inaccessible to computations. The problem is that we need to know an explicit presentation for representation
homology which is available only in a few nontrivial cases. One way to get around this problem is to restrict
the Drinfeld traces to ‘diagonal representations’ using with an appropriate (derived) version of the classical
Harish-Chandra homomorphism. The derived Harish-Chandra homomorphism plays a crucial role in [4] and we
briefly recall its construction here.
We keep the assumption that g is a finite-dimensional reductive Lie algebra. Let h be a Cartan subalgebra
of g, and let W be the corresponding Weyl group. For any Lie algebra a, the representation scheme Reph(a)
is naturally a (closed) subscheme of Repg(a). In fact, the inclusion h →֒ g induces a morphism of schemes
Reph(a)/W → Repg(a)//G , where Reph(a)/W is the quotient of Reph(a) relative to the natural action of W
on h. This yields a morphism of functors ( – )adgg → ( – )
W
h which extends to a morphism of the derived functors:
L( – )adgg → L( – )Wh . As a result, for any DG Lie algebra a, we get a canonical map of commutative DG algebras
(3.24) Φg(a) : DRepg(a)
adg → DReph(a)
W .
which we called the derived Harish-Chandra homomorphism (cf. [4, Section 7]). Explicitly, using Theorem 3.1,
we can realize Φg(a) as a morphism of complexes Cc(g∗(C), g∗; k) ։ Cc(h∗(C), h∗; k)W corresponding to the
projection g∗ ։ h∗. At the homology level, this induces a map H•(a, g)
adg → H•(a, h)W .
Now, let I(h)W := Sym(h∗)W denote the space of W-invariant polynomials on h. Recall that g∗ ։ h∗
extends to an isomorphism of algebras I(g)
∼
→ I(h)W which is called the Chevalley isomorphism for g.
Lemma 3.1. For every integer r ≥ 1, the following diagram commutes
Ir(g)⊗HC(r)• (a)
∼=
✲ Ir(h)W ⊗HC(r)• (a)
H•(a, g)
adg
Trg(a)
❄
Φg(a)
✲ H•(a, h)
W
Trh(a)
❄
Proof. Let P ∈ Ir(g) and let PW ∈ I(h)W denote the image of P under the Chevalley isomorphism. Similarly,
let θh denote the connection (3.12) on the convolution algebra Ah := Hom(DR•(C), Cc(h∗(C¯); k)) and let
Ωh denote the curvature of θh. The inclusion h →֒ g induces an inclusion Ah ⊗ Sym(h) →֒ Ah ⊗ Sym(g) of
commutative DG algebras. Clearly, for any element α ∈ Ah ⊗ Sym(h), PW(α) = P (α), where α on the right
hand side is viewed as an element of Ah ⊗ Sym(g). By (3.20),
Trh(a) =
1
r!
PW(θh.Ω
r−1
h ) , Trg(a) =
1
r!
P (θ.Ωr−1) .
It therefore suffices to verify that Φg(θ.Ω
r−1) = θh.Ω
r−1
h as elements of Ah ⊗ Sym(g). This follows from the
fact that Φg is a DG algebra homomorphism and Φg(θ) = θh, which is easy to verify by direct calculation. 
Lemma 3.1 shows that, modulo the Chevalley isomorphism, the composite map
(3.25) HC(r)• (a)
Trg(a)
−−−−→ H•(a, g)
ad g Φg(a)−−−−→ H•(a, h)
W
equals Trh(a) , which depends only on h , W and the choice of a invariant polynomial P ∈ I(h)
W but not on
the Lie algebra g. We call Trh(a) the reduced trace map. This map is more accessible than the Drinfeld trace,
since H•(a, h)
W is easy to compute in many cases.
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In fact, the computation of Trh(a) reduces to the rank one case. To be precise, let h = k be a one-dimensional
Lie algebra with a preferred basis. Denote by Tr(a) the Drinfeld trace map for a corresponding to the canonical
element in Sym(h∗) of degree r. Then, for an arbitrary h, the map Trh(a) factors through Tr(a). To see this,
choose a Koszul dual coalgebra C ∈ DGCCk/k for a, and let R := Ω(C). Then, for a given h, choose a linear
basis {ξα} ⊂ h and define a DG algebra homomorphism
ϑh : Rab −→ C
c(h∗(C¯); k)⊗ Sym(h)
by sending the canonical generators s−1c of Rab to the elements
ϑh(s
−1c) =
∑
α
ξ∗α(s
−1c)⊗ ξα ,
where {ξ∗α} ⊂ h
∗ is the dual basis to {ξα}. Note that the map ϑh thus defined is independent on the choice of basis
{ξα}. Now, for any P ∈ Ir(h)W, the evaluation at P on the second factor gives a map Cc(h∗(C¯); k)⊗Sym(h) −→
Cc(h∗(C¯); k)W. Write P (ϑh) for the composition of this map with θh:
P (ϑh) : Rab −→ C
c(h∗(C¯); k)W .
On homology, this induces a map H•(a, k) −→ H•(a, h)
W .
Lemma 3.2. For any P ∈ I(h)W, the trace map (3.25) factors as
Trh(a) = P (ϑh) ◦ Tr(a) .
Proof. Let θ0 denote θh for h := k and let Ω0 denote the curvature of θ0. By (3.20),
Tr(a) =
1
r!
[θ0.Ω
r−1
0 ] , Trh(a) =
1
r!
P (θh.Ω
r−1
h ) .
The desired result now follows from the observation that θh = ϑh(θ0). 
Example 3.1. Let h := hn be the subalgebra of diagonal matrices in gln and let W = Sn be the symmetric
group acting on hn by permuting the diagonal entries. Let Pq ∈ Iq+1(hn)Sn be the symmetric polynomial given
by the (q + 1)-th power sum. Then C(h∗(C); k)W = [R⊗nab ]
Sn , where Sn acts on R
⊗n
ab by permuting the factors.
Writing Sn[Rab] := [R
⊗n
ab ]
Sn , we see that
∑∞
q=0 Pq(ϑh) : Rab −→ S
n[Rab] is precisely the symmetrization map
Sym : Rab −→ S
n[Rab] , r 7→
n∑
i=1
(1, . . . , r, . . . , 1) ,
where r in the i-th factor is in the i-th summand. Now, let A := Ua. With the above choice of invariant
polynomials, the direct sum of the reduced Drinfeld traces Trhn(a) gives a map ⊕q≥1HC
(q)
• (a) −→ S
n[Rab], which
upon isomorphism (3.4), coincides with the trace map
Trn(A) : HC•(A) −→ S
n[H•(Rab)]
constructed in [4, Section 4]. We therefore, obtain a special case (for universal enveloping algebras) of [4, Prop.
4.2] as a consequence of Lemma 3.2. We remind the reader that, for n = 1, the reduced trace map
(3.26) Tr(A) : HC•(A) −→ H•(Rab)
coincides with the trace TrV in (3.21) for V = k.
Thus, thanks to Lemma 3.2, computing the trace map Trh(a) for any h and any invariant polynomial P ∈
I(h)W reduces to computing the map Tr(a) = Trh(a) for h being one-dimensional. In the next section, we will
given an explicit formula for Tr(a) for an arbitrary abelian Lie algebra a in terms of differential forms on Sym(a).
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4. Traces of symmetric algebras
4.1. Symmetric algebras. In this section, A := Sym(W ) will denote the symmetric algebra of a vector space
W of finite dimension N . We may think of A as the universal enveloping algebra of the Lie algebra a = W with
trivial bracket, so that the results of Section 3.4 will apply. We will write Tr(a) for a = W as Tr(A) or simply
as Tr when there is no danger of confusion.
Recall that A has a minimal cofibrant resolution R = Ω(C) given by the cobar construction of the Koszul dual
coalgebra C = Symc(W [1]). The algebra R is the tensor algebra generated by the vector space Sym(W [1])[−1],
whose elements of degree k − 1 we denote by
(4.1) λ(v1, v2, . . . , vk) := s
−1(dv1 . . . dvk) ∈ Sym
k(W [1])[−1] .
Here, dv denotes v viewed as an element of W [1]. With this notation, the differential on R satisfies
dλ(v1, v2) = −[v1, v2] ,(4.2)
dλ(v1, v2, v3) = −[v1, λ(v2, v3)]− [v2, λ(v3, v1)]− [v3, λ(v1, v2)] .(4.3)
In general, one can verify without much difficulty the following formula.
Lemma 4.1. The differential δ on the minimal resolution R of A = Sym(W ) is defined by
δλ(v1, . . . , vn) =
∑
p+q=n
1≤p≤q
(−1)p
∑
σ∈Sh(p,q)
(−1)σ
[
λ(vσ(1), . . . , vσ(p)), λ(vσ(p+1), . . . , vσ(p+q))
]
,
where Sh(p, q) denotes the set of (p, q)-shuffles. Hence, δR ⊂ [R , R].
LetRab denote the abelianization ofR. By Lemma 4.1, Rab is the graded symmetric algebra of Sym(W [1])[−1]
equipped with zero differential. Explicitly (omitting the shifts), we can write
(4.4) Rab = Sym(W )⊗ Sym(∧
2W ⊕ ∧3W ⊕ . . .⊕ ∧NW )
with understanding that the elements of ∧kW have (homological) degree k − 1.
Note that the de Rham algebra of A can be identified as Ω•A = Sym(W ⊕ sW ) = Sym(W )⊗Λ(W ) , and for
each k ≥ 1, there is a canonical (injective) map
(4.5) s−1 : ΩkA → Rab , a dv1 . . . dvk 7→ a λ(v1, . . . , vk) .
This map shifts homological degree by −1 , whence its notation.
Next, we recall that there is a canonical isomorphism (cf. Theorem 2.2)
(4.6) HC•(A) ∼= Ω
•
A/dΩ
•−1
A .
On the other hand, regarding A = Sym(W ) as the universal enveloping algebra of the abelian Lie algebra
a = W , we have the (dual) Hodge decomposition (3.4) of HC•(A). Under the isomorphism (4.6), the image of
the direct summand HC(r)• (a) in (3.4) is precisely Sym
r(W )⊗∧•(W )/d[Symr+1(W )⊗∧•−1(W )]. Thus, for the
abelian Lie algebra a = W , we have an isomorphism
(4.7) HC(r)• (a)
∼= Symr(W )⊗ ∧•(W )/d[Symr+1(W )⊗ ∧•−1(W )] .
Upon the isomorphism (3.4), the direct sum of the reduced Drinfeld traces Tr(a) : HC(r)(a) −→ Rab becomes
the reduced trace Tr(A) : HC•(A) −→ Rab in (3.26). Let ε be as in (2.2) and let T be the quasi-isomorphism
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in (2.5). By Theorem 2.5, the isomorphisms T ◦ ε , ε−1d : Ω•
A¯
/dΩ•−1
A¯
−→ H•(R♮) coincide. It follows that Tr(A)
is identified with the composite map
Ω•
A¯
/dΩ•−1
A¯
ε−1d
✲ H•(R♮)
Tr(A)
✲ Rab ,
Let ω ∈ ΩpA be a form whose polynomial coefficients are homogeneous of degree q + 1. The homological
degree of dω in DR•(C) is p+ 1. On the other hand, dω can also be viewed as an element of DR•(C), where
its homological degree is 2q + p + 1. We may therefore, suppress s2q from the notation when we apply (3.23)
to [dω] ∈ Hp+1[DR
•(C)] by reinterpreting dω as an element of DR•(C). With these conventions, (3.23)
immediately implies:
Theorem 4.1. The reduced trace map Tr(A) : Ω•
A¯
/dΩ•−1
A¯
−→ Rab is given by
(4.8) Tr(A)(ω) =
∞∑
q=0
1
(q + 1)!
[θ.Ωq](dω) .
We now illustrate Theorem 4.1 for some concrete examples.
4.2. Traces in low homological degrees. Let x1, . . . , xN be a basis for W and let dx1, . . . , dxN denote
the corresponding basis elements in W [1] (i.e, dxi := sxi). In this case, the de Rham coalgebra of C is
Symc(W [1])⊗Symc(W [2]) equipped with the de Rham differential of A, with the difference between DR•(C) and
DR•(A) being the interpretation of the generators of A as degree 2 cogenerators of DR•(C) rather than degree
0 generators of A. Let f(x1, . . . , xN ) be a homogenous polynomial of degree r in x1, . . . , xN . For notational
brevity, the element f(x1, . . . , xN )dxi1 . . . dxip of DR•(A) (which is of cohomological degree p and is in Ω
p
A)
shall continue to be denoted by f(x1, . . . , xN )dxi1 . . . dxip when viewed as an element of Ω
r
C ⊂ DR•(C) (where
its homological degree is 2r + p). Let R := Ω(C). Recall that we denote the element s−1(dv1 . . . dvp) ∈ Rab
by λ(v1, . . . , vp) for v1, . . . , vp ∈ W . In what follows, let g := gl1 = k. Choose the element 1 as the basis as
well as the dual basis of g. With these choices, (3.12) becomes
(4.9) θ(f(x1, . . . , xN )dxi1 . . . dxip ) = f(0, . . . , 0)λ(xi1 , . . . , xip) .
Similarly, (3.13) becomes
(4.10) Ω(f(x1, . . . , xN )dxi1 . . . dxip) =
{
λ(f, xi1 , . . . , xip) if f ∈W
0 if f /∈W
4.2.1. Homological degree 0. Let f(x1, . . . , xN ) be a homogenous polynomial of degree r + 1 in A. Note that
the summands of df are of the form u1 . . . urdur+1, where u1, . . . , ur+1 ∈ W . By (4.8), we need to evaluate
[θ.Ωq](u1 . . . urdur+1). Note that
∆q+1(u1 . . . urdur+1) =
∑
±uS1duT1 ⊗ . . .⊗ uSq+1duTq+1 ,
where the summation above runs over S1 ⊔ . . . ⊔ Sq+1 = {1, . . . , r} and T1 ⊔ . . . ⊔ Tq+1 = {r + 1}. Hence,
(4.11) [θ.Ωq](u1 . . . urdur+1) =
∑
±θ(uS1duT1)Ω(uS2duT2) . . .Ω(uSq+1duTq+1) .
It follows from (4.9) and (4.10) that the only summands contributing to the R.H.S of (4.11) are those for which
S1 = ∅, |S2| = . . . = |Sq+1| = 1 and T1 6= ∅. Hence, the R.H.S of (4.11) is nonzero only when q = r, in which
case it equals
r!u1 . . . ur+1 = r!ιǫ(u1 . . . urdur+1) ,
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where ιǫ denotes contraction with the Euler vector field ǫ :=
∑n
i=1 xi
∂
∂xi
. Therefore, for f homogenous in A of
degree r + 1, r ≥ 0,
(4.12) Tr(A)(f) =
1
(r + 1)!
[θ.Ωr](df) =
1
r + 1
ιǫ(df) = f .
4.2.2. Homological degree 1. Let ω =
∑N
i=1 fidxi where the coefficients fi are homogenous of degree r+1. Note
that the summands of dω are of the form u1 . . . urdur+1dur+2, where u1, . . . , ur+2 ∈ W . By (4.8), we need to
evaluate [θ.Ωq](u1 . . . urdur+1dur+2). Note that
∆q+1(u1 . . . urdur+1dur+2) =
∑
±uS1duT1 ⊗ . . .⊗ uSq+1duTq+1 ,
where the summation above runs over S1 ⊔ . . .⊔ Sq+1 = {1, . . . , r} and T1 ⊔ . . .⊔ Tq+1 = {r+1, r+2}. Hence,
(4.13) [θ.Ωq](u1 . . . urdur+1dur+2) =
∑
±θ(uS1duT1)Ω(uS2duT2) . . .Ω(uSq+1duTq+1) .
It follows from (4.9) and (4.10) that the only summands contributing to the R.H.S of (4.13) are those for which
S1 = ∅, |S2| = . . . = |Sq+1| = 1 and T1 6= ∅. Hence, the R.H.S of (4.13) is nonzero only when q = r. In this
case, the summands for which T1 = {r + 1, r + 2} contribute
r!λ(ur+1, ur+2)u1 . . . ur =: r!s
−1(u1 . . . urdur+1dur+2)
to [θ.Ωr ](u1 . . . urdur+1dur+2). The summands for which |T1| = 1 together add up to
r!(
i∑
p=1
u1 . . . uˆp . . . ur+1λ(up, ur+2)− u1 . . . uˆp . . . urur+2λ(up, ur+1)
= r!s−1(dιǫ − 2)(u1 . . . urdur+1dur+2)) .
Hence,
Tr(A)(ω) =
1
(r + 1)!
[θ.Ωr ](dω)
=
1
(r + 1)!
[r!s−1dω + r!s−1(dιǫ − 2)(dω)]
=
1
(r + 1)!
[r!s−1dω + r!s−1(dιǫ + ιǫd− 2)(dω)]
=
1
(r + 1)!
[r!s−1dω + r!s−1r(dω)]
= s−1dω .
4.2.3. Homological degree 2. Let ω =
∑
i<j fijdxidxj be a two-form whose coefficients fij are homogenous
polynomials of degree r + 1. Note that the summands of dω are of the form u1 . . . urdur+1dur+2dur+3, where
u1, . . . , ur+3 ∈ W . By (4.8), we need to evaluate [θ.Ωq](u1 . . . urdur+1dur+2dur+3). Note that
∆q+1(u1 . . . urdur+1dur+2dur+3) =
∑
±uS1duT1 ⊗ . . .⊗ uSq+1duTq+1 ,
where the summation above runs over S1 ⊔ . . . ⊔ Sq+1 = {1, . . . , r} and T1 ⊔ . . . ⊔ Tq+1 = {r + 1, r + 2, r + 3}.
Hence,
(4.14) [θ.Ωq](u1 . . . urdur+1dur+2dur+3) =
∑
±θ(uS1duT1)Ω(uS2duT2) . . .Ω(uSq+1duTq+1) .
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It follows from (4.9) and (4.10) that the only summands contributing to the R.H.S of (4.14) are those for which
S1 = ∅, |S2| = . . . = |Sq+1| = 1 and T1 6= ∅. Hence, the R.H.S of (4.14) is nonzero only when q = r. The
summands for which T1 = {r + 1, r + 2, r + 3} contribute
r!s−1(u1 . . . urdur+1dur+2dur+3)
to the R.H.S of (4.14). Similarly, the summands for which |T1| = 1 and one of |T2|, . . . , |Tr+1| is 2 add up to
r!s−1
r∑
p=1
u1 . . . uˆp . . . ur(ur+1λ(up, ur+2, ur+3)− ur+2λ(up, ur+1, ur+3) + ur+3λ(up, ur+1, ur+2))
= r!s−1(dιǫ − 3)(u1 . . . urdur+1 . . . dur+3) .
Similarly, the summands for which |T1| = 2 add up to −2r! ·D(2,2)(u1 . . . urdur+1 . . . dur+3) , where
D(2,2)(u1 . . . urdur+1 . . . dur+3) :=
−
1
2
r∑
j=1
u1 . . . uˆj . . . ur[−λ(uj , ur+1)λ(ur+2, ur+3) + λ(uj , ur+2)λ(ur+1, ur+3)− λ(uj , ur+3)λ(ur+1, ur+2)] .
Finally the summands for which |T1| = 1 and two of |T2|, . . . , |Tr+1| are 1 add up to r!Dˆ(2,2,1)(u1. . . . urdur+1 . . . dur+3)
where
Dˆ(2,2,1)(u1. . . . urdur+1 . . . dur+3) :=∑
1≤k 6=l≤r
u1 . . . uˆk . . . uˆl . . . ur[ur+3λ(uk, ur+1)λ(ul, ur+2)+ur+2λ(uk, ur+1)λ(ul, ur+3)+ur+1λ(uk, ur+2)λ(ul, ur+3)]
A direct computation shows that
(4.15) Dˆ(2,2,1) ◦ d = −(r − 1)D(2,2) ◦ d
on 2-forms with polynomial coefficients that are homogenous of degree r + 1. Hence,
Tr(A)(ω) =
1
(r + 1)!
[θ.Ωr](dω)
=
1
(r + 1)!
[r!s−1dω + r!s−1(dιǫ − 3)(dω)− 2r!D
(2,2)(dω) + r!Dˆ(2,2,1)(dω)]
=
1
(r + 1)!
[r!s−1dω + r!s−1(dιǫ + ιǫd− 3)(dω)− 2r!D
(2,2)(dω)− (r − 1)r!D(2,2)(dω)]
=
1
(r + 1)!
[r!s−1dω + r!s−1r(dω) − (r + 1)r!D(2,2)(dω)]
= s−1dω −D(2,2)(dω) .
4.3. Traces as differential operators.
4.3.1. We aim to provide a formula for reduced traces of A = Sym(W ) in arbitrary homological degree. To
this end, for each 1 ≤ p ≤ k ≤ dim(W ), let us define a linear map
(4.16) W ⊗ Λk(W )→ Λp(W )⊗ Λk+1−p(W )
by
u⊗ v1 ∧ . . .∧ vk 7→
1
p!
∑
j1<...<jp−1
(−1)
∑
js−
(p−1)(p−2)
2 (u∧ vj1 ∧ . . .∧ vjp−1) ⊗ (v1 ∧ . . .∧ vˆj1 ∧ . . .∧ vˆjp−1 ∧ . . .∧ vk)
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with convention that this is the identity map if p = 1. By duality, (4.16) gives a canonical map
(4.17) ∆
(p,k+1−p)
k : Λ
k(W )→ W ∗ ⊗ Λp(W )⊗ Λk+1−p(W ) .
Now, for any multi-index (i1, . . . , im) ∈ Nm such that i1 + . . .+ im = k +m− 1, we can construct
(4.18) ∆
(i1,...,im)
k : Λ
k(W )→ Symm−1(W ∗)⊗ Λi1(W )⊗ . . .⊗ Λim(W )
by iterating (4.17):
Λk(W )→W ∗ ⊗ Λk+1−im(W )⊗ Λim(W )→ . . .→ (W ∗)⊗m−1 ⊗ Λi1(W )⊗ . . .⊗ Λim(W )
and then projecting (W ∗)⊗m−1 ։ Symm−1(W ∗) .
Finally, interpreting the elements Sym(W ∗) as constant coefficient differential operators on Sym(W ), we
define the following differential operator on forms
(4.19)
D
(i1,...,im)
k : Sym(W )⊗Λ
kW
1⊗∆
(i1,...,im)
k−−−−−−−−−→ Sym(W )⊗Symm−1(W ∗)⊗Λi1(W )⊗ . . .⊗Λim(W )
act⊗(s−1)⊗m
−−−−−−−−−→ Rab
where act : Symm−1(W ∗)⊗Sym(W )→ Sym(W ) →֒ Rab is the action map
7 and s−1 is the embedding defined
by s−1(v1 ∧ . . . ∧ vk) := λ(v1, . . . , vk).
For example, the first order differential operator D
(p, k+1−p)
k : Ω
k(A)→ Rab is explicitly given by
(u1 . . . un) dv1 . . . dvk 7→
1
p!
n∑
i=1
(u1 . . . uˆi . . . un)
∑
j1<...<jp−1
±λ(ui, vj1 , . . . , vjp−1)λ(v1, . . . , vˆj1 , . . . , vˆjp−1 , . . . , vk) ,
where the sign ± is given by (−1)
∑
js−
(p−1)(p−2)
2 for j1 < . . . < jp−1. In particular,
D(2,2)[(u1 . . . un)dv1dv2dv3] =
1
2
n∑
i=1
(u1 . . . uˆi . . . un)[λ(ui, v1)λ(v2, v3)− λ(ui, v2)λ(v1, v3) + λ(ui, v3)λ(v1, v2)]
4.3.2. The trace formula. In general, we have
Theorem 4.2. Let ω ∈ Symr+1(W )⊗ Λl(W ) ⊂ ΩlA be a l-form with homogeneous polynomial coefficients of
degree r + 1. Then,
Tr(A)(ω) = s−1(dω) +
∑
i1+...+im=l+m
c(i1,...,im)D(i1,...,im)(dω) ,
where the sum runs over all tuples (i1, . . . , im) such that i1, . . . , im−1 ≥ 2 and im ≥ 1 adding up to l +m and
where (r + 1)c(i1,...,im) depends only on i1, . . . , im.
Proof. By (4.8),
Tr(A)(ω) =
∞∑
q=0
1
(q + 1)!
[θ.Ωq](dω) .
Note that dω is a k-linear combination of summands of the form u1 . . . urdur+1 . . . dur+l+1, where u1, . . . , ur+l+1 ∈
W . Further observe that
∆q+1(u1 . . . urdur+1 . . . dur+l+1) =
∑
±uS1duT1 ⊗ . . .⊗ uSq+1duTq+1 ,
7View Sym(W )⊗ ∧k(W ) as the module of sections of the bundle ΩkX , where X := Spec[Sym(W )]. Similarly view Rab as the
module of sections of the corresponding (homologically graded) vector bundle F on X. By construction, D
(i1,...,im)
k
can indeed be
viewed as a global section of D<mX ⊗Hom(Ω
k
X ,F), where D
<m
X is the sheaf of differential operators of order less than m on X.
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where the summation above runs over S1 ⊔ . . .⊔ Sq+1 = {1, . . . , r} and T1 ⊔ . . .⊔ Tq+1 = {r+1, . . . , r+ l+ 1}.
Hence,
(4.20) [θ.Ωq](u1 . . . urdur+1 . . . dur+l+1) =
∑
±θ(uS1duT1)Ω(uS2duT2) . . .Ω(uSq+1duTq+1) .
It follows from (4.9) and (4.10) that the only summands contributing to the R.H.S of (4.20) are those for which
S1 = ∅, |S2| = . . . = |Sq+1| = 1 and T1 6= ∅. Hence, the R.H.S of (4.20) is nonzero only when q = r.
Given any tuple (i1, . . . , im) with i1, . . . , im−1 ≥ 2 and im ≥ 1 such that i1+ . . .+ im = l+m, the summands
on the R.H.S of (4.20) with |T1| = im and m − 1 among |T2|, . . . , |Tr+1| being equal to i1, . . . im−1 contribute
r!Dˆ(i1,...,im)(u1 . . . urdur+1 . . . dur+l+1), where
Dˆ(i1,...,im)(u1 . . . urdur+1 . . . dur+l+1) =∑
(|T1|,...,|Tm|)=(im,i1−1,...,im−1−1)
T1⊔...⊔Tm={r+1,...,r+l+1}
∑
j1 6=...6=jm−1
±u1 . . . uˆj1 . . . uˆjm−1 . . . urs
−1(duT1)s
−1(duj1duT2) . . . s
−1(dujm−1duTm) .
Note that
Dˆ(i1,...,im) = cˆ(i1,...,im)D(i1,...,im) ,
where the constant cˆ(i1,...,im) depends only on (i1, . . . , im).
The summands on the R.H.S for which |T1| = l + 1 contribute r!s
−1(u1 . . . urdur+1 . . . dur+l+1). Similarly,
Dˆ(l,1)(u1 . . . urdur+1 . . . dur+l+1) =
r∑
i=1
l+1∑
j=1
(−1)j−1u1 . . . uˆi . . . urur+js
−1(duidur+1 . . . dˆur+j . . . dur+l+1)
= s−1(dιǫ − l − 1)(u1 . . . urdur+1 . . . dur+l+1) .
It follows that
1
(r + 1)!
[θ.Ωr](η) =
1
r + 1
s−1(η) +
1
r + 1
s−1(dιǫ − l − 1)(η) +
∑
i1+...+im=l+m
1
r + 1
Dˆ(i1,...,im)(η)
=
1
r + 1
s−1(η) +
1
r + 1
s−1(dιǫ − l − 1)(η) +
∑
i1+...+im=l+m
1
r + 1
cˆ(i1,...,im)D(i1,...,im)(η) ,
for any η ∈ Symr(W )⊗ Λl+1(W ) ⊂ Ωl+1A . Hence, for ω ∈ Sym
r+1(W )⊗ Λl(W ),
1
(r + 1)!
[θ.Ωr](dω) =
1
r + 1
s−1(dω) +
1
r + 1
s−1(dιǫ − l − 1)(dω) +
∑
i1+...+im=l+m
1
r + 1
cˆ(i1,...,im)D(i1,...,im)(dω)
= s−1(dω) +
∑
i1+...+im=l+m
1
r + 1
cˆ(i1,...,im)D(i1,...,im)(dω) .
This proves the desired result. 
Remark. Comparing the formula in Theorem 4.2 with the computation in Section 4.2.3 when l = 2,we see that
c(2,2) = −2r+1 and c
(2,2,1) 6= 0. However, since Dˆ(2,2,1) ◦ d = −(r − 1)D(2,2) ◦ d, the summands 1r+1Dˆ
(2,2)(dω)
and 1r+1Dˆ
(2,2,1)(dω) of Tr(A)(ω) add up to −D(2,2)(dω).
4.4. Examples. We illustrate the formulas of Section 4.2 for polynomial algebras in two and three variables.
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4.4.1. Polynomials of two variables. Let dim(W ) = 2. Choose a basis in W and identify A = k[x, y] . Then
R = k〈x, y, t〉 with deg x = deg y = 0 and deg t = 1. The differential on R is defined by δt = [x, y] , so that
t = −λ(x, y) , cf. (4.2). Section 4.2.2 says that Tr(A) : Ω1A → Rab is given by
Tr(A)[P dx+Qdy] = s−1[(Qx − Py)dxdy] = (Qx − Py)λ(x, y) = (Py −Qx) t .
This formula can also be obtained directly from the explicit formulas of [3, Ex. 4.1].
4.4.2. Polynomials of three variables. Let A = k[x, y, z]. Using the notation of [2, Ex. 6.3.2], we write the
minimal resolution of A in the form R = k〈x, y, z, ξ, θ, λ, t〉 , where deg x = deg y = deg z = 0, deg ξ = deg θ =
deg λ = 1 and deg t = 2. The differential on R is defined by
δξ = [y, z], δθ = [z, x], δλ = [x, y]; δt = [x, ξ] + [y, θ] + [z, λ]
Comparing with (4.2) we see that
ξ = λ(z, y) , θ = λ(x, z) , λ = λ(y, x) , t = λ(x, y, z) .
By Section 4.2.2, Tr(A) : Ω1A → Rab is given by
Tr(A)[P dx+Qdy +Rdz] = s−1[(Qx − Py)dxdy + (Ry −Qz)dydz + (Pz −Rx)dzdx]
= (Qx − Py)λ(x, y) + (Ry −Qz)λ(y, z) + (Pz −Rx)λ(z, x)
= (Py −Qx)λ+ (Qz −Ry) ξ + (Rx − Pz) θ .
Next, to compute Tr(A)2 we take ω ∈ Ω
2(A) in the form
ω = P dxdy +Qdydz +Rdzdx .
The trace formula in Section 4.2.3 implies (after a tedious but straightforward calculation) that
Tr[ω] = (Pz +Qx +Ry) t + (Pz +Qx +Ry)x θλ+ (Pz +Qx +Ry)y λξ + (Pz +Qx +Ry)z ξθ .
5. Reduced traces: a combinatorial description
In this section, we will give another formula for reduced trace maps of symmetric algebras in terms of binary
trees. Throughout, we will keep the notation and assumptions of the previous section.
Our starting point is Theorem 4.2 of [3] that gives a general formula for the derived character maps in
terms of Taylor components fk+1 : A
⊗(k+1) → R of an A∞-quasi-isomorphism f : A → R inverting a DG
algebra resolution of A. We apply this formula to the minimal resolution R := Ω(C) of the symmetric algebra
A = Sym(W ); as a consequence, we get the following
Proposition 5.1. The map Tr(A) : Ω•A/dΩ
•−1
A → Rab is given by the formula
(5.1) Tr(A)[a0 da1 . . . dak] =
∑
σ∈Sk+1
(−1)σ f¯k+1(aσ−1(0), aσ−1(1), . . . , aσ−1(k)) ,
where f¯k+1 : A
⊗(k+1) → R ։ Rab are the components of the A∞-morphism A
f
−→ R ։ Rab.
Proof. Tr(A) is induced by the composition T¯ : ΩkA/dΩ
k−1
A
εk−→ C
λ
k(A)
can◦T
−−−−→ Rab . Here, T is as in (2.5).
By [3, (4.21)], T¯ is given by∑
τ∈Zk+1
(−1)τ
∑
σ∈Sk
(−1)σ f¯k+1(aτ−1σ−1(0), aτ−1σ−1(1), . . . , aτ−1σ−1(k)) ,
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where σ ranges over the subgroup of permutations of {0, 1, . . . , k} preserving 0 and τ ranges over the cyclic
subgroup Zk+1 of Sk+1 generated by i 7→ i + 1. Since Sk+1 is the product of its subgroups Sk and Zk+1, the
above sum equals the right-hand side of (5.1). 
5.1. Merkulov’s construction. Let π : R
∼
։ A be a fixed semi-free resolution. Choose a linear section f1 of
π and identify A with its image in R under f1. Since R is quasi-isomorphic to A, the complex R• is acyclic in
all degrees ≥ 1. For each i ≥ 0, we fix a decomposition of Ri such that R0 = A⊕B0 and Ri = Bi⊕Li for i ≥ 1.
Here Bi = di+1(Ri+1) ⊆ Ri, and Li = si (Ri/Bi) ⊆ Ri, where si : Ri/Bi →֒ Ri is a section of the canonical
projection pi : Ri ։ Ri/Bi .
Next, we pick a homotopy h : R → R[1] between the maps IdR and f1 ◦ π satisfying hi|Li = 0, h0|A = 0 and
hi|Bi : Bi
∼
→ Li+1. One can construct the components hi : Ri → Ri+1 of h inductively:
Since d0 = 0, the equation for h0 simply is
(5.2) d1h0 = IdR − f1π .
For n ≥ 1, we have π|Rn ≡ 0. Hence hn is defined by
(5.3) dn+1hn = IdR − hn−1dn
Now, given h : R→ R[1], for i ≥ 1 we define the operations µi : R⊗i → R by
• There is no µ1 , but we formally set hµ1 := −IdR;
• µ2 : R⊗R→ R is the multiplication map µ2(a1 ⊗ a2) = a1a2 ;
• For i ≥ 2, µi is a map of degree i− 2 defined by
(5.4) µi :=
∑
s+t=i
s,t≥1
(−1)s+1µ2(hµs ⊗ hµt) .
Finally, for k ≥ 1, we define fk+1 : A⊗(k+1) → R by
(5.5) fk+1 := −hk−1 ◦ µk+1 ◦ f
⊗(k+1)
1 .
The following observation is due to Merkulov [20] (see also [18, Prop. 2.3, Lemma 2.5]).
Theorem 5.1. The maps (5.5) define an A∞-quasi-isomorphism f : A→ R inverse to π .
Remark. In general, if R is any DG algebra, the above construction also yields a (minimal) A∞ structure on
H•(R) . The corresponding higher multiplications are defined bymk := π◦µk◦f
⊗(k+1)
1 , k ≥ 2. In the case when
H•(R) = A is an ordinary algebra, the operations m3,m4, . . . are trivial for degree reasons, while m2 coincides
with the induced multiplication on A, since m2(a1, a2) = π(f1(a1)f1(a2)) = π(f1(a1))π(f1(a2)) = a1a2.
5.2. Traces and binary trees. Substituting (5.5) into formula (5.1) we get
(5.6) Tr(a0da1 . . . dak) =
∑
σ∈Sk+1
(−1)1+σ h¯k−1 µk+1
(
f1(aσ(0)), . . . , f1(aσ(k))
)
Merkulov’s construction provides us with the recursive formula (5.4) for µk+1, and hence for fk+1, in terms of
operations µi with i < k + 1 and homotopy h.
By Tk we denote the set of rooted planar binary trees with k + 1 leaves. Operation fT for a tree T ∈ Tk is
defined in the following way. First of all, we will label all the leaves and internal vertices in the following way.
Every leaf we will label by 0. After that, if a vertex v has left son with label l and right son with label r, then
we label v by l + r + 1. After that, we insert f1 into each leaf, and if a vertex v was labeled by some number
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l, we insert hl−1µ2 into v. In the very last vertex (the one that is adjacent with the root) we insert −hk−1µ2.
Then moving along the tree down to the root we can read off the map fk+1. For example, fT for the trees
T1 =
❄❄⑧⑧⑧⑧⑧
❄❄❄❄❄ T2 =
⑧⑧ ⑧⑧⑧⑧⑧
❄❄❄❄❄
will be just fT1(a0, a1, a2) = −h1µ2(f1(a0)⊗h0µ2(f1(a1)⊗ f1(a2))) = −h1(a˜0 ·h0(a˜1 · a˜2)) and fT2(a0, a1, a2) =
−h1(h0(a˜0 · a˜1) · a˜2).
There is an algorithm how to determine the sign (−1)T that corresponds to a tree T . First we label leaves
by ‘+1’. After that, for any vertex v that has left son labeled by a sign l and right son labeled by r, we label
v by l · r · (−1)s+1, where s is the number of leaves to the left from v. Then the sign of the tree (−1)T is by
definition the sign of the last vertex (the one that is adjacent with the root). For example, for the trees T1 and
T2 above we will have (−1)T1 = 1 and (−1)T2 = −1.
The construction defined above (almost) coincides with the construction given in [15, Sect. 6.4]. The only
difference is that we expanded all higher multiplications µi with i > 2.
Lemma 5.1 (cf. [15]).
(5.7) fk+1 =
∑
T∈Tk
(−1)T fT
Proof. The proof can be obtained by easy induction on the number of vertices. 
Now if we apply the result of the lemma 5.1 to the formula (5.6) we will get the following expression for the
reduced trace:
(5.8) Tr(a0da1 . . . dak) =
∑
σ∈Sk+1
(−1)σ
∑
T∈Tk
(−1)T f¯T
(
a˜σ(0), . . . , a˜σ(k)
)
.
Two labeled planar rooted binary trees (σ, T ) and (σ′, T ′) are equivalent if there exists a rooted tree isomor-
phism ϕ : T −→ T ′ that preserves the labels on leaves (labeling is given by a choice of σ ∈ Sk+1 which we think
of as labels on k + 1 leaves). Let’s denote the set of equivalence classes of pairs (σ, T ) by 〈T〉k.
For any tree T define [f ]T to be a map, obtained from fT by replacing any µ2(a ⊗ b) appearing in fT by
[a, b]. For example, if fT (a0, a1, a2) = −h1(h0(a˜0 · a˜1) · a˜2), then [f ]T = −h1[h0[a˜0, a˜1], a˜2].
Lemma 5.2.
(5.9) Tr(a0da1 . . . dak) =
∑
[σ,T ]∈〈T〉k
(−1)σ0 · (−1)T0 [ f¯ ]T0
(
a˜σ0(0), . . . , a˜σ0(k)
)
.
Here (σ0, T0) is a representative of the class [σ, T ].
Proof. Straightforward induction on the number of vertices. 
As an example, let us consider the case k = 3. There are 5 elements in T3:
T1 =
⑧ ⑧⑧⑧⑧
⑧⑧⑧⑧⑧⑧
❄❄❄❄❄❄ T2 =
❄⑧⑧⑧⑧
⑧⑧⑧⑧⑧⑧
❄❄❄❄❄❄ T3 =
⑧❄❄❄❄
⑧⑧⑧⑧⑧⑧
❄❄❄❄❄❄ T4 =
❄❄❄❄❄
⑧⑧⑧⑧⑧⑧
❄❄❄❄❄❄ T5 =
⑧ ❄⑧⑧⑧⑧⑧⑧
❄❄❄❄❄❄
Their signs are going to be (−1)T1 = −1, (−1)T2 = +1, (−1)T3 = −1, (−1)T4 = +1 and (−1)T5 = −1.
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There are 15 equivalence classes in 〈T〉3. There are 3 classes [(σ, T )] with T = T5 and σ ∈ Σ1 :=
{(0123), (0213), (0312)}. There are 12 classes [(σ, T )] with T = T4 and σ ∈ Σ2 = {(σ(0), σ(1), σ(2), σ(3)) ∈ S4 |
σ(2) < σ(3)}. So for Tr3, we will have the following explicit formula
Tr(a0da1da2da3) =
∑
σ∈Σ1
(−1)σ h¯2
[
h0[a˜σ(0), a˜σ(1)], h0[a˜σ(2), a˜σ(3)]
]
(5.10)
+
∑
σ∈Σ2
(−1)1+σ h¯2
[
a˜σ(0), h1[a˜σ(1), h0[a˜σ(2), a˜σ(3)]]
]
More explicitly,
Tr(a0da1da2da3) = h¯2 [h0[a˜0, a˜1], h0[a˜2, a˜3]]− h¯2 [h0[a˜0, a˜2], h0[a˜1, a˜3]] + h¯2 [h0[a˜0, a˜3], h0[a˜1, a˜2]]
− h¯2 [a˜0, h1 [a˜1, h0[a˜2, a˜3]]] + h¯2 [a˜0, h1 [a˜2, h0[a˜1, a˜3]]]− h¯2 [a˜0, h1 [a˜3, h0[a˜1, a˜2]]]
+ h¯2 [a˜1, h1 [a˜0, h0[a˜2, a˜3]]]− h¯2 [a˜2, h1 [a˜0, h0[a˜1, a˜3]]] + h¯2 [a˜3, h1 [a˜0, h0[a˜1, a˜2]]]
− h¯2 [a˜1, h1 [a˜2, h0[a˜0, a˜3]]] + h¯2 [a˜1, h1 [a˜3, h0[a˜0, a˜2]]]− h¯2 [a˜2, h1 [a˜3, h0[a˜0, a˜1]]]
+ h¯2 [a˜2, h1 [a˜1, h0[a˜0, a˜3]]]− h¯2 [a˜3, h1 [a˜1, h0[a˜0, a˜2]]] + h¯2 [a˜3, h1 [a˜2, h0[a˜0, a˜1]]]
By Theorem 4.1 and Lemma 5.2, we have
Corollary 5.1.
∑
[σ,T ]∈〈T〉k
(−1)σ0 · (−1)T0 [ f¯ ]T0
(
a˜σ0(0), . . . , a˜σ0(k)
)
=
∞∑
q=0
1
(q + 1)!
[θ.Ωq](da0da1 . . . dak) .
Appendix A. Chern-Simons forms, Lie and cyclic homology
We now give a detailed exposition of the construction of an additive analog of the Borel regulator map as
outlined in [1, Sec. A.6]. We then compare this map with a related construction dual to the Drinfeld traces
(see Theorem A.3 below).
A.1. The convolution algebra. Let A be a commutative DG algebra and let g be a finite-dimensional Lie
algebra. Invert degrees to turn A into a cohomologically graded DG algebra. Then, the Chevalley-Eilenberg
complex C(g(A); k) is a cocommutative (cohomologically graded) DG coalgebra. As a result, one has the
commutative DG convolution algebra
A := Hom(C(g(A); k),DR•(A)) .
Note that as cohomologically graded algebras, A ∼= ⊕i,jAi,j where
Ai,j := Hom(∧jg(A),ΩiA)[−i− j] .
Equip A with the connection θ ∈ (A0,1)1 ⊗ g ⊂ A1 ⊗ g given by the formula
(A.1) θ(ξ ⊗A) = a⊗ ξ ∈ A⊗ g , ∀ a ∈ A , ξ ∈ g .
The following proposition follows from a straightforward computation.
Proposition A.1. The curvature Ω of θ lies in the summand A1,1 ⊗ g of A2 ⊗ g. Explicitly,
Ω ∈ HomC(g(A)[1],Ω
1
A[−1]) , ξ ⊗ a 7→ da⊗ ξ .
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Similarly, the element [θ , θ] ∈ A0,2 ⊗ g is given by
[θ, θ][(ξ1 ⊗ a1) ∧ (ξ2 ⊗ a2)] = −2(−1)
|a1|a1a2 ⊗ [ξ1, ξ2] .
Proposition A.2. The element Ωn ∈ An,n ⊗ g⊗n = HomC(∧
ng(A)[n],ΩnA[−n])⊗ g
⊗n is given by
(ξ1 ⊗ a1) ∧ . . . ∧ (ξn ⊗ an) 7→
∑
σ∈Sn
da1 . . . dan ⊗ ξσ(1) ⊗ . . .⊗ ξσ(n)
Proof. By Proposition A.1, the summand of ∆(n)[(ξ1 ⊗ a1) ∧ . . . ∧ (ξn ⊗ an)] contributing to Ω⊗n ◦∆(n)[(ξ1 ⊗
a1) ∧ . . . ∧ (ξn ⊗ an)] is given by∑
σ∈Sn
(−1)f(σ,|a1|,...,|an|)(ξσ(1) ⊗ aσ(1))⊠ . . .⊠ (ξσ(n) ⊗ aσ(n)) .
Here, (−1)f(σ,|a1|,...,|an|) is the sign obtained after applying σ to a product of elements of degrees |a1| +
1, . . . , |an|+ 1 in a commutative graded algebra. By a second use of Proposition A.1,
Ωn[(ξ1 ⊗ a1) ∧ . . . ∧ (ξn ⊗ an)] =
∑
σ
(−1)f(σ,|a1|,...,|an|)daσ(1) . . . daσ(n) ⊗ ξσ(1) ⊗ . . .⊗ ξσ(n)
=
∑
σ
da1 . . . dan ⊗ ξσ(1) ⊗ . . .⊗ ξσ(n) .
This finishes the proof of the proposition. 
Proposition A.3. For any P ∈ Ir+1(g), we have
P (θ.[θ, θ]n−r.Ω2r−n)[(ξ0 ⊗ a0) ∧ . . . ∧ (ξn ⊗ an)] =
∑
σ∈Sn+1
±Aσ,P aσ(0) . . . aσ(2n−2r) daσ(2n−2r+1) . . . daσ(n)
where
Aσ,P = cn,r P (ξσ(0), [ξσ(1), ξσ(2)], . . . , [ξσ(2n−2r−1), ξσ(2n−2r)], ξ2n−2r+1, . . . , ξσ(n)) .
Here cn,r is a nonzero constant depending only on n and r, with cn,n = 1 ; the sign ± in the sum is obtained
by applying σ to a product of elements of degrees |a0|+ 1, . . . , |an|+ 1 in a commutative graded algebra.
Remark. The formula of Proposition A.3 appears in [24] as an ad hoc definition (see op.cit., (2.2)). Proposi-
tion A.3 thus explains the origin of this formula and clarifies the computations of [24].
Proof. Let βi := ξi ⊗ ai for brevity. Indeed, the component of ∆(n+1)[(ξ0 ⊗ a0) ∧ . . . ∧ (ξn ⊗ an)] in g(A) ⊠
∧2g(A)⊠n−r ⊠ g(A)⊠2r−n is given by
C′.
∑
σ∈Sn+1
±βσ(0) ⊠ βσ(1) ∧ βσ(2) ⊠ . . .⊠ βσ(2n−2r−1) ∧ βσ(2n−2r) ⊠ β2n−2r+1 ⊠ . . .⊠ βσ(n)
where C′ is a positive constant depending only on n and r. By Proposition A.1, the desired proposition follows
(with C = C′(−2)n−r). 
A.2. Lie and cyclic homology. Let P ∈ Ir+1(g). Let A, θ be as in Section A.1. Recall from (3.10)
that TP (θ) =
∑2r
n=r An−rΨn−r,P where Ψn−r,P ∈ Hom(Sym
n+1(g(A)[1]),Ω2r−nA [n− 2r]). Also recall that in
Section A.1, the original homological grading in A was inverted to give a cohomological grading for C(g(A); k)
and allow DR•(A) and A to have their natural cohomological gradings. Invert homological degrees once again
to restore the original homological grading of A, and thereby C(g(A); k). This inverts the natural cohomological
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gradings of DR•(A) and A, giving them a homological grading. Let s denote the operator increasing homological
degree by 1. Then, s2rTP (θ) ∈ ⊕2rn=rHom(Sym
n+1(g(A)[1]),Ω2r−nA [n]). Recall that
CC(r)(DR•(A)) := (⊕2rn=rΩ
2r−n
A [n], d+ δ) ,
where d : Ω2r−n−1[n−1] −→ Ω2r−n[n] is viewed as a differential with homological degree −1 that vanishes when
n = r. It follows that s2rTP (θ) gives a map of degree −1 from C(g(A); k) to CC(r)(DR•(A)).
Theorem A.1. Let A be a smooth commutative DG algebra. Then s2rTP (θ) induces a map on homologies
H•+1(g(A); k) −→ HC
(r)
• (A).
Proof. By Proposition 3.1, d(TP (θ)) = P (Ωr+1) . Hence,
2r∑
n=r
An−r[(d+ δ)Ψn−r,P +Ψn−r,P (d+ δ)] = P (Ω
r+1) .
Comparing the components of both sides in Hom(Symr+1(g(A)[1]),Ωr+1A [−r − 1]), we see that
dΨ0,P = P (Ω
r+1)(A.2)
δΨ0,P +
2r∑
n=r+1
An−r[(d+ δ)Ψn−r,P +Ψn−r,P (d+ δ)] = 0(A.3)
We now note that the left hand side of (A.3) is exactly ds2rTP (θ), provided s2rTP (θ) is viewed as a degree −1
element of Hom(C(g(A); k),CC(r)(DR•(A))): indeed, the differential of CC(r)(DR•(A)) restricted to the graded
subspace ΩrA[r] of CC
(r)(DR•(A)) is exactly δ. Hence, s2rTP (θ) gives a map of complexes from C(g(A); k)[1] to
CC(r)(DR•(A)). The induced map on homologies gives a map of graded vector spaces from H•+1(g(A); k) to
HC
(r)
• (A) as desired. 
Note that if A is a smooth augmented commutative DGA, then the connection θ restricts to a connection
on the convolution DGA Hom(C(g(A¯); k),DR•(A)). It follows that Theorem A.1 can be modified for smooth
augmented commutative DG algebras, giving
Theorem A.2. Let A be a smooth augmented commutative DG algebra. Then s2rTP (θ) induces a map on
homologies H•+1(g(A¯); k) −→ HC
(r)
• (A).
Next, we compare s2rTP (θ) with another construction of a map from H•+1(g(A¯); k) to HC
(r)
• (A) that we
give below.
A.3. From Lie to cyclic homology: the second construction. Let A be an augmented commutative DG
algebra. There is a more direct construction of a map from the Lie homology of g(A¯) to the (shifted) reduced
cyclic homology of A, which works even if A is not smooth. This construction is dual the construction of the
Drinfeld traces recalled from [4] in Section 3.1.4. We begin with the map
g(A¯)[1] ∼= A¯[1]⊗ g , ξ ⊗ a 7→ a⊗ ξ .
Precomposing this with the natural projection Symc(g(A¯)[1])։ g(A¯)[1], we obtain map of graded vector spaces
Symc(g(A¯)[1]) −→ A¯[1]⊗ g ,
which is equivalent to a map of graded vector spaces
(A.4) Symc(g(A¯)[1])⊗ g∗ −→ A¯[1] .
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Note that the Lie coalgebra structure on g∗ together with the cocommutative (conilpotent) DG coalgebra
structure on Symc(g(A¯)[1]) makes Symc(g(A¯)[1])⊗g∗ a (conilpotent) graded Lie coalgebra. It follows that (A.4)
cogenerates a morphism of graded Lie coalgebras
(A.5) Symc(g(A¯)[1])⊗ g∗ −→ Lc(A¯[1]) ,
where Lc(W ) denotes the cofree Lie coalgebra cogenerated by a graded vector space W . Equip Symc(g(A¯)[1])
with the (co)differential in C(g(A¯); k) and equip Lc(A¯[1]) with differential in Bcomm(A¯) (see [4, Section 6.2.1]).
Then we have
Lemma A.1. The map (A.5) is a map of (conilpotent) DG Lie coalgebras.
The map (A.5) therefore induces a map of cocommutative DG coalgebras
(A.6) C(g(A¯); k)⊗ Symc(g∗) −→ Symc(Lc(A¯[1])) .
There is an isomorphism of complexes Sym∗ : T c(A¯[1]) ∼= Symc(Lc(A¯[1])) dual to the symmetrization map
(where T c(A¯[1]) is equipped with the bar differential). We therefore, obtain a map of complexes
(A.7) ϕ(–, –) : C(g(A¯); k)⊗ Symc(g∗) −→ B(A) .
Let B(A)♮ denote the cocommutator subcomplex of B(A). Let Symr+1(Lc(A¯[1])) continue to denote the
image of Symr+1(Lc(A¯[1])) in B(A) under the inverse of the isomorphism Sym∗. Then, for a polynomial
P ∈ Ir+1(g),
Proposition A.4. ϕ(–, P ) gives a map of complexes
ϕP : C(g(A¯); k) −→ Sym
r+1(Lc(A¯[1])) ∩B(A)♮ ∼= C
λ,(r)
(A)[1] .
Let p : CC(r)(DR•(A))) −→ Ωr
A¯
/dΩr−1
A¯
[r] be as in (2.1). Let ε : Ωr
A¯
/dΩr−1
A¯
[r] −→ C
λ,(r)
(A) be as in (2.2) and
let πr : C
λ,(r)
(A) −→ Ωr
A¯
/dΩr−1
A¯
[r] be as in (2.3). For notational brevity, use the same symbol to denote a map
of complexes X −→ Y and the induced map X [i] −→ Y [i] for any i. Then,
Theorem A.3. Let A = (Sym(W ), δ) be augmented over k. Then, the following diagram commutes in D(k):
C(g(A¯); k)
CC(r)(DR•(A)))[1]
1
(r+1)!
s2rTP (θ)
❄
ε◦p
✲ C
λ,(r)
(A)[1]
ϕP
✲
Proof. We begin the proof with the following proposition.
Proposition A.5.
p ◦ s2rTP (θ) = s2rP (θ.Ωr)
Proof. By (3.10), TP (θ) =
∑2r
n=r An−rP (θ.[θ, θ]
n−rΩ2r−n). Note that when srTP (θ) is interpreted as a map
of graded vector spaces from C(g(A¯); k) to CC(r)(DR•(A)), the image of P (θ.[θ, θ]n−rΩ2r−n) lies in Ω2r−n[n].
It follows that p ◦ P (θ.[θ, θ]n−rΩ2r−n) = 0 for n > r. Since A0 = 1, the desired proposition follows. 
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By Proposition A.5, it suffices to verify that in D(k),
ϕP =
1
(r + 1)!
ε ◦ s2rP (θ.Ωr) .(A.8)
Further, since IHKR : C
λ,(r)
(A)[1] −→ Ωr
A¯
/dΩr−1
A¯
[r + 1] is a quasi-isomorphism inverting ε, it suffices to verify
that
(A.9) IHKR ◦ ϕ =
1
(r + 1)!
s2rP (θ.Ωr) .
Note that both sides of (A.9) are honest maps of complexes. By Proposition A.2, s2rP (θ.Ωr) vanishes on all
chains in C(g(A¯); k) that are not in Symr+1(g(A¯)[1]). Similarly, ϕP vanishes on chains in Sym
n(g(A¯)[1]) for
any n < r + 1. ϕP maps chains that are in Sym
n(g(A¯)[1]), n > r + 1 to chains in Symr+1(Lc(A¯[1])) ∩B(A)♮
that are a linear combination of summands with at least one factor in Lc,≥2(A¯[1]). Hence, IHKR ◦ ϕP vanishes
on chains that are not in Symr+1(g(A¯)[1]).
On chains that are in Symr+1(g(A)[1]), Proposition A.3 gives8:
P (θ.Ωr)((ξ0 ⊗ a0) ∧ . . . ∧ (ξr ⊗ ar)) =
∑
σ∈Sr+1
±aσ(0)daσ(1) . . . daσ(r)P (ξσ(0), . . . , ξσ(r)) .
On the other hand, by (A.6),
[(ξ0 ⊗ a0) ∧ . . . ∧ (ξr ⊗ ar)]⊗ P 7→ a0 ∧ . . . ∧ arP (ξ0, . . . , ξi) .
Thus,
ϕ(–, P ) : (ξ0 ⊗ a0) ∧ . . . ∧ (ξr ⊗ ar)7→
∑
σ∈Si+1
±aσ(0) ⊗ . . .⊗ aσ(r)P (ξσ(0), . . . , ξσ(r)) .
Recall from [21, Section 1.3] that the identification between C
λ
(A)[1] ∼= B(A)♮ is given by the operator N
which acts on A[1]⊗n by 1 + τ + . . .+ τn−1 where τ denotes the n-cycle (0, 1, . . . , n− 1). It follows that
N−1(
∑
σ∈Sr+1
±aσ(0) ⊗ . . . aσ(r)P (ξσ(0), . . . , ξσ(r))) =
1
r + 1
∑
σ∈Sr+1
±aσ(0) ⊗ . . .⊗ aσ(r)P (ξσ(0), . . . , ξσ(r))) .
Hence,
ϕP ((ξ0 ⊗ a0) ∧ . . . ∧ (ξr ⊗ ar)) =
1
r + 1
∑
σ∈Sr+1
±aσ(0) ⊗ . . .⊗ aσ(r)P (ξσ(0), . . . , ξσ(r))) .
Therefore,
IHKR ◦ ϕP ((ξ0 ⊗ a0) ∧ . . . ∧ (ξr ⊗ ar)) =
1
(r + 1)!
∑
σ∈Sr+1
±aσ(0)daσ(1) . . . daσ(r)P (ξσ(0), . . . , ξσ(r)) .
This proves the desired theorem. 
Appendix B. The HKR and co-HKR maps
In this Appendix, we present a concise proof of Theorem 2.5. As explained in Section B.5, the method used
for this proof can also be used to give a direct formula for traces of symmetric algebras from which Theorem 4.2
can be derived.
8For the rest of this proof, the sign ± in front of each summand is the sign obtained after applying σ to a product of elements
of degrees |a0|+ 1, . . . , |an|+ 1 in a commutative graded algebra.
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B.1. Recollections and notation. Let W be a finite-dimensional k-vector space. As usual, let A = Sym(W )
and let C = Symc(W [1]) be the coalgebra Koszul dual to A. Fixing a basis {x1, . . . , xN} of W , we identify A
with the polynomial algebra A = k[x1, . . . , xN ]. Let dxj := sxi, so that C is identified with the polynomial
coalgebra C ∼= k[dx1, . . . , dxN ], equipped with the un-shuffle coproduct. Hence,
DR•(A) ∼= DR•(C) ∼= k[x1, . . . , xN , dx1, . . . , dxN ]/k .
The de Rham differential then is defined in the obvious manner by setting d(xj) = dxj . Furthermore, we
denote by R = Ω(C) the minimal quasi free resolution of A as before. Concretely, R is free as a graded algebra
generated by symbols
xI := s
−1(
∏
i∈I
dxi)
for I ⊂ {1, . . . , N}, where the product is taken in lexicographic order to fix the sign. It will be convenient for
us to extend this notation also to multisets, i.e., sets with multiplicities, by declaring that xI = 0 if the multiset
I contains any symbols with multiplicity greater than one.
Furthermore, given arbitrary elements u1, . . . , uM ∈W we will use similar notation and write
uI := s
−1(
∏
i∈I
dui) and duI :=
∏
i∈I
dui
where in both cases the product is taken in the lexicographic order.
B.2. Remark on the map T . Let A1 and A2 be dg (or A∞) algebras. Recall from [14, Sec. 4] that an
A∞-morphism f : A1 −→ A2 is equivalent to a twisting cochain f : B(A1) −→ A2, where B(A1) denotes the bar
construction of A1. A twisting coahain f induces a map between cyclic bar complexes
φf : C
λ(A1) −→ C
λ(A2)
given by the formula (using cyclic indexing, i.e., −1 ≡ n etc.)
(a0, . . . , an) 7→
n∑
r=1
∑
j1+···+jr=n+1
j1∑
i=1
±(fj1(a1−i, . . . , aj1−i), fj2(aj1−i+1, . . . , aj1+j2−i), . . . , fjr (. . . , a−i)).
This formula is compatible with composition of A∞ morphisms, making C
λ(–) a functor from the category of
dg algebras with A∞ morphisms to the category of chain complexes. If we require in addition that the A∞
morphisms be unital, i.e., f1(1A1) = 1A2 and fn(. . . , 1A1 , . . . ) = 0 for n > 1, then φf descends to a map
φf : C
λ
(A1) −→ C
λ
(A2)
between reduced cyclic complexes.
In particular, let A1 = A and let A2 = R, and let θ : B(A)→ R be the twisting cochain corresponding to a
(unital) A∞ right inverse to the canonical projection R→ A. The composite map
C
λ
(A)
φθ
✲ C
λ
(R) ✲✲ R♮
is precisely the map T from (2.5). Functoriality of C
λ
(–) immediately implies the following lemma.
Lemma B.1. The map T : C
λ
(A)→ R♮ induces the same map in homology as the zigzag of quasi-isomorphisms
C
λ
(A) ✛✛ C
λ
(R) ✲✲ R♮ .
The Lemma provides us with an alternative definition of T without A∞ morphisms, and hence with another
equivalent formulation of Theorem 2.5.
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B.3. Proof of Theorem 2.5. We have the following diagram of quasi-isomorphisms:
(B.1) DR•(A)/dDR•(A) ✛
IHKR
C
λ
(A) ✛ C
λ
(R) ✲ R♮ = C
λ
(C)[1]
ε
✲ ker(dC)[1]
Here, ε is the quasi-isomorphism inverting the co-HKR map (see (2.4)). Using Lemma B.1 the statement of
Theorem 2.5 is equivalent to the assertion that the isomorphism in homology induced by (B.1) above is just
the de Rham differential. To check this, let us start with the element of DR•(A)/dDR•(A) represented by
u1u2 · · ·undun+1 · · · dun+p for elements u1, . . . , un+p ∈W .
Lemma B.2. A representative in C
λ
(R) of the homology class corresponding to α := u1u2 · · ·undun+1 · · · dun+p
is given by
(B.2)
β =
1
n!
∑
σ∈Sn
p∑
m=0
∑
f
(−1)fu{σ(1)}∪f−1(1)u{σ(2)}∪f−1(2) · · ·u{σ(n)}∪f−1(n) ⊗ uf−1(1¯) ⊗ uf−1(2¯) ⊗ · · · ⊗ uf−1(m¯),
where the sum is over maps f : {n+ 1, . . . , n+ p} → {1, . . . , n, 1¯, . . . , m¯} such that each j¯ is hit at least once.
The sign depends only on f , and is determined by the permutation of the factors duj (which are counted as odd)
appearing in a term in the above formula.
Proof. Let us first verify that the stated element indeed maps to α under the composition of the two left-most
maps in (B.1). Indeed, the only elements that survive the projection R→ A are those uI ’s with |I| = 1. In other
words, only the top summand m = p contributes, and for m = p the only allowed maps f are permutations
of {1¯, . . . , m¯}. There are p! such maps, canceling the prefactor in the definition of the Hochschild-Kostant-
Rosenberg morphism. The symmetrization 1n!
∑
σ∈Sn
is inessential and can be omitted before or after mapping
via the HKR morphism. Hence we exactly recover α as desired.
Next we have to show that β is a cocycle. We claim that, in fact, each σ-summand in (B.2) is separately
closed. This is verified by a straightforward, but tedious computation. We sketch this computation for the term
where σ is the identity. Abbreviating the first tensor factor as X to save space, the Hochschild differential of
this term is
p∑
m=0
∑
f
(−1)fδ
(
X ⊗ uf−1(1¯) ⊗ uf−1(2¯) ⊗ · · · ⊗ uf−1(m¯)
)
=
p∑
m=0
∑
f
(−1)f
(
±Xuf−1(1¯) ⊗ uf−1(2¯) ⊗ · · · ⊗ uf−1(m¯) ±X ⊗ uf−1(1¯)uf−1(2¯) ⊗ · · · ⊗ uf−1(m¯) + . . .
±X ⊗ uf−1(1¯) ⊗ uf−1(2¯) ⊗ · · · ⊗ uf−1(m−1)uf−1(m¯) ± uf−1(m¯)X ⊗ uf−1(1¯) ⊗ uf−1(2¯) ⊗ · · · ⊗ uf−1(m−1)
)
.
Note that the terms uf−1(1¯)uf−1(2¯) appearing in the above summands for some m reproduce δRuf−1(1¯) in the
summand for m − 1, where δR is the differential on R. It can alaso be seen without difficulty that the sign
before the above summands with uf−1(1¯)uf−1(2¯) coming from δR is precisely (−1)
f+|X|+|u
f−1(1¯)|+2 while the sign
on the summands with uf−1(1¯)uf−1(2¯) coming from the Hochschild differential δ is (−1)
f+|X|+|u
f−1(1¯)|+1. Thus,
the above summands with uf−1(1¯)uf−1(2¯) coming from the Hochschild differential cancel out similar summands
from δR applied to f corresponding to m− 1. A similar statement holds, of course, if we replace 1 and 2 by i
and j. Furthermore, by a similar argument, the terms X ⊗ uf−1(1¯) and uf−1(m¯)X appearing in some summand
m cancel out the terms yielding δRX for one lower m. This shows that (B.2) is indeed closed under the total
differential. 
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Under the map C
λ
(R)→ R♮ the element β above is sent to
(B.3)
1
n!
∑
σ∈Sn
∑
f
(−1)fu{σ(1)}∪f−1(1)u{σ(2)}∪f−1(2) · · ·u{σ(n)}∪f−1(n).
Here the sum is over maps f : {n + 1, . . . , n + p} → {1, . . . , n}. The corresponding element in C
λ
(C)[1] is
obtained by replacing uI ’s by the corresponding duI ’s, and putting tensor signs between factors. This gives
(B.4)
1
n!
∑
σ∈Sn
∑
f
(−1)fdu{σ(1)}∪f−1(1) ⊗ du{σ(2)}∪f−1(2) ⊗ · · · ⊗ du{σ(n)}∪f−1(n).
We need to compute the image of the above element under the map ε (see (2.4)). The map dual to ε has been
explicitly described in (2.2). In particular, all terms that have more than one non-linear tensor factor are sent
to 0 under ε. Hence, in the above sum over f we retain only maps f : {n+1, . . . , n+ p} → {1, . . . , n} that have
a single element in the image. We will assume that p > 0, leaving the simpler case of p = 0 to the reader. Then
the summands of (B.4) contributing nontrivially add up to
1
n!
∑
σ∈Sn
n∑
i=1
duσ(1)⊗· · ·⊗duσ(i)du{n+1,...,n+p}⊗· · ·⊗duσ(n) =
n
n!
∑
σ∈Sn
duσ(1)du{n+1,...,n+p}⊗duσ(2)⊗· · ·⊗duσ(n).
One can now easily verify that ε[(B.4)] =
∑n
i=1 duidun+1 · · · dun+pu1 · · · uˆi · · ·un = dα ∈ ker d . This proves
Theorem 2.5. 
B.4. Simplified trace formula. Note that we can get a formula for the trace map by just mapping the element
(B.3) of R♮ to the abelianization Rab ∼= k[xI | I ⊂ {1, . . . , N}, I 6= ∅].
Theorem B.1. The trace map Tr(A) : DR•(A)/dDR•(A)→ Rab satisfies the formula
Tr(A)(u1u2 · · ·undun+1 · · · dun+p) =
∑
f
(−1)fu{1}∪f−1(1)u{2}∪f−1(2) · · ·u{n}∪f−1(n).
where the sum is over maps f : {n+ 1, . . . , n+ p} → {1, . . . , n}.
B.5. Another proof of Theorem 4.2. For ω ∈ Symn(W )⊗∧p(W ), let F (ω) := 1(n+1)! [θ.Ω
n](ω). Explicitly,
(n + 1)!F (ω) is given by the right hand side of (4.20) (for q = n). We can directly verify that for ω ∈
Symn(W ) ⊗ ∧p(W ), the right hand side of the formula in Theorem B.1 (applied to ω) coincides with F (dω).
This gives us another route to the proof of Theorem 4.2. Indeed,
F (u1u2 · · ·undun+1 · · · dun+p) =
1
n+ 1
∑
f
±uf−1(0)u{1}∪f−1(1)u{2}∪f−1(2) · · ·u{n}∪f−1(n)
and where the sum is over all maps f : {n + 1, . . . , n + p} → {0, 1, . . . , n}. Computing F (dω) for ω =
u1u2 · · ·undun+1 · · · dun+p we obtain
F (dω) = F
(
n∑
i=1
u1 · · · uˆi · · ·unduidun+1 · · · dun+p
)
=
1
n
n∑
i=1
∑
f
±uf−1(0)u{1}∪f−1(1) · · · uˆi · · ·u{n}∪f−1(n)
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where the second sum in the second line is over maps f : {i, n + 1, . . . , n + p} → {0, 1, . . . , iˆ, . . . , n}. We will
decompose this sum according to j := f(i). In particular, we split off the j = 0-piece. This yields
F (dω) =
1
n
n∑
i=1
∑
f
±u{i}∪f−1(0)u{1}∪f−1(1) · · · uˆi · · ·u{n}∪f−1(n)
+
1
n
n∑
i,j=1
i6=j
∑
f
±uf−1(0)u{1}∪f−1(1) · · · uˆi · · ·u{j,i}∪f−1(j) · · ·u{n}∪f−1(n)
where the sums are now over maps f : {n + 1, . . . , n + p} → {0, 1, . . . , iˆ, . . . , n}. Note that the second line is
zero by antisymmetry of the summand in i and j. The first line remains and can be re-written as
F (dω) =
∑
f
±u{1}∪f−1(1)u{2}∪f−1(2) · · ·u{n}∪f−1(n)
which agrees with the formula of Theorem B.1. 
References
[1] A. A. Beilinson, Higher regulators and values of L-functions, J. Soviet Math. 30 (1985), Issue 2, 2036-2070.
[2] Yu. Berest, G. Felder and A. Ramadoss, Derived representation schemes and noncommutative geometry, Contemp. Math.
607 (2014), 113-162.
[3] Yu. Berest, G. Khachatryan and A. Ramadoss, Derived representation schemes and cyclic homology, Adv. Math. 245 (2013),
625-689.
[4] Yu. Berest, G. Felder, A. Patotski, A. C. Ramadoss and T. Willwacher, Representation homology, Lie algebra cohomology and
derived Harish-Chandra homomorphism, arXiv:1410.0043
[5] Yu. Berest and A. Ramadoss, Stable representation homology and Koszul duality, arXiv:1304.1753, J. Reine Angew. Math.
ahead of print DOI:10.1515/2014-crelle-0001
[6] I. Ciocan-Fontanine and M. Kapranov, Derived Quot schemes, Ann. Sci. ENS 34 (2001), 403–440.
[7] S. S. Chern and J. Simons, Characetristic forms and geometric invariants, Annals of Mathematics. Second Series 99 (1974)
No. 1, 48-69.
[8] B. Feigin, On the cohomology of the Lie algebra of vector fields and of the current algebra. Sel. Math. Sov. 7, (1988) 49-62.
[9] B. Feigin and B. Tsygan, Additive K-theory and crystalline cohomology, Funct. Anal. Appl. 19(2) (1985), 124-132.
[10] Y. Felix, S. Halperin and J.-C. Thomas, Differential graded algebras in topology in Handbook of Algebraic Topology, Elsevier,
1995, pp. 829–865.
[11] M. A. Farinati and A. Solotar, Extensions of cocommutative coalgebras and a Hochschild-Kostant-Rosenberg type theorem,
Comm. Algebra 29 (2001), No. 10, 4721-4758.
[12] S. Fishel, I. Grojnowski and C. Teleman, The strong Macdonald conjectures and Hodge theory on the loop Grassmannian,
Annals Math. 168 (2008), 175-220.
[13] E. Getzler and M. Kapranov, Cyclic operads and cyclic homology, Geometry, topology and physics, 167-201, Conf. Proc.
Lecture Notes Geom. Topology, IV, Intl. Press, Cambridge MA 1995.
[14] B. Keller, A-infinity algebra, modules and functor categories, Contemp. Math. 406 (2006), 67-93.
[15] M. Kontsevich and Y. Soibelman, Homological mirror symmetry and torus fibrations, in Symplectic Geometry and Mirror
Symmetry, World Sci. Publ., River Edge, NJ, 2001, pp. 203–263.
[16] J.-L. Loday, Cyclic Homology, Grundl. Math. Wiss. 301, 2nd Edition, Springer-Verlag, Berlin, 1998.
[17] J-L. Loday and B. Vallette, Algebraic Operads, Grundlehren der Mathematischen Wissenschaften 346, Springer, Heidelberg,
2012.
[18] D.-M. Lu, J. Palmieri, Q.-S. Wu and J. Zhang, A-infinity structure on Ext-algebras, J. Pure Appl. Alg. 213 (2009), 2017–2037.
[19] E. Meinrenken, Clifford algebras and Lie theory, A series of modern surveys in Mathematics, Vol. 58, Springer 2013.
[20] S. Merkulov, Strong homotopy algebras of a Ka¨hler manifold, Internat. Math. res. Notices 3 (1999) 153–164.
[21] D. Quillen, Algebra cochains and cyclic cohomology, Inst. Hautes Etudes Sci. Publ. Math. 68 (1989), 139–174.
[22] D. Quillen, Homotopical Algebra, Lecture Notes in Math. 43, Springer-Verlag, Berlin, 1967.
35
[23] D. Quillen, Rational homotopy theory, Ann. Math. 90 (1969), 205–295.
[24] C. Teleman, Some Hodge theory from Lie algebras in Motives, Polylogarithms and Hodge Theory, Int. Press Lect. Ser. 3, vol.
II, Somerville, MA, 2002, pp. 731–744.
Department of Mathematics, Cornell University, Ithaca, NY 14853-4201, USA
E-mail address: berest@math.cornell.edu
Departement Mathematik, Eidgenossische TH Zu¨rich, 8092 Zu¨rich, Switzerland
E-mail address: giovanni.felder@math.ethz.ch
Department of Mathematics, Cornell University, Ithaca, NY 14853-4201, USA
E-mail address: apatotski@math.cornell.edu
Department of Mathematics, Indiana University, Bloomington, IN 47405, USA
E-mail address: ajcramad@indiana.edu
Institut fu¨r Mathematik, Universita¨t Zu¨rich, 8057 Zu¨rich, Switzerland
E-mail address: thomas.willwacher@math.uzh.ch
36
