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Abstract
In this paper, an inverse eigenvalue problem of constructing a Jacobi matrix from its mixed-
type eigenpairs is considered. The necessary and sufficient conditions for the existence and
uniqueness of the solutions are derived. One numerical algorithm and two numerical examples
are given.
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1. Introduction
An n× n matrix J is called a Jacobi matrix if it is of the following form:
J =


a1 b1
b1 a2 b2
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. bn−1
bn−1 an

 , bi > 0, i = 1, 2, . . . , n− 1. (1)
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Throughout this paper we use ej to denote the jth column of the identity matrix
of size implied by context, Rn to denote the real n-vector space and xT to denote the
transpose of a vector x.
A Jacobi matrix inverse problem, roughly speaking, is how to determine the ele-
ment of a Jacobi matrix from mixed given data. This kind of problem has of great
value for many applications, including control theory [3,13], vibration theory [4,5]
and structural design [12]. On the study of inverse problems for Jacobi matrices,
a series of good conclusions have been made [1,2,6–8,15]. In recent years, some
new results have been obtained on the construction of a Jacobi matrix. For exam-
ple, Construct a Jacobi matrix with its spectrum and a submatrix [9], Construct a
Jacobi matrix with its defective eigenpairs and a principal submatrix [10], and The
mixed-type inverse eigenvalue problems of normal Jacobi matrices [11]. However,
the problem on construct a Jacobi matrix with its mixed-type eigenpairs has not
been considered yet. In this paper, we will discuss this problem. The problem is as
follows.
Problem A. Finding a Jacobi matrix J of size n such that for a given integer
0 < k < n, real scalars λ,µ1, and µ2 and vectors x = (x1, x2, . . . , xn)T ∈ Rn, y1 =
(y1, y2, . . . , yk)
T ∈ Rk , and y2 = (yk+1, yk+2, . . . , yn)T ∈ Rn−k , we have
J =

 J1 bkeke
T
1
bke1e
T
k J2
k n− k

 k
n− k, (2)
Jx = λx, Jiyi = µiyi , i = 1, 2. (3)
When k = 0 or k = n, Problem A is transformed into the inverse eigenvalue prob-
lems studied in [14,16] and references therein. So, in this paper, we only consider the
case 0 < k < n.
In Section 2, the necessary and sufficient conditions for existence and uniqueness
of the solutions are derived. One numerical algorithm and two numerical examples
are given in Section 3.
2. The solvability conditions of Problem A
In order to prove our main results, we first introduce the following lemma.
Lemma 1 [4]. Let vector x = (x1, x2, . . . , xn)T ∈ Rn be an eigenvector correspond-
ing to the eigenvalue λ of a n× n Jacobi matrix J. Then
(i) x1xn /= 0.
(ii) If xi = 0, then xi−1xi+1 /= 0 for all i = 2, 3, . . . , n− 1.
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For convenience of discussion in the later context, define b0 = bn = x0 = xn+1 =
y0 = yn+1 = 0, and let
di =
i∑
j=1
xjyj , Di =
∣∣∣∣xi xi+1yi yi+1
∣∣∣∣ , i = 1, 2, . . . , n, (4)
N1 = {2, 3, . . . , k − 1}, N2 = {k + 1, k + 2, . . . , n− 1}. (5)
The following two theorem is the main results in this section.
Theorem 1. Problem A has a unique solution if and only if the following conditions
are satisfied:
(i) Di /= 0, (µ1 − λ)di/Di > 0 for i = 1, 2, . . . , k − 1.
(ii) Di /= 0, (λ− µ2)(dn − di)/Di > 0 for i = k + 1, k + 2, . . . , n− 1.
(iii) ykyk+1 /= 0.
(iv) If xkxk+1 /= 0, then (λ− µ1)dk/(xk+1yk) = (λ− µ2)(dn − dk)/(xkyk+1) > 0.
If xk = 0, then xk−1xk+1 < 0 and dn = dk.
If xk+1 = 0, then xkxk+2 < 0 and dk = 0.
Proof. We first prove the sufficiency. Notice that b0 = bn = x0 = xn+1 = y0 =
yn+1 = 0, Equations Jx = λx and Jiyi = µiyi (i = 1, 2) may rewrite as
aixi + bixi+1 = λxi − bi−1xi−1, i = 1, 2, . . . , k − 1, (6)
aiyi + biyi+1 = µ1yi − bi−1yi−1, i = 1, 2, . . . , k − 1, (7)
akxk + bkxk+1 = λxk − bk−1xk−1, (8)
akyk = µ1yk − bk−1yk−1, (9)
bkxk + ak+1xk+1 = λxk+1 − bk+1xk+2, (10)
ak+1yk+1 = µ2yk+1 − bk+1yk+2, (11)
bixi + ai+1xi+1 = λxi+1 − bi+1xi+2, i = k + 1, k + 2, . . . , n− 1, (12)
biyi + ai+1yi+1 = µ2yi+1 − bi+1yi+2, i = k + 1, k + 2, . . . , n− 1. (13)
Combining Eqs. (6) and (7) and eliminating ai , we have
biDi = (µ1 − λ)di, i = 1, 2, . . . , k − 1. (14)
Since condition (i) is satisfied, we have from (14) that
bi = (µ1 − λ)di/Di > 0, i = 1, 2, . . . , k − 1. (15)
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Since Di /= 0 imply that not both xi and yi are equal to zero. From Eqs. (6) and (7),
we have
ai =
{
λ− (bi−1xi−1 + bixi+1)/xi, xi /= 0,
µ1 − (bi−1yi−1 + biyi+1)/yi, xi = 0, i = 1, 2, . . . , k − 1, (16)
and it is easy to verify that two of the formulae in (16) have the same value, that is,
ai exists and is unique.
Combining Eqs. (12) and (13) and eliminating ai+1, we have
biDi = (λ− µ2)(dn − di), i = k + 1, k + 2, . . . , n− 1. (17)
Since condition (ii) is satisfied, we have from (17) that
bi = (λ− µ1)(dn − di)/Di > 0, i = k + 1, k + 2, . . . , n− 1. (18)
Again Di /= 0 imply that not both xi+1 and yi+1 are equal to zero. From Eqs. (12)
and (13), we have
ai+1 =
{
λ− (bixi + bi+1xi+2)/xi+1, xi+1 /= 0,
µ2 − (biyi + bi+1yi+2)/yi+1, xi+1 = 0,
i = k + 1, k + 2, . . . , n− 1, (19)
and two of the formulae in (19) have the same value, that is, ai+1 exists and is unique.
Since ykyk+1 /= 0, then yk /= 0 and yk+1 /= 0. If xkxk+1 /= 0, using (4) and the
result (14) for i = k − 1 to Eqs. (8) and (9), we have{
bk = (λ− µ1)dk/(xk+1yk),
ak = µ1 − bk−1yk−1/yk, (20)
and using (4) and the result (17) for i = k + 1 to Eqs. (10) and (11), we have{
bk = (λ− µ2)(dn − dk)/(xkyk+1),
ak+1 = µ2 − bk+1yk+2/yk+1. (21)
Notice that (λ−µ1)dk/(xk+1yk) = (λ−µ2)(dn − dk)/(xkyk+1) > 0, and bk−1 >
0 and bk+1 > 0 are unique, we know from (20) and (21) that ak , ak+1 and bk > 0
exist and are unique.
If xk = 0, by xk−1xk+1 < 0 and bk−1 > 0 is unique, we have from Eq. (8) that
bk > 0 exists and is unique. And by yk /= 0 and bk−1 > 0 is unique, we have from
Eq. (9) that ak exists and is unique. Applying dn = dk and the result (17) for i =
k + 1 to Eqs. (10) and (11), we have ak+1 = λ− bk+1xk+2/xk+1 = µ2 − bk+1yk+2/
yk+1, that is, ak+1 exists and is unique.
If xk+1 = 0, by xkxk+2 < 0 and bk+1 > 0 is unique, we have from Eq. (10) that
bk > 0 exists and is unique. And by yk+1 /= 0 and bk+1 > 0 is unique, we have
from Eq. (11) that ak+1 exists and is unique. Applying dk = 0 and the result (14) for
i = k − 1 to Eqs. (8) and (9), we have ak = λ− bk−1xk−1/xk = µ1 − bk−1yk−1/yk ,
that is, ak exists and is unique.
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We now prove the necessity. Assume that Problem A has a unique solution J such
that Eqs. (2) and (3) are satisfied, then Eqs. (6)–(13) has a unique solution.
Using the theory of the linear equations, conditions (i) and (ii) immediately get
from Eqs. (6), (7), (12) and (13) have a unique solution, and bi > 0 for all i =
1, 2, . . . , k − 1, k + 1, . . . , n− 1.
Since Jiyi = µiyi (i = 1, 2), then yk /= 0 and yk+1 /= 0 from Lemma 1. If
xkxk+1 /= 0, by Eqs. (8)–(11) has a unique solution and bk > 0, it is easy to verify
that (λ− µ1)dk/(xk+1yk) = (λ− µ2)(dn − dk)/(xkyk+1) > 0.
If xk = 0, we have xk−1 /= 0 and xk+1 /= 0 from Lemma 1. Since Eq. (8) has a
unique solution, bk > 0 and bk−1 > 0, we have xk−1xk+1 < 0. Notice that
xk+1yk+1 /= 0, the result (17) for i = k + 1, and ak+1 exists and is unique, we have
dn = dk from Eqs. (10) and (11).
If xk+1 = 0, we have xk /= 0 and xk+2 /= 0 from Lemma 1. Since Eq. (10) has a
unique solution, bk > 0 and bk+1 > 0, we have xkxk+2 < 0. Notice that xkyk /= 0,
the result (14) for i = k − 1, and ak exists and is unique, we get dk = 0 from Eqs.
(8) and (9). 
Theorem 2. Problem A has a solution if and only if the following conditions are
satisfied:
(i) D1 /= 0, (µ1 − λ)d1/D1 > 0; Dn−1 /= 0, (λ− µ2)(dn − dn−1)/Dn−1 > 0.
(ii) For i ∈ N1, if Di /= 0, then (µ1 − λ) di/Di > 0, and if Di = 0, then di = 0,
moreover, when xi = 0, then
xi−1xi+1 < 0 and
∣∣∣∣xi−1 xi+1yi−1 yi+1
∣∣∣∣ = 0.
For i ∈ N2, if Di /= 0, then (λ− µ2)(dn − di)/Di > 0, and if Di = 0, then
dn = di, moreover, when xi+1 = 0, then
xixi+2 < 0 and
∣∣∣∣xi xi+2yi yi+2
∣∣∣∣ = 0.
(iii) ykyk+1 /= 0.
(iv) If xkxk+1 /= 0, then (λ− µ1)dk/(xk+1yk)= (λ− µ2)(dn − dk)/(xkyk+1) > 0.
If xk = 0, then xk−1xk+1 < 0, dn = dk.
If xk+1 = 0, then xkxk+2 < 0, dk = 0.
Proof. Sufficiency. Since D1 /= 0 and (µ1 − λ) d1/D1 > 0 are held, then a1 and
b1 > 0 exist from Eqs. (6) and (7). Since Dn−1 /= 0 and (λ− µ2)(dn − dn−1)/
Dn−1 > 0 are held, then an and bn−1 > 0 exist from Eqs. (12) and (13).
For i ∈ N1, whether Di = 0 or not, (14) is satisfied from Eqs. (6) and (7). Thus, if
Di /= 0, we have from (µ1 − λ)di/Di > 0 that bi > 0 exist, and bi can be expressed
as (15). Once bi determined, we can determine ai by (16), and two of the formulae
in (16) have the same value.
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If Di = 0, that is, xiyi+1 − xi+1yi = 0, using (4) and condition (ii), we have∣∣∣∣xi λxi − bi−1xi−1yi µ1yi − bi−1yi−1
∣∣∣∣ = (µ1 − λ)di = 0. (22)
In this case, if xi /= 0, then∣∣∣∣ λxi − bi−1xi−1 xi+1µ1yi − bi−1yi−1 yi+1
∣∣∣∣ = (λ− µ1)dixi+1/xi = 0, (23)
(22) and (23) imply that Eqs. (6) and (7) has a solution, i.e., ai and bi > 0 exist,
and bi can be chosen as any positive numbers. If xi = 0, by xi−1xi+1 < 0, we obtain
xi+1 /= 0. Furthermore by Di = xiyi+1 − xi+1yi = 0 and xi+1 /= 0, we get yi = 0.
So Eqs. (6) and (7) are transformed into the following form:{
xi+1bi = −xi−1bi−1,
yi+1bi = −yi−1bi−1. (24)
Using xi−1yi+1 − xi+1yi−1 = 0, xi−1xi+1 < 0 and bi−1 > 0 to Eq. (24), there exists
a unique bi > 0, and in this case ai can be chosen as any real numbers.
For i ∈ N2, whether Di = 0 or not, (17) is satisfied from Eqs. (12) and (13). Thus,
if Di /= 0, we have from (λ− µ2)(dn − di)/Di > 0 that bi > 0 exist, and bi can be
expressed as (18). Once bi is determined, we can determine ai+1 by (19), and two of
the formulae in (19) have the same value.
If Di = 0, that is, xiyi+1 − xi+1yi = 0, using (4) and condition (ii), we have∣∣∣∣ λxi+1 − bi+1xi+2 xi+1µ2yi+1 − bi+1yi+2 yi+1
∣∣∣∣ = (λ− µ2)(dn − di) = 0. (25)
In this case, if xi+1 /= 0, then∣∣∣∣xi λxi+1 − bi+1xi+2yi µ2yi+1 − bi+1yi+2
∣∣∣∣ = (λ− µ2)(dn − di)xi/xi+1 = 0. (26)
(25) and (26) imply that Eqs. (12) and (13) has a solution, i.e., ai+1 and bi exist,
and bi can be chosen as any positive numbers. If xi+1 = 0, by xixi+2 < 0, we have
xi /= 0. Furthermore by Di = xiyi+1 − xi+1yi = 0 and xi /= 0, we get yi+1 = 0. So
Eqs. (12) and (13) are transformed into the following form:
{
bixi = −bi+1xi+2,
biyi = −bi+1yi+2. (27)
Again using xiyi+2 − xi+2yi = 0, xixi+2 < 0 and bi+1 > 0 to Eq. (27), there exists
a unique bi > 0, and in this case ai+1 can be chosen as any real numbers.
If the conditions (iii) and (iv) are satisfied, similar to the proof of the sufficiency
of Theorem 1, we can verify that ak, ak+1 and bk > 0 exist and are unique.
Necessity. Assume Problem A has a solution J such that Eqs. (2) and (3) are
satisfied, we have x1xn /= 0, y1yk /= 0 and yk+1yn /= 0 from Lemma 1. Hence d1 =
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x1y1 /= 0, dn − dn−1 = xnyn /= 0 and ykyk+1 /= 0. Furthermore, by the results (14)
for i = 1 and (17) for i = n− 1, b1 > 0 and bn−1 > 0, we immediately get condition
(i) is satisfied.
Problem A has a solution J, that is, Eqs. (6)–(13) has a solution.
For i ∈ N1, if Di /= 0, we have (µ1 − λ)di/Di > 0 from bi > 0 and the result
(14), and if Di = 0, we have di = 0. Furthermore, if Di = 0 and xi = 0, then xi−1 /=
0, xi+1 /= 0 and yi = 0, else we will obtain x1 = 0 or Di /= 0, and this is contrary
to x1 /= 0 or Di = 0. And so Eqs. (6) and (7) are transformed into Eqs. (24). Since
Eqs. (24) has a solution, bi−1 > 0 and bi > 0, we have
xi−1xi+1 < 0,
∣∣∣∣xi−1 xi+1yi−1 yi+1
∣∣∣∣ = 0.
For i ∈ N2, if Di /= 0, we have (λ− µ2)(dn − di)/Di > 0 from bi > 0 and the
result (17), and if Di = 0, we have dn = dk . Moreover, if Di = 0 and xi+1 = 0, then
xi /= 0, xi+2 /= 0 and yi+1 = 0. And so Eqs. (12) and (13) are transformed into Eqs.
(27). Since Eqs. (27) have a solution, bi > 0 and bi+1 > 0, we have
xixi+2 < 0,
∣∣∣∣xi xi+2yi yi+2
∣∣∣∣ = 0.
Since Eqs. (10) and (11) have a solution and bk > 0, similar to the proof of the
necessity of the Theorem 1, we can prove that condition (iv) is satisfied. 
3. Numerical methods and examples
The process of the proof of Theorems 1 and 2 provides us with a recipe for finding
the solution of Problem A if it exists. In summary, the method is as follows:
Step 1. If ykyk+1 /= 0, go to Step 2; else, Problem A has no solution.
Step 2. Let b0 = bn = x0 = y0 = xn+1 = yn+1 = 0.
Step 3. Compute Di, di (i = 1, 2, . . . , n) by (4).
Step 4. For i = 1, 2, . . . , k − 1
If Di /= 0, (µ1 − λ)di/Di > 0, compute ai and bi by (15) and (16), respectively.
If Di = 0, di = 0 and xi /= 0, saving Eqs. (6) and (7), and make bi > 0.
If Di = 0, di = 0, xi−1xi+1 < 0 and∣∣∣∣xi−1 xi+1yi−1 yi+1
∣∣∣∣ = 0,
compute bi = −xi−1bi−1/xi+1, with ai be any real numbers; else, Problem A has
no solution.
Step 5. For i = k + 1, k + 2, . . . , n− 1
If Di /= 0 and (λ− µ2)(dn − di)/Di > 0, compute ai+1, bi by (18) and (19),
respectively.
If Di = 0, di = 0 and xi+1 /= 0, saving Eqs. (12) and (13), and make bi > 0.
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If Di = 0, di = 0, xi+1 = 0, xixi+2 < 0 and∣∣∣∣xi xi+2yi yi+2
∣∣∣∣ = 0,
compute bi = −xi+2bi+1/xi , with ai+1 be any numbers; else, Problem A has no
solution.
Step 6. If xkxk+1 /= 0 and (λ− µ1)dk/(xk+1yk) = (λ− µ2)(dn − dk)/(xkyk+1) >
0, compute bk = (λ− µ1)dk/(xk+1yk).
If xk = 0 and dn = dk , compute bk = −bk−1xk−1/xk+1.
If xk+1 = 0 and dk = 0, compute bk = −bk+1xk+2/xk , and ak = µ1 − bk−1yk−1/
yk , ak+1 = µ2 − bk+1yk+2/yk+1; else, Problem A has no solution.
Using the above compute steps for solving Problem A, we give two examples here
to illustrate that the results obtained in this paper are correct.
Example 1. Given three real numbers λ = 3, µ1 = 1, µ2 = 2, and three vectors
x = (1, 2, 2, 1, 2,−3,−5)T, y1 = (2,−2,−1, 1.5)T, y2 = (1.5, 2,−2.3)T. Finding
a Jacobi matrix J of size 7 such that
J =
(
J1 b4e4e
T
1
b4e1e
T
4 J2
)
,
Jx = λx, J1y1 = µ1y1, J2y2 = µ2y2.
It is easy to verify that these given numbers satisfy the conditions of the Theo-
rem 1. After calculating on the microcomputer through making program, we have a
unique Jacobi matrix J as follow:
J =


1.6667 0.6667
0.6667 0.6667 2.0000
2.0000 0.0000 2.0000
2.0000 2.3333 1.6667
1.6667 −12.6667 11.0000
11.0000 11.4477 0.6811
0.6811 2.5917


.
Example 2. Given three real numbers λ = 3, µ1 = 1, µ2 = 4, and three vectors
x = (1, 1, 2, 1, 0,−3, 2)T, y1 = (2,−2,−4, 1.5, 1.5)T, y2 = (2, 3)T. Finding Jacobi
matrix J of size 7 such that
J =
(
J1 b5e5eT1
b5e1eT5 J2
)
,
Jx = λx, J1y1 = µ1y1, J2y2 = µ2y2.
These given numbers satisfy the conditions of Theorem 2. By a direct computa-
tion, we get all Jacobi matrices J of size 7 as follow:
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J =


2 1
1 2 − 2c c
c 1.857143 − 0.5c 2.285714
2.285714 −1.571429 8.666667
8.666667 −7.666667 2.888889
2.888889 3.307693 0.461539
0.461539 3.692309


,
where c is any positive number.
4. Conclusions
In this paper concerns the problem of finding a Jacobi matrix of size n such that
for a given integer 0 < k < n, real scalars λ,µ1, and µ2, and vectors x, y1, and y2
of appropriate dimensions we have
J =
(
J1 bkeke
T
1
bke1e
T
k J2
)
,
Jx = λx, Jiyi = µiyi (i = 1, 2).
The necessary and sufficient conditions for Problem has a unique solution are pre-
sented in Theorem 1, and for Problem has a solution are given in Theorem 2. The
algorithm for finding the solution of Problem is provided according to the process of
the proof of Theorems 1 and 2.
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