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ABSTRACT
In this paper, we propose a novel image denoising algorithm
using collaborative support-agnostic sparse reconstruction.
An observed image is first divided into patches. Similarly
structured patches are grouped together to be utilized for col-
laborative processing. In the proposed collaborative schemes,
similar patches are assumed to share the same support taps.
For sparse reconstruction, the likelihood of a tap being active
in a patch is computed and refined through a collaboration
process with other similar patches in the same group. This
provides very good patch support estimation, hence enhanc-
ing the quality of image restoration. Performance compar-
isons with state-of-the-art algorithms, in terms of SSIM and
PSNR, demonstrate the superiority of the proposed algorithm.
Index Terms— collaborative estimation, image denois-
ing, patch similarity, PSNR, sparse reconstruction, SSIM.
1. INTRODUCTION
Image denoising algorithms aim at restoring image informa-
tion from recorded version contaminated by noise. The noise
is generally assumed to be signal independent zero mean ad-
ditive white Gaussian. Over the past few decades, this prob-
lem has been extensively studied and the field has witnessed
a continuous growth resulting in a number of highly effective
image denoising algorithms.
The majority of these algorithms exploit a basic, yet effec-
tive, patch-based approach. These algorithms can be broadly
classified into two categories of spatial and transform domain
methods. The algorithms in the category of spatial-domain
methods operate directly on the image pixels. A number of
spatial-domain algorithms have been proposed showing per-
formance improvement for a variety of denoising scenarios
(see [1–3]). The NL-means algorithm [4] is one of the most
popular spatial-domain algorithms. This algorithm replaces
each pixel by a weighted average of all other pixels. The
weights are calculated based on the similarity in the neigh-
borhood of each pixel with that of the reference pixel.
On the other hand, transform-domain algorithms perform
denoising through thresholding of the weak coefficients in
some transformed domain [5–10]. In particular, a sparse rep-
resentation of the image over a given dictionary is utilized to
identify the noise components. Typically, compressed sensing
(CS) algorithms are applied to recover the sparse coefficients
(see [11–15]). One of the important denoising algorithms be-
longing to the transform-domain category is the K-SVD [16],
which adapts a highly overcomplete dictionary computed via
some prior training process. Unfortunately, this process im-
pairs the computational flexibility of this algorithm.
Other denoising approaches combine more than one de-
noising methodology (see e.g., [17–20]), imposing additional
computational burden. For example, BM3D [21] takes ad-
vantage of both the spatial and transform-domain techniques
by grouping similar image blocks in 3D arrays and applying
collaborative filtering in the transform domain. In general,
state-of-the-art algorithms are capable of denoising images
with high precision. However, in some instances, these al-
gorithms tend to produce over-smoothed images where im-
portant information like edges and textural details are lost.
In this paper, we propose a novel image denoising al-
gorithm based on collaborative CS in a sparse transform
domain. The proposed algorithm is named collaborative
support-agnostic recovery (CSAR). In the proposed algo-
rithm, the sparse coefficients of an image patch are com-
puted and refined via collaboration with similarly structured
patches. This collaboration process in computing the supports
of the patches results in a more accurate sparse representa-
tion of these patches, hence producing an enhanced image
denoising performance. The proposed algorithm also lends
itself well to computationally-simple implementation, as will
be demonstrated in the following sections of this paper.
2. THE PROPOSED COLLABORATIVE
SUPPORT-AGNOSTIC RECOVERY (CSAR)
Let X ∈ RR×C be an image matrix. We aim to estimate the
latent image matrix X from its noisy observations Y
Y = X+W, (1)
where, W represents the noise matrix whose entries are i.i.d.
random variables drawn from a Gaussian distribution with
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zero mean and variance σ2w. To find the estimated and de-
noised image X̂, we use the following three main steps.
2.1. Formation and grouping of image patches
We formN×N square patches around each pixel in the image
whereN is selected to be an odd number.1 Further, to accom-
modate the border pixels, we pad the image borders with bN2 c
pixels. This results in a total number of K = RC patches as
Yk = Xk +Wk, ∀k ∈ K. (2)
where K = {1, 2, . . . ,K}. Note that for computational con-
venience, we represent patches in (2) in vectorized form and
use the resulting notation in the rest of the paper. So we have
y˜k = x˜k + w˜k, ∀k ∈ K. (3)
where y˜k, x˜k and w˜k,∀k are vectors of length N2.
The next step is to group each patch with similar patches
as shown in stage 1 of Fig. 1. The aim is to group all patches
with similar underlying image structure irrespective of their
intensity levels. Importantly, this intensity-invariant grouping
requires normalization of the image patches as follows
yk = η(y˜k) =
{
y˜k
‖y˜k‖ , ‖y˜k‖ 6= 0
y˜k, otherwise
, ∀k ∈ K, (4)
where η(·) represents the normalization operator and yk is the
normalized version of y˜k. As a result, we have
yk = xk +wk, ∀k ∈ K. (5)
Thus patch yk and those among all other patches that lie
within a distance of, say , from yk are grouped together. We
call these the neighbors of the kth patch i.e., yk. Thus
Nk = {i : d(yk,yi) ≤ }, ∀k ∈ K (6)
denotes a set of indices of all neighbors of patch k and the
index k itself. Here d(·) could be any feasible distance mea-
sure, such as the Euclidean distance. Note that by virtue of
the definition above, the set of neighbors need not be spatial
neighbors and the set of neighbors Nk,∀k ∈ K are not dis-
joint. The upshot of such grouping is that it yields a higher
number of neighbors for each patch which is beneficial for our
collaborative approach as described in the following section.
2.2. Collaborative Denoising
It is a well-known fact that images are sparse in the wavelet
domain. We use this property to find sparse representation of
each patch as follows
yk = Ahk +wk, ∀k ∈ K (7)
1Our algorithm applies to the general case where patches could be rect-
angular or even linear. However, for simplicity and convenience we focus on
the special case of square patches in this paper.
where A ∈ RN2×M , M  N2 is an overcomplete wavelet
dictionary. Moreover, hk ∈ RM is the sparse representation
of xk i.e., xk = Ahk. Let ĥk represent an estimate of the
sparse vector obtained through a sparse recovery algorithm
and let Sk be its support set. Note that in an ideal scenario
Sk = Si,∀i ∈ Nk should hold true for all k ∈ K. This
observation motivates us to use the sparse representation of
patches to devise a collaborative denoising method. How-
ever, note that in reality the supports may not match exactly
asNk is a function of a non-zero  as well as wk. The thresh-
old  could be selected such that it guarantees high similarity
among the group members. However, the perturbations due
to noise would remain and result in a disagreement among the
supports of similar patches. Here we would like to stress that
this disagreement is a blessing in disguise. Given sufficiently
small , most of the outliers Vk =
⋃
i∈Nk Si\
⋂
i∈Nk Si in the
support are there, with high probability, due to noise. This
helps us identify and take care of the noise-causing compo-
nents in the estimate ĥk. One naive approach could be to
eliminate the non-zero components of ĥk located at Vk and
use the resulting sparse vector to form an estimate x̂k = Aĥk.
However, this could result in destroying useful information
especially in high noise cases as some legitimate non-zero lo-
cations could be mistaken for noise-causing components. In
view of this, we resort to a much moderate approach.
In this approach, we utilize active probabilities of the non-
zero locations of hk. The idea is that similar patches will have
similar support and the legitimate non-zero locations among
these will have high active probabilities. Thus we propose
that collaboration among patches take place in the sparse do-
main as shown in stage 2 of Fig. 1. Specifically, for the kth
Fig. 1. Flowchart of proposed CSAR denoising algorithm
patch, let λk ∈ RM represents the vector of active probabili-
ties for the estimate ĥk. We compute the weighted average
λ′k =
1
Nk
∑
j∈Nk
αj,kλj , ∀k ∈ K (8)
as an estimate of the active probability vector of clean hk.
The weighting factor
αj,k ∝ 1
d(yj ,yk)
, j 6= k. (9)
This simple process allows us to gracefully downgrade the
contribution of solitary active taps while preserving the val-
ues for locations that are common to most of the patches in
Nk. Moreover, by virtue of the law of large numbers, we ex-
pect that (8) will result in a good estimate especially because
|Nk| is large due to the intensity-invariant grouping approach.
The derived clean λ′k is a valuable piece of information which
approximates the a priori information about the active loca-
tions of true or clean sparse representation of the kth patch
xk. This a priori information could be provided to a sparse
recovery algorithm, as shown in stage 2 of Fig. 1, to find an
estimate of true hk (let us call it h¯k) and thus an estimate of
true (and denoised) kth patch which we denote as x̂k
x̂k =
{
η−1(Ah¯k) = Ah¯k‖y˜k‖ ‖y˜k‖ 6= 0
η−1(Ah¯k) = Ah¯k otherwise
, ∀k ∈ K.
(10)
2.3. Formation of final denoised image
As described in Sec. 2.1, we form overlapping patches. As
a result each image pixel is present in N2 patches and there-
fore has as many estimated values. In order to reconstruct
the denoised image X̂, we simply average the N2 estimates
of each pixel. In this way, the final image formation adds an-
other level of averaging out impurities. Lastly, we average the
denoising results using L different odd patch sizes, stage 3 of
Fig. 1, that significantly improves the denoising performance.
3. SPARSE RECOVERY ALGORITHM SELECTION
Our denoising algorithm requires estimation of sparse vectors
ĥk and h¯k. Several sparse recovery algorithms exist. How-
ever, we need to be careful in our selection. Specifically, the
nature of our problem dictates that such algorithm should:
• not pose strict conditions on the dictionary matrix A,
• be able to estimate parameters such as sparsity and vari-
ance of unknown vectors if not provided,
• be invariant to the distribution of unknown, and
• be capable of utilizing any available a priori info.
Many algorithms exist that offer these features. However,
very few have all of the mentioned attributes. Among these
algorithms, we are specially interested in SABMP [22] as it is
capable of MMSE estimation even if the distribution of the
unknown vector is not available. Moreover, the algorithm
provides active probabilities along with the estimated sparse
vector which is what our denoising algorithm benefits from.
4. COMPUTATIONAL COMPLEXITY OF OUR
IMAGE DENOISING ALGORITHM
The computational complexity of the proposed denoising
approach is dominated by the computational complexity of
the sparse recovery algorithm, which fortunately has a low
computational complexity as compared to many similar al-
gorithms. Given the dimensions of our problem, the com-
putational complexity of estimating one hk through SABMP
is of order O(MN2P ) where P is the expected number of
non-zeros (usually a very small number). Finally, for all K
patches and L iterations for different patch sizes, the com-
plexity will scale to an order of O(KLMN2P ).
5. SIMULATION RESULTS AND DISCUSSIONS
In this section, we compare the proposed algorithm with two
state-of-the-art algorithms, namely, NL-means [4] and BM3D
[21]. Comparisons with NL-means and BM3D validate the
superior performance of CSAR and prove that our algorithm
is even robust to situations where these cannot perform well.
For the experiments, we used various grayscale standard
test images. For a more challenging competition, an SNR
range including very high noise levels were used providing
higher chances of confusing signal components with noise.
The entries of dictionary were derived from wavelet as well
as DCT basis. Square patch sizes of 3, 5, 7 and 9, i.e., L = 4,
were used and the denoising results were averaged.
Fig. 2 compares the performance of denoising the peppers
image by proposed CSAR with BM3D and NL-means algo-
rithms. The peppers image is specifically selected for its de-
tailed rich nature making the comparison more interesting. It
is obvious that the proposed algorithm outperforms the other
two algorithms across the considered SNR range. Apart from
outperforming in terms of PSNR, the SSIM performance of
CSAR is also much better than other competing algorithms.
The comparison of denoising Cameraman is provided in
Fig. 3. This experimental results taken at SNR = 5 dB depict
that our algorithm outperforms state-of-the-art algorithms.
Another comparison of Mandrill at SNR = 0 dB and 5 dB is
Fig. 2. PSNR and SSIM comparison of Peppers image
Fig. 3. Left to right: original and noisy Cameraman, denoised by: NL-means, BM3D and CSAR at SNRdB /σ = 5/33
Fig. 4. Left to right: original Mandrill, denoised by BM3D and CSAR at SNRdB /σ = 0/58 and 5/33
SNR [dB] / σ Cameraman Lena Barbara House Peppers Living Room Boat
-5/103 CSAR 14.88/0.12 16.61/0.26 15.20/0.22 16.79/0.17 16.07/0.24 17.70/0.25 17.34/0.22BM3D 14.73/0.10 16.37/0.19 14.87/0.11 16.07/0.11 15.80/0.14 16.64/0.14 16.95/0.09
0/58 CSAR 16.57/0.24 19.32/0.50 16.99/0.43 19.29/0.32 18.06/0.44 19.81/0.45 19.49/0.41BM3D 16.57/0.22 18.94/0.43 16.86/0.34 19.26/0.28 17.60/0.35 18.60/0.29 17.97/0.24
5/33 CSAR 18.02/0.42 24.95/0.77 21.13/0.75 24.39/0.50 21.86/0.72 23.24/0.74 21.97/0.67BM3D 17.59/0.40 23.91/0.71 20.55/0.67 22.98/0.48 20.68/0.61 21.21/0.58 19.68/0.50
10/18 CSAR 22.60/0.58 26.90/0.87 27.34/0.92 30.34/0.60 26.78/0.87 32.46/0.91 24.06/0.86BM3D 22.32/0.57 25.04/0.86 26.40/0.88 28.37/0.60 24.53/0.81 29.24/0.86 22.47/0.76
15/10 CSAR 27.45/0.71 28.97/0.91 35.22/0.97 37.78/0.70 32.47/0.94 36.92/0.96 25.53/0.94BM3D 27.07/0.71 27.45/0.90 31.84/0.95 36.12/0.67 29.93/0.91 32.86/0.93 24.50/0.89
20/6 CSAR 33.55/0.83 33.03/0.94 39.84/0.98 42.25/0.78 38.68/0.97 41.55/0.98 26.80/0.97BM3D 31.84/0.79 32.33/0.92 35.49/0.97 39.34/0.73 32.87/0.96 36.79/0.97 25.45/0.94
25/3 CSAR 39.78/0.91 33.91/0.96 44.55/0.99 46.70/0.85 43.09/0.99 46.27/0.99 28.12/0.98BM3D 37.08/0.87 33.01/0.94 39.49/0.98 42.82/0.79 36.97/0.98 41.01/0.98 27.30/0.97
Table 1. Comparison of denoising grayscale images using CSAR and BM3D both in terms of PSNR [dB] and SSIM
illustrated in Fig. 4. These figures emphasize the importance
of preserving feature rich portions, as done by CSAR, which
are more likely to get destroyed in the presence of noise.
Specifically, we show in Fig. 3 that our results are not
blurred at high noise of SNR = 5 dB, while in Fig. 4 we show
that we are good at preserving the details. For instance in Fig.
4, note that the face details are blurred out both at SNR = 0
and 5 dB in BM3D but exist in CSAR denoised image. This
degradation due to blurring or removal of feature rich compo-
nents can have critical consequences e.g. detecting tumors in
bio-medical applications, that can be life threatening if detec-
tions go wrong. Detailed results are provided in Table 1 for
a number of test images widely used in the denoising litera-
ture. These extensive results demonstrate the superiority and
efficacy of our approach over images of different types.
Further, the results of proposed CSAR algorithm and
the competing BM3D algorithm were compared over a large
number of standard test images using a wide range of noise
levels. For this purpose, we show all the original standard test
images in Fig. 5 used for the extensive simulations. The noisy
and the resulting denoised images using BM3D and proposed
CSAR algorithms are shown in Fig. 6 to Fig. 15. We show in
these figures that our proposed algorithm is capable of both
preserving smooth regions of the image as well as the details
in the image, which is in fact one of the most challenging
tasks while denoising since many denoising algorithms tend
to blur out the details. Also as we have compared the results
using a wide range of noise levels, this validates that our algo-
rithm is superior to the state-of-the-art algorithm BM3D and
is better in terms of both objective and subjective measures.
Fig. 5. First column top to bottom: original Mandrill, Peppers, Barbara and Boat images. Second column top to bottom:
original Cameraman, House and Lake images. Third column top to bottom: original Lena, Living Room and Man images.
Fig. 6. A comparison of BM3D and CSAR algorithm’s based denoising results of Mandrill standard test image over an extensive
SNR range of -5 dB to 25 dB.
Fig. 7. A comparison of BM3D and CSAR algorithm’s based denoising results of Peppers standard test image over an extensive
SNR range of -5 dB to 25 dB.
Fig. 8. A comparison of BM3D and CSAR algorithm’s based denoising results of Barbara standard test image over an extensive
SNR range of -5 dB to 25 dB.
Fig. 9. A comparison of BM3D and CSAR algorithm’s based denoising results of Boat standard test image over an extensive
SNR range of -5 dB to 25 dB.
Fig. 10. A comparison of BM3D and CSAR algorithm’s based denoising results of Cameraman standard test image over an
extensive SNR range of -5 dB to 25 dB.
Fig. 11. A comparison of BM3D and CSAR algorithm’s based denoising results of House standard test image over an extensive
SNR range of -5 dB to 25 dB.
Fig. 12. A comparison of BM3D and CSAR algorithm’s based denoising results of Lake standard test image over an extensive
SNR range of -5 dB to 25 dB.
Fig. 13. A comparison of BM3D and CSAR algorithm’s based denoising results of Lena standard test image over an extensive
SNR range of -5 dB to 25 dB.
Fig. 14. A comparison of BM3D and CSAR algorithm’s based denoising results of Living Room standard test image over an
extensive SNR range of -5 dB to 25 dB.
Fig. 15. A comparison of BM3D and CSAR algorithm’s based denoising results of Man standard test image over an extensive
SNR range of -5 dB to 25 dB.
6. CONCLUSION
In this paper, we have proposed a novel sparse-recovery-
based denoising algorithm. We deploy a patch-based collabo-
rative scheme via enhanced similar patch hunt. The likelihood
that a tap is active is computed and refined through collabora-
tion yielding an enhanced sparse estimate, hence improving
the isolation of the noise-dominated taps. Results obtained
under various experimental setups demonstrate the superi-
ority of the proposed algorithm when benchmarked against
selected state-of-the-art algorithms. An interesting future di-
rection is to identify smooth and non-smooth regions to tailor
our collaborative framework for further improvements.
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