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applied mathematics at the University of Colorado (Boulder).
The first investigation concerns the properties of rotating Rayleigh-Be´nard convection – ther-
mal convection in a rotating infinite plane layer between two constant-temperature boundaries. It
is noted that in certain parameter regimes convective Taylor columns appear which dominate the
dynamics, and a semi-analytical model of these is presented. Investigation of the columns and of
various other properties of the flow is ongoing.
The second investigation concerns the interactions between planetary-scale and mesoscale dy-
namics in the oceans. Using multiple-scale asymptotics the possible connections between planetary-
geostrophic and quasigeostrophic dynamics are investigated, and three different systems of coupled
equations are derived. Possible use of these equations in conjunction with the method of super-
parameterization, and extension of the asymptotic methods to the interactions between mesoscale
and submesoscale dynamics is ongoing.
The third investigation concerns the linear stability properties of semi-implicit methods for
the numerical integration of ordinary differential equations, focusing in particular on the linear
stability of IMEX (Implicit-Explicit) methods and exponential integrators applied to systems of
ordinary differential equations arising in the numerical solution of spatially discretized nonlinear
partial differential equations containing both dispersive and dissipative linear terms.
While these investigations may seem unrelated at first glance, some reflection shows that
they are in fact closely linked. The investigation of rotating convection makes use of single-space,
multiple-time-scale asymptotics to deal with dynamics strongly constrained by rotation. Although
the context of thermal convection in an infinite layer seems somewhat removed from large-scale
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ocean dynamics, the asymptotic methods generalize directly to the second investigation which
simply adds large spatial scales – the transition from convectively unstable to convectively stable
dynamics does not change the mathematical framework. The rotating Navier-Stokes equations in
the Boussinesq approximation and the equations derived from them asymptotically in the investi-
gation of rotating convection include dispersive and dissipative linear terms that are stiff, i.e. that
hinder numerical solution by explicit methods. A variety of methods which purport to alleviate this
difficulty have been derived, and have been tested on and applied largely to problems with purely
dissipative linear terms. But it was heretofore unfortunately quite difficult to judge and compare
how effectively these methods achieve their goal when the stiff linear term is both dissipative and
dispersive. The third investigation therefore introduces a visual, analytical method for comparing
the linear stability properties of the various methods (the linear stability properties being a proxy
for their ability to alleviate stiffness) and supports the results of this analysis by comprehensive
numerical experiments.
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Chapter 1
Introduction
This thesis is primarily concerned with fluid dynamics under the combined influence of ro-
tation and buoyancy. Relevant physical systems include the earth’s atmosphere and oceans, the
sun and other stars, and the atmospheres of giant planets, among others. A simple but powerful
mathematical setting for the investigation is provided by the Boussinesq equations in a rotating
reference frame, here presented in Cartesian coordinates
∂t˜u˜+ u˜ · ∇˜u˜+ 2Ωzˆ × u˜ = −
1
ρ0
∇˜p˜+ b˜zˆ + ν∇˜2u˜, (1.1)
∂t˜b˜+ u˜ · ∇˜b˜ = κ∇˜2b˜, (1.2)
∇˜ · u˜ = 0. (1.3)
For a thorough discussion of these equations see Vallis (2006). In these equations it is assumed for
simplicity that density perturbations arise through a single-component linear equation of state of
the form1 ρ = ρ0 + δρ = ρ0[1− βT (T − T0)] where ρ0 is a constant reference density and βT is the
thermal expansion coefficient. The remainder of the variables and constants are defined in Table
1.1.
Equations (1.1)-(1.3) are dimensional; equation (1.1) for example has units of acceleration.
The dimensions may be removed by choosing ‘typical’ values for each variable. To do so, let
u˜ = Uu, t˜ = t∗t, x˜ = Lx, p˜ = p∗p, and b˜ = Bb so that the variables are now dimensionless and
U , t∗, L, p∗ and B are constants having units of velocity, time, length, pressure, and acceleration,
1 Here density depends on temperature only, but salinity could be used instead.
2Table 1.1: Notation: Variables and Constants
b Buoyancy. Dimensionally, b˜ = −gδρ/ρ0.
g Gravitational acceleration.
H Vertical length scale.
k, k = (kx, ky, kz) Wavenumbers.
L Horizontal length scale.
N Brunt-Va¨isa¨la¨ frequency (also known as buoyancy frequency).
p Pressure.
q Ertel potential vorticity; see Appendix A.
T, T0 Temperature, and a constant reference temperature.
t Time.
u = (u, v, w) Three dimensional velocity.
x = (x, y, z) Spatial coordinates. Dimensionally, x˜ = (Lx,Ly,Hz).
βT Thermal expansion coefficient.
κ Thermal conductivity.
ν Kinematic viscosity.
ρ, ρ0, δρ Density, constant reference density, and density perturbation ρ = ρ0 + δρ.
Ω Rotational frequency in radians per second. Approximately 1.45× 10−4 on Earth.
ω = (ωx, ωy, ωz) Relative vorticity, equal to the curl of velocity.
3Table 1.2: Nondimensional Parameters
Ro = U2ΩL Rossby number E =
(
ν
2ΩH2
)1/2 Ekman number
P = Lp
∗
ρ0U2
Euler number Fr = UNH Froude number
Γ = BL
U2
Buoyancy number Ra = gβT∆TH
3
νκ Rayleigh number
Re = ULν Reynolds number Pr =
ν
κ Prandtl number
Pe = ULκ Pe´clet number Bu =
NH
2ΩL Burger number
respectively. Taking the time scale to be advective t∗ = L/U one finds the nondimensional form of
(1.1)-(1.3)
∂tu+ u · ∇u+Ro−1zˆ × u = −P∇p+ Γbzˆ +Re−1∇2u, (1.4)
∂tb+ u · ∇b = Pe−1∇2b, (1.5)
∇ · u = 0. (1.6)
The equations now depend on five dimensionless parameters Ro, P , Γ, Re, and Pe which
are defined in Table 1.2. By non-dimensionalizing the equations one arrives at a powerful insight:
as long as the nondimensional form of the equations is the same for different physical settings
(i.e. different fluids, boundary conditions, forcings, etc.) then the dynamics are mathematically
equivalent. This is known as dynamic similarity.
Rotation and buoyancy tend to anisotropize fluid dynamics; in the physical settings in-
vestigated in this thesis the primary manifestation of this anisotropy is a disparity between the
characteristic horizontal and vertical length scales. It is therefore useful to non-dimensionalize the
horizontal and vertical coordinates with different scales, x˜ = (Lx,Ly,Hz). Introducing the nondi-
mensional aspect ratio2 Az = H/L and the notation ∇h = (∂x, ∂y, 0) the Boussinesq equations
2 This aspect ratio does not refer to the aspect ratio of the physical domain, but rather to the characteristic aspect
ratio of the dynamics.
4(1.1)-(1.3) become
(1.7)
∂tu+ u · ∇hu+A−1z w∂zu+Ro−1zˆ × u = −P∇hp+ (Γb−A−1z P∂zp)zˆ +Re−1(∇2h +A−2z ∂2z )u,
∂tb+ u · ∇hb+A−1z w∂zb = Pe−1(∇2h +A−2z ∂2z )b, (1.8)
∇h · u+A−1z ∂zw = 0. (1.9)
These equations are quite powerful in terms of the phenomena which they are able to de-
scribe. Unfortunately, for many problems of physical interest analytical solution is impossible and
numerical solution is difficult. In this thesis, asymptotic methods are used to derive reduced equa-
tions that accurately describe the dynamics and are more amenable to theoretical analysis and
numerical solution.
Chapter 2 begins with a brief review of the prior derivation and numerical simulation of
asymptotically reduced equations in the context of rotating thermal convection. These simulations
(Sprague et al., 2006) displayed long-lived, coherent columns which dominate the dynamics over
a wide range of boundary conditions and fluid types (i.e. Rayleigh and Prandtl numbers). The
author, in collaboration with Keith Julien, Jeffrey Weiss, and Edgar Knobloch, developed a semi-
analytical model for these convective Taylor columns (Grooms et al., 2010). This model, and
ongoing analytical and theoretical investigations are presented in the remainder of the chapter.
Chapter 3 investigates the interactions between the large-scale circulation and mesoscale
eddies in the oceans. Seeking specifically to model the large-scale circulation by continuously
stratified planetary-geostrophic (PG) equations and the mesoscale eddies by quasigeostrophic (QG)
equations leads to the following dilemma: it appears that the mean flow is either strong enough to
generate eddies, and hence too strong to be modified by them, or the mean flow is weak enough
to be modified by eddies, but too weak to generate them. The resolution of the dilemma, which
accords with numerical investigations, is that the large-scale circulation both drives and responds
to eddies in regions where the large-scale circulation is horizontally anisotropic. Three systems of
equations are presented, exemplifying the dilemma and its resolution. In the process it is shown
that eddy buoyancy fluxes and eddy fluxes of Ertel potential vorticity must be along isotherms.
5This chapter summarizes research performed by the author in collaboration with Keith Julien and
Baylor Fox-Kemper.
The equations of chapter 2 are of wide potential applicability outside the setting of thermal
convection, but their numerical solution is hampered by a stiff linear term. This term renders
explicit numerical integration methods inefficient, while the nonlinear terms render fully implicit
methods inefficient. Several kinds of semi-implicit methods have been developed elsewhere which
purport to apply in just such situations, but there did not previously exist any reliable way to com-
pare their stability without resorting to expensive computational experiments. Chapter 4 presents
an analytical, visual framework which allows clear comparison of the linear stability properties of
the various semi-implicit methods (good linear stability is a proxy for the ability to handle stiff
problems). The conclusions drawn from the visualizations are supported by comprehensive nu-
merical experiments using several semi-implicit methods on diverse test problems. This chapter
presents research performed by the author in collaboration with Keith Julien.
Chapter 2
Rotating Rayleigh-Be´nard Convection
2.1 Introduction
Thermal convection under the influence of rotation occurs in a wide variety of physical settings
including the atmospheres of giant planets, stars and the Sun, and the Earth’s core, atmosphere,
and oceans. Perhaps the simplest mathematical setting in which to investigate these phenomena
is rotating Rayleigh-Be´nard convection: thermal convection in a horizontally infinite fluid layer,
rotating about the vertical axis.
A natural length scale for this setting is the depth of the layer, H, and a natural velocity
scale is U = ν/L. A natural buoyancy scale is B = gβT δT , where δT is the magnitude of the
temperature difference between the upper and lower boundaries. Setting L = H (Az = 1) affects
the nondimensional parameters as follows1
Ro→ E Γ→ Ra
Pr
Re→ 1 Pe→ Pr (2.1)
which results in the following nondimensional Boussinesq equations (1.7)-(1.9)
∂tu+ u · ∇u+ E−1zˆ × u = −P∇p+ Ra
Pr
bzˆ +∇2u,
∂tb+ u · ∇b = 1
Pr
∇2b,
∇ · u = 0.
It should be noted that this nondimensionalization is traditional in the study of Rayleigh-
Be´nard convection, but that it does not necessarily result in nondimensional dependent variables
1 The Taylor number Ta = E−2 is often used in the literature.
7with order-one magnitudes. For example, at large Ekman and Rayleigh numbers (weak rotation
and strong thermal forcing) the velocities are large and the dynamics are turbulent, despite having
Re = 1.
The linear stability of the conduction state (i.e. no velocity u = 0, and temperature dependent
linearly on depth only T = 1−z) subject to fixed-temperature boundary conditions (nondimension-
ally, T (z = 0) = 1 and T (z = 1) = 0) as described by these equations is thoroughly investigated by
Chandrasekhar (1961). In particular, Chandrasekhar found that the onset of steady convection (as
opposed to oscillatory convection) occurs at Rayleigh numbers and horizontal wavenumbers that
scale with Ekman number as Ra ∼ E−4/3 and k ∼ E−1/3 respectively when E → 0. Rotation
therefore increases the linear stability of the system by raising the threshold of thermal forcing
at which instability sets in. It also decreases the horizontal length scale of convection near onset,
which is a result of the Taylor-Proudman constraint, as discussed in §2.3. These results guide the
derivation of an asymptotically reduced model in the following section.
2.2 Reduced Equations
The linear stability analysis summarized in the foregoing section implies that in the strongly
rotating regime (small Ekman number), the natural horizontal scale is not the depth H, but rather
L = E1/3H, which sets Az = E−1/3. This choice affects the nondimensional parameters as follows
Ro→ E−1/3 Γ→ ERa
Pr
Re→ 1 Pe→ Pr. (2.2)
The linear stability analysis predicts that, at fixed Prandtl number, the Rayleigh number must be
at least as big as E−4/3 in order for convection to occur. With this in mind, the Rayleigh number
8is rescaled Ra→ E−4/3R˜a. The resulting nondimensional Boussinesq equations (1.7)-(1.9) are
∂tuh + uh · ∇huh + E1/3w∂zuh + E−1/3zˆ × uh = −P∇hp+ (∇2h + E2/3∂2z )uh, (2.3)
∂tw + uh · ∇hw + E1/3w∂zw + E1/3P∂zp = E−1/3 R˜a
Pr
b+ (∇2h + E2/3∂2z )w, (2.4)
∂tb+ uh · ∇hb+ E1/3w∂zb = 1
Pr
(∇2h + E2/3∂2z )b, (2.5)
∇h · uh + E1/3∂zw = 0. (2.6)
Note that the horizontal and vertical components of the momentum equations have been separated
for clarity.
The linear stability analysis provides a great deal of information pointing towards an asymp-
totic reduction of the original equations since it relates all of the nondimensional parameters except
P to the Ekman number. Further analysis2 indicates that the correct relation of the Euler and
Ekman numbers is P ∼ E−2/3, and that a second time scale is needed in order to capture the slow
response of the horizontally averaged temperature to the heat flux generated by the fast convective
motions (without the second time scale, the leading order temperature would be steady and a func-
tion of depth only). The second time scale is defined by E2/3τ∗ = t∗, and a new independent time
variable τ is introduced to describe variations on this time scale. Dependent variables transform
as, e.g., u(x, y, z, t)→ u(x, y, z, t, τ), and time derivatives become ∂t → ∂t + E2/3∂τ .
Using this distinguished limit, and defining the small asymptotic parameter  = E1/3, the
Boussinesq equations become
2∂τuh + ∂tuh + uh · ∇huh + w∂zuh + −1zˆ × uh = −−2∇hp+ (∇2h + 2∂2z )uh, (2.7)
2∂τw + ∂tw + uh · ∇hw + w∂zw + −1∂zp = −1 R˜a
Pr
b+ (∇2h + 2∂2z )w, (2.8)
2∂τ b+ ∂tb+ uh · ∇hb+ w∂zb = (∇2h + 2∂2z )b, (2.9)
∇h · uh + ∂zw = 0. (2.10)
The asymptotic reduction of these equations proceeds by expanding the dependent variables in
2 The details are here omitted for brevity and since they do not constitute the author’s original work. The reader
is referred to Julien et al. (1998), Julien et al. (2006), and Sprague et al. (2006) for details.
9power series in , e.g.u =
∑∞
n=0 un
n, and requiring the coefficients of each power of  in equations
(2.7)-(2.10) to vanish. The result is2
The Non-Hydrostatic, Quasigeostrophic Equations
zˆ × uh = −∇hp, (2.11)
∂tωz + uh · ∇hωz − ∂zw = ∇2hωz, (2.12)
∂tw + uh · ∇hw + ∂zp = R˜a
Pr
b+∇2hw, (2.13)
∂tb+ uh · ∇hb+ w∂zb = 1
Pr
∇2hb, (2.14)
∂τ b+ ∂z
(
w b
)
=
1
Pr
∂2zb. (2.15)
Equation (2.11) connects the pressure and the vertical component of vorticity ωz = zˆ · ω = ∇2hp.
The overbar represents an average over the horizontal coordinates and fast time; it is implicit
that every variable but b has zero average over the horizontal coordinates and fast time, whereas
b depends only on depth and slow time. Subscripts denoting asymptotic order are omitted; the
reader interested in following the derivation is advised that u, w, and b are order one while p and
b are order .
Many fluids have large Prandtl numbers; for example, the Prandtl number for water at 20◦C is
about 7. It is therefore useful to consider the limit of large Prandtl numbers in the non-hydrostatic,
quasigeostrophic equations (NHQGE). To do so, it is convenient to change the velocity scale from
U = ν/L to U = κ/L, and to rescale the pressure p → Pr−1p. The leading order behavior of the
resulting equations in the limit Pr →∞ is
zˆ × uh = −∇hp, (2.16)
−∂zw = ∇2hωz, (2.17)
∂zp = R˜a b+∇2hw, (2.18)
∂tb+ uh · ∇hb+ w∂zb = ∇2hb, (2.19)
∂τ b+ ∂z
(
wb
)
= ∂2zb. (2.20)
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The same equations result from taking the limit Pr →∞ first, followed by the limit E → 0.
Numerical simulations of both the finite and infinite Prandtl number versions of the NHQGE
over a wide range of scaled Rayleigh numbers R˜a (Julien et al., 1998, Sprague et al., 2006) show
long-lived coherent columnar structures which carry the majority of the heat flux through the layer.
A semi-analytical model of these structures is the subject of the next section.
It should be noted that the derivation of the NHQGE relies on the smallness of the Ekman
number. The Ekman number by definition depends on U , L, and Ω, but it is often the case that
some fluid motions are characterized by a wide range of length and velocity scales which cannot
all be captured by a single nondimensionalization. Thus, a fluid flow may be comprised by some
motions which have low Ekman number and others which do not; the NHQG dynamics should
only be expected to be valid when large Ekman number motions are absent from the dynamics.
Additionally, the NHQGE are derived for motions with large aspect ratio H/L  1; they should
therefore not be expected to accurately describe motions with order one or smaller aspect ratio.
The question of whether rotating Boussinesq dynamics converge to NHQG dynamics in the limit
of small Ekman number is quite subtle and is beyond the scope of this investigation.
2.3 Convective Taylor Columns
Ascending and descending thermal plumes are characteristic of turbulent, non-rotating Rayleigh-
Be´nard convection. Increasing rotation increases the vertical scale of these plumes until they become
columns which span the depth of the layer. These are called convective Taylor columns (CTCs).
In numerical simulations of rotating Rayleigh-Be´nard convection using the NHQGE (Julien et al.,
1998, Sprague et al., 2006, see also figure 2.3) these columns are found to carry the dominant
portion of the heat flux, at least for those parameter regimes where they exist. A simplified model
of these columns is thus desirable as a means of investigating the net heat flux through the layer,
and other statistical properties of the flow.
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Figure 2.1: Convective Taylor Columns. A visualization of the buoyancy/temperature field b
from a simulation of the NHQGE at R˜a = 80, Pr =∞ from a recent simulation (unpublished).
2.3.1 The Column Equations
The simulations show that the columns are approximately axisymmetric and steady, exhibit-
ing only slow variation in time. A single column is therefore expected to approximately satisfy the
following equations
−∂zw = ∇2rωz, (2.21)
∂zp =
R˜a
Pr
b+∇2rw, (2.22)
w∂zb =
1
Pr
∇2rb. (2.23)
The notation ∇2r = r1∂r(r∂r) indicates that the horizontal Laplacian is being applied to an ax-
isymmetric function. Eliminating the pressure p and buoyancy fluctuation b from these equations
(recall that ωz = ∇2rp) leads to the following balance
∂2zw +∇2r(R˜a ∂zb+∇4r)w = 0. (2.24)
For any given mean buoyancy profile b, this is a linear boundary-value problem for the vertical
velocity w.
In order to arrive at a complete model of the columns, it is assumed that the net heat flux
through the layer is carried entirely by columns. Since the net heat flux w b involves an average
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over the horizontally infinite layer but the flux carried by a single column is finite, it is clear that
an infinite number of columns is required. In principle this infinite ensemble of columns interacts
through the nonlinear terms of equations (2.12)-(2.14), but the nonlinear self-interaction of an
axisymmetric structure is zero and the simulations show only weak inter-column interaction, so the
absence of nonlinear terms in equations (2.21)-(2.23) is a reasonable approximation.
One may define a velocity potential for the vertical velocity via w = ∇2hφ; this potential is
well-defined using the conditions that the horizontal average of φ must be zero and that φ must
remain bounded. With this notation, equations (2.23) and (2.24) become
φ∂zb =
1
Pr
b, (2.25)
and
∂2zφ+∇2r(R˜a ∂zb+∇4r)φ = 0 (2.26)
respectively. Multiplying (2.25) by w = ∇2hφ and averaging yields
−|∇hφ|2∂zb = 1
Pr
w b. (2.27)
If the heat flux carried by extracolumnar dynamics is negligible, the mean buoyancy results from
a steady balance between the columns’ heat flux and thermal diffusion in (2.15)
∂z
(
w b
)
=
1
Pr
∂2zb (2.28)
which may be integrated across the depth to yield
w b =
1
Pr
(
∂zb+Nu
)
(2.29)
where Nu is the Nusselt number; it is equal to −∂zb at the boundaries and measures the efficiency
of convective heat transport: Nusselt numbers greater than one imply a greater net heat transport
than would be achieved by conduction alone. In light of (2.27), this becomes
∂zb = − Nu
1 + Pr2|∇hφ|2
. (2.30)
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This identity again involves a horizontal average over the layer, which should be interpreted as in-
cluding only contributions from columns. Specifically, the horizontal average may be approximated
by the integral over a single axisymmetric column 〈|∇rφ|2〉, multiplied by the number of columns
per unit area cf . The buoyancy profile therefore satisfies
∂zb = − Nu1 + cfPr2〈|∇rφ|2〉 . (2.31)
In conjunction with (2.26) this constitutes a nonlinear system of equations which the columns and
mean buoyancy must satisfy; these equations, (2.26) and (2.31), are collectively referred to as the
‘column equations’. In the following, two separate ansa¨tze about the structure of solutions lead to
an approximate and an exact solution of the column equations.
2.3.2 Bessel Columns
First, on noting that the Bessel functions J0(k r) and Y0(k r) are eigenfunctions of the two-
dimensional radial Laplacian, it is natural to seek separable solutions of the column equations of
the form φ(z, r) = φˆ(z)J0(k r) (the function Y0 is avoided here because of a logarithmic singularity
at the origin, but the analysis would be unchanged by this choice). With this ansatz, equation
(2.26) reduces to [
∂2z − k2
(
R˜a∂zb+ k4
)]
φˆ = 0. (2.32)
A problem arises with equation (2.31) however, since for this ansatz
〈|∇rφ|2〉 = −k2φˆ2〈J0(k r)2〉 (2.33)
= −2pik2φˆ2
∫ ∞
0
rJ0(k r)2dr (2.34)
but this integral does not converge. Evidently, the heat flux carried by such a column is infinite;
nevertheless, a single column is unable to provide sufficient heat flux to alter the mean buoyancy
since
J0(k r)2 = lim
R→∞
2
R2
∫ R
0
rJ0(k r)2dr (2.35)
= 0. (2.36)
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The ansatz therefore does not lead to a solution of the column equations. But this is in fact
something of a relief since columns from the simulations are not well fit by J0, and because the
ansatz φ(z, r) = φˆ(z)J0(k r) produces columns which interact strongly, implying that the nonlinear
terms in equations (2.12)-(2.14) are non-negligible and ought to appear in equations (2.21)-(2.23).
An approximate solution is still possible at the expense of fidelity to the radial structure by
truncating the heat flux integral at a fixed radius R0, e.g. at a root of J0(k r). With this truncation,
the column equations become
[
∂2z − k2
(
R˜a ∂zb+ k4
)]
φˆ = 0, (2.37)
∂zb = − Nu
1 + cfk2φˆ2〈J0(k r)2〉R0
. (2.38)
The truncation of the heat flux integral is denoted by 〈·〉R0 . On supplying k, cf , and R0, these
equations constitute a nonlinear two-point boundary value problem which may be solved by any of
a variety of numerical methods. The Nusselt number Nu is determined as an eigenvalue.
Linear stability analysis of the Boussinesq equations (Chandrasekhar, 1961) and of the
NHQGE (e.g. Sprague et al., 2006) indicates that the conduction state becomes unstable to
steady convection at the scaled Rayleigh number R˜ac = 3pi4/3/22/3 ≈ 8.696, and at wavenum-
ber kc = pi1/3/21/6 ≈ 1.305. Since this wavenumber also produces a reasonably close fit to the
radial structure of columns from the simulations (Grooms et al., 2010), it is henceforth used as the
wavenumber k in the ansatz φ = φˆJ0(k r). Truncation of the heat flux integral also facilitates an
estimate the number density of columns cf , e.g. by assuming that they are arranged on a square
lattice with grid spacing 2R0. Thus, choosing R0 ≈ 11.443 to be the fifth zero of J0(kcr) and as-
suming a square lattice of columns3 produces a number density cf ≈ 1.909×10−3; the same choice
of R0 produces 〈J0(kcr)2〉R0 ≈ 17.55. The observed number density of columns from a simulation
at R˜a = 40 and Pr = 7 is cf = 3.019× 10−3 (Sprague et al., 2006); the difference is not large and
can be attributed to a slight overestimate of R0. The observed value of cf rather than the values
predicted by close-packed arrangements is used in the numerical solution of the equations (2.37)
3 Hexagonal packing is the densest possible packing of columns, and produces a number density cf ≈ 2.205×10−3.
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and (2.38).
2.3.3 Hankel Columns
As noted above, the Bessel ansatz has several problems: infinite heat flux requires truncation,
the Bessel function J0 does not fit the columns from the simulations well, and, as noted in Grooms
et al. (2010), the simulated columns do not appear to be separable into a form φ(z, r) = f(z)g(r). A
significantly improved model is obtained by using a non-separable ansatz with multiple horizontal
structure functions: φ(z, r) =
∑
fi(z)gi(r). The appropriate ansatz is somewhat more sophisticated
than, for example, simply adding extra Bessel functions with different wavenumbers, and is more
appropriately expressed in the form
φ(z, r) =
(
pi
8Pr2cf
)1/2
φ˜(z)H0(k r) + c.c. (2.39)
Here c.c. denotes a complex conjugate, and both φ˜ and k are complex. The radial structure is
defined by a Hankel function H0 = J0(k r) + iY0(k r), where again J0 and Y0 are Bessel functions
of the first and second kinds, respectively, and i =
√−1; the idea to use Hankel functions in this
ansatz originated with professor J.B. Weiss. The prefactor is for notational convenience only. The
polar form of the complex wavenumber k = |k|exp{iα} (α is real) will be useful in what follows.
The ansatz makes use of Hankel functions, which are composed of Bessel functions and are
therefore complex eigenfunctions of the radial Laplacian. The linearity of equation (2.26) at fixed
∂zb allows separation of the complex conjugate components of the equation, so in this ansatz
equation (2.26) reduces to [
∂2z − k2
(
R˜a ∂zb+ k4
)]
φ˜ = 0 (2.40)
where k and φ˜ are complex. The second of the column equations, (2.31), makes use of the heat
flux integral. On noting the relations
〈H0(k r)2〉 = 4
pik2
, (2.41)
〈|H0(k r)|2〉 = 4(pi − 2α)
pi|k|2 sin(2α) , (2.42)
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equation (2.31) reduces to
∂zb = − Nu
1 + (pi − 2α) cot(2α)|φ˜|2 + φ˜2r − φ˜2i
(2.43)
where the real and imaginary components of φ˜ are denoted by φ˜r and φ˜i, respectively. As with the
Bessel ansatz, given α and cf equations (2.40) and (2.43) constitute a nonlinear two-point boundary
value problem which may be solved by any of a variety of numerical methods, with Nu and |k|
determined as eigenvalues. The Hankel ansatz does not provide as clear a prediction of cf as does
the Bessel ansatz, but the same ideas could be used. The amplitude of the Hankel function H0 of
complex argument k r decays exponentially away from the column center when k is in the upper
half of the complex plane4 , so an effective radius could be defined, and circle-packing ideas could
again lead to a prediction of cf . Instead, in the results that follow the experimentally observed
value of cf is chosen.
2.3.4 Comparsion of Ansa¨tze with Simulations
In order to make a full comparison of the ansa¨tze with results of the numerical simulations, it
is necessary to identify the axisymmetric component of CTCs from the simulation data. Indeed, this
information could also be useful to evaluate the assumptions that underly the column equations,
for example by quantifying the validity of the assumption of axisymmetry; this effort is still in
progress. In order to simply identify the axisymmetric component of columns from the simulation
data, the following selective search algorithm is used.
Convective Taylor Column Structure Identification Algorithm The description that
follows is for hot, upwelling columns; the same procedure is followed to obtain a fiducial cold, down-
welling CTC.
First, the RMS value of the vertical velocity field w at z = 1/2 is calculated. The coordinates
of all points where w achieves a local maximum that is above some threshold value γ0 times the
4 This is true of the function H0 as previously defined; the alternate definition H = J0 − iY0 requires k in the
lower half plane.
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RMS value are tabulated. The same process is repeated with a slightly lower threshold (specifically,
(γ0 + γ1)/2) for downward columns by temporarily setting w → −w resulting in two lists. Any
point in the first list which is less than a specified radius R1 from any other point in either list is
removed. The result is a short list of points which correspond to the centers of strong, hot CTCs.
Next, these points are used to produce a ‘prototype’ CTC. The data in a square region with
side length 2R2 centered on each point in the list and spanning the depth of the layer is extracted.
Each block of data is interpolated from a Cartesian grid to a cylindrical grid, and then averaged at
each radius. The results are then interpolated back to a Cartesian grid, and all of the azimuthally
averaged blocks are averaged together. The result is a single prototype CTC which consists of a
block of data with nondimensional size 2R2 × 2R2 × 1; although the data block is rectangular, all
points outside of the inscribed cylinder with radius R1 are set to zero.
Next, a list of points corresponding to local maxima is produced in the same way as the list
used to construct the prototype, but with a lower threshold γ1; the list of points corresponding to
cold CTCs remains the same. For each point in the new list - which corresponds to the location
of a potential CTC - a ‘correlation’ with the prototype CTC is calculated, and only those points
with correlations above a threshold γ2 are retained. To calculate the correlation, the data in the
prototype CTC and in a box centered on a potential CTC are rearranged into one-dimensional
vectors yprototype and ypotential; the correlation is defined by
ypotential · yprototype
||ypotential||||yprototype|| (2.44)
where || · || denotes the standard 2-norm of a vector. After eliminating points with correlations
below γ2, the result is a list of locations of centers of CTCs which agree with the prototype CTC.
Points are eliminated from the list if they are too close to an oppositely signed CTC, or too close
together. If two upwelling CTCs are too close together, only the one with the lower correlation
with the prototype CTC is eliminated. The remaining points are used to create the fiducial CTC
in the same way as the prototype is created.
The search algorithm operates only on data from a single instant of computational time; since
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the autocorrelation time of the columns is quite long, increasing the volume of data would require
either several different simulations or a single extremely long simulation and the computational cost
of these options has thus far been prohibitive. Although the selective search algorithm requires that
a great deal of tuning parameters be set somewhat arbitrarily, the results are robust over a wide
range of these parameters.
Comparison of Fiducial and Ansatz CTCs Figures 2.2 and 2.3 compare solutions of
the Bessel approximation and the Hankel approximation with the fiducial column from a simulation
at R˜a = 40 and Pr = 7. The Bessel equations (2.37) and (2.38) are solved numerically by a shooting
method with k = kc ≈ 1.305, R0 = 11.443 and cf = 3×10−3, which is the experimentally determined
value. The Hankel equations (2.40)and (2.43) are solved with cf = 3× 10−3 and α = 0.135, which
has been chosen based on a visual best-fit to the fiducial column.
Figure 2.2: CTC Model Results: Mean Temperature. Vertical profiles of the mean temper-
ature T in the upper half of the layer from the DNS (Sprague et al., 2006) (—), Hankel (- - -) and
Bessel with (· · · ) solutions at R˜a = 40. The mean temperature is antisymmetric about z = T = 1/2.
The Hankel solutions use k = 1.34exp{0.153i}. The dash-dotted line (- · - · -) results from the in-
clusion of a model of the effects of extra-columnar turbulence; it is discussed in Grooms et al.
(2010).
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Figure 2.3: CTC Model Results: Radial Profiles. Radial and vertical (inset) profiles of w, ω,
and θ for the fiducial CTC from DNS (Sprague et al., 2006) (—), and for the Hankel (- - -), and
Bessel (· · · ) columns showing w(z = 1/2, r), ω(z = 1/96, r), θ(z = 1/96, r); these values were chosen
to be near local maxima of the vertical profiles. The Hankel column fit uses k = 1.34exp{0.153i}.
The vertical profiles are shown at r = 0 except for the Hankel solution for which |φˆ(z)| is shown
since the amplitude at r = 0 is infinite; the logarithmic singularity is present, but nearly invisible.
The eigenvalues |k| and Nu are relatively insensitive to the choice of α, and α is selected
to fit w(r, z = 1/2) for the fiducial CTC constructed from the data set. Figure 2.3 shows that
the resulting Hankel fit matches simultaneously both the vertical and radial profiles of the fiducial
CTC, apart from an integrable logarithmic singularity at the center of the column. The quality
of the fit is robust: for the range of acceptable α the value of |k| varies by less than 5%, and the
radial structure of the solution varies relatively little.
In contrast to the Bessel solution the Hankel solution reproduces the z dependence of the
radial profiles, although it overpredicts the heat flux through the layer. In particular, Nu = 21.26
at R˜a = 40 instead of the DNS result Nu = 15.53. This discrepancy is the result of a nonlinear
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competition between the columns and extra-columnar turbulence. For comparison the Bessel fit
with k = kc and R0 = 11.44 yields Nu = 19.18. However, the heat flux parametrization does not
account for enhanced lateral mixing by vortex interactions among columns and turbulent plumes
(Julien et al., 1996a, Sprague et al., 2006), and duly overpredicts the degree of isothermality of the
interior relative to the DNS result (Fig. 2.2).
The Hankel solutions of the column equations are currently the best model of CTCs, dis-
playing a significant improvement over linear (Portegies et al., 2008) and nonlinear CTC models
based on Bessel functions. Consequently the single column Hankel solutions provide the best pos-
sibility for understanding CTC interactions (pairwise and ensemble) as well as showing potential
for parametrizing convective mixing within large scale ocean circulation models. These solutions,
moreover, constitute a significant improvement over other models of coherent structures in geo-
physical flows, such as hetons (Legg and Marshall, 1993) which are a hydrostatic, two-layer model
of an essentially non-hydrostatic, continuously stratified process.
2.4 Ongoing and Future Research
This section documents ongoing investigations into rotating Rayleigh-Be´nard convection.
Solutions of the column equations are sought using the Hankel transform; some results are derived,
but a complete solution remains elusive. A method for describing the interaction of CTCs is
proposed that makes use of the existing Hankel solutions. This leads naturally into a discussion of
column instabilities, and results in a hypothesis linking the interaction of CTCs, their destruction
in certain regimes of R˜a and Pr, and the saturation of the temperature gradient at mid layer for
large R˜a.
2.4.1 The Column Equations and the Hankel Transform
Although the Hankel ansatz reproduces the radial structure of the experimental columns
quite effectively, it over-predicts both the heat transport and the degree of isothermalization of
the interior and relies on a radial structure which includes a logarithmic singularity at the center
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of each column. Additionally, due to the logarithmic singularity the net mass flux 2pi
∫
rw(z, r)dr
through a single column is nonzero. It is not clear if a solution of the column equations (2.26) and
(2.31) exists which overcomes these difficulties, or to what extent these difficulties result from the
approximations made in deriving the column equations. Further research has uncovered surprising
properties of the column equations, but has not yet led to new solutions, either analytical or
numerical.
The column equations are, again,[
∂2z +∇2r
(
R˜a ∂zb+∇4r
)]
φ = 0. (2.45)
∂zb = − Nu
1 + cfPr2|∇rφ|2
. (2.46)
The Bessel ansatz made use of the fact that Bessel functions are eigenfunctions of the radial
Laplacian, but failed to result in a solution of the column equations. The Hankel ansatz again used
Bessel functions but included more than one radial structure function, making it non-separable. A
generalization of the ideas of using Bessel functions and of using more than one radial structure
function is to make use of the Hankel transform (also known as the Fourier-Bessel transform), which
is defined as follows
φˆ(z, k) =
∫ ∞
0
rφ(z, r)J0(kr)dr (2.47)
with real wavenumber k ∈ R. It is equivalent to the usual Fourier transform of an axisymmetric
function, and its inverse transform is defined by
φ(z, r) =
∫ ∞
0
kφˆ(z, k)J0(kr)dk. (2.48)
Under this transformation, equation (2.45) becomes[
∂2z − k2
(
R˜a ∂zb+ k4
)]
φˆ(z, k) = 0. (2.49)
The mean buoyancy equation (2.46) is reducible by means of the simplification |∇rφ|2 = −φ∇2rφ
together with Plancherel’s formula
∫
rf(r)g(r)dr =
∫
kfˆ(k)gˆ(k)dk. Taken together, these produce
∂zb = − Nu
1 + cfPr2
∫∞
0 k
3φˆ2dk
. (2.50)
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A result of this analysis is that solutions to the column equations (assuming that their Hankel
transform is well-defined, which is a rather weak assumption) are clearly not unique: Suppose
φˆ(z, k) is a solution to (2.49) and (2.50). If φ˜(z, k) = χ(k)φˆ(z, k) where χ 6= 1 is such that∫∞
0 k
3φˆ(z, k)2dk =
∫∞
0 k
3χ(k)2φˆ(z, k)2dk then φ˜ is a different solution. A simple example of a class
of functions χ which satisfies this criterion for any φˆ is the class of measurable functions which
satisfy χ(k)2 = 1 (obviously excluding χ(k) = 1). This property makes direct numerical solution
of the column equations somewhat difficult, since it is not clear what extra conditions must be
imposed on the solution in order to obtain a unique, physically meaningful result.
2.4.2 Column Interaction
Model columns and those from the simulations have the following symmetry: w and b are
even about z = 1/2 (mid-layer) and p, u, and ω are odd about z = 1/2. The nonlinear advective
terms uh ·∇hw, uh ·∇hω, and uh ·∇hb have the opposite symmetries, so it is clear that the velocity
associated with the columns is not directly responsible for the advection of the columns. Instead,
it seems reasonable that the columns move largely as a result of the depth-averaged (barotropic)
velocity that impinges upon them. Of course, the depth-averaged velocity produced by a single
column is identically zero so two columns require something extra in order to mutually advect.
Point-vortex models that approximate two-dimensional incompressible flow assume that the
velocity field consists entirely of the superposition of velocities that result from logarithmic point-
vortices, and that these point-vortices are in turn advected by the total velocity field. A ‘point-
vortex-like’ model of CTC interactions could be constructed by assuming that the CTCs themselves
are advected only by the depth-averaged velocity ubt (‘bt’ for barotropic), and that this velocity in
turn obeys the depth-averaged NHQGE vorticity equation (2.12)
∂tωbt + ubt · ∇hωbt +
∫ 1
0
uCTC · ∇hωCTCdz = ∇2hωbt (2.51)
which is forced by the depth-average of the velocity uCTC induced by the ensemble of CTCs.
This type of advection may have a potential connection to several other open questions regarding
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rotating Rayleigh-Be´nard convection, as explained below.
2.4.3 Saturation and Column Instability
The column equations (2.49) and (2.50) are largely insensitive to the effects of the Prandtl
number. Indeed, its only effect is to modify the amplitude of the solutions to the equations,
since it may be removed from the equations by the simple rescaling φ → φ/Pr. However, the
Prandtl number appears to play a crucial role in determining whether or not columns are present
in numerical solutions of the NHQGE; for any given R˜a columns are less likely to be present at
low Prandtl numbers than at high ones, and for any given Pr, columns are less likely to be present
at high R˜a. Indeed, columns do not appear at all in simulations at Pr = 1. Additionally, at fixed
Prandtl number the magnitude of the temperature gradient at z = 1/2 decreases with increasing
R˜a until it reaches some critical value that depends on the Prandtl number, at which point it
saturates (The presence or absence of CTCs and the saturation of ∂zb are evident in Sprague et al.,
2006). This saturation is lacking in solutions to the column equations.
Investigation of the saturation of ∂zb is aided by the following exact result concerning solutions
of the NHQGE. The buoyancy perturbation equation is
∂tb+ u · ∇hb+ w∂zb = 1
Pr
∇2hb. (2.52)
Multiplying this by b and averaging over x, y, and t yields
w b ∂zb = − 1
Pr
|∇hb|2. (2.53)
The slow-time buoyancy equation is
∂τ b+ ∂z
(
w b
)
=
1
Pr
∂2zb. (2.54)
Assuming this to be in a steady state, it can be exactly integrated in z to arrive at
w b =
1
Pr
(
∂zb+Nu
)
(2.55)
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where Nu is again the Nusselt number. The vertical heat (buoyancy) flux w b may be eliminated
from equations (2.53) and (2.55) to yield the following quadratic equation for ∂zb
(
∂zb+Nu
)
∂zb = −|∇hb|2. (2.56)
Solutions are
∂zb =
−Nu±
√
Nu2 − 4|∇hb|2
2
. (2.57)
One might expect that only one of the solutions is physical, but in fact both solutions are
physical and both are often present at different depths in the same ∂zb. To see this note that the
negative solution, i.e.± → − in (2.57), results in −Nu ≤ ∂zb ≤ −Nu/2 while the positive solution
(± → + in (2.57)) results in −Nu/2 ≤ ∂zb ≤ 0.
When the Nusselt number is close to unity, it is realistic to imagine that only the negative
solution is necessary, but at large Nusselt numbers the mean buoyancy gradient comes much closer
to zero than −Nu/2. Thus, at large Nusselt numbers the following hold: (i) the quantity |∇hb|2 is
everywhere less than or equal to Nu2/4, (ii) the quantity |∇hb|2 attains a local maximum value of
Nu2/4 at the depth z where ∂zb = −Nu/2, (iii) near the boundaries z = 0, 1 the negative solution
of (2.57) holds and near the mid-layer the positive solution holds; the transition occurs at the depth
z where |∇hb|2 attains the local maximum value Nu2/4 and where ∂zb = −Nu/2.
Saturation of ∂zb at mid-layer is more clearly investigated with the following form of (2.57)
∂zb = − 2|∇hb|
2
Nu±
√
Nu2 − 4|∇hb|2
. (2.58)
As the Nusselt number increases (with increasing R˜a), the denominator of (2.58) is clearly O(Nu),
thus, in order for ∂zb to saturate at mid-layer the quantity |∇hb|2 must also increase as O(Nu).
Such an increase could be occasioned by any of a number of events, including for example an
increase in mixing by the depth-independent barotropic component of the velocity field.
The connections between the presence or absence of CTCs in numerical solutions of the
NHQGE, the saturation of ∂zb at mid-layer, advection of CTCs by the barotropic velocity, and
dependence on the Prandtl number might be explained as follows.
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Whenever present, columns inject energy into the barotropic flow. The columns are stronger
at higher R˜a and lower Pr, and so the forcing of the barotropic flow is also stronger at higher
R˜a and lower Pr. There is a transitional region in parameter space where the barotropic flow
becomes so energetic that the columns are destabilized and succumb to turbulence. In addition to
destabilizing the columns, the barotropic flow increases the mixing at mid-layer, thereby increasing
|∇hb|2, which leads to saturation of the mean temperature gradient. Outside of the regime where
columns exist, the turbulence presumably forces a sufficiently energetic barotropic flow to prevent
the formation of columns.
Additionally, it has been suggested by professor K. Julien that an inverse energy cascade is
evident in numerical solutions of the NHQGE at high scaled Rayleigh numbers R˜a and low Prandtl
numbers Pr. This could potentially be explained by a high amount of energy in the barotropic
flow due to increased forcing at lower Prandtl numbers and higher scaled Rayleigh numbers; the
barotropic flow obeys a forced two-dimensional vorticity equation, solutions of which are known to
exhibit an inverse energy cascade.
The above hypotheses remain to be verified. In particular, it is not clear whether the model
of column advection in §2.4.2 is correct, and if it turns out to be correct, it remains to be verified
that the fraction of energy in the barotropic flow is increased at higher scaled Rayleigh numbers
and lower Prandtl numbers. Also to be verified is whether mixing by the barotropic flow (or
even mixing at all) is the primary cause of the increase in |∇hb|2 which necessarily accompanies
the saturation of the mean temperature gradient. A simple experiment to test this might involve
numerical simulations with the barotropic flow artificially set to zero. Finally, it remains to be
verified that an inverse cascade of energy does indeed exist in the simulations at low Prandtl and
high scaled Rayleigh numbers. If this is the case, it again remains to be verified whether this
cascade is reminiscent of the inverse cascade of two-dimensional turbulence, resulting from a high
proportion of energy in the barotropic flow, or whether the inverse cascade is essentially distinct
from the classical two-dimensional inverse cascade. Even in the case of non-rotating convection
the barotropic flow obeys a forced two-dimensional vorticity equation, but this is not enough to
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generate an inverse cascade because the fraction of energy in that mode remains small. These
questions are being investigated by means of ongoing numerical experiments.
2.4.4 Reduced Rotating Turbulence
The NHQGE have to date been used only to describe rapidly rotating thermal convection.
Since they are one of a broad class of equations (Julien et al., 2006) that describe geostrophically
balanced dynamics and do not require a convectively unstable temperature gradient, they are of
wide potential applicability outside this relatively limited area.
The study of turbulence in the last century initially was primarily focused on incompressible,
non-rotating dynamics (Frisch, 1995). Recently interest in rotating and buoyant turbulence has
increased, since the influence of rotation and buoyancy on turbulence is significant and ubiquitous
in a wide variety of geophysical and astrophysical settings. Although reduced equations have not
played a significant role in the theory of incompressible, non-rotating turbulence they are of indis-
putable significance in the study of rotating, buoyant turbulence. The most well-known example of
the role of reduced equations in turbulence is the classical quasigeostrophic (QG) equations (Vallis,
2006). These were used by Charney (1971) to predict the energy spectrum5 of rapidly rotating,
strongly stratified turbulence well before arguments were made to the same effect using the unre-
duced equations, and are still in use to make predictions of turbulent statistics (e.g. Lindborg,
2007). The NHQGE have the potential to be of similarly great utility in the study of strongly
rotating and weakly stratified turbulence. This section is devoted to preliminary investigations
carried out by the author along these lines.
5 A measure of the energy of a flow at a given scale.
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The anisotropically scaled, nondimensional Boussinesq equations (1.7)-(1.9) are again
(2.59)
∂tu+ u · ∇hu+A−1z w∂zu+Ro−1zˆ × u = −P∇hp+ (Γb−A−1z P∂zp)zˆ +Re−1(∇2h +A−2z ∂2z )u,
∂tb+ u · ∇hb+A−1z w∂zb = Pe−1(∇2h +A−2z ∂2z )b, (2.60)
∇h · u+A−1z ∂zw = 0. (2.61)
The Brunt-Va¨isa¨la¨ frequency may be defined by N =
√
B/H; this leads to the following equivalent
reformulation in terms of the Froude number
∂tu+ u · ∇hu+A−1z w∂zu+Ro−1zˆ × u =
− P∇hp+A−1z (Fr−2b− P∂zp)zˆ +Re−1(∇2h +A−2z ∂2z )u, (2.62)
∂tb+ u · ∇hb+A−1z w∂zb = Pe−1(∇2h +A−2z ∂2z )b, (2.63)
∇h · u+A−1z ∂zw = 0. (2.64)
The fluctuating component of the NHQGE is derived in the distinguished limit Ro ≡ , P ∼
−2, Az ∼ −1 and Re, Pe, Fr ∼ O(1) with the leading order buoyancy appearing at order .
Alternatively, the distinguished limit Ro ≡ , P ∼ −2, Az ∼ −1, F r ∼ 1/2 and Re, Pe ∼ O(1)
produces the same equations with the leading order buoyancy appearing at order one; there is no
substantive difference in the limits since the latter amounts to a rescaling of buoyancy. In each case
the Burger number, which is the ratio of the Rossby and Froude numbers Bu = Ro/Fr, is small.
The resulting equations6 are
(2.65)
∂t∇2hψ + J [ψ,∇2hψ]− ∂zw = Re−1∇4hψ, (2.66)
∂tw + J [ψ,w] + ∂zψ = b+Re−1∇2hw, (2.67)
∂tb+ J [ψ, b] + w = Pe−1∇2hb. (2.68)
6 The details of the derivation are again omitted for brevity and since they do not constitute the author’s original
research. The interested reader is referred to Julien et al. (2006, 1998, for details).
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These are the same as the NHQG equations (2.12)-(2.14) with the notation p = ψ, J [ψ, ·] = uh ·∇h·
and ωz = ∇2hψ, without setting the velocity scale to U = ν/L, and taking ∂zb = 1. When no
buoyancy is present the corresponding equations are simply
∂t∇2hψ + J [ψ,∇2hψ]− ∂zw = Re−1∇4hψ, (2.69)
∂tw + J [ψ,w] + ∂zψ = Re−1∇2hw. (2.70)
These have recently been named the RRHD equations (Reduced Rotating HydroDynamic) by
Nazarenko and Schekochihin (2010).
A goal of future research is to perform simulations of forced and decaying turbulence in
periodic domains using the NHQGE and RRHD equations for the purpose of comparing with recent
simulations of low Rossby number non-buoyant (Mininni and Pouquet, 2009, 2010a,b, Mininni et al.,
2009, Mueller and Thiele, 2007, Pouquet and Mininni, 2010, Teitelbaum and Mininni, 2009, Thiele
and Mueller, 2009) and buoyant (Kurien, 2010, Kurien et al., 2008, Sukhatme and Smith, 2008)
turbulence. The linear terms of the NHQGE and RRHD equations are stiff, and require specialized
numerical methods of the type investigated in chapter 4 for efficient solution.
The stiffness of the equations is evident on considering the form of their linear terms in
Fourier space. In particular, let ψˆk, wˆk, and bˆk denote the Fourier transforms of ψ, w, and b,
respectively, with three-dimensional wavenumber k = (kx, ky, kz). Then Fourier transform of the
linear component of the NHQGE is
∂t

ψˆk
wˆk
bˆk
 =

−Re−1|kh|2 − ikz|kh|2 0
−ikz −Re−1|kh|2 1
0 −1 −Pe−1|kh|2


ψˆk
wˆk
bˆk
 . (2.71)
The notation kh signifies the horizontal components of the wavenumber only, kx and ky. The
Fourier transform of the linear component of the RRHD equations is
∂t
 ψˆk
wˆk
 =
 −Re−1|kh|2 − ikz|kh|2
−ikz −Re−1|kh|2

 ψˆk
wˆk
 . (2.72)
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The eigenvalues of the linear operator in the RRHD equations at wavenumber k are
−Re−1|kh|2 ± ikz|kh| . (2.73)
Those of the NHQGE are the roots of a cubic, which are somewhat cumbersome to display and
are not readily interpreted. The eigenvalues of the linear operator in the inviscid (Re, Pe → ∞)
NHQGE are
0, ± i|k||k|h . (2.74)
Both the RRHD equations and the NHQGE include waves whose frequencies increase with increas-
ing vertical resolution, i.e. with increasing kz. The time scales associated with these waves (i.e. one
over the frequency) must be resolved by fully explicit numerical methods in order to remain stable
even if the solution does not vary on these time scales; the problems are therefore stiff. Semi-implicit
numerical methods have the potential to allow longer stable time steps without incurring the sig-
nificant computational costs associated with fully implicit methods. In preparation for simulations
of the NHQGE and RRHD equations, several semi-implicit methods are examined in chapter 4.
Chapter 3
Interaction of Planetary and Mesoscale Ocean Dynamics
3.1 Introduction
This chapter revisits the analysis by Pedlosky connecting the quasigeostrophic (QG) equation
for mesoscale dynamics to the planetary geostrophic (PG) equations for gyre-scale flow (Pedlosky,
1984); these were derived by way of multiple-scales asymptotic analysis. Among the strengths of
the model were (i) its ability to allow the stratification and Coriolis parameter in the QG equation
to vary slowly in space and time, and (ii) the connection of two important but previously disparate
models. However, his equations did not allow the eddies to modify the mean flow at leading order;
at leading order, the gyre-scale flow evolved according to the PG equations, independently of the
eddies.
Furthermore, the inviscid PG equations are of insufficient differential order to allow the
imposition of impenetrable boundary conditions at all lateral boundaries of an ocean basin. In
1997, Samelson and Vallis (Samelson and Vallis, 1997a,b) added regularizing terms to the PG
equations which allowed them to solve the equations numerically in a simple geometry. These
Samelson-Vallis equations were a breakthrough as a set of consistent dynamical balanced equations
– simpler for theoretical interpretation and easier to solve numerically than the full Boussinesq
equations – that allow for the study of basin scale wind- and buoyancy-driven circulation. Their
simplicity allowed simulations at sufficiently low vertical diffusivity to discover the two-thermocline
limit (Samelson and Vallis, 1997b), whereby the upper, advective thermocline is able to attach to
a deeper abyss of nearly independent stratification by an internal boundary layer.
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The terms which Samelson and Vallis added to the PG equations are not primarily models
of the effects of unresolved eddies. As the authors point out, “the effects of motions at scales
between the turbulent microscale and the planetary scale are minimized” in their model. Rather,
the extra terms are primarily regularizations of the equations which allow the imposition of
realistic boundary conditions. Once done, closed gyre circulations and Rossby waves in a basin
may be simulated – without regularization the planetary geostrophic equations are of insufficient
order to allow a laterally-bounded domain. Several other regularizations have since been proposed,
for example, Samelson et al. (1998), Cao and Titi (2003), and Cao et al. (2004). None of these
regularizations is a direct attempt to model the effects of unresolved phenomena, so while they allow
the circulation to close it is not clear how the details of this closure relate to reality. Nevertheless,
studying the PG equations without even approximate modeling of eddy effects is to some extent
justified by Pedlosky’s result that the effects of eddies are of secondary importance – that they
constitute only a small correction to the PG equations.
In 2004, Henning and Vallis (Henning and Vallis, 2004) revisited Samelson and Vallis’s study
using the hydrostatic Boussinesq (primitive) equations. In a subsequent work (Henning and Vallis,
2005) they also considered a basin geometry that allowed for a circumpolar current. Their results
showed that eddies indeed have only a secondary effect on the mean flow away from strong,
anisotropic currents. Near the western boundary and in the model’s Antarctic Circumpolar
Current (ACC) eddies were found to have a significant effect on the mean flow. This was recently
confirmed by Le´vy et al. (2010), who also found that eddies contributed significantly in the de-
tached boundary current and not merely near the boundaries. Eddies are well known to play a
leading order role in vorticity budgets of western boundary currents in shallow-water, 2d, and quasi-
geostrophic idealized gyre flow (e.g., Berloff, 2005, Edwards and Pedlosky, 1998, Fox-Kemper, 2004),
and primitive equation simulations show that eddy fluxes may affect both large-scale momentum
and density stratification in these anisotropic regions. These numerical findings are in contrast to
Pedlosky’s analysis. It is unlikely that eddies are unable to strongly alter the mean circulation,
which suggests that Pedlosky’s analysis was either incorrect or incomplete. We demonstrate that
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it was simply incomplete, in that it did not take into account anisotropy of the large-scale flow.
A careful reworking of Pedlosky’s analysis confirms that under his assumptions, specifically
that of large-scale isotropy, it is not possible for two-way coupling between the eddies and mean
flow to occur at leading order. This analysis, presented in §3.2, results in two multiple-scales
models: the original model of Pedlosky, which has strong baroclinic eddy generation but weak
eddy corrections to the mean flow, and a new model with weak baroclinic eddy generation but
strong eddy corrections to the mean. We also derive corrections to Pedlosky’s model at the next
asymptotic order, which can be used to incorporate eddy effects into solutions of the planetary
equations. Neither of the models in §3.2 includes two-way coupling between the mean flow and
eddies at leading order, although it is possible that the weak baroclinic eddy generation present in
the new model may nevertheless result in a strong eddy response.
For our purposes, the key result of the numerical studies is that eddy effects occur at leading
order in areas where the mean flow is anisotropic: in the boundary currents and in strong jets. We
exploit this result in §3.3, where we use multiple-scales asymptotics to derive a system of equations
with two-way connection between the mean flow and the eddies. In §3.4 we address the question of
non-hydrostatic motions and convective adjustment by presenting the model of Julien and Knobloch
(2007) which couples large-scale motions to balanced, non-hydrostatic eddy dynamics.
In §3.5 we show that eddy buoyancy fluxes parameterized by the Gent and McWilliams (1990)
parameterization increase the differential order of the PG equations sufficiently to allow the residual
circulation to close; it is conjectured that a smaller, momentum boundary layer is necessary to close
the total circulation. The asymptotic analysis reveals that the leading-order coupling of the eddy
scale to the large scale (planetary geostrophic) system is through the eddy fluxes of buoyancy. Using
the Gent and McWilliams (1990) parameterization of eddy buoyancy fluxes allows an estimation of
how these fluxes will affect the large scale flow. Indeed, it is shown in §3.5 that not only do these
fluxes affect the large scale flow at leading order in the western boundary current regions, but also
that using the Gent and McWilliams (1990) parameterization raises the differential order of the
planetary geostrophic equations to allow for a closed circulation – at least in terms of the tracer
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transport and residual circulation. We conclude in §3.6.
3.2 Review and Amplification of Pedlosky’s Result
In this section we review the method of multiple scales and demonstrate that it is impossible
with large-scale isotropy and ignoring the large-scale barotropic mode to derive a model with two-
way coupling of mean flow and eddies at leading order. In the remainder of the paper, the terms
‘mean’, ‘large-scale’, and ‘planetary’ are effectively interchangeable when referring to dependent
variables, as are the terms ‘fluctuations’, ‘small-scale’, and ‘eddy’.
3.2.1 Preliminaries1
The methods of multiple-scale asymptotic analysis have been fruitfully applied to problems
in atmospheric dynamics (e.g. Dolaptchiev and Klein, 2009, Klein, 2010, Majda and Klein, 2003)
and rotationally constrained convection (e.g. Julien and Knobloch, 2007). Whenever the dynamics
of a system are segregated into more than one distinct spatial or temporal scale, we may formally
introduce new independent variables to capture the dynamics on each scale. For example, if g is a
variable that depends on two time scales t∗ and τ∗ then
g(t) 7→ g(t, Aτ t) = g(t, τ). (3.1)
Here Aτ = t∗/τ∗ quantifies the separation of the time scales: when Aτ is small, τ is a (nondi-
mensional) slow time variable. The slow mean and fast fluctuating components of g may then be
separated by averaging over the fast time t
g(τ) = lim
T→∞
1
T
∫ T
0
g(t, τ)dt (3.2)
and subtraction of the mean from g
g = g + g′, g′ = 0. (3.3)
1 In this section and the following, all variables are nondimensional unless explicitly stated otherwise.
34
Spatial variables are treated similarly.2 It is crucial that the dynamics actually be sufficiently
separated in scale in order for the formalism to be valid: The average must converge before it
begins to encroach upon the large-scale dynamics.
The formal introduction of new independent variables allows the average and differential
operators to commute, which in turn allows the formulation of closed prognostic equations for the
fluctuating components of the dependent variables. The multiple-scale derivative of a function g is
as follows
∂tg(t)→ ∂tg′(t, τ) +Aτ∂τ (g(τ) + g′(t, τ)). (3.4)
Given our focus on ocean dynamics, from gyre to eddy scales, we select as the appropriate
governing equations the rotating Boussinesq equations on the β-plane. The restriction to a β-plane
is not necessary, but aids in the simplicity of the presentation.
∂tu+ u · ∇hu+ w∂zu+Ro−1f × u = −P∇hp+Re−1∇2u (3.5)
∂tw + u · ∇hw + w∂zw = −P∂zp+ Γbzˆ +Re−1∇2w (3.6)
∂tb+ u · ∇hb+ w∂zb = Pe−1∇2b (3.7)
∇h · u+ ∂zw = 0 (3.8)
These equations are nondimensionalized at the eddy-scale with parameters defined in Table 3.1.
They are posed in a local Cartesian domain positioned at colatitude ϕ0 with zonal x, meridional
y, and vertical z coordinates. The horizontal component of the gradient is denoted ∇h. Partial
derivatives are denoted by ∂. For simplicity, we retain only the component of rotation antiparallel
to gravity. The Coriolis parameter varies linearly with latitude with f = (1 + (L/R) tan(ϕ0)y) zˆ;
specifically, L tan(ϕ0)/(RRo) is a non-dimensional measure of planetary-β where R is the planetary
radius, L is the horizontal dynamical scale, and Ro is the Rossby number (see Table 3.1). Although
we have linearized the dependence of the Coriolis parameter on latitude, the models of §3.2.3, §3.2.4,
and §3.3.2 are valid over a much wider range of latitudes than the range over which linearization is
2 Note that a Reynolds-averaging, not Large Eddy Simulation, process is intended.
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Parameters Ratios
Rossby Ro = Uf0L Aτ =
L
Uτ∗ =
t∗
τ∗
Euler P = p
∗
ρ0U2
Ah = LLpg
Buoyancy Γ = BL
U2
Az = HL
Reynolds Re = ULν Aβ =
Lpg
R tanϕ0
Pe´clet Pe = ULκ AE =
r
H
Table 3.1: Definitions of Nondimensional Parameters and Scale Ratios. R is the planetary
radius; Lpg is the horizontal planetary length scale; U is the eddy velocity scale; B is the buoyancy
scale; f0 = 2Ω cosϕ0 and β = 2Ω sinϕ0/R are the vertical projected rotation rate and the rotational
planetary-β of the earth at colatitude ϕ0; H is the characteristic vertical scale; L is the horizontal
scale of the eddies; t∗ is the dimensional fast (eddy) time scale; τ∗ is the dimensional slow time scale;
ρ0 is the reference density; p∗ is the pressure scale; κ is a general diffusivity of buoyancy; and ν is a
turbulent viscosity. The depth of the bottom Ekman layer is r = (ν/f0)1/2. The scales L,Lpg and
H do not necessarily refer to the size of the domain, but rather to the smaller dynamical scales
of the eddies and gyres. We let N = (B/H)1/2 be the Brunt-Va¨isa¨la¨ frequency. The arguments
of §3.2.2 and §3.3.1 will require that in a PG+QG model, the eddy length scale L must be the
deformation radius Ld = NH/f0.
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a good approximation because Aβ is order one; we therefore emphasize that we use the linearized
Coriolis parameter for the sake of simplicity only, and certainly not necessity. For clarity, we have
separated the horizontal and vertical components of the momentum equation (3.5),(3.6).
Invoking the multiple-scales formalism, we introduce new time and horizontal scales, and
allow the vertical scale to differ from the horizontal ones. Accordingly, we set
∇h → Ah∇h +∇h, (3.9)
∂z → A−1z ∂z, (3.10)
∂t → Aτ∂τ + ∂t. (3.11)
All derivatives are now order one and the ‘A’ parameters are ratios of scales (see Table 3.1).
The multiple-scale Boussinesq equations follow from (3.5)-(3.8) upon introduction of (3.9)–
(3.11). Averaging over the fast time and small horizontal scales produces the equations for the
planetary-scale mean components of the dependent variables; these are
Du
Dτ
+Ah∇h ·
(
u′u′
)
+A−1z ∂z
(
w′u′
)
+Ro−1(1 +AβY )zˆ× u = −PAh∇hp+Re−1D2u, (3.12)
Dw
Dτ
+Ah∇h ·
(
u′w′
)
+A−1z ∂z
(
w′w′
)
= Γb−A−1z P∂zp+Re−1D2w,
(3.13)
D b
Dτ
+Ah∇h ·
(
u′b′
)
+A−1z ∂z
(
w′b′
)
= Pe−1D2b, (3.14)
Ah∇h · u+A−1z ∂zw = 0 (3.15)
where
D(·)
Dτ
≡ Aτ∂τ (·) +Ahu · ∇h(·) +A−1z w∂z(·), (3.16)
D2 ≡ A2h∇2h +A−2z ∂2z . (3.17)
The equations for the fluctuating or eddy components of velocity, buoyancy and pressure are ob-
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tained by subtracting the mean equations from the un-averaged ones, resulting in:
Du′
Dτ
+
Du′
Dt
+Ahu′ · ∇hu+A−1z w′∂zu+Ro−1(1 +AβY )zˆ× u′ = −P∇hp′ −AhP∇hp′ +Re−1D2u′,
(3.18)
Dw′
Dτ
+
Dw′
Dt
+Ahu′ · ∇hw +A−1z w′∂zw = Γb′ −A−1z P∂zp′ +Re−1D2w′,
(3.19)
Db′
Dτ
+
Db′
Dt
+Ahu′ · ∇hb+A−1z w′∂zb = Pe−1D2b′, (3.20)
Ah∇h · u′ +∇h · u′ +A−1z ∂zw′ = 0 (3.21)
where
D(·)
Dt
≡ ∂t(·) + (u′ + u) · ∇h(·)− u′ · ∇h(·) +Ah
(
u′ · ∇h(·)− u′ · ∇h(·)
)
+A−1z
(
w′∂z(·)− w′∂z(·)
)
,
(3.22)
D2 ≡ ∇2h + 2Ah∇h · ∇h +D2. (3.23)
The Coriolis parameter f = (1+AβY )zˆ depends on the large scale only, whereAβ = (Lpg/R) tan(ϕ0),
as defined in Table 3.1.
The question of how eddy kinetic energy is dissipated will arise in §3.2.3 and §3.2.4; we
therefore include the possibility of energy dissipation through Ekman friction at the top of a bottom
Ekman layer. The dynamic boundary condition at the bottom, neglecting topographic effects, can
therefore be modeled by
Aτ∂τ b
′ + ∂tb′ + (u′ + u) · ∇hb′ − u′ · ∇hb′ +Ah
(
(u′ + u) · ∇hb′ − u′ · ∇hb′
)
+A−1z w∂zb
′
+AE
(
ω′∂zb′ − ω′∂zb′ + ω′∂zb
)
= Pe−1D2b′, at z = 0 (3.24)
where ω′ denotes the vertical component of eddy vorticity. This equation is simply (3.20) with the
vertical velocity replaced by its value at the top of the Ekman layer w′ → AEω′. Quadratic drag
or some other form of dissipation could be used and does not significantly change the analysis.
Note that (3.12)-(3.21) form an unapproximated closed set; no ‘closure assumptions’ are
necessary in order to completely specify the evolution of both the mean and fluctuating components.
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However, the complexity has doubled compared to the Boussinesq equations, and some reduction
is necessary in order to make any improvement in ease of theoretical and computational use. Given
that the validity of the above equations depends on the separation of scales which is reflected in the
extreme size or smallness of the ‘A’ parameters, it is natural to seek approximate solutions by way
of asymptotic series; essentially, we use asymptotic expansions to identify the balanced dynamics
on each scale.
3.2.2 Isotropic Balances
In the following we determine the necessary conditions for planetary-geostrophic and quasi-
geostrophic dynamics, and the necessary conditions for two-way coupling. We find that these two
sets of conditions are not consistent, confirming the analysis of Pedlosky (1984). In order to show
that this inconsistency is not the result of the particular asymptotic scaling used (i.e. the distin-
guished limit, since more than one limit may result in a PG+QG model), we strive to remain as
general as possible.
In order for the mean equations to be PG, the leading order balances of the mean momentum
equations (3.12) and (3.13) must be geostrophic and hydrostatic. Necessary conditions for these
balances are
u ∼ RoAhP , (3.25)
A−1z P ∼ Γ (3.26)
where Γ and P are defined such that the mean buoyancy and pressure are order one, i.e. b ∼ p ∼
O(1). (We note that this assumption precludes the domination of the pressure field by barotropic,
or surface height variation driven, effects. Later work will consider the implications of a strong
forcing by surface height variations.) By (3.15), the mean vertical velocity w will therefore be
w ∼ AhAzu. (3.27)
The requirements of hydrostasy and geostrophy on the eddy scale are slightly more involved.
The velocity scale U is defined by the horizontal eddy velocity, so u′ ∼ O(1). Necessary conditions
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for geostrophic and hydrostatic balances in equations (3.18) and (3.19) are therefore
RoPp′ ∼ O(1), (3.28)
A−1z Pp
′ ∼ Γb′, (3.29)
where the fluctuating buoyancy and pressure can be less than or equal to order one, and the Rossby
number is assumed small Ro  1. The requirement (3.29) is only a necessary condition for
hydrostatic balance. We will find conditions below delineating when the hydrostatic approximation
is or is not appropriate on the eddy scale. When the hydrostatic approximation is not valid, it is
still possible to derive a balanced, non-hydrostatic model (Julien and Knobloch, 2007).
A further requirement of QG is that the vertical velocity w′ which appears in the planetary
stretching term −∂zw′ of the eddy vertical vorticity equation be the same order as the vertical
velocity in the eddy buoyancy equation (i.e. we cannot for example have w′ ∼ O(1) in the vorticity
equation and w′ ∼ Ro in the buoyancy equation). The eddy vertical vorticity equation is given by
the the curl of (3.18)
∂tω
′ + . . .−A−1z Ro−1(1 +AβY )∂zw′ = Re−1D2ω′. (3.30)
The w′ that appears in the (3.30) satisfies ∂tω′ ∼ A−1z Ro−1∂zw′. Since we have chosen the velocity
scale U and fast time scale t∗ in such a way that ∂tω′ is order one, we find that
w′ ∼ AzRo. (3.31)
This amplitude for w′ is a universal feature of quasigeostrophic models. Although traditionally
quasigeostrophy is linked to small aspect ratios, quasigeostrophic models have also been derived
for order one and larger aspect ratios (Embid and Majda, 1998, Julien et al., 2006). Note that if
Az ∼ Ro−1, then w′ ∼ O(1); this occurs in the geostrophically balanced, non-hydrostatic model of
§3.4. The w′ that appears in (3.20) satisfies ∂tb′ ∼ A−1z w′, so
b′ ∼ Ro. (3.32)
40
Equations (3.25)-(3.32) together give the magnitude of the mean velocity
u ∼ AhRo−1, (3.33)
which sets the pressure
P ∼ Ro−2, (3.34)
p′ ∼ Ro. (3.35)
On noting the deformation radius Ld and Brunt-Va¨isa¨la¨ frequency N
Ld ≡ NH
f0
, (3.36)
N =
√
B
H
, (3.37)
we find that conditions (3.28)-(3.32) require that the Burger number be order one on the eddy
scale, i.e.
Bu =
(
Ld
L
)2
≡
(
NH
f0L
)2
≡ AzΓRo2 ∼ O(1). (3.38)
This appropriately sets the horizontal eddy length scale equal to the deformation radius
L ∼ Ld. (3.39)
At this scale, the Rossby number Ro equals the Froude number (Fr = U/(NH) ≡ (ΓAz)−1/2)
(Pedlosky, 1987), and the Prandtl ratio, f0/N , is equal to the vertical to horizontal anisotropy of
the dynamics: Az = f0/N .
The relations (3.31)-(3.32) suffice to specify the magnitude of the eddy forcing terms in the
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mean equations:
Ah∇h ·
(
u′u′
) ∼ Ah, (3.40)
Ah∇h ·
(
u′w′
) ∼ AhAzRo, (3.41)
A−1z ∂z
(
w′u′
) ∼ Ro, (3.42)
A−1z ∂z
(
w′w′
) ∼ AzRo2, (3.43)
Ah∇h ·
(
u′b′
) ∼ AhRo, (3.44)
A−1z ∂z
(
w′b′
) ∼ Ro2. (3.45)
It will become apparent later that (3.40)-(3.45) are in fact upper bounds on the order of the eddy
fluxes, since equations for order one quantities may give rise to much smaller fluxes (for example
see the discussion in §3.2.4 surrounding equation (3.100)).
The transition from hydrostatic to non-hydrostatic eddies is clarified by temporarily rescal-
ing the eddy variables. Let w′ = RoAzwˆ, b′ = Robˆ, Pp′ = Ro−1pˆ, and w = A2hAzRo
−1wˆ. With this
notation, the vertical eddy momentum equation (3.19) becomes
Dwˆ
Dt
+A3hRo
−2u′ · ∇hwˆ +A2hRo−1wˆ∂zwˆ = (AzRo)−2(bˆ− ∂z pˆ) +Re−1D2wˆ. (3.46)
The terms involving wˆ will not appear at leading order in this equation. Their magnitudes are
A3hRo
−2 = Ah(AhRo−1)2 and Ah(AhRo−1); given that u ∼ AhRo−1, it is clear that we must have
AhRo
−1 . O(1), and since Ah  O(1) by construction the terms involving wˆ will not appear at
leading order. What remains implies that the eddies are hydrostatic when AzRo  1 and are
non-hydrostatic when AzRo ∼ O(1). In terms of the depth-based Rossby number Roz = U/(f0H)
and the Froude number, the eddies are hydrostatic (and quasigeostrophic, QG) when
1
ΓAz
= Fr2  Roz = Ro
Az
(3.47)
and are non-hydrostatic but still geostrophic (NHG) when
Fr2 ∼ Roz. (3.48)
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Either limit is possible depending on the size of ΓRo while maintaining O(1) Burger number in
(3.38). This result concludes the diversion into hydrostatic scalings.
So far we have only considered necessary conditions for PG+QG models, without considering
the requirements for two-way coupling. In light of the foregoing analysis we next examine the
requirements for the appearance of eddy buoyancy fluxes in the mean buoyancy equation, and
demonstrate that eddy momentum fluxes do not break the leading order mean geostrophic or
hydrostatic balances.
Requiring eddy fluxes to appear in the mean buoyancy equation (3.14) implies that horizontal
advection must arise at the same order as one or both of the eddy forcing terms. Since horizontal
advection is of order Ahu ∼ A2hRo−1, we have either
Ah ∼ Ro2 and u ∼ Ro (3.49)
from (3.44) or
Ah ∼ Ro3/2 and u ∼ Ro1/2 (3.50)
from (3.45).
The new PG+QG model of §3.2.4 uses (3.49), while (3.50) is used in the non-hydrostatic
model of §3.4. The difference between the scalings depends on the importance of diffusion and the
appearance of the baroclinic term u′ · ∇hb in the eddy buoyancy equation (3.20); specifically, if
diffusion is negligible and baroclinic terms are absent, then although the leading order w′ and b′
are nonzero, the flux they produce, ∂z(w′b′), is zero. Examples of different ∂z(w′b′) behavior here
are:
(1) the model of Pedlosky (1984) in §3.2.3, in which diffusion is absent but baroclinic terms
appear and ∂z(w′b′) is not zero although it is asymptotically small in the large-scale equa-
tions;
(2) the new PG+QG model of §3.2.4, in which diffusion is negligible, no baroclinic terms
appear, and ∂z(w′b′) is zero; and
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(3) the nonhydrostatic, convective model of §3.4, in which diffusion is not negligible, baroclinic
terms do not appear and ∂z(w′b′) is not zero and is not small.
Similarly, if diffusion is negligible in the eddy equations of a model with Ah ∼ Ro3/2, the eddy
flux in the PG equation will be zero and no baroclinic terms will appear in the eddy equations –
resulting in an uninteresting model.
As is evident from (3.49) and (3.50), the requirement that mean advection and eddy buoyancy
fluxes appear at the same order in the mean buoyancy equation sets the large scale of the PG+QG
models of §3.2.3, §3.2.4, and §3.3.2. The large scale of these models is thus to be interpreted as the
scale at which this balance occurs, rather than as the planetary scale. It must be verified that the
resulting Lpg scales are indeed comparable to the planetary scale R; parameter values for which
they are comparable appear in Tables 3.2, 3.3, and 3.4.
The necessary conditions for a PG+QG model preclude the appearance of eddy momentum
fluxes at leading order in the mean geostrophic and hydrostatic balances. Fluxes of lateral mo-
mentum are of order Ah and Ro (see (3.40) and (3.42)), while geostrophic balance of the mean
flow occurs at order Ro−1u ∼ AhRo−2. If momentum fluxes were to break geostrophic balance at
leading order it would imply Ro ∼ O(1) or Ah ∼ Ro3. The former implies that the eddies are not
geostrophically balanced, while the latter would imply that eddy buoyancy fluxes dominate mean
advection in the mean buoyancy equation.
Mean hydrostatic balance occurs at order Γ ∼ A−1z Ro−2; the order of eddy fluxes of verti-
cal momentum are AhAzRo and AzRo2 (given by (3.41) and (3.43)). Equating these results in
AhA
2
zRo
3 ∼ O(1) and A2zRo4 ∼ O(1). Both of these require AzRo 1 which is clearly unrealistic
given that it implies w′  1. Eddy momentum fluxes therefore do not break the leading order
mean geostrophic and hydrostatic balances.
Equations (3.25)-(3.32) and (3.49)-(3.50) constitute necessary conditions for planetary geostro-
phy on the large scale, geostrophy on the eddy scale, and forcing of the mean flow by eddies. From
these conditions it is evident that the leading order mean lateral velocity must be asymptotically
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small u ∼ o(1), and that the lateral gradient of mean buoyancy is asymptotically smaller than the
rate of change of buoyancy fluctuations Ah ∼ ∇hb ∂tb′ ∼ Ro. This minimal velocity shear scale
prevents the eddy equations from deriving energy from the mean equations by way of baroclinic
instability.
In Pedlosky’s (1984) notation, Ah is δ and Ro is . He finds, as we do, that when δ/ is order
one3 baroclinic terms appear at leading order in the eddy equations, but eddy buoyancy fluxes only
appear as higher order corrections to the mean equations. Conversely, when δ/ is small, buoyancy
fluxes appear at leading order in the mean equations, but baroclinic terms disappear from the eddy
equations. Thus, assuming isotropy, it is only possible to have one-way coupling of the mean and
eddy scales. In §3.3 we show that large-scale anisotropy allows the mean flow to be strong enough
to generate eddies while also allowing those eddies to significantly alter the mean flow. But for
regions where the mean flow is isotropically scaled, we are left with the following dichotomy: if the
mean flow is weak enough to be significantly altered by eddy buoyancy fluxes, then it is also too
weak to generate eddies through baroclinic instability, whereas if the mean flow is strong enough
to generate eddies, it is too strong to be significantly altered by them. To illustrate this dichotomy,
we derive two models; in §3.2.3 the mean flow is strong, and in §3.2.4 the mean flow is weak.
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U = 2cm/s H = 500m N = 0.006s−1
Ld ≈ 40km Lpg ≈ R Ro ≈ 0.007
t∗ ≈ 23 days τ∗ ≈ 9 years ν ≈ 0.001m2s−1
Table 3.2: Parameters for Pedlosky’s Model. An example set of parameters which satisfies
the distinguished limit of the Pedlosky (1984) model (3.51). The turbulent viscosity is estimated
via ν ≈ ULdA2zRo, according to (3.51). The Coriolis parameter at 30◦N is f0 ≈ 7.3× 10−5 radians
per second and earth’s radius R is approximately 6, 400km. At 30◦N, the earth’s circumference
occupied by ocean is 20, 000km, or 3R. At 30◦S, the earth’s oceanic circumference is 4R. These
values are similar to the mean near 30◦N in Fig. 3.1 and estimates from Chelton et al. (1998), that
is typical mid-subtropical gyre conditions.
3.2.3 Pedlosky’s Model
In this section we briefly re-derive Pedlosky’s model. We begin with the multiple-scale Boussi-
nesq equations (3.12)-(3.15) and (3.18)-(3.21) in the following distinguished limit
Aτ ∼ Ah ∼ Ro ≡ ,
Az . o(−1)
Aβ ∼ O(1),
P ∼ −2,
Γ ∼ A−1z −2
Re ∼ Pe ∼ A−2z −1. (3.51)
Since Re = ULd/ν and AE = r/H =
√
ν/(fH2), some algebra reveals that in this limit AE ∼ Ro;
in fact, Re ∼ A−2z Ro−m implies AE ∼ Ro(m+1)/2. In order to simplify the presentation, we make
the specific choice Az ∼ . This choice does not affect the form of the final equations, and also
agrees with the length scales in Table 3.2 which exemplify conditions appropriate to this model. In
3 His notation. In this case the eddy velocity is comparable to the mean velocity, i.e. u ∼ O(1)
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this limit, the multiple-scale Boussinesq equations are
Du
Dτ
+ ∇h ·
(
u′u′
)
+ −1∂z
(
w′u′
)
+ −1(1 +AβY )zˆ× u = −−1∇hp+ 3D2u, (3.52)
Dw
Dτ
+ ∇h ·
(
u′w′
)
+ −1∂z
(
w′w′
)
= −3b− −3∂zp+ 3D2w, (3.53)
Db
Dτ
+ ∇h ·
(
u′b′
)
+ −1∂z
(
w′b′
)
= 3D2b, (3.54)
∇h · u+ −1∂zw = 0 (3.55)
Du′
Dτ
+
Du′
Dt
+ u′ · ∇hu+ −1w′∂zu+ −1(1 +AβY )zˆ× u′ = −−2∇hp′ − −1∇hp′ + 3D2u′,
(3.56)
Dw′
Dτ
+
Dw′
Dt
+ u′ · ∇hw + −1w′∂zw = −3b′ − −3∂zp′ + 3D2w′, (3.57)
Db′
Dτ
+
Db′
Dt
+ u′ · ∇hb+ −1w′∂zb = 3D2b′, (3.58)
∇h · u′ +∇h · u′ + −1∂zw′ = 0 (3.59)
We seek solutions by expanding all dependent variables in asymptotic series, e.g. u′ = u′0+u′1+. . .,
and requiring the coefficients of n in each equation to vanish, for every n. The planetary geostrophic
equations are clearly the leading order balance of the mean equations:
(1 +AβY ) zˆ× u0 = −∇hp0, ∂zp0 = b0 (3.60)
∇h · u0 + ∂zw2 = 0 (3.61)
∂τ b0 + u0 · ∇hb0 + w2∂zb0 = ∂2zb0. (3.62)
It will become evident on derivation of the eddy equations that the term −1∂z
(
w′u′
)
in equation
(3.52) and the terms ∇h ·
(
u′b′
)
and −1∂z
(
w′b′
)
in (3.54) do not enter the leading order balance.
The eddy equations are more subtle. We begin with the incompressibility condition (3.59);
at leading order this implies that w′0 = 0. Equation (3.56) at order −2 implies that p′0 = 0 and
at order −1 that (1 + AβY )zˆ× u′0 = −∇hp′1. This balance implies horizontal incompressibility of
the eddies at leading order, which in conjunction with equation (3.59) at order one implies that
w′1 = 0. Equation (3.57) tells us that ∂zp′0 = b′0 and ∂zp′1 = b′1, but we already have p′0 = 0. This
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is consistent with the prognostic equation for b′0 (equation (3.58) at order one):
∂tb
′
0 + (u
′
0 + u0) · ∇hb′0 = 0. (3.63)
To summarize, we have thus far concluded that
p′0 = b
′
0 = w
′
0 = w
′
1 = 0, (3.64)
(1 +AβY )zˆ× u′0 = −∇p′1, ∂zp′1 = b′1. (3.65)
From these we conclude that the terms −1∂z
(
w′u′
)
in equation (3.52) and the terms ∇h ·
(
u′b′
)
and −1∂z
(
w′b′
)
in (3.54) do not enter the leading order balance of the mean equations. It remains
to examine the horizontal eddy momentum equation (3.56) at order one and the eddy buoyancy
equation (3.58) at order . These are
∂tu
′
0 + (u
′
0 + u0) · ∇hu′0 + (1 +AβY )zˆ× u′1 = −∇hp′2 −∇hp′1 (3.66)
∂tb
′
1 + (u
′
0 + u0) · ∇hb′1 + u′0 · ∇hb0 + w′2∂zb0 = 0. (3.67)
Note the appearance of the baroclinic coupling term u′0 · ∇hb0. As in the usual derivation of the
QG equation, we take the vertical component of the curl of (3.66) to arrive at
∂tω
′
0 + (u
′
0 + u0) · ∇hω′0 +Aβv′0 − (1 +AβY )∂zw′2 = 0. (3.68)
The ω here denotes the vertical component of relative vorticity, and we have used the fact that
zˆ ·(∇h×((1+AβY )zˆ×u′1 +∇hp′1)) = Aβv′0 +(1+AβY )(∇h ·u′0 +∇h ·u′1) = Aβv′0−(1+AβY )∂zw′2.
From here the reduction to a single equation for the advection of eddy potential vorticity is familiar
except for the addition of the baroclinic coupling terms u0 · ∇hu′0, u0 · ∇hb′1, and u′0 · ∇hb0. As
usual, eliminate w′2 from equations (3.68) and (3.67) by dividing (3.67) by ∂zb0, taking the vertical
derivative, multiplying by (1 + AβY ) and adding the result to (3.68). After some simplifications
which make use of geostrophic and hydrostatic balances for the mean flow and for the eddies we
arrive at
∂t
(
ω′0 + (1 +AβY )∂z
(
b′1
∂zb0
))
+ (u′0 + u0) · ∇h
(
ω′0 + (1 +AβY )∂z
(
b′1
∂zb0
))
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+Aβv′0 + (1 +AβY )u
′
0 · ∂z
(∇hb0
∂zb0
)
= 0. (3.69)
This equation for the quasigeostrophic potential vorticity4 completes the model, which is summa-
rized below without asymptotic subscripts
(1 +AβY ) zˆ× u = −∇hp ∂zp = b (3.70)
∂τ b+ u · ∇hb+ w∂zb = ∂2zb (3.71)
∇h · u+ ∂zw = 0 (3.72)
(1 +AβY )zˆ× u′ = −∇hp′, ∂zp′ = b′ (3.73)
∂tq
′ + (u′ + u) · ∇hq′ +Aβv′ + (1 +AβY )u′ · ∂z
(∇hb
∂zb
)
= 0 (3.74)
q′ =
( ∇2hp′
1 +AβY
+ (1 +AβY )∂z
(
∂zp
′
∂zb
))
. (3.75)
The QG eddy equation of this model includes the terms u · ∇hq′ and u′ · ∂z(∇hb/∂zb), which
describe the interaction between the eddies and the background state. Since potential vorticity
is a material invariant of the single-scale Boussinesq equations, it is reasonable to ask if the term
u′ · ∂z(∇hb/∂zb) is actually of the form u′ · ∇hq for some suitably defined mean potential vorticity
q. We consider this question in Appendix A, and conclude that this is not in fact the case due to
the discrepancy between Ertel potential vorticity, which is conserved by the Boussinesq equations,
and quasigeostrophic potential vorticity, which is conserved by classical QG dynamics.
If the background is baroclinically unstable, the term u · ∇hq′ will inject energy into the
eddies. This energy injection must be balanced by dissipation because the multiple time scale
formalism requires the eddies to statistically saturate before they alter the unstable background; the
background evolves on an asymptotically slower time scale than the eddies. This may occur through
Ekman drag at the bottom boundary. The bottom boundary condition for the flow assuming linear
Ekman friction is given by equation (3.24). The distinguished limit (3.51) implies that AE ∼ Ro,
4 It is customary to add Aβy to the eddy potential vorticity; in this setting this would require care in order to
avoid the term u · ∇hAβy = Aβv0 which should not appear in this context. We have chosen the above notation in
order to avoid this complication.
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so Ekman friction appears in the leading order buoyancy equation
∂tb
′
1 + (u
′
0 + u0) · ∇hb′1 + u′0 · ∇hb0 + ω′0∂zb0 = 0 (3.76)
where ω′0 is the non-dimensional velocity at the top of the bottom Ekman layer.
In the QG eddy equation of this model, only the term u · ∇hq′ gives rise to baroclinic
instability, since the term u′ · ∂z(∇hb/∂zb) has no effect on the net eddy energy equation, which
is derived by multiplication of (3.74) by p′ and integrating over the volume. This latter term acts
instead to alter the potential enstrophy ((q′)2/2) of the eddies, which can be seen by multiplying
(3.74) by q′
1
2
(
∂t(q′)2 + (u′ + u) · ∇h(q′)2
)
+Aβv′q′ + (1 +AβY )u′q′ · ∂z
(∇hb
∂zb
)
= 0. (3.77)
It is also of interest to note that averaging of (3.77) over the fast time and small horizontal coor-
dinates yields
1
2
(
∂t(q′)2 + u′ · ∇h(q′)2 + u · ∇h(q′)2
)
+Aβv′q′ + (1 +AβY )u′q′ · ∂z
(∇hb
∂zb
)
=
Aβv′q′ + (1 +AβY )u′q′ · ∂z
(∇hb
∂zb
)
= 0. (3.78)
The first three terms on the left of (3.78) average5 to zero since they are perfect derivatives.
The equations (3.70)-(3.75) above do not include feedback from the eddies to the mean flow
at leading order. These appear at next order as corrections to the mean flow, which Pedlosky
anticipated, but did not derive. We present them below without a full derivation.
The next order correction to the mean equations is again a PG equation, but with the
inclusion of eddy fluxes of buoyancy. These equations are
(1 +AβY )zˆ× u1 = −∇hp1 ∂zp1 = b1, ∇h · u1 + ∂zw3 = 0 (3.79)
∂τ b1 + u0 · ∇hb1 + u1 · ∇hb0 + w3∂zb0 + w2∂zb1 +∇h ·
(
u′0b′1
)
+ ∂z
(
w′2b′1
)
= ∂2zb1. (3.80)
In order to solve these equations, we need the fluxes ∇h ·
(
u′0b′1
)
and ∂z
(
w′2b′1
)
. These can be
calculated from solutions of the eddy equations, and a surprising simplification is possible. To
5 Note that while the integral may be nonzero because of the boundary values, the multiple-scales formalism
assumes the average to be zero.
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calculate it, we multiply equation (3.67) by b′1 and average over the small horizontal variables and
fast time to arrive at
1
2
(
∂t(b′1)2 + (u′0 + u0) · ∇h(b′1)2
)
+ u′0b′1 · ∇hb0 + w′2b′1∂zb0 = 0. (3.81)
The first terms on the left are perfect derivatives and average to zero, leaving
u′0b′1 · ∇hb0 + w′2b′1∂zb0 = 0. (3.82)
which is striking because of it satisfies the same relationship between the horizontal and vertical
fluxes as does the Gent-McWilliams parameterization (Gent and McWilliams, 1990); this is dis-
cussed in more detail in §3.5. Thus, the model here anticipates that eddy buoyancy fluxes will be
dominantly along mean isopycnals.
The above corrections could be used to add order  eddy corrections to computed solutions
of the non-eddying PG equations, like those of Samelson and Vallis (1997a). Alternatively, one
could create a composite model by adding the mean equations at order one and ; the result is not
an asymptotic model strictly speaking, but is nevertheless potentially useful. In particular, it is
easier to calculate solutions of the composite model than to concurrently calculate a solution and
a correction. Such a composite model is as follows
(1 +AβY )zˆ× u∗ = −∇hp∗, ∂zp∗ = b∗, ∇h · u∗ + ∂zw∗ = 0 (3.83)
∂τ b
∗ + u∗ · ∇hb∗ + w∗∂zb∗ + ∇h ·
(
u′b′
)
+ ∂z
(
w′b′
)
= ∂2zb
∗
, (3.84)(
u′b′
) · ∇hb∗ + (w′b′) ∂zb∗ = 0 (3.85)
where we use the notation b0 + b1 = b
∗, and similarly for the other variables. Note that the small
parameter  = Ro appears explicitly in the composite equations. The composite equations differ
from the asymptotic ones by terms of order 2.
3.2.4 A New Isotropic Model
In this section we derive equations using isotropic scalings with a different distinguished
limit; in particular we use the balance Ah ∼ Ro2 from equation (3.49). This model is distinct from
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U ′ = 30cm/s, U = 3cm/s H = 1km N = 0.004s−1
Ld ≈ 55km Lpg ≈ R Ro = U ′f0Ld ≈ 0.08
t∗ ≈ 2 days τ∗ ≈ 11 years ν ≈ 0.003m2s−1
Table 3.3: Parameters for the New Isotropic Model An example set of parameters which
satisfies the distinguished limit (3.86). At 30◦N the Coriolis parameter is f0 ≈ 7.3× 10−5 radians
per second. These conditions are typical of eddy-rich regions just east of subtropical western
boundary currents.
Pedlosky’s in that eddy buoyancy fluxes appear in the large-scale equations at leading order, but
no baroclinic terms appear in the eddy equations. In Pedlosky’s model the ratio of the deformation
radius to the planetary scales was equal to the Rossby number; appropriate Rossby numbers were
accordingly small. In this model the ratio is the square of the Rossby number, and appropriate
Rossby numbers are not as small. Table 3.3 gives example parameter values which satisfy the
distinguished limit.
Again, we start from the multiple-scale Boussinesq equations (3.12)-(3.15) and (3.18)-(3.21)
in the following distinguished limit
Aτ ∼ 3, Ah ∼ 2
Az . o(−1), Ro ≡ ,
Aβ ∼ O(1),
P ∼ −2,Γ ∼ A−1z −2
Re ∼ Pe ∼ A−2z −3. (3.86)
Once again, we make the specific choice Az ∼  for simplicity; this choice agrees with Table 3.3,
and does not affect the final form of the equations. In this limit, the multiple-scale Boussinesq
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equations are
Du
Dτ
+ 2∇h ·
(
u′u′
)
+ −1∂z
(
w′u′
)
+ −1(1 +AβY )zˆ× u = −∇hp+ 5D2u, (3.87)
Dw
Dτ
+ 2∇h ·
(
u′w′
)
+ −1∂z
(
w′w′
)
= −3b− −3∂zp+ 5D2w, (3.88)
Db
Dτ
+ 2∇h ·
(
u′b′
)
+ −1∂z
(
w′b′
)
= 5D2b, (3.89)
2∇h · u+ −1∂zw = 0 (3.90)
Du′
Dτ
+
Du′
Dt
+ 2u′ · ∇hu+ −1w′∂zu+ −1(1 +AβY )zˆ× u′ = −−2∇hp′ −∇hp′ + 5D2u′,
(3.91)
Dw′
Dτ
+
Dw′
Dt
+ 2u′ · ∇hw + −1w′∂zw = −3b′ − −3∂zp′ + 5D2w′, (3.92)
Db′
Dτ
+
Db′
Dt
+ 2u′ · ∇hb+ −1w′∂zb = 5D2b′, (3.93)
2∇h · u′ +∇h · u′ + −1∂zw′ = 0 (3.94)
We derive the mean and eddy equations in tandem. We begin with trivialities; first, note
that equations (3.90) and (3.94) imply that w0 = w1 = w2 = w′0 = 0. Equation (3.87) then implies
that u0 = 0, which further implies w3 = 0. Equation (3.88) implies that ∂zp0 = b0, and equation
(3.92) implies that ∂zp′0 = b′0 and ∂zp′1 = b′1. Equation (3.91) implies (1 + AβY )zˆ × u′0 = −∇hp′1;
this further implies that w′1 = 0. Since ∂z(w′1u′0) = ∂z(w′0u′1) = 0, equation (3.87) implies that
(1 +AβY )zˆ×u1 = −∇hp0. As in Pedlosky’s model, (3.91) implies that p′0 = 0, which is consistent
with order one eddy buoyancy equation (3.93) and sets b′0 = 0. To recap,
w0 = w1 = w2 = w3 = w′0 = w
′
1 = p
′
0 = b
′
0 = u0 = 0,
∂zp
′
1 = b
′
1, (1 +AβY )zˆ× u′0 = −∇hp′1,
∂zp0 = b0, (1 +AβY )zˆ× u1 = −∇hp0. (3.95)
With this information we proceed to examine the eddy equations. The vertical component of the
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curl of (3.91) at order one and equation (3.93) at order  are
∂tω
′
0 + u
′
0 · ∇hω′0 − (1 +AβY )∂zw′2 = 0, (3.96)
∂tb
′
1 + u
′
0 · ∇hb′1 + w′2∂zb0 = 0. (3.97)
The reduction to a single equation for the advection of potential vorticity is standard, resulting in
∂tq
′ + u′0 · ∇hq′ = 0
q′ = ω′0 + (1 +AβY )∂z
(
b′1
∂zb0
)
. (3.98)
These are the usual QG equations on an f -plane; there is no β-term because of the scales of the
model. The conditions for buoyancy fluxes to appear in the mean buoyancy equation include (3.49)
and (3.50), which imply that Ah  Ro; since the large scale of the model is comparable to the
planetary radius, this precludes the appearance of β in the QG eddy equation.
A curious and remarkable feature of this model is that although the vertical velocity w′2 and
buoyancy b′1 are not zero, the flux ∂z(w′2b′1) is zero. To see this, multiply (3.98) by b
′
1 and average
over the fast time and small horizontal variables
1
2
(
∂t(b′1)2 + u′0 · ∇h(b′1)2
)
+ w′2b′1∂zb0 = 0. (3.99)
The first two terms on the left are perfect derivatives and therefore average to zero, resulting in
w′2b′1∂zb0 = 0, which clearly implies that
w′2b′1 = 0. (3.100)
One may similarly multiply by (b′1)2 to conclude
w′2(b′1)2 = 0, (3.101)
which will be useful.
To complete the derivation we examine the mean buoyancy equation (3.89). The first non-
trivial terms appear at order 2, giving ∂z(w′2b′1) = 0. As we have seen, this is consistent with the
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eddy equations. At order 3 the equation reads
∂τ b0 + u1∇hb0 + w4∂zb0 +∇h ·
(
u′0b′1
)
+ ∂z
(
w′2b′2 + w′3b′1
)
= ∂2zb0. (3.102)
The vertical buoyancy fluxes appear to be unclosed since they depend on higher-order corrections
to the eddy vertical velocity and buoyancy. We show however, than these may be diagnosed in
terms of known quantities. To do so, we use the eddy buoyancy equation (3.93) at order  and 2.
These are
∂tb
′
1 + u
′
0 · ∇hb′1 + w′2∂zb0 = 0, (3.103)
∂tb
′
2 + u
′
0 · ∇hb′2 + (u′1 + u1) · ∇hb′1 − u′1 · ∇hb′1 + u′0 · ∇hb0 + w′2∂zb′1 − w′2∂zb′1 + w′3∂zb0 + w′2∂zb1 = 0.
(3.104)
Multiplying equation (3.104) by b′1, multiplying equation (3.103) by b′2, adding the results and
averaging yields
(
u′0b′1
)
· ∇hb0 +
(
w′3b′1 + w′2b′2
)
∂zb0 +
(
1
2
∂z
(
w′2b21
)
+ w′2b′1∂zb1
)
= 0. (3.105)
We have eliminated terms that were averages of perfect derivatives of b′1b′2, and terms of the form
b′ (·). Equations (3.100) and (3.101) imply that the last terms in (3.105) are zero. Equation (3.105)
therefore becomes
(
u′0b′1
)
· ∇hb0 +
(
w′3b′1 + w′2b′2
)
∂zb0 = 0. (3.106)
This is reminiscent of the relation (3.82) in §3.2.3, and bears the same relationship to the Gent-
McWilliams parameterization, discussed in §3.5. It also allows the eddy buoyancy fluxes in (3.102)
to be diagnosed in terms of known quantities; this equation becomes
∂τ b0 + u1 · ∇hb0 + w4∂zb0 +∇h ·
(
u′0b′1
)
= ∂z
(
u′0b′1 · ∇hb0
∂zb0
)
+ ∂2zb0. (3.107)
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This closes the system, which is summarized below without asymptotic subscripts
(1 +AβY )zˆ× u = −∇hp ∂zp = b (3.108)
∂τ b+ u · ∇hb+ w∂zb+∇h ·
(
u′b′
)
+ ∂z
(
w′b′
)
= ∂2zb (3.109)
∇h · u+ ∂zw = 0 (3.110)(
u′b′
) · ∇hb+ (w′b′) ∂zb = 0 (3.111)
(1 +AβY )zˆ× u′ = −∇hp′, ∂zp′ = b′ (3.112)
∂tq
′ + u′ · ∇hq′ = 0 (3.113)
q′ =
( ∇2hp′
1 +AβY
+ (1 +AβY )∂z
(
∂zp
′
∂zb
))
. (3.114)
The limit (3.86) implies AE ∼ Ro2, so Ekman drag does not appear at leading order in the
QG eddy equation of this model. This QG eddy equation also does not include advection by the
mean flow at leading order, which raises the question of how mean shear and potential energy are
converted into eddy kinetic energy in this model. Of course, one could consider eddies generated
by wind or topography effects, but these would have little reason to systematically feed back eddy
fluxes consistent with closing the large-scale flow.
Since Ekman drag and the baroclinic production terms occur at next order in the asymptotic
expansion, one could derive the next-order corrections to the QG eddy equation of this model and
use them as the basis of a non-asymptotic composite eddy model. Unlike the next-order corrections
of the previous section, §3.2.3, the next-order correction to this model includes unbalanced dynamics
and therefore significantly increases the complexity of the model.
Inspired by the studies of Arbic and Flierl (2004), Pedlosky (1970), Smith (2007), Spall
(2000), Walker and Pedlosky (2002), we conjecture that the asymptotic limit by which we arrive at
this QG eddy equation is a singular limit; it may be the case that eddies remain strong even when
baroclinic mean flow and bottom drag are both asymptotically small. That is, although energy
source and dissipation terms are small, the energy storage need not be. Furthermore, these studies
emphasize that even a small non-zonal flow may lead to baroclinic instability. Pedlosky (1984)
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and Fox-Kemper and Pedlosky (2004) suggest that such factors are expected when a singular limit
(small dissipation) conflicts with a required global condition (e.g., satisfying boundary conditions).
In fluid flows, the result is typically a boundary layer flow, whose anisotropic scaling allows for
satisfaction of both small parameters and boundary conditions, as will be shown below in §3.3.
3.2.5 Summary of Isotropic PG-QG Models
In §3.2.2 the requirements for the multiple-scales asymptotic derivation of a model with PG
equations for the large scale and QG equations for the eddies are shown to be inconsistent with
the requirements for two-way coupling between the eddies and mean flow, when the large scales
are taken to be isotropic. We have presented two models which illustrate the dilemma: Pedlosky’s
model in §3.2.3 and a new model in §3.2.4.
Pedlosky’s model is applicable when the characteristic velocities of the mean flow and eddies
are similar. It is potentially useful for studying the way in which eddy effects weakly modify
a leading-order PG solution, and the way in which the leading order PG solution drives eddy
variability. For example, it could be used to study the way in which eddy effects modify the
Samelson and Vallis (1997a) solution of the PG equations. Its paradigm of strong eddy generation
but weak response to eddies is reminiscent of the numerical studies of Henning and Vallis (2004),
who found that eddies only weakly modified the mean stratification away from the western boundary
current.
The new model (§3.2.4) has a weak mean flow, and thus appears to lack baroclinic driving
of the eddies. It presents the question of whether asymptotically small baroclinic terms are able
to generate order-one eddy kinetic energy, as suggested by the studies of Pedlosky (1970), Spall
(2000), Arbic and Flierl (2004), and Smith (2007) suggest. If it is the case that weak baroclinic terms
can nevertheless generate strong eddies, then this new model does have strong two-way coupling
between the eddies and mean flow, but this remains to be seen. In any case, the mean flow of the
new model reacts strongly to eddies, no matter how these are generated. Thus, the model also
allows for the possibility of studying the way in which wind forcing of eddies can modify a weak
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mean flow; Frankignoul and Mu¨ller (1979), Griffa and Castellari (1991), Mu¨ller and Frankignoul
(1981), Pedlosky (1965), Veronis (1970) and others have investigated the possibility of mesoscale
eddy generation by the incoherent component of wind stress forcing.
Neither of these models of §3.2.3 §3.2.4 allows a clear two-way coupling between the eddies
and the mean flow, although such a coupling is suggested by the numerical studies of Henning and
Vallis (2004, 2005) and Le´vy et al. (2010). In the following section, we find that anisotropy of the
large-scale horizontal variables allows just such a coupling. Fig. 3.1 shows the strong anisotropy
of the mean flow and eddy kinetic energy. Note that isolated jets, differing dramatically in cross-
stream versus along-stream scale, characterize the mean flow, and also note that eddy kinetic energy
is concentrated near these mean kinetic energy sources.
3.3 Anisotropy to the Rescue
In this section we update the balance arguments of §3.2.2 to allow for anisotropic scaling of
the large horizontal variables. We find that this allows for two-way coupling between the eddies
and mean flow. The direction of anisotropy is arbitrary, so the result explains the coupling that is
observed in numerical studies (Henning and Vallis, 2004, Le´vy et al., 2010, Fig. 3.1) between eddies
and the mean flow in boundary currents as well as in anisotropic offshore jets and currents.
3.3.1 Anisotropic Balances
In §3.2.2, we considered first the requirements to derive a model which has PG large-scale
equations and QG eddy equations and then the requirements for coupling. In this section we
update only those balances which change when large-scale anisotropy is introduced; in particular,
the requirements for mean hydrostatic balance and for a QG eddy equation – equations (3.26),
(3.28), (3.29), (3.31), and (3.32) – are unchanged by the introduction of large-scale anisotropy.
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a)
b)
Figure 3.1: Mean and Eddy Kinetic Energies in the Oceans. Surface kinetic energy from
a global nominal 10km simulation of POP2 (Smith et al., 2010) driven with normal year forcing
(Large and Yeager, 2004). The surface height variability of this model is fairly consistent in location
and magnitude with observations (McClean et al., 2006, Stammer, 1998). a) Mean kinetic energy is
taken to be the kinetic energy based on the 6-year time-mean, 20x20 gridpoint-averaged velocities.
Thus, this is the energy of time-mean flow at scales ∼ 2◦ × 2◦, a typical resolution for a coarse
general circulation model or PG ocean model. b) The eddy kinetic energy is the total kinetic energy
(time-variable and full 10km resolution flow) minus the mean contribution in a).
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Letting the meridional and zonal large scales differ, we have
∂x → ∂x +AX∂X , (3.115)
∂y → ∂y +AY ∂Y . (3.116)
The direction of the anisotropy is in principle arbitrary and is determined by the relationship
between AX = L/LX and AY = L/LY where LX and LY are the scales of the large x and y
coordinates. We will consider the particular case of a flow which is elongated in the meridional
direction, as in a western boundary current; in this case AX  AY because LX  LY .
The introduction of large-scale anisotropy changes the requirements for geostrophy and
incompressibility of the mean flow and changes the form of the large-scale buoyancy equation.
Geostrophic balance of the mean flow in this case is of the form
Ro−1v = AXP∂Xp, (3.117)
Ro−1u = −AY P∂Y p. (3.118)
The requirements (3.26), (3.28), (3.29), (3.31), and (3.32) still hold, so P ∼ Ro−2. In order to
achieve coupling between the mean flow and the eddies, we require the meridional velocity to be
order one v ∼ O(1). Presuming the meridional mean flow to be order one requires
AX ∼ Ro. (3.119)
An order-one mean flow thereby appears in the eddy equations, introducing the possibility of
baroclinic instability. It remains to require eddy fluxes to appear in the mean equations.
Whereas for isotropic spatial scalings mean horizontal advection Ahu · ∇hb was of order
Ro−1A2h, for this anisotropic scaling it is of order
AXu∂X +AY v∂Y ∼ Ro−1AXAY = AY . (3.120)
We again require mean horizontal advection to occur at the same order as eddy forcing, which now
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can have two sizes:
AX∂X
(
u′b′
) ∼ A−1z ∂z (w′b′) ∼ Ro2, (3.121)
AY ∂Y
(
v′b′
) ∼ AYRo. (3.122)
Balancing mean advection with the latter of these is inconsistent, requiring Ro ∼ O(1); the former
balance leads to
AY ∼ Ro2, (3.123)
u ∼ Ro. (3.124)
Thus, in the vicinity of a strong, anisotropic mean flow a two-way coupling exists between the
eddies and the mean flow: The mean flow is large enough to drive baroclinic instability of the
eddies and the eddy fluxes are sufficiently large to alter the mean flow.
3.3.2 An Anisotropic Model
U = 20cm/s H = 500m N = 0.006s−1
Ld ≈ 40km LX ≈ 600km, LY ≈ R Ro ≈ 0.07
t∗ ≈ 2 days τ∗ ≈ 1.3 years ν ≈ 0.09m2s−1
Table 3.4: Parameters for the New Anisotropic Model. An example set of parameters which
satisfies the distinguished limit (3.125). These scalings are in good agreement with the simulation
in Fig. 3.1.
In this section we derive an anisotropic model with large-scale anisotropy in the zonal and
meridional directions. We begin with anisotropic versions of the multiple-scale Boussinesq equations
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(3.12)-(3.15) in the following distinguished limit:
Pe ∼ A−2z −2, Re ∼ A−2z −1,
Γ ∼ A−1z −2, P ∼ −2
Az . o(−1)
Aβ ∼ O(1)
AX ∼ Ro ≡ ,
AY ∼ Aτ ∼ 2. (3.125)
The sharp-eyed reader will note that the turbulent Reynolds and Pe´clet numbers in this model do
not obey the same scaling; in fact, the turbulent Prandtl number is large Pr = Pe/Re ∼ Ro−1. This
is necessary in order for energy dissipation to appear at leading order in the eddy equations. We note
that, after some algebra, Re ∼ A−2z Ro−m implies that AE ∼ Ro(m+1)/2. The limit Pe & A−2z Ro−2
is required in order for turbulent dissipation of mean buoyancy to be not asymptotically greater
than advection of mean buoyancy in (3.14). If the Reynolds number were also to obey this scaling
then AE ∼ Ro3/2 and no bottom drag would appear in the eddy equations at leading order. So in
order for bottom drag to appear at leading order in the eddy equations, we take Re ∼ A−2z Ro−1,
which implies AE ∼ Ro.
As previously, we choose Az ∼  for simplicity, but this does not affect the final form of the
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equations. In this limit, the anisotropic multiple-scales Boussinesq equations are
Du
Dτ
+ ∂X
(
u′u′
)
+ 2∂Y
(
v′u′
)
+ −1∂z
(
w′u′
)− −1(1 +AβY )v = −−1∂Xp+ 3D2u (3.126)
Dv
Dτ
+ ∂X
(
u′v′
)
+ 2∂Y
(
v′v′
)
+ −1∂z
(
w′v′
)
+ −1(1 +AβY )u = −∂Y p+ 3D2v (3.127)
Dw
Dτ
+ ∂X
(
u′w′
)
+ 2∂Y
(
v′w′
)
+ −1∂z
(
w′w′
)
= −−3∂zp+ −3b+ 3D2w
(3.128)
Db
Dτ
+ ∂X
(
u′b′
)
+ 2∂Y
(
v′b′
)
+ −1∂z
(
w′b′
)
= 4D2b (3.129)
∂Xu+ 2∂Y v + −1∂zw = 0 (3.130)
Du′
Dτ
+
Du′
Dt
+ u′∂Xu+ 2v′∂Y u+ −1w′∂zu− −1 (1 +AβY ) v′ = −−2∂xp′ − −1∂Xp′ + 3D2u′
(3.131)
Dv′
Dτ
+
Dv′
Dt
+ u′∂Xv + 2v′∂Y v + −1w′∂zv + −1 (1 +AβY )u′ = −−2∂yp′ − ∂Y p′ + 3D2v′
(3.132)
Dw′
Dτ
+
Dw′
Dt
+ u′∂Xw + 2v′∂Y w + −1w′∂zw = −−3∂zp′ + −3b′ + 3D2w′
(3.133)
Db′
Dτ
+
Db′
Dt
+ u′∂Xb+ 2v′∂Y b+ −1w′∂zb = 4D2b′ (3.134)
∂Xu
′ + 2∂Y v′ +∇h · u′ + −1∂zw′ = 0. (3.135)
We have used the following abbreviations
D(·)
Dτ
≡ 2∂τ (·) + u∂X(·) + 2v∂Y (·) + −1w∂z(·) (3.136)
D(·)
Dt
≡ ∂t(·) + (u′ + u) · ∇h(·)− u′ · ∇h(·) + 
(
u′∂X(·)− u′∂X(·)
)
+ 2
(
v′∂X(·)− v′∂X(·)
)
+ −1
(
w′∂z(·)− w′∂z(·)
)
(3.137)
D2 ≡ 2∂2X + 4∂4Y + −2∂2z (3.138)
D2 ≡ ∇2h + 2∂X∂x + 22∂Y ∂y +D2. (3.139)
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Equation (3.130) implies that w0 = w1 = w2 = 0 and equation (3.135) implies w′0 = 0.
Equations (3.131) and (3.132) imply that p′0 = 0. These results together with equations (3.131)
and (3.132) at order −1 imply that (1 +AβY )zˆ×u′ = −∇hp′1, which further implies that w′1 = 0.
As in the previous derivations p′0 = 0, which together with equation (3.133) implies that b′0 = 0,
but this is consistent with the prognostic equation for b′0. At the next order in (3.133) we find that
∂zp
′
1 = b
′
1. From equation (3.128) we see that ∂zp0 = b0, and from equations (3.126) and (3.127)
we find u0 = 0, (1 + AβY )v0 = ∂Xp0 and (1 + AβY )u1 = −∂Y p0. In summary, we have thus far
deduced the following
w0 = w1 = w2 = w′0 = w
′
1 = u0 = p
′
0 = b
′
0 = 0, (3.140)
∂zp
′
1 = b
′
1, ∂zp0 = b0, (3.141)
(1 +AβY )zˆ× u′0 = −∇hp′1, (3.142)
(1 +AβY )v0 = ∂Xp0, (1 +AβY )u1 = −∂Y p0. (3.143)
The equations for the mean variables are completed by examining the first non-trivial balance in
equation (3.129), which occurs at order 2
∂τ b0 + u1∂Xb0 + v0∂Y b0 + w3∂zb0 + ∂X
(
u′0b′1
)
+ ∂z
(
w′2b′1
)
= ∂2zb0. (3.144)
To complete the eddy equations requires equation (3.131) at order one, equation (3.132) at order
one, and (3.134) at order . These are
∂tu
′
0 + (u
′
0 + u0) · ∇hu′0 − (1 +AβY )v′1 = −∂xp′2 − ∂Xp′1 (3.145)
∂tv
′
0 + (u
′
0 + u0) · ∇hv′0 + (1 +AβY )u′1 = −∂yp′2 (3.146)
∂tb
′
1 + (u
′
0 + u0) · ∇hb′1 + u′0∂Xb0 + w′2∂zb0 = 0. (3.147)
We take the x-derivative of equation (3.146) and subtract the y-derivative of equation (3.145) to
arrive at
∂tω
′
0 + (u
′
0 + u0) · ∇hω′0 − (1 +AβY )∂zw′2 = 0 (3.148)
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where we have used −∂X∂yp′1 = (1 + AβY )∂Xu′0 and ∇h · u′1 + ∂Xu′0 = −∂zw′2. The reduction of
equations (3.147) and (3.148) to a single prognostic equation proceeds similarly to §3.2.4: divide
equation (3.147) by ∂zb0, take the vertical derivative, multiply by (1 + AβY ), and add the result
to equation (3.148). The result, after some simplification, is
∂tq
′ + (u′0 + u0) · ∇hq′ + (1 +AβY )u′0∂z
(
∂Xb0
∂zb0
)
= 0, (3.149)
q′ =
(
ω′0 + (1 +AβY )∂z
(
b′1
∂zb0
))
. (3.150)
It should be recalled that u0 = 0, so the vector u0 = (0, v0).
The eddy equations allow a now familiar simplification of the fluxes. Multiplying (3.147) by
b′1 and averaging yields
u′0b′1∂Xb0 + w′2b′1∂zb0 = 0. (3.151)
This completes the model, which is summarized below without asymptotic subscripts
(1 +AβY ) v = ∂Xp, (1 +AβY )u = −∂Y p, ∂zp = b (3.152)
∂τ b+ u∂Xb+ v∂Y b+ w∂zb+ ∂X
(
u′b′
)
+ ∂z
(
w′b′
)
= ∂2zb (3.153)
∂Xu+ ∂Y v + ∂zw = 0 (3.154)(
u′b′
)
∂Xb+
(
w′b′
)
∂zb = 0 (3.155)
(1 +AβY )zˆ× u′ = −∇hp′, ∂zp′ = b′ (3.156)
∂tq
′ + u′ · ∇hq′ + v∂yq′ + u′∂z
(
∂Xb
∂zb
)
= 0 (3.157)
q′ =
( ∇2hp′
1 +AβY
+ (1 +AβY )∂z
(
∂zp
′
∂zb
))
. (3.158)
Note that the terms which appear here that depend on anisotropy – along-stream advection of eddy
PV by the mean flow and eddy advection of cross-stream PV gradient in (3.157), and cross-stream
eddy fluxes in (3.153) – do not require the mean flow direction to be nonzonal. No additional
information, such as the β-effect or location of boundaries is required to arrive at this form, and
the β-effects are the same as in the preceding isotropic models. Thus, the analysis of this section
applies to zonal and meridional currents, so long as the asymptotic scalings (3.125) hold.
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In Appendix A we consider the question of whether the term u′∂z(∂Xb/∂zb) in (3.157) is of
the form u′∂Xq for a suitably defined mean potential vorticity q; in fact this is not the case due
to the distinction between Ertel potential vorticity which is conserved by the Boussinesq equations
and quasigeostrophic potential vorticity which is conserved by classical QG dynamics.
3.4 Non-hydrostatic and Convective Dynamics
U = 10cm/s H = 5000m N = 5× 10−5s−1
Ld ≈ 2000m Lpg ≈ 8000m Ro ≈ 0.4
t∗ ≈ 6 hours τ∗ ≈ 1.5 days Aβ ≈ 7× 10−4
Table 3.5: Parameters for the Non-Hydrostatic Model. An example set of parameters which
satisfies the distinguished limit (3.159). The Coriolis frequency at 60◦N is f0 = 2Ω cos(ϕ0) =
4pi cos(pi/6)/86, 400 ≈ 1.3 × 10−4 radians per second and earth’s radius R is approximately 6, 400
kilometers.
It is known that solutions of the the PG equations can develop convectively unstable strati-
fication, and convective-adjustment parameterizations of convective restratification are commonly
used (see Samelson and Vallis (1997a) for example). It is possible to derive in the same framework
as §3.2.2 a multiple-scales model which couples the PG equations to balanced non-hydrostatic eddy
equations capable of convective motion. The model which we quote below is derived in Julien and
Knobloch (2007) using the following distinguished limit
Aτ ∼ 2, Ah ∼ 3/2
Aβ ∼ o()
Ro ≡ ,
Pe ∼ Re ∼ O(1),
Az ∼ Γ ∼ −1, P ∼ −2. (3.159)
There are several things to note about this limit. First, the relation Az ∼ Ro−1 is required because
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convective motions are characterized by w′ ∼ O(1) and w′ ∼ AzRo (see equation (3.31)). This also
means that the horizontal eddy scale is smaller than the depth.
Second, the relation Ah ∼ Ro3/2 guarantees that convective fluxes appear at the same order
as advection in the mean buoyancy equation, but that baroclinic terms will not appear in the eddy
equations. This also implies that the long horizontal scale is greater than the depth by only a factor
of Ro−1/2, which is not long enough to reach the scale of the planetary radius. Thus, in order to
remain realistic, the planetary β effect must be small Aβ  O(1). This implies that the mean flow
is horizontally incompressible at leading order. In fact, Aβ is so small (see Table 3.5) that it is
unrealistic for it to appear in the eddy equations; hence the requirement Aβ ∼ o().
Third, the turbulent Reynolds and Pe´clet numbers are smaller than in previous models be-
cause they are defined on the small horizontal scale. In previous models the horizontal scale of
the eddies was much larger, making the Reynolds and Pe´clet numbers much larger. The asymp-
totic derivation of this model requires them to be order one not equal to one, meaning that
the Reynolds and Pe´clet numbers may still be large but that they do not scale with the Rossby
number.
Finally, Table 3.5 shows that the time scales associated with this model are significantly
faster than those of the previous models; the adjustment of the mean stratification in response to
convective motions is even somewhat faster than the dynamical scale of the QG eddies in §3.2-3.3.
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The model equations are as follows
zˆ× u = −∇hp, ∂zp = b (3.160)
∂τ b+ u · ∇hb+ ∂z
(
w′b′
)
= Pe−1∂2zb (3.161)
∇h · u = 0 (3.162)
zˆ× u′ = −∇hp′ (3.163)
∂tω
′ + u′ · ∇hω′ − ∂zw′ = Re−1∇2hω′ (3.164)
∂tw
′ + u′ · ∇hw′ + ∂zp = b′ +Re−1∇2hw′ (3.165)
∂tb
′ + u′ · ∇hb′ + w′∂zb = Pe−1∇2hb′. (3.166)
Although the eddy equations in this regime of weak and unstable stratification are not governed
solely by potential vorticity dynamics they nevertheless conserve the asymptotically appropriate
form of potential vorticity, which includes a contribution from the nonlinear component of potential
vorticity that is lacking in traditional QG dynamics. Specifically, the eddy equations (3.163)-(3.166)
inviscidly conserve potential vorticity as follows (Julien and Knobloch, 2007, Julien et al., 2006)
∂tq
′ + u′ · ∇hq′ = 0, (3.167)
q′ = ω′ + ∂z
(
b′
∂zb
)
+
1
∂zb
(∂yw′∂xb′ − ∂xw′∂yb′) (3.168)
While these eddy equations are eminently suited to convective dynamics, as is evident from
their use in describing Rayleigh-Be´nard convection (Sprague et al., 2006), they are also suited to
convectively stable but weakly stratified dynamics. Conditions appropriate to this distinguished
limit are recorded in Table 3.5, and are roughly consistent with deep and abyssal convection in the
Labrador, Irminger, Ross, and Weddell Seas. Anisotropy can be included in the non-hydrostatic
scaling also, resulting in the inclusion of baroclinic effects in the eddy equations and lateral buoyancy
fluxes in the mean equations.
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3.5 Closure of the Residual Circulation via GM6
The large-scale model presented in §3.2-3.4 are of the form:
ρ0(f0 + βy)zˆ× u = −∇hp, (3.169)
∂zp = ρ0b, (3.170)
∇h · u+ ∂zw = 0, (3.171)
∂tb+ u · ∇h · b+ w∂zb+∇h ·
(
u′b′
)
+ ∂z
(
w′b′
)
= κv∂2zb (3.172)
The eddy fluxes are determined by the strength and degree of anisotropy of the mean flow. We
expect that only the cross-stream eddy fluxes will appear at leading order in the anisotropic model
of §3.3, which we shall return to below. While the fluxes in each model are in fact determined by
solutions of the eddy equations – and are therefore amenable to superparameterization (Grabowski,
2004, Majda and Grote, 2009) – it is instructive to consider the effect of using the Gent and
McWilliams (1990) parameterization instead.
Before doing so, the reader should note that the differential order of the PG equations above,
without the eddy flux terms, can only be used to set velocity to zero at one location. To see this,
consider that the eddy-free PG equations can be written as a partial differential equation in a single
variable M (Vallis, 2006, Welander, 1971) as follows
∂tzzM +
1
f
(∂xzM∂yzzM − ∂yzM∂xzzM) + β
f2
∂xM∂zzzM = κv∂zzzzM (3.173)
where ∂zzM = b and the relationships of the remaining variables to M are determined by (3.169)-
(3.171). This equation is only of first differential order in x and y, so only one boundary in the
meridional or zonal direction can be guaranteed. The eddy terms will be shown to allow additional
boundary conditions in this section.
While imperfect, the Gent and McWilliams (1990) parameterization has a number of desirable
features. 1) It is easily usable for 3D problems. 2) It is readily related to a physical process –
extraction of available potential energy by isopycnal (or skew) eddy transport. 3) It is specified
6 Variables in this section are dimensional and asymptotic notation is dropped.
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only up to a potentially spatio-temporally varying coefficient κgm, which can be adapted to fit the
results of eddy-resolving simulations or theory. This coefficient could, for example, be tuned to
take into account the effect of large-scale anisotropy on the eddy buoyancy fluxes (Smith and Gent,
2004).
Here the full potential of Gent and McWilliams (1990) will not be used, only a demonstration
that the effects of mesoscale eddies in stably stratified regions may be of use in closing the circulation
is needed. Thus, we will use the simplifying assumption that κgm is a constant in space and
time. Following Griffies (1998), note that the buoyancy flux in the Gent and McWilliams (1990)
parameterization may be written in two forms:
ψgm ≡ κgm∇b¯× zˆ
∂zb
(3.174)
∇ · Fadv = ∇ · Fskew = ∇ · u′b′ (3.175)
Fadv = bue = b (∇×ψgm) = bκgm
[
∂z
∇hb
∂zb
− zˆ∇h · ∇hb
∂zb
]
, (3.176)
Fskew = ψgm ×∇b = κgm
(
−∇hb+ zˆ |∇hb|
2
∂zb
)
(3.177)
When one diagnoses the vertical and horizontal eddy buoyancy flux components, they are largely
along the isopycnal surfaces (e.g., Fox-Kemper and Ferrari, 2008). The asymptotic predictions of the
models of §3.2-3.3, e.g. (3.106) are also along isopycnal surfaces. The Gent and McWilliams (1990)
parameterization also shares this property in the skew flux, Fskew, form (3.177). These conditions
are related to the nonacceleration theorem (Andrews and McIntyre, 1978, Plumb, 1990). The eddy
fluxes corresponding to the skew flux are:
u′hb′ = −κgm∇hb, w′b′ = κgm
|∇hb|2
∂zb
. (3.178)
The first part of (3.178) was in use before Gent & McWilliams, their genius is evident in the latter
part. If the first part is assumed, then the asymptotic models of §3.2.3, §3.2.4, and §3.3.2 all predict
the latter.
Using this parameterization for the eddy buoyancy flux terms in (3.172) yields, noting that
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only the cross-stream eddy fluxes and gradients appear in the anisotropic model,
∂τ b+ u · ∇hb+ w∂zb = κv∂2zb+ κgm
[
∂2nb− ∂z
( |∂nb|2
∂zb
)]
. (3.179)
We have here used the notation ∂n to denote a derivative in the cross-stream direction. Thus,
the square bracketed term in equation (3.179) increases the differential order of the system
in the cross-stream direction; since the cross-stream direction is normal to the boundary this
allows the imposition of lateral boundary conditions on b. It does not sufficiently increase the
order to allow the imposition of both no-mass and no-buoyancy flux boundary conditions, but it
does allow one to specify no net flux of buoyancy by setting the inward eddy-induced flux equal to
the outward mean-advective flux at the boundary. Cessi et al. (2010) consider a similar boundary
condition. A few more manipulations serve to show how this condition can be used to find a
boundary-layer scale. Rather than return to the cumbersome M equation, for this purpose we
make use of the transformed Eulerian mean (TEM) framework.
Generally, the eddy fluxes of buoyancy may be written in the form (Ferrari and Plumb, 2003):
∇h ·
(
u′b′
)
+ ∂z
(
w′b′
)
= ue · ∇hb+ we∂zb+ ∂zG (3.180)
where
G =
(
u′b′
) · ∇hb+ (w′b′) ∂zb
∂zb
(3.181)
and
ue = −∂z
(
u′b′
∂zb
)
= κgm
[
∂z
∇hb
∂zb
]
, we = ∇h ·
(
u′b′
∂zb
)
= −κgm∇h · ∇hb
∂zb
. (3.182)
The eddy-induced velocity ue is clearly related to the advective flux (3.176). It is nondivergent
by construction (ue = ∇× ψgm) using the parameterization above, or indeed nondivergent in any
solution solution to our asymptotic eddy equations because of e.g. (3.106), sets G to zero. Defining
the residual (or quasi-Lagrangian) velocity to be the sum of the mean and eddy-induced velocities
u∗ = u + ue and w∗ = w + we, the condition of no net flux is that the normal component of the
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residual velocity vanish at the boundaries: u∗ · nˆ = 0. Equation (3.179) is of sufficient differential
order to impose this as a condition on b.
To make this boundary condition explicit, re-write the model large-scale equations using
the residual velocity, and noting that our asymptotic regime only requires buoyancy fluxes in the
cross-stream direction.
ρ0(f0 + βy)zˆ× (u∗ − ue) = −∇hp, (3.183)
∂zp− ρ0b = 0, (3.184)
∇h · u∗ + ∂zw∗ = 0, (3.185)
∂τ b+ u∗ · ∇hb+ w∗∂zb = κv∂2zb. (3.186)
We can impose u∗ · nˆ = 0 by appropriate choice of ue · nˆ with (3.183), although not u · nˆ = 0.
Thus, the residual velocity can be set to zero at the boundaries, but we recognize that a narrower
boundary layer (too narrow for our large-scale equations) will be required to set u · nˆ = 0. Also,
since κv appears in the buoyancy equation, it is clear that we can do this for arbitrary bottom
slopes. So, in essence the thermodynamic boundary conditions on b are satisfied. Taking the curl
of (3.183) and using the definitions of ve and we leads to
βv = (f0 + βy)∂z (w∗ − we) . (3.187)
In the anisotropic model of §3.3, the eddy fluxes will be non-neglible only in the cross-stream
direction. We anticipate a thin boundary current and therefore scale the cross-stream derivatives
by a large number ∂n 7→ δ−1b ∂n. The residual velocity is generally smaller than either the Eulerian
or eddy-induced velocities, so the dominant vorticity balance in (3.187) is between −f∂zwe and
βv∗, so with the coordinate n used for cross-stream direction and s for along-stream direction, and
since (3.183) predicts geostrophic along-stream mean velocity, vs:
βv ≈ −f∂zwe ≈ fκgm∂z∇h ·
(∇hb
∂zb
)
≈ fκgm∂z∂n
(
∂nb
∂zb
)
=
fκgm
ρ0
∂z∂n
(
∂n∂zp
∂zb
)
, (3.188)
βv = sˆ · yˆβvs ≈ βsˆ · yˆ
ρ0f
∂np (3.189)
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So, the dominant boundary layer balance will be
βsˆ · yˆ
ρ0f
∂np ≈ fκgm
ρ0
∂z∂n
(
∂n∂zp
∂zb
)
, (3.190)
βsˆ · yˆ∂np ≈ f2κgm∂z∂n
(
∂n∂zp
N2
)
(3.191)
Assuming approximately exponential pressure perturbations with e-folding depth scale H, ∂z 7→
1/H, and a boundary layer scale ∂n 7→ ∂nδ−1b ,
δb ∼ f
2κgm
N2H2β sˆ · yˆ ∼
κgm
βL2d sˆ · yˆ
=
κgm
cR sˆ · yˆ . (3.192)
Which is precisely the continuous stratification equivalent to the boundary layer scale found by Fox-
Kemper and Ferrari (2009) for a single-layer reduced gravity Parsons model. It can be understood
as the mixing length for eddies whose cross-front mixing velocity scales with the long Rossby wave
propagation speed cR = −βL2d. At 30◦ N, for a northward boundary current (sˆ · yˆ ≈ 1, e.g., the
Gulf Stream) using κgm = 4000m2/s (diagnosed value in the model of Fig. 3.1) and Ld = 40km
leads to a boundary layer width of 130km.
3.6 Conclusion and Model Summary
Pedlosky’s (Pedlosky, 1984) multiple-scales asymptotics did not seem to allow for two-way
coupling between eddies and the mean flow in a PG+QG model, although such coupling is evident
in numerical simulations (Henning and Vallis, 2004, Le´vy et al., 2010, Fig. 3.1). These numerical
simulations support the result that the impact of eddies on the mean flow is relatively small in
isotropically scaled regions of the mean flow, away from boundaries and from large-scale anisotropic
features. We expand and confirm Pedlosky’s analysis in the case of isotropically scaled mean flow,
and find that allowing the large scales to be anisotropic leads to two-way coupling as observed in
the numerical simulations. We also present a non-hydrostatic multiple-scales model of convective
adjustment.
For reference the different asymptotic models in this paper (§3.2.3, §3.2.4, §3.3, §3.4) are
summarized here in dimensional form. All terms are shared by all models, unless square brackets
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surround the term when a subscript denotes which models do possess the bracketed term. Recall
that in the model of §3.3 only the along-stream velocity and cross-stream gradients appear, in
contrast to the models of §3.2.3 and §3.2.4 where both directions appear but two-way coupling is
missing.
ρ0f × u = −∇hp ∂zp = ρ0b (3.193)
∂τ b+ u · ∇hb+ wN2 +
[∇h · (u′b′)]2.4,3 + [∂zw′b′]2.4,3,4 = κ∂2zb (3.194)
∇h · u+ [∂zw]2.3,2.4,3 = 0 (3.195)
The small scale eddies in the models of §3.2.3, §3.2.4, and §3.3 are all governed by quasigeostrophic
dynamics, where the potential vorticity equations complete the set of closed variables:
ρ0f0 × u′ = −∇hp′, ∂zp′ = ρ0b′ (3.196)
q′ =
(
f0
ρ0
∇2hp′ + ∂z
(
f0b
′
N2
))
(3.197)
∂tq
′ + u′ · ∇hq′ +
[
u · ∇hq′
]
2.3,3
+ [βv′]2.3 +
[
u′ · ∂z
(
f0∇hb
N2
)]
2.3,3
= 0. (3.198)
The nonhydrostatic eddy model of §3.4 is not governed solely by potential vorticity dynamics.
Instead, it has prognostic equations for vertical vorticity, vertical velocity, and buoyancy to close
the set of unknowns.
∂tω
′ + u′ · ∇hω′ − f0∂zw′ = ν∇2hω′ (3.199)
∂tw
′ + u′ · ∇hw′ + ∂zp
ρ0
= b′ + ν∇2hw′ (3.200)
∂tb
′ + u′ · ∇hb′ + w′∂zb = κ∇2hb′. (3.201)
The models of §3.2.3, §3.2.4, and §3.3.2 each predict the following relationship between horizontal
and vertical eddy buoyancy fluxes:
u′b′ · ∇hb+ w′b′∂zb = 0 (3.202)
which anticipates that eddy buoyancy fluxes will be dominantly along mean isopycnals.
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As noted by Pedlosky (1984), it is not easy to connect the PG equations to a set of smaller
eddy equations meaningfully. Here, we have sought equations that can handle a two-way coupling
from the PG equations to a smaller-scale set. While the Pedlosky model of §3.2.3 has sources of
eddy potential vorticity driven by the mean flow (3.198), the eddy fluxes produced do not feed
back onto the mean flow. The new isotropic model of §3.2.4, by contrast, which has stronger eddy
velocities but similar mean velocities, has a feedback from eddies to the mean flow in (3.194), but
no sources of eddy potential vorticity from the mean flow in (3.198). Only when we consider the
strong anisotropy of the mean flow does two-way coupling appear in (3.198) and (3.194). A quite
different two-way coupling appears in the nonhydrostatic model of §3.4, where vertical buoyancy
fluxes affect the mean stratification, which then feeds back onto the convective process, however,
the lack of mean shear in the eddy equations of this model precludes baroclinic instability forced
by the mean flow just as in the §3.2.4 model.
The anisotropic model of §3.3 has a satisfying two-way coupling that emphasizes baroclinic
instabilities in isolated jets and western boundary currents. The scalings for eddies in the Par-
sons model (Fox-Kemper and Ferrari, 2009) show that leading order eddy effects occur only in
anisotropic boundary currents, but nonetheless allow for a closed Lagrangian (i.e., Eulerian plus
bolus) circulation, closing tracer and layer thickness budgets. Here, in a much more complex 3d
model, introduction of the Gent and McWilliams (1990) parameterization for the eddy buoyancy
fluxes demonstrates that the §3.3 PG+QG model is able to support a closed residual circula-
tion, where eddy buoyancy fluxes balance mass fluxes at the lateral boundaries. Determination of
the Eulerian momentum, however, requires a viscous sublayer at smaller scales (Fox-Kemper and
Pedlosky, 2004).
One aspect of the scaling relationships that remains unclear here is the method by which
the energy and length scales of the eddies would be determined in a prognostic multiscale super-
parameterization calculation. The scaling here is designed to reflect the scales that appear in the
real world (Tables 3.2, 3.3, and 3.4) and in realistic models (Fig. 3.1). However, it should be kept
in mind that direct observations of eddy scales is challenging (Flierl and McWilliams, 1977) and
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realistic models do not fully resolve the eddy scale (which is part of the reason for the multiscale
approach here). It is well-known that flat-bottom quasigeostrophic models have a powerful inverse
cascade that is inhibited in these models by bottom drag and β (Arbic and Flierl, 2004, Rhines,
1975, Thompson and Young, 2007). It remains to be seen in practice if scale and energy saturation
may be accomplished by these mechanisms alone, or if other tools are needed such as quadratic
bottom drag (Arbic and Scott, 2008) or bottom topography (Benilov et al., 2004).
The careful reader may note that the planetary vorticity gradient, or β, does not appear in
the potential vorticity equation for the models of §3.2.4 and §3.3, but does appear in the Pedlosky
model of §3.2.3. This is not due to the slightly larger estimate of deformation radius, instead it is
due to the stronger eddy velocity scales in the models of §3.2.4 and §3.3. These models require much
larger eddy vorticity than the Pedlosky model, which is precisely what allows the eddy buoyancy
fluxes to appear in the large-scale equations while it is absent in the Pedlosky model. Thus, in these
models, we find β  ∂2xv′, and so the beta term does not appear at leading order. In practice in a
superparameterization model, of course, the asymptotic scaling indicates that the β term could be
included without deleterious consequences as it will be negligibly small as appropriate. It is indeed
possible that halting the inverse cascade of energy in the eddy model may require a combination
of β and drag (Thompson and Young, 2007).
The boundary layer width found here is the continuous stratification generalization of the
boundary layer width found in an reduced gravity layer model by Fox-Kemper and Ferrari (2009).
δb ∼ κgm
cR sˆ · yˆ . (3.203)
It is the mixing length based on the Gent and McWilliams (1990) coefficient for eddies whose
velocity scale is the long Rossby wave speed.
While it is true that computational solution of eddying primitive equations is tractable,
and that the mean flow and eddies can be extracted a posteriori (e.g., Fig. 3.1), the ‘eddying’
component of the primitive equations includes a menagerie of dynamical scales. Observations are
similar tangled: in situ observations are generally too short or sparse to measure mean flow and
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means of eddy fluxes (Flierl and McWilliams, 1977), altimeters measure only the variability or
’eddy’ scales directly. The multiple-scales models here include only mesoscale QG dynamics in the
eddying term, leaving out all wave motion, for instance. Thus, comparison of these asymptotic
equations with primitive equations not only clarifies the meaning of eddy and mean, but it also
isolate the ageostrophic and super- and near-inertial motions.
As noted, the pressure scalings here include only the pressure variations due to buoyancy
variations. Surface height anomalies commonly lead to barotropic motions in the ocean, the scaling
of these effects is the subject of future work.
The computer simulation in Fig. 3.1 was supported by NSF grant no. OCE 0825614 and a
generous grant of computer time from IBMs Blue Gene Watson Research Center and was run by
Frank Bryan and John Dennis.
Chapter 4
Semi-Implicit Numerical Methods
4.1 Introduction
The rotating Boussinesq equations (1.4)-(1.6) include both nonlinear advection terms and
linear, constant-coefficient terms for rotation, buoyancy and diffusion. The pressure satisfies the
following linear equation
−∇2p = ∇ · (u · ∇u+Ro−1zˆ × u− Γbzˆ) (4.1)
and can therefore be separated into components corresponding to the nonlinear term and the linear
terms, e.g.
−∇2pnl = ∇ · (u · ∇u) , (4.2)
−∇2pRo = ∇ ·
(
Ro−1zˆ × u) , (4.3)
∇2pΓ = ∇ · (Γbzˆ) , (4.4)
Thus, the pressure gradient in the momentum equation can be thought of as a combination of linear
and nonlinear terms, and the rotating Boussinesq equations can be written schematically as
∂tv = N (v) + Lv (4.5)
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where v is a vector of dependent variables. The NHQGE and their fully incompressible counterparts
the equations of reduced rotating hydrodynamics (RRHD)
zˆ × uh = −∇hp, (4.6)
∂tωz + uh · ∇hωz − ∂zw = Re−1∇2hωz, (4.7)
∂tw + uh · ∇hw + ∂zp = Re−1∇2hw (4.8)
can also be decomposed into a sum of nonlinear and linear terms, as can a wide variety of other
ordinary differential equations and discretized partial differential equations.
Numerical solution of these equations is typically accomplished by discretization of the spatial
derivatives, either by collocation or by Galerkin methods, followed by numerical integration of the
resulting large but finite-dimensional system of ordinary differential equations. This finite, semi-
discrete system can again be written as a sum of linear and nonlinear terms
y˙ = N(y) + Ly (4.9)
where now y is a vector of unknowns and N and L correspond to discretized versions of N and L.
In the case of the Boussinesq equations, when the nonlinear terms are strong, i.e. when the
Reynolds and Rossby numbers are large and the buoyancy number is small, numerical solution is
accomplished by explicit time-stepping methods. This process is typically computationally expen-
sive because of Courant-Friedrichs-Lewy (CFL) restriction on the size of the time step, but fully
implicit numerical integration methods are seldom considered to be worth the increased computa-
tional cost per time step as compared to explicit methods despite their avoidance of the tight CFL
restriction. When the nonlinear terms are less strong than the linear terms, i.e. when the Reynolds
or Rossby numbers are small or when the buoyancy number is large, the linear terms come to dom-
inate the CFL restriction on the step size of an explicit method. In this case the nonlinear term,
though weak, still dominates the computational cost of fully implicit methods and renders them
prohibitively expensive despite the fact that the nonlinear term is not principally responsible for the
desire to use an implicit method. A potential solution is to use a semi-implicit method which treats
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the linear term implicitly and the nonlinear term explicitly. The goal of such a method is clearly
to allow a longer stable time step than a corresponding fully explicit method while retaining at
least comparable accuracy and without as much computational cost as a comparable fully implicit
method.
A wide variety of semi-implicit methods has been developed over the years (see §4.2 for
examples); the potential user is therefore faced with a somewhat bewildering array of choices.
Since a primary goal of these methods is to allow long stable time steps, it would be useful to
compare how well the various methods achieve this. In the case of fully explicit or fully implicit
methods, a ubiquitous tool for comparing the largest stable step sizes of fully explicit and implicit
methods is so-called linear stability analysis: the stability of a method applied to the linear, constant
coefficient, scalar problem (see any numerical analysis textbook, e.g. Butcher, 2008)
y˙ = ηy, y(0) = 1. (4.10)
Linear stability analysis generalizes straighforwardly to semi-implicit methods by examining the
problem
y˙ = ηy + λy, y(0) = 1. (4.11)
The difficulty arises in interpreting the results. Standard linear stability analysis results in subsets
of two-dimensional space which are easy to visualize and compare; semi-implicit linear stability
analysis results in subsets of four-dimensional space and it is significantly more difficult to visually
compare the stability of different methods, let alone to clearly grasp the linear stability properties
of a single method. Section §4.3 introduces a method for clearly visualizing and comparing the
linear stability properties of different semi-implicit methods. This serves as a tool to aid in the
selection among the many different semi-implicit methods.
In §4.4 several numerical experiments are performed. These serve to test the predictions
of the linear stability analysis, but they also serve to compare a broad selection of semi-implicit
methods which have not previously been as comprehensively compared. In particular, it is found
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that additive (or IMEX) methods are often of comparable accuracy and stability to exponential
integrators, in contrast to the findings of Kassam and Trefethen (2005).
4.2 Linearly Implicit Methods
This section describes two types of semi-implicit methods for the solution of systems of
ordinary differential equations of the form
y˙ = N(y) + Ly (4.12)
where L is linear and autonomous and N is nonlinear. Exponential integrators treat the linear term
exactly, which is to say that in the absence of the nonlinear term the problem would be solved to
machine precision. Additive methods treat the linear and nonlinear terms by separate finite-order
methods; although the order of the separate methods need not be the same, it generally is. This is
in marked contrast to exponential integrators which treat the linear term exactly. IMEX methods
combine implicit and explicit methods (as opposed to using two separate explicit methods, or two
separate implicit methods); for clarity, IMEX methods that treat the linear term implicitly are here
referred to as linearly implicit IMEX methods.
4.2.1 Additive Methods
Additive methods are a class of numerical methods for the solution of ODEs of the form
y˙ =
∑
i
fi(y, t), (4.13)
where the fi are not required to be linear. Examples of additive methods include Runge-Kutta
based additive methods (ARK methods, e.g. Arau´jo et al., 1997, Boscarino, 2009, Kennedy and
Carpenter, 2003, Pareschi and Russo, 2005) and linear multistep based additive methods (e.g.
Ascher et al., 1995, Frank et al., 1997, Gjesdal, 2007, Hundsdorfer and Ruuth, 2007). It should
be noted that the functions fi in (4.13) need not necessarily correspond to terms in a discretized
PDE. They may instead correspond to groupings of Galerkin basis functions as in Fornberg and
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Driscoll’s (Driscoll, 2002, Fornberg and Driscoll, 1999) ‘sliders’, or to locations in physical space as
in Hundsdorfer (2001). Although additive methods apply in the more general setting of equation
(4.13), attention is here restricted to linearly implicit IMEX methods applied to (4.12).
It should also be noted that semi-implicit, semi-Lagrangian methods (see, e.g. Cote and
Staniforth, 1988, Staniforth and Cote, 1991) are simply additive methods with semi-Lagrangian
treatment of advection. The use of semi-Lagrangian advection is not considered here.
The following examples of linearly implicit additive methods from the literature appear in
the numerical experiments of §4.4; they have been selected in order to be broadly representative of
both well-known and recently introduced methods. For IMEX Runge-Kutta methods the naming
convention (a,b,c) is used, where  contains the initials of the authors and a, b, and c are the
number of linear inversions per time step, the number of evaluations of the nonlinear term per time
step, and the order of the method, respectively.
Linearly Implicit Additive Methods
• Ascher et al. (1995) construct IMEX methods based on linear multistep methods for use in
convection-diffusion equations (i.e. η ∈ iR, λ ∈ R). The third and fourth order semi-implicit
backwards-differentiation methods, equations (24) and (33) in their article, are well-known.
They are here referred to as SBDF3 and SBDF4 (‘S’ for Semi-implicit), respectively; each
requires only one evaluation of the nonlinear term per time step.
• Ascher et al. (1997) construct IMEX methods based on Runge-Kutta methods for use in
convection-diffusion equations. The third order method in section 2.7 of Ascher et al. (1997)
is here referred to as ARS(3,4,3); it combines a four-stage third order explicit RK method
with a three-stage L-stable diagonally implicit Runge-Kutta (DIRK) method. It is selected
as an example of an early ARK method and requires four evaluations of the nonlinear term
per time step.
• Calvo et al. (2001) construct two IMEX methods based on Runge-Kutta methods for use in
advection-reaction-diffusion equations, one each at third and fourth order. Only the third
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order method LIRK3 is tested here; it requires four evaluations of the nonlinear term per
time step and is referred to as CFN(3,4,3).
• Kennedy and Carpenter (2003) construct several Runge-Kutta based IMEX methods for
application to one-dimensional convection-diffusion-reaction equations. In addition to ARK
methods for more than two terms in (4.13), they construct IMEX Runge-Kutta methods
which make use of L-stable explicit, singly diagonally implicit Runge-Kutta methods for
the linear term and traditional explicit Runge-Kutta methods for the nonlinear term. The
methods ARK3(2)4L[2]SA and ARK4(3)6L[2]SA are third and fourth order ARK methods
and are here referred to as KC(3,4,3) and KC(5,6,4), respectively. The third order method
requires four evaluations of the nonlinear term and the fourth order method requires six
per time step; both methods include an embedded method of order one less than the main
method, but no use of these is made in the current investigation.
• Pareschi and Russo (2005) construct IMEX methods based on strong-stability-preserving
(SSP) explicit Runge-Kutta methods and L-stable DIRK methods for use in hyperbolic
systems with stiff relaxation. The third order method IMEX-SSP3(4,3,3) requires four
evaluations of the nonlinear term per time step and is here referred to as PR(4,4,3) – note
that the naming convention is different here.
• Hundsdorfer and Ruuth (2007) construct IMEX methods based on linear multistep methods
for use in hyperbolic systems with stiff source or relaxation terms; the explicit components
of their methods are chosen to have favorable monotonicity and boundedness properties,
as is appropriate for hyperbolic systems. Their third and fourth order methods IMEX-
Shu(4,3) and IMEX-TVB0(4,4) are chosen to be representative of recent multistep-based
linearly implicit IMEX methods; they are here more compactly termed SShu(4,3) and
STVB0(4,4). Each requires only one evaluation of the nonlinear term per time step. The
methods IMEX-Shu(4,3) and IMEX-TVB0(4,4) are so named because they are based on
an explicit TVD (Total Variation Diminishing) method of Shu (1988) and an explicit TVB
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(Total Variation Bounded) method of Ruuth and Hundsdorfer (2005), respectively.
• Boscarino (2009) constructs the third order IMEX Runge-Kutta method BHR(5,5,3) with
the intent to overcome the order-reduction found in previous IMEX-RK methods and for
general application to hyperbolic systems, convection-diffusion-reaction equations, or oth-
erwise. The method comprises a third order, L-stable ESDIRK method for the linear term
and an explicit RK method for the nonlinear term which requires five evaluations of the
nonlinear term per time step. Although this method is nominally third order, it frequently
displays better than third order scaling in the experiments of §4.4.
Since the only linearly implicit IMEX predictor-corrector pair of which the author is aware in the
literature is second order (Khaliq et al., 2006, Voss and Khaliq, 1999), linearly implicit third and
fourth order predictor-corrector pairs are constructed; these are examples of additive general linear
methods. The third order pair SABM3 (for Semi-implicit Adams-Bshforth-Moulton, by analogy
with the methods SBDF3 and SBDF4) uses a second order Adams-Bashforth-Crank-Nicolson IMEX
method from (Frank et al., 1997) as the predictor and the third order Adams-Moulton method as
the corrector. Only the nonlinear term is ‘corrected’; the corrector treats the linear term implicitly.
The fourth order pair STVBDF4 uses IMEX-TVB0(4,4) (Hundsdorfer and Ruuth, 2007) as the
predictor, and the fourth order BDF method as the corrector, again ‘correcting’ only the nonlinear
term. The proof that ‘correcting’ only the nonlinear term while treating the linear term implicitly
does not damage the order of the method is provided below. In the experiments the methods are run
in both PEC and PECE modes 1 . Note that the linear stability properties of these methods have
in no way been optimized by the choice of predictors and correctors; these methods are included
mainly for the purpose of illustration.
The methods SABM3 and STVBDF4 are defined as follows:
SABM3:
1 In PEC mode the nonlinear terms are computed using the predictor y∗n+1 and then stored for future use. In
PECE mode the nonlinear terms are computed first using the predictor, and then again using the corrector; only the
latter value is saved for future use.
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I − 1
2
hL
)
y∗n+1 =
(
I +
1
2
hL
)
yn +
1
2
h (3Nn −Nn−1)
(12I − 5hL)yn+1 = 12yn + h
[
5N∗n+1 + 8(Nn + Lyn)−Nn−1 − Lyn−1
]
(4.14)
STVBDF4:
(
I − 4207
8192
hL
)
y∗n+1 =
21531
8192
yn − 227538192 yn−1 +
12245
8192
yn−2 − 28318192yn−3
+ h
[
13261
8192
Nn − 7502924576Nn−1 +
54799
24576
Nn−2 − 1524524576Nn−3
+L
(
−3567
8192
yn +
697
24576
yn−1 +
4315
24576
yn−2 − 41384yn−3
)]
(25I − 12hL)yn+1 = 48yn − 36yn−1 + 16yn−2 − 3yn−3 + 12hN∗n+1 (4.15)
The starting values for the additive linear multistep and predictor-corrector methods in the
computational experiments are computed using ARK4(3)6L[2]SA (here KC(5,6,4)).
Linearly Implicit Predictor-Corrector Methods Let y(t) be a smooth solution of
y˙ = F (y, t), y(tn) = yn and let y
(i)
n+1 be a sequence of intermediate approximations to y(tn + h) of
local order O(hs+1−i), i.e.
y(tn + h)− y(i)n+1 = O(hs+1−i), i = 0, . . . , p (4.16)
Also, let Mi be square matrices independent of h and let γi be constants such that M0 = I, γ0 = 1,
and Mp, γp 6= 0. Then yn+1 defined2 by the solution of
p∑
i=0
γih
iMi
(
yn+1 − y(i)n+1
)
= 0 (4.17)
is an approximation to y(tn + h) of local order O(hs+1). The proof is straightforward. Subtract
(4.17) from
∑p
i=0 γih
iMiy(tn + h) and rearrange to find[
p∑
i=0
γih
iMi
]
(y(tn + h)− yn+1) =
p∑
i=0
γih
iMi
(
y(tn + h)− y(i)n+1
)
. (4.18)
2 The approximation yn+1 is not guaranteed to be well defined for all h, but there is some threshold h0 dependent
on Mi and γi such that it is well defined for h < h0.
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Substituting (4.16) into the right hand side of (4.18) one finds[
I +
p∑
i=1
γih
iMi
]
(y(tn + h)− yn+1) = O(hs+1), (4.19)
and the result follows.
Note that the method defined by repeated application of (4.17) is zero-stable whenever the
method used to produce y(0)n+1 is zero-stable.
This allows for the construction of very general methods since the matrices M need not be
related in any particular way to the original ODE. One could for example set Mi = Li in the
context of ODEs of the form (4.12), or more generally one could use an exact or approximate
Jacobian. The intermediate approximations y(i)n+1 can be defined by linear multistep methods,
Runge-Kutta methods, or any mixture of imaginable methods. Methods defined by (4.17) have not
been thoroughly investigated, but the predictor-corrector methods (4.14) and (4.15) are examples
thereof.
The proof of the order of the predictor-corrector methods (4.14) and (4.15) applied to (4.12)
is as follows.
Let p = 1, M1 = L, and y
(1)
n+1 be the predictor. Let y
(0)
n+1 be the usual ‘corrector’, i.e. the
result of correcting both the linear and nonlinear terms at tn+1
y
(0)
n+1 = · · ·+ ch
(
N(y(1)n+1, tn+1) + Ly
(1)
n+1
)
(4.20)
where c is a constant that depends on the form of the corrector. Then
yn+1 = · · ·+ ch
(
N(y(1)n+1, tn+1) + Ly
(1)
n+1
)
+ hγL
(
yn+1 − y(1)n+1
)
. (4.21)
Setting γ = c, the method reduces to
(I − chL)yn+1 = · · ·+ ch
(
N(y(1)n+1, tn+1)
)
, (4.22)
which is equivalent to ‘correcting’ only the nonlinear term. The order of the method is therefore
guaranteed by the foregoing analysis.
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4.2.2 Exponential Integrators
While linearly implicit additive methods treat the linear term by a finite order implicit
method, exponential integrators treat the linear term by an infinite order implicit method. Koikari
(2005) has developed this analogy. Exponential integrators may treat nonlinear terms (and any
linear terms not included in the exponential) either implicitly or explicitly; again, attention is here
restricted to those methods which treat the nonlinear term explicitly.
Although exponential integrators treat the linear term exactly, as has been emphasized by
their authors, it should be remembered that while this may in some cases reduce the magnitude
of the error, it does not change the overall order of the method. Indeed, in §4.4 it is found that
explicit exponential integrators are not always more accurate than their additive counterparts.
All exponential integrators considered here fall under the broad category of exponential gen-
eral linear methods. Ostermann et al. (2006) derive order conditions for a class of explicit expo-
nential general linear methods, and Berland et al. (2005) derive order conditions for Runge-Kutta
exponential integrators. For a history of exponential integrators, see Minchev and Wright (2005).
The most common type of exponential integrator is the Integrating Factor (IF) or Lawson
method. This method may be derived by introducing a change of variable at each time step from
y to vIF = exp{(tn − t)L}y; the resulting ODE
v˙IF = e(tn−t)LN
(
e(t−tn)LvIF , t
)
(4.23)
is then solved by standard implicit or explicit methods. Rather than numerically performing the
change of variable at each time step, IF methods are implemented more efficiently when written in
terms of the original variables.
A more recent class of exponential integrators is based on the variation of constants formula,
which is the integral form of (4.23)
y(tn + h) = ehLyn + ehL
∫ h
0
e−hLN (y(tn + τ), tn + τ) dτ. (4.24)
Methods which approximate the integral by linear multistep or Runge-Kutta methods are known
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by a variety of names; following Cox and Matthews (2002), Kassam and Trefethen (2005) they are
here referred to as exponential time differencing (ETD) methods. IF methods can be viewed as a
subset of ETD methods.
Krogstad (2005) generalized the Integrating Factor methods; his methods are accordingly
termed Generalized IF (GIF) methods, and are also known as Generalized Lawson methods (Minchev
and Wright, 2005). IF methods use an integrating factor which exactly solves only the linear part of
the equation, leaving the full nonlinear term to force the transformed equation (4.23). GIF methods
note that it is possible to construct analytically the solution to the equation y˙ = Ly +P (t) where
P is a finite-degree polynomial (in time) approximation to N. This results in an integrating factor
which leaves only N− P to force the transformed equation; specifically, the transformed equation
is of the form
v˙GIF = e(tn−t)L (N(y, t)− P (t)) . (4.25)
The analytical form of the necessary transformations is given by Krogstad (2005); as with IF
methods, GIF methods are implemented more efficiently without numerically performing the change
of variables. GIF methods can also be represented as exponential general linear methods; for details
the reader is referred to Minchev and Wright (2005), Ostermann et al. (2006). Krogstad found the
GIF methods he introduced to be more accurate but less stable than his ETD-RK4-B method and
since stability is the primary concern of the present investigation, and for the sake of brevity, they
are not tested here.
Celledoni and Kometa (2009) have investigated the use of semi-Lagrangian advection with
exponential integrators; these are not considered here.
A class of functions arises in the construction of exponential integrators that require careful
numerical treatment, especially when the linear matrix in (4.12) is nondiagonal, as noted in Kassam
and Trefethen (2005). These functions are
ϕ0(z) = ez, ϕl+1 =
ϕl − 1l!
z
, l = 0, 1, ... . (4.26)
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For small z, the numerical evaluation of these functions can prove problematic, and several methods
have been proposed. Ashi et al. (2009) provide a recent review of six methods for evaluating these
functions.
The present investigation is limited to the case where the linear operator is either diagonal or
block-diagonal with small block size, although the pattern of entries of L is immaterial as far as the
linear stability analysis is concerned. This limitation is not overly restrictive for PDEs in a periodic
domain; for example, the linear operator of the rotating Navier-Stokes equations in the Boussinesq
approximation (equations (1.4)-(1.6)) is block-diagonal in Fourier space with 4 × 4 blocks. In the
numerical experiments of §4.4 the functions ϕ are evaluated using the Pade´ approximation algorithm
implemented in the function phipade.m from the EXPINT package (Berland et al., 2007).
While IMEX Runge-Kutta methods typically require the inversion of the same linear operator
(e.g. the inversion of I−γhL) several times per time step, exponential Runge Kutta methods require
the evaluation of several ϕ matrix functions, each of which is applied at least once per time step.
Thus, the computational cost of implementing a method with variable step size is considerably more
for exponential methods than for IMEX methods. This is not a factor in the present investigation
since step sizes are not varied in a single integration. Moreover, in the experiments of §4.4 N and L
are chosen such that linear inversion and application of matrix functions are of a comparable cost
that is significantly less than the cost of evaluating the nonlinear term.
The following examples of linearly implicit additive methods from the literature appear in
the numerical experiments of §4.4; they have been selected in order to be broadly representative
of both well-known and recently introduced methods. For exponential Runge-Kutta methods the
naming convention ETDRK(a,b,c) is used, where a, b, and c are the number of ϕ functions which
must be evaluated, the number of evaluations of the nonlinear term per time step, and the order
of the method, respectively.
Exponential Integrators
• Beylkin et al. (1998) construct a variety of explicit and implicit exponential integrators
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based on multistep methods. Although the methods are derived for arbitrary systems of
ODEs they give special attention to those arising from the discretization of advection-
diffusion equations, thus they focus on the case where λ ∈ R. They give the coefficients
of a method based on the third order Adams-Bashforth formula; the coefficients of the
method based on the fourth order Adams-Bashforth formula are implicit in the presenta-
tions ofBeylkin et al. (1998), Cox and Matthews (2002) and may be found explicitly stated
in Minchev and Wright (2005). These third and fourth order methods are selected as clas-
sical examples of multistep based exponential integrators and are here termed ETDAB3
and ETDAB4. Each requires only one evaluation of the nonlinear term per time step.
• Cox and Matthews (2002) construct ETD methods based on both linear multistep and
Runge-Kutta methods. Their Runge-Kutta based ETD3RK and ETD4RK methods are the
most widely known examples of third and fourth order exponential RK methods and are
therefore selected for study here. They are here termed ETDRK(6,3,3) and ETDRK(6,4,4)
respectively.
• From Krogstad (Krogstad, 2005) constructs several GIF methods as well as the fourth
order exponential RK method ETD4-RK-B which is claimed to have slightly better stabil-
ity and accuracy than the ETD4RK (here ETDRK(6,4,4)) method of Cox and Matthews
(2002). The method ETD4-RK-B is selected as a recent modification of Cox and Matthew’s
ETD4RK (Cox and Matthews, 2002); it is here termed ETDRK(7,4,4).
• Calvo and Palencia (2006) construct a class of exponential integrators based on linear
multistep methods which, in contrast to the Adams-Bashforth based methods, require the
values of y at several previous steps. Their fourth order method is selected as an example
of a recent multistep based exponential integrator and is here termed ETDCP4.
• Hochbruck and Ostermann (2005b) construct exponential integrators based on Runge-
Kutta methods; their particular goal is to avoid order-reduction in stiff problems. The
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fourth order method defined by equation (5.19) in (Hochbruck and Ostermann, 2005b) is
selected as a recent alternative to ETD4RK (Cox and Matthews, 2002). It is here termed
ETDRK(8,5,4).
• Ostermann et al. (2006) construct exponential integrators based on general linear methods.
Their third and fourth order exponential general linear methods EGLM322 and EGLM432
are based on Adams-Bashforth-Moulton predictor-corrector pairs. They are selected as
recent examples of exponential general linear methods.
All of these methods are derived with a clear intent that they be applicable more broadly than to
the case where the linear term has real eigenvalues.
The IF method is also tested in combination with standard third and fourth order Runge-
Kutta methods; these are referred to as ETDRK(2,3,3) and ETDRK4(2,4,4). The tableau of the
third order RK method used in ETDRK(2,3,3) is
0
1
2 0
−1 2 0
1
6
2
3
1
6
and the fourth order RK method used in ETDRK(2,4,4) is the standard fourth order RK method
0
1
2 0
0 12 0
0 0 1 0
1
6
1
3
1
3
1
6
Starting values for those exponential methods that require them are computed using ARK4(3)6L[2]SA
(here KC(5,6,4)).
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4.3 Linear Stability
Classical linear stability (see, e.g. Butcher, 2008) of fully implicit or explicit methods is
investigated by applying them to the test equation
y˙ = ηy (4.27)
where η and y are both complex and η is constant; this corresponds to the case where the methods
are applied in the vicinity of a fixed point of the ODE where the Jacobian is diagonalizable, so that
η can be thought of as an eigenvalue of this Jacobian. The magnitude of either the step size h or of
η may be removed by rescaling time, so the stability properties depend only on the product hη ≡ ζ.
A fully implicit or explicit method applied to (4.27) results in either growth, decay, or constant
magnitude depending on ζ and on the method in question. The ‘stability region’ of a method
consists of those ζ ∈ C for which the method produces a non-growing solution. Since the stability
region is two-dimensional, it is readily visualized and different methods are easily compared. While
linear stability is certainly not the final word on the stability of numerical methods, it is certainly
broadly indicative and widely used.
Linear stability of linearly implicit methods is naturally investigated by applying the methods
to the test equation
y˙ = ηy + λy, (4.28)
where η and λ are complex scalars corresponding respectively to the nonlinear and linear terms of
(4.12). This corresponds to the case where the method is applied in the vicinity of a fixed point of
(4.12) at which L and the Jacobian of N may be simultaneously diagonalized. The application of
IMEX methods or exponential integrators to (4.28) results in a linear, constant-coefficient difference
equation of the form
yn+1 =
s∑
j=0
cj(ζ, w)yn−j (4.29)
where ζ ≡ hη (nonlinear term) and w = hλ (linear term). In the case of Runge-Kutta methods
s = 0. Where previously rescaling of time led to a reduction from the three parameters given by h
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and the real and imaginary parts of η to the two parameters given by the real and imaginary parts
of ζ, time rescaling now reduces the number of parameters from five to four, given by the real and
imaginary parts of ζ and w.
Since (4.29) is a linear, constant coefficient difference equation, solutions may be sought in
the form of exponentials yn = rn. As usual this leads to a characteristic polynomial
p(r; ζ, w) = rn+1 −
s∑
j=0
cj(ζ, w)rn−j = 0. (4.30)
In exactly the same manner as classical linear stability analysis, a method is linearly stable when
all of the roots of this polynomial have modulus less than or equal to one, and any roots of modulus
one are simple; this is known as the root condition. Let the roots of the characteristic polynomial
be ri(ζ, w) for i = 1, . . . , n + 1 (dependence of the roots on the coefficients of the method cj is
suppressed for notational convenience). It is convenient to define linear stability according to the
stricter condition that all of the roots ri have modulus less than one; the stability region S of a
method may therefore be defined to be those ζ and w for which the characteristic polynomial (4.30)
satisfies the strict root condition:
S = {(ζ, w) ∈ C2 : |ri(ζ, w)| < 1 ∀i}. (4.31)
The constants η and λ in (4.28) correspond to eigenvalues of L and of the Jacobian of N; it is
often the case, for example when (4.12) is real-valued, that complex eigenvalues come in complex
conjugate pairs. It is often impossible to predict how the eigenvalues η and λ will be combined by
simultaneous diagonalization; one may therefore define the restricted stability region
Sr = {(ζ, w) ∈ C2 : |ri(ζ, w)|, |ri(ζ∗, w)|, |ri(ζ, w∗)|, |ri(ζ∗, w∗)| < 1 ∀i}
where ∗ denotes the complex conjugate. Since the stability regions S and Sr are four-dimensional
and cannot be visualized directly, the best way to extract information from them is not immediately
clear. A few examples of clear and unclear methods of visualization will point towards the method
which is finally advocated here.
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For concreteness, consider the method SBDF3 (Ascher et al., 1995)(
11
6
I − hL
)
yn+1 = 3yn − 32yn−1 +
1
3
yn−2 + h (3Nn − 3Nn−1 + Nn−2) . (4.32)
The characteristic polynomial is(
11
6
I − w
)
r3 −
(
3r2 − 3
2
r +
1
3
+ ζ
(
3r2 − 3r + 1)) . (4.33)
Knowledge of the specific differential to be solved can often simplify the situation by restrict-
ing attention to two-dimensional subsets of S and Sr. As an example, consider the case where the
nonlinear term is identically zero, so ζ = 0. The relevant part of the stability region is now given
by w ∈ C for which p(r; 0, w) satisfies the root condition. This is simply the stability region of the
underlying implicit method, BDF3, but it can be thought of as the intersection of the coordinate
plane ζ = 0 with the full stability region S. In the same way, if the linear term is identically zero
then the stability region of the underlying explicit method, given by ζ ∈ C for which p(r; ζ, 0)
satisfies the root condition, is equal to the intersection of the coordinate plane w = 0 with the
full stability region S. These classical stability regions have a clear interpretation: Given a single
eigenvalue η (or λ, whichever is nonzero) changing the stepsize h simply moves ζ along a straight
line through the origin; the method is stable when h and η are such that ζ is inside the stability
region. The implicit and explicit stability regions of SBDF3 are shown in figure 4.1.
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Figure 4.1: Stability Regions of the Explicit and Implicit Components of SBDF3. The
stability region of the explicit component of SBDF3 is shown on the left; the shaded region denotes
values of ζ ∈ C for which the roots of the characteristic polynomial (4.33) with w = 0 all have
modulus less than one, making the method stable. The stability region of the implicit component
of SBDF3, i.e. BDF3, is shown on the right. The shaded region denotes values of w ∈ C for which
the roots of the characteristic polynomial (4.33) with ζ = 0 all have modulus less than one, making
the method stable.
A somewhat less trivial example of the same behavior occurs when it is known that the
differential equation to be solved has η purely imaginary and λ purely real; this situation is con-
sidered by Ascher et al. (1995) and Ascher et al. (1997), among others, and is important because
it relates to partial differential equations with advective nonlinearities and dissipative linear terms.
In such cases, the relevant part of the stability region is given by (w, z) ∈ R2 for which p(r; iz, w)
satisfies the root condition. Since this subset of the full stability region is two-dimensional, it is
readily plotted. The interpretation is again clear, although slightly different than the classical
stability plots: Given a pair of eigenvalues (λ, η), changing the stepsize h simply moves the point
(w, z) = (hλ,−ihη) along a straight line through the origin; the method is stable when h and (λ, η)
are such that (w, z) is inside the stability region. The two-dimensional subset of the stability region
S of SBDF3 for this case is shown in figure 4.2.
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Figure 4.2: Stability Region of SBDF3 for Advective Nonlinearity and Dissipative Linear
Term. The two-dimensional subset of the stability region S of the method SBDF3 when w is real
and ζ is imaginary. The horizontal axis is w and −iζ is on the vertical axis. Shaded values
correspond to combinations of w and ζ for which the method is stable.
The previous two examples made use of the fact that two-dimensional subsets of S or Sr
are readily visualized. Whenever η and λ are both confined to straight lines through the origin of
the complex plane, the relevant part of the stability region is two-dimensional and can be readily
visualized in the same way as the first two examples. When the relevant part of the stability
region is not two-dimensional, it is reasonable to think that it might be clearly visualized by a
family of two-dimensional regions. As an example, suppose the nonlinear term corresponds to
purely imaginary eigenvalues η ∈ iR, but the eigenvalues λ of the linear term are not confined to a
straight line in the complex plane; this may occur when the nonlinearity is advective and the linear
term contains both dissipative and dispersive components. In this case, the relevant part of the
stability region is three-dimensional and may be parameterized by (x, y, z) = (Re{w}, Im{w},−iζ)
where Re{·} and Im{·} denote real and imaginary parts. The simplest family of two-dimensional
regions is obtained by simply fixing one of the coordinates x, y, or z; this approach is taken by
Beylkin et al. (1998) and Krogstad (2005), among others, and is equivalent to slicing through the
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three-dimensional stability region along planes parallel to the coordinate axes. Unfortunately this
method of visualization can be difficult to interpret at best and misleading at worst. The difficulty
is that no single one of these slices is particularly meaningful. Suppose that a point (w, ζ) lies in a
slice for a given step size h; then changing the step size moves it onto a new slice. The clarity of
classical stability plots is afforded not only by their two-dimensionality but by the property that
changing the step size does not require a new plot; this property is not shared by slices parallel
to the coordinate axes. A family of two-dimensional slices parallel to the x− y plane through the
stability region S of the method SBDF3 is shown in figure 4.3.
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Figure 4.3: Slices Parallel to the x−y Plane Through the Stability Region of SBDF3 for
Advective Nonlinearity. When w = x+ iy and ζ = iz the relevant subset of the stability region
S of the method SBDF3 is three-dimensional with coordinates x, y, and z. It is here visualized by
slicing through it on five planes parallel to the x− y coordinate plane at z = −1, −0.5, 0, 0.5, and
1. Five curves are shown; the dashed curves correspond to z = −0.5 and z = −1 with the latter
outermost. The solid curve is at z = 0, and the dotted curves are at z = 0.5 and 1 with the latter
outermost. The area outside the curves corresponds to combinations of w and ζ for which the
method is stable. Clearly, if the combination (w, ζ) is stable it does not imply that (w, ζ∗) is stable
as well (or (w∗, ζ) or (w∗, ζ∗)).
The intuition that a three-dimensional region may be visualized by a family of two-dimensional
regions (slices) is still good, but the specific family must be carefully chosen. The example above
makes clear that a desirable property of a single slice is that it contain the origin, so that chang-
ing the step size does not require one to consider a different slice. In the case where η is purely
imaginary, the relevant part of the three-dimensional stability region may be parameterized by
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(ρ, θ, z) = (|w|,Arg{w},−iζ) where Arg{·} denotes the phase, or argument of a complex number.
A better family of slices is obtained by fixing θ; each of these slices has the property that changing
h simply moves points towards or away from the origin in the same slice. Several examples of this
method of visualization are given in figures 4.4 and 4.5.
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Figure 4.4: Stability Slices for Third Order Methods. Stability slices through the restricted
stability regions Sr of the third order methods SBDF3, ETDAB3, KC(3,4,3), and ETDRK(6,3,3) are
plotted here along planes fixed at θ = pi(1 − j/10) for j = 0, . . . , 5 where w = ρexp{iθ}, ζ = −iz;
the horizontal axes are ρ and the vertical axes are z. Note that the vertical axes of different
methods are scaled differently to allow a better resolution of the stability slices. The area below
the curves corresponds to combinations of w and ζ for which the methods are stable. The solid
curves correspond to θ = pi, with decreasing dash lengths down to θ = 3pi/5; the dash-dotted
line corresponds to θ = pi/2. The stability slice of the method ETDRK(6,3,3) displays distinctive
behavior at θ = pi/2, so this region is shaded grey for clarity. The method ETDAB3 has is not
stable for any of the values plotted at θ = pi/2.
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Figure 4.5: Stability Slices for Fourth Order Methods. Stability slices through the restricted
stability regions Sr of the fourth order methods SBDF4, ETDAB4, KC(5,6,4), and ETDRK(6,4,4)
are plotted here along planes fixed at θ = pi(1−j/10) for j = 0, . . . , 5 where w = ρexp{iθ}, ζ = −iz;
the horizontal axes are ρ and the vertical axes are z. Note that the vertical axes of different
methods are scaled differently to allow a better resolution of the stability slices. The area below
the curves corresponds to combinations of w and ζ for which the methods are stable. The solid
curves correspond to θ = pi, with decreasing dash lengths down to θ = 3pi/5; the dash-dotted line
corresponds to θ = pi/2. The method ETDAB4 has is not stable for any of the values plotted at
θ = pi/2.
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A final option for visualizing a three-dimensional stability region is to plot it in perspective;
this approach has been taken by at least one author (Koto, 2009). While informative, these plots
can also be difficult to interpret; the difficulty is in imagining how a given line through the origin
intersects with the three-dimensional stability region.
Finally, when the relevant part of the stability region is four-dimensional the foregoing anal-
ysis points towards a clear method of visualization: the stability region can again be visualized
by a family of two-dimensional slices through the origin. As an example, let the four-dimensional
space (w, ζ) ∈ C2 be parameterized by (ρw, θw, ρζ , θζ) = (|w|,Arg{w}, |ζ|,Arg{ζ}). A family of
slices is obtained by fixing both θw and θζ ; since the present investigation is primarily concerned
with purely imaginary ζ, no plots are provided for this example.
Since it would require an inordinate amount of space to analyze all twenty-four of the methods
in the numerical experiments, slices through the restricted stability regions Sr of the four third order
methods SBDF3, KC(3,4,3), ETDAB3, and ETDRK(6,3,3) the four fourth order methods SBDF4,
KC(5,6,4), ETDAB4, and ETDRK(6,4,4) at θ = pi(1− j/10) for j = 0, . . . , 5.
Figure 4.4 shows slices through the restricted stability regions for the third order methods.
For θ near pi all of the methods perform quite well, especially when |w| > |ζ|. When θ is near pi,
the RK methods are seen to have significantly larger stability regions than the multistep methods,
and the exponential RK method has the largest stability region by a wide margin. As θ approaches
pi/2 however, the stability of all of the methods decreases. The IMEX multistep method SBDF3
is based on an implicit method (BDF3) which is not A-stable; as a result, at θ = pi/2 there is no
combination of w and ζ for which the method is stable for all step sizes h. More drastically, the
slice of the stability region of the exponential multistep method ETDAB3 is too small to appear in
the plot.
Figure 4.5 shows slices through the restricted stability regions for the fourth order methods.
The fourth order methods are generally similar to the third order methods, with the exception of
the method ETDRK(6,4,4). As θ moves away from pi the stability region of this method increases
until θ = 3pi/5 before decreasing to pi/2 where it displays curious oscillatory behavior.
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It is easy to fall under the erroneous assumption when dealing with linearly implicit methods
that a linearly implicit method based on an A-stable implicit component completely removes the
stability requirement associated with the linear term. That this is false is well-established (see e.g.
Frank et al., 1997, Gjesdal, 2007), and is clear from figures 4.4 and 4.5. As an example, consider
the method ETDAB4: its implicit component is A-stable, and its explicit component (fourth order
Adams-Bashforth) is such that when ζ is imaginary, the method is stable for |ζ| ≤ (2/3)3/2 ≈ 0.544.
If the stability requirement associated with the linear term were removed by this method, then the
slice of the restricted stability region at θ = pi/2 in figure 4.5 would include everything below
z = (2/3)3/2, but this is clearly not the case.
If the linear term L is stiff it is because it includes time scales much faster than the time scale
associated with the nonlinear term N; equivalently, the ‘stiff’ terms involve |w|  |ζ|. However,
the linear term also often includes non-stiff time scales comparable to the nonlinear term, i.e. there
are some w for which |w| . |ζ|. Figures 4.4 and 4.5 show that these combinations of w and ζ for
which |w| . |ζ| limit the overall stability of the method. As an example, a cursory glance at figure
4.5 might lead one to predict that the method ETDRK(6,4,4) would exhibit substantially better
stability than KC(5,6,4), but this is not borne out by the results of the numerical experiments in
§4.4. In each of the computational experiments, the linear term has both large and small eigenvalues,
and it is the latter which limit the performance of the methods. A closer look at Figure 4.5 reveals
that these two methods have comparable stability for small w, indeed that KC(5,6,4) has slightly
better stability. The correct prediction, which is supported by the experiments, is that KC(5,6,4)
and ETDRK(6,4,4) will have similar stability when the linear term includes small eigenvalues and
eigenvalues near the imaginary axis.
4.4 Numerical Experiments
In this section five partial differential equations are solved numerically with the semi-implicit
methods listed in §4.2. Reference solutions are calculated using the method KC(5,6,4) with a step
size one hundred times smaller than the smallest step size used in each experiment. Error is defined
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to be the square root of the sum of the squared errors (the difference between the computed and
reference solutions) at the grid points; relative error is defined to be the error divided by the square
root of the sum of the solution values at the gridpoints. In the MMT experiment the solution is
complex-valued, so the error at a gridpoint is taken to be the modulus of the difference between
the computed and reference solutions. In the Boussinesq experiment the error is taken to be the
root of the sum of the squared errors in ψ plus the root of the sum of the squared errors in θ.
In the subsections below, the error is plotted against the step size h and against the total
time to solution. The ‘total time’ in the plots includes only the time-stepping loop and does not
include the time required for the construction of the requisite matrices or for the production of
starting values for multistep methods. As mentioned previously, starting values were computed
using the method KC(5,6,4) with a step size twenty-one times smaller than that used in each loop.
The total time to solution depends on both the method and the software implementation, and
devotees of each method are likely able to produce highly efficient implementations. Computation
of the matrices requisite to each method is an example where the computer time depends strongly
on implementation; computation of starting values is another. In an effort to have the ‘total time’
be more representative of the methods than of the software these components of time have not
been included in the total, and the spatial discretizations have been chosen in such a way that the
evaluation of the nonlinearity is the most expensive component of each time step. The total time
plotted for each method thus depends mostly on the number of evaluations of the nonlinear term
per time step, as well as to a lesser extent on the number of matrix-vector products per time step.
In addition to the linearly implicit methods mentioned in §4.2, an explicit fourth order Runge-
Kutta method is tested as a benchmark; it is defined by the same tableau in §4.2.2 as the one used
in conjunction with the integrating factor method. If the results for a method are not shown, it is
because the method was not stable for any of the step sizes tested, unless otherwise noted. The five
experiments were carried out on different machines, so the total time plotted in the results should
not be compared between experiments.
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4.4.1 Generalized Kuramoto-Sivashinsky
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Figure 4.6: Generalized Kuramoto-Sivashinsky Results. The top left image is a visualization
of the solution extended to t = 250, and the top-right shows the eigenvalues of the linear term in
the complex plane. The middle and lower left hand panels show the relative error as a function
of step size h for the third and fourth order methods, respectively; the middle and lower right
hand panels show the relative error as a function of time to solution for third and fourth order
methods, respectively. The ‘total’ time does not include computation of the requisite matrices or
of the starting values, as explained in the text. IMEX multistep methods are shown in blue, IMEX
Runge-Kutta methods in red, ETD multistep methods in green and ETD Runge-Kutta methods
in black (color online). Results are shown for the IMEX predictor-corrector method STVBDF4 in
PECE mode since it was considerably more stable and accurate than in PEC mode; the line style
is dashed to reflect this.
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The generalized Kuramoto-Sivashinsky (GKS) equation is a prototypical equation contain-
ing linear dispersion and dissipation and nonlinear advection; it has elements of both the KdV
(Korteweg-de Vries) equation and the Kuramoto-Sivashinsky equation. It can, for instance, be
used to describe long waves on a viscous fluid flowing down an inclined plane Ito et al. (2008),
Topper and Kawahara (1978). The generalized KS equation solved here is
∂tu+ u∂xu+ δ∂3xu = −(∂2xu+ ∂4xu),
u(x, t = 0) = 12 sech2(x), x ∈ [−64pi, 64pi] (4.34)
in a periodic domain using a 4096 point Fourier spectral discretization in x. The experiment runs
until t = 10 with δ = 0.05 and  = 1. A large number of Fourier modes is used so that the cost of each
calculation is dominated by the cost of evaluating the nonlinear term. The nonlinearity is evaluated
in conservative form, i.e.u∂xu = ∂x(u2)/2. The linear term has eigenvalues (k2 − k4) + δik3 with
corresponding eigenfunctions given by Fourier modes of wavenumber k.
The linear and nonlinear terms may be associated with time scales τL and τNL; a fully explicit
method must resolve the smallest of these in order to be stable – this is the CFL condition. The
linear time scale is approximately the reciprocal of the magnitude of the largest eigenvalue of the
linear term; figure 4.6 shows that this is τL ≈ 10−6. Scale analysis allows one to find an approximate
time scale associated with the nonlinear term τNL. The nonlinear time scale is approximated by
balancing the terms ∂tu ∼ U/τNL and u∂xu ∼ U2/L where U is a characteristic magnitude of the
solution u and L is a length scale. This results in τNL ∼ L/U . An approximate CFL condition
is the most stringent one available, obtained by taking L = pi/32 to be the grid spacing and U to
be the maximum of u; using the maximum amplitude of the initial condition for U results in the
approximate time scale τNL ≈ 10−2. Assuming that this is the time scale that must be resolved in
order to obtain accurate results, the problem is clearly stiff: in order to remain stable an explicit
method must take time steps a factor of 104 smaller than otherwise necessary. The results in figure
4.6 indicate that the time scale that must be resolved in order to obtain 1% accuracy is somewhere
in the range 10−2 to 10−1, which confirms that the nonlinear time scale τNL is the one which must
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be resolved in order to obtain accurate results.
In this experiment some of the eigenvalues of the linear term have positive real part: the
linear term injects energy into all resolved wavenumbers k < 1. This energy is then transferred
by the nonlinear term to wavenumbers greater than one, where the linear term removes energy.
Thus, a numerical instability that injects a modest amount of energy into wavenumbers slightly
greater than one is not likely to cause a catastrophic numerical instability; instead it would likely
just decrease the overall accuracy of the calculation. For this problem, if a catastrophic numerical
instability occurs it is likely due to the injection of energy by an instability at larger wavenumbers.
As an example, note that the spectrum of the linear term contains purely imaginary eigen-
values at wavenumbers k = ±1; figures 4.4 and 4.5 therefore indicate that it is quite likely that
the methods ETDAB3 and ETDAB4 suffer from weak instabilities that inject energy into these
wavenumbers. Nevertheless, figure 4.6 shows ETDAB3 enjoying comparable stability to its fellows
and ETDAB4 suffering only mildly decreased stability.
Figure 4.6 shows the eigenvalues of the linear part of the GKS equation for this experiment.
The largest of these have sizes on the order of 106, which explains why the fully explicit fourth
order Runge-Kutta method RK4 was not stable at the smallest step size tested h = 10−3. Indeed, it
would not have been stable even at the step size used to calculate the reference solution h = 10−5.
The fact that all of the linearly implicit methods were able to produce accurate solutions (except
the IMEX predictor corrector method SABM3 which produced no solution) is evidence of their
utility.
Figure 4.6 shows that none of the methods were significantly more stable than the others. Not
surprisingly, the multistep methods were generally less stable than the Runge-Kutta methods, but
there was no significant difference in stability between IMEX methods and exponential integrators
overall; nor was there a significant difference between third and fourth order methods of comparable
type. The main exception is the IMEX Runge-Kutta method BHR(5,5,3), which required a step
size more than a factor of ten smaller than its fellow Runge-Kutta methods.
Despite their exact treatment of the linear term, exponential methods were not significantly
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more accurate than their IMEX counterparts, if at all. For this problem, figure 4.6 shows that
exponential multistep and predictor-corrector methods were slightly more accurate than their IMEX
counterparts, but the situation is reversed for Runge-Kutta methods, where IMEX methods are
slightly more accurate.
Though generally less stable and less accurate than Runge-Kutta methods at a given step
size, multistep and predictor-corrector methods require many fewer evaluations of the nonlinear
term per time step. In this case the decreased computational cost is not quite enough to make
up for the decreased accuracy as figure 4.6 shows Runge-Kutta methods requiring less time than
multistep methods to achieve a given accuracy.
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4.4.2 Nikolaevskiy
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Figure 4.7: Nikolaevskiy Results. Arrangement of the panels is as in figure 4.6. The top left
image is a visualization of the solution extended to t = 100, and the top-right shows the eigenvalues
of the linear term in the complex plane.
The Nikolaevskiy equation is a general pattern-forming equation that has been applied to
seismic waves Beresnev and Nikolaevskiy (1993) and other physical systems Simbawa et al. (2010).
It is similar to the GKS equation but includes the next two higher order spatial derivatives; the
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equation solved here is
∂tu+ u∂xu = −∂2x
[
r − (1 + ∂2x)2
]
u+ α∂3xu+ β∂
5
xu, (4.35)
u(x, t = 0) = sin(x) +  sin(x/25), x ∈ [−75pi, 75pi], (4.36)
in a periodic domain using a 4096 point Fourier spectral discretization in x. The parameters used
here are r = 1/4, α = 2.1, β = 0.77, and  = 1/10, and the experiment runs until t = 50 (just beyond
the secondary instability of the traveling waves, shown in figure 4.7). The nonlinearity is evaluated
in conservative form, u∂xu = ∂x(u2)/2, and the linear term has eigenvalues k2
[
r − (1− k2)2] −
iαk3 + iβk5 with corresponding Fourier eigenfunctions at wavenumber k. Note that there is a range
of wavenumbers k near 1 for which the linear term injects energy into the solution, as in the GKS
experiment.
The nonlinear time scale is estimated in the same manner as the GKS experiment, but
the final solution at t = 50 provides a more stringent estimate U = 8 than the initial condition
does. This results in the estimate τNL ≈ 10−2. The linear time scale is again estimated by the
largest eigenvalue of the linear term, shown in figure 4.7, which results in τL ≈ 10−8. A fully
explicit method would be required by the CFL constraint to take a step on the order of τL; since
most methods become acceptably accurate for step sizes around 10−1 but the explicit RK4 fails to
produce a solution at all, it is clear that the problem is stiff.
Figure 4.7 shows that for many methods, the step size at which they are first stable, i.e. able
to produce solutions without blowing up, is much larger than the step size at which they begin to
become accurate. The most prominent examples of this behavior are the IF methods ETDRK(2,3,3)
and ETDRK(2,4,4) which produce solutions for nearly all the step sizes in the test, but fail to achieve
better than 1% accuracy. In this experiment, accuracy is more of a problem than stability for most
methods. An exception is the method BHR(5,5,3), which was not able to produce a solution at
any step size.
The Runge-Kutta methods almost uniformly display some order reduction – their error de-
creases with step size at a rate somewhat less than their order would imply. This is evident by
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comparison with the multistep methods, which as a result of their immunity to order reduction
were able to display comparable efficiency to the Runge-Kutta methods, and in some cases, even
better overall accuracy. These comparative gains in accuracy and efficiency are only realized at
small step sizes; Runge-Kutta methods are still more accurate and efficient for relative errors above
1%.
Among third order methods, IMEX methods are clearly superior. IMEX Runge-Kutta meth-
ods are the most accurate, followed by IMEX multistep methods, exponential multistep methods,
and finally exponential Runge-Kutta methods. Among fourth order methods it is more difficult
to make broad statements because the classes of methods – IMEX/exponential, multistep/Runge-
Kutta – do not display uniform behavior. For example, the most and least accurate methods are
exponential Runge-Kutta methods. The method ETDRK(6,4,4), tested by Kassam and Trefethen
Kassam and Trefethen (2005) is among the least accurate of the fourth order methods, less accu-
rate and less efficient than the fourth order IMEX multistep method SBDF4 also tested by Kassam
and Trefethen (2005). Note also that Kassam and Trefethen did not test a fourth order IMEX
Runge-Kutta method; the IMEX Runge-Kutta method they tested from Driscoll (2002) is formally
third order since it unites an explicit fourth order method with an implicit third order method.
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4.4.3 Quasigeostrophic Equation
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Figure 4.8: QG Results. Arrangement of the panels is as in figure 4.6. The solution shows the
vorticity ∇2hψ at t = 5.
The quasigeostrophic (QG) equations are of fundamental importance in the theory of atmo-
spheric and oceanic fluid dynamics. The barotropic QG equation on a β-plane with linear Ekman
112
drag and hyperviscous diffusion of momentum
∂t∇2ψ + J [ψ,∇2ψ] + β∂xψ = −∇2ψ − ν∇10ψ,
ψ(x, y, t = 0) =
1
8
e
−8
“√
2y2+x2/2−pi/4
”2
, (4.37)
(x, y) ∈ [−pi, pi]2
is solved here in a periodic domain using a 256 point Fourier spectral discretization in each spatial
direction. The variable ψ is a streamfunction for the two-dimensional velocity, i.e. u = (u, v) =
(−∂yψ, ∂xψ), so the Jacobian J [ψ,∇2ψ] = ∂xψ∂y∇2ψ − ∂yψ∂x∇2ψ denotes advection of vorticity
u · ∇ω where ω = ∇2ψ. The experiment runs until t = 5 with  = 0.01, ν = 10−14, and β = 10.
The nonlinearity is evaluated in conservative form: J [ψ,∇2ψ] = ∇ · (u∇2ψ). The linear term
has eigenvalues ikx/|k|2 − ν|k|8 with corresponding eigenfunctions given by Fourier modes with
two-dimensional wavenumber k = (kx, ky), and where |k|2 = k2x + k2y.
The nonlinear time scale may be estimated with a scaling analysis by balancing the terms
∂t∇2hψ ∼ Ψ/(τNLL2) and J [ψ,∇2hψ] = u · ∇h∇2hψ ∼ UΨ/L3 where L is a length scale and Ψ is a
characteristic magnitude of the solution; the result is τNL ∼ L/U . A stringent estimate is obtained
by taking L = pi/128 to be the grid spacing; the initial condition provides the estimate U = 0.43.
The resulting nonlinear time scale and CFL restriction are h . τNL ≈ 0.06. The linear time scale
is estimated by the reciprocal of the magnitude of the largest eigenvalue, so τL ≈ 10−4 according
to figure 4.8. The results show that the nonlinear time scale is the same as the time scale necessary
to obtain accurate results, so the problem is stiff. The stiffness of the problem is confirmed by the
inability of the fully explicit RK4 to produce a solution at any of the step sizes tested.
Figure 4.8 shows that the spectrum of the linear term includes eigenvalues very close to the
imaginary axis. Figures 4.4 and 4.5 show that the multistep methods have limited stability on
the imaginary axis, so one might expect these to perform poorly. However, figure 4.8 shows the
disparity in stability between the multistep and Runge-Kutta methods to be similar to the disparity
in the GKS experiment. The largest two of the near-imaginary eigenvalues have magnitude 10, and
most of the rest are much smaller; the nonlinear time scale for this experiment is on the order
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1/10, so by the time the multistep methods become stable, the majority of the near-imaginary
eigenvalues are well-resolved by the step size. It is also possible that some weak instability occurs
for these methods as in the GKS experiment, such that the nonlinearity is able to move energy
from marginally unstable Fourier modes into decaying Fourier modes so that the solution remains
bounded.
The most striking feature of the results in figure 4.8 is the disparity in accuracy between the
IMEX and exponential methods. A potential explanation for this is discussed in §4.4.6.
Also worthy of note is the fact that figure 4.8 shows the multistep and predictor-corrector
methods to be of comparable efficiency to the Runge-Kutta methods. The most accurate solution is
achieved by the exponential predictor-corrector EGLM432 in significantly less time than it takes its
nearest competitors. The nominally third-order IMEX Runge-Kutta method BHR(5,5,3) displays
fourth order behavior, although it is somewhat less stable than the other IMEX Runge Kutta
methods. Finally, it should be noted that while the exponential methods are significantly more
accurate than the IMEX methods, the IMEX methods are still quite accurate.
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4.4.4 Two-Dimensional Boussinesq Equations
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Figure 4.9: 2D Boussinesq Results. Arrangement of the panels is as in figure 4.6. The solution
shows the vorticity ∇2hψ at t = 1. Results for the explicit fourth order Runge-Kutta method RK4
are shown in red, and with a dotted line. Results for the IMEX predictor-corrector methods SABM3
and STVBDF4 are plotted with a solid line to indicate that the results shown are for the method
run in PEC mode, since this was more stable than and as accurate as PECE mode.
The two-dimensional stably stratified Boussinesq equations describe the motion of a nearly
incompressible two-dimensional fluid in the presence of a convectively stable background density
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profile, which is here taken to be linear in depth Sukhatme and Smith (2007). The following
equations
∂t∇2ψ + J [ψ,∇2ψ] = B∂xθ + ν∇4ψ, (4.38)
∂tθ + J [ψ, θ] = −S∂xψ + κ∇2θ. (4.39)
(x, z) ∈ [−pi, pi]2
θ(x, z, 0) = e−2(x
2+y2)2
ψ(x, z, 0) = 0
are solved here in a periodic domain using a Fourier spectral discretization with 256 points in each
direction. The constants B = 20 and S = 500 denote respectively the magnitudes of the buoyancy
force and the ambient stratification; θ denotes a buoyancy perturbation (having the opposite sign
of a density perturbation), the vertical velocity is w = ∂xψ, the horizontal velocity is u = −∂zψ,
and the Jacobian denotes advection J [ψ, g] = u ·∇g. The diffusivity coefficients are set to ν = 1/30
and κ = 1/500. The experiment runs until t = 1. Nonlinearities are evaluated in conservative form,
J [ψ,∇2ψ] = ∇ · (u∇2ψ) and J [ψ, θ] = ∇ · (uθ). The eigenvalues of the linear term are of the form
−|k|4(κ+ ν)±√|k|8(κ− ν)2 − 4BSk2x|k|2
2|k|2 (4.40)
and correspond to Fourier eigenfunctions with two-dimensional wavenumber k = (kx, ky), where
|k|2 = k2x + k2y.
It takes a little more effort to estimate the nonlinear time scale of this experiment than the
previous ones. First, note that comparing the nonlinear terms u · ∇h∇2hψ and u · ∇hθ to the
respective time derivatives ∂t∇2hψ and ∂tθ both yield the same estimate for the nonlinear time scale
τNL ∼ L/U where U is a characteristic velocity scale and L is a length scale. The length scale is
estimated by the grid spacing L = pi/128, but the initial condition does not directly result in a
velocity scale since the initial velocity is zero. An a priori estimate is afforded by the following
argument.
In the absence of dissipative effects, the equations above conserve the total energy E =
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〈|u|2 + Bθ2/S〉 where the angle brackets 〈·〉 denote an integral over the domain. The energy
is positive definite and the dissipative terms are able only to decrease it. The initial energy is
contained entirely in the term 〈Bθ2/S〉 ≈ 0.063. If this energy were converted entirely to the term
〈|u|2〉 = 〈u2 +w2〉 ∼ 2U2 it would result in an estimate U ≈ 0.18 of the velocity scale. The resulting
nonlinear time scale and CFL condition are h . τNL ≈ 0.14. The largest eigenvalue of the linear
term has magnitude on the order 103 which implies that the linear time scale is approximately
τL ≈ 10−3. The disparity between the linear and nonlinear time scales makes the problem stiff,
assuming of course that only the nonlinear time scale must be resolved in order to obtain an accurate
solution. Because the linear time scale is comparable to the smallest time scale in the experiment,
the explicit method RK4 is able to produce stable solutions at the smallest step sizes tested.
The previous three experiments involved linear operators which are diagonal in Fourier space;
in this experiment the linear operator has 2× 2 blocks on the diagonal. The implementation of the
additive and exponential methods for this experiment is not significantly more complicated than
the diagonal case, although it is somewhat more costly. In the case of the additive methods, the
inverse of each block is known analytically and simply constructed in the code. In the case of the
exponential methods, the functions ϕ are evaluated at each block using the Pade´ approximation
algorithm implemented in phipade.m Berland et al. (2007), and the results are combined into a
single sparse matrix. The time required to construct the matrices, inverses, and ϕ functions is not
included in the ‘total’ time displayed in the results.
The most notable feature of the results in figure 4.9 is again the significant difference in ac-
curacy between the IMEX and exponential methods, with exponential methods generally a factor
of 105 more accurate than their counterparts. A possible explanation for this disparity is given in
§4.4.6. As usual, multistep methods are generally less accurate than their Runge-Kutta counter-
parts, but for this experiment the difference in efficiency is small. Only the third order exponential
Runge-Kutta methods are able to achieve a clearly superior efficiency than their multistep coun-
terparts; there is little difference for fourth order exponential methods and third and fourth order
IMEX methods. The third order method BHR(5,5,3) converges more quickly than any other third
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order method for this problem.
There was again no great difference between IMEX methods and exponential methods as
far as stability; the exception is the IMEX multistep methods which generally require a step size
a factor of ten smaller than the other methods in order to produce a result. The IMEX Runge-
Kutta methods all displayed the disturbing ability to produce stable but inaccurate results at large
step sizes. The error committed by the IMEX Runge-Kutta methods at the step size h = 1/10 is
typically about 12%; this does not greatly improve until the step size is decreased by a factor of
ten. It is common practice to halve the step size in order to check the accuracy of a computation;
if one were using IMEX Runge-Kutta methods on this problem with a large step size, one would
have to divide the step size by a factor not less than ten before realizing that the results are in
error.
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4.4.5 Majda-McLaughlin-Tabak
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Figure 4.10: MMT Results. Arrangement of the panels is as in figure 4.6. The solution shows
|ψ| at t = 10. The spectrum plot ignores the eigenvalue −32768− i/4 which corresponds to Fourier
eigenfunctions at wavenumber k = ±1/2; this is done to improve readability.
The Majda-McLaughlin-Tabak (MMT) equation was originally introduced as a one-dimensional
model of dispersive wave turbulence simple enough to be analytically and computationally tractable
yet complex enough to allow a meaningful evaluation of the methods of weak turbulence theory
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Majda et al. (1997), Zakharov et al. (2004). The MMT equation is
i∂tψ = |∂x|αψ ± |∂x|β/4
(∣∣∣|∂x|β/4ψ∣∣∣2 |∂x|β/4ψ) (4.41)
In a periodic or infinite domain the derivatives |∂x|α are defined by F{|∂x|αψ} = |k|αF{ψ} where
F denotes the Fourier transform. The nonlinearity in the MMT equation is either focusing (−) or
defocusing (+) depending on the sign of its coefficient. Simulations of the MMT equation often
include dissipation acting on both high and low wavenumbers; the MMT equation solved here
therefore includes dissipation and has α = 2 and β = 1/4
i∂tψ = |∂x|2ψ + |∂x|1/16
(∣∣∣|∂x|1/16ψ∣∣∣2 |∂x|1/16ψ)− i (ν+|∂x|2ψ + ν−|∂x|−8ψ)
ψ(x, t = 0) = 4eipi sin(x/2) sech2(x) x ∈ [−2pi, 2pi]
The domain is periodic and a 8192 point Fourier spectral discretization is used in x. The experiment
runs until t = 10 with ν+ = 1/2048 and ν− = 128. The linear term has eigenvalues −ikα− ν+k2−
ν−k−8 which correspond to Fourier eigenfunctions with wavenumber k. Although this choice of α
and β is not of particular interest to the theory of weak turbulence, it allows the construction of an
experiment with very large near-imaginary eigenvalues and a moderately strong nonlinear term.
The nonlinear time scale may be estimated with a scaling analysis by balancing the terms
∂tψ ∼ Ψ/τNL and |∂x|1/16
(∣∣|∂x|1/16ψ∣∣2 |∂x|1/16ψ) ∼ Ψ3/L4 where L is a length scale and Ψ is
a characteristic magnitude of the solution. A stringent estimate of the nonlinear time scale is
obtained by taking the length scale to be the grid spacing L = pi/2048 and Ψ = 4 based on the
initial condition. This leads to the approximate CFL condition h . τNL ≈ 10−2. The linear time
scale τL is estimated by the reciprocal of the magnitude of the largest eigenvalue of the linear term
(see figure 4.10), resulting in the estimate τL ≈ 10−5. Provided that this linear time scale does
not need to be resolved in order to obtain accurate results, the problem is stiff. The stiffness is
corroborated by the inability of the fully explicit RK4 to produce a result at any of the step sizes
tested.
Figure 4.10 shows that nearly all of the eigenvalues of the linear operator of the MMT
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equation in this experiment lie closer to the imaginary axis than to the real axis; the largest of
these eigenvalues have larger imaginary parts than any of the other experiments. The eigenvalues
only have negative imaginary parts, which means that the slices through the restricted stability
region Sr in figures 4.4 and 4.5 are overly restrictive. Still, the methods should not do more poorly
on this problem than those figures predict.
The IMEX multistep methods are significantly hindered on this problem by the fact that their
implicit component consists of an implicit multistep method of order greater than two, which cannot
be A-stable because of the second Dahlquist barrier Butcher (2008). The implicit components
of the SBDF methods and the methods SShu(4,3) and STVB0(4,4) are not designed for large,
near-imaginary eigenvalues, and their performance suffers accordingly; the same difficulty was
encountered in the 2D Boussinesq experiment, to a lesser degree. No IMEX multistep or predictor-
corrector method was able to produce a solution to this problem for the step sizes tested.
As predicted by the linear stability analysis (see figures 4.4 and 4.5 with w near the imaginary
axis) the exponential multistep methods ETDAB3 and ETDAB4 also had great difficulty with this
problem, being unable to produce a solution at any step size. The exponential predictor-corrector
methods were able to produce solutions and ended up being the most accurate and efficient methods
in the experiment, although they were slightly less stable than their Runge-Kutta counterparts.
The Runge-Kutta methods were able to produce solutions at reasonably large step sizes in this
experiment, but the results they produced at these step sizes were significantly in error. The most
accurate Runge-Kutta methods in this experiment achieved 1% accuracy only at the smallest step
sizes in the experiment, and the exponential Runge-Kutta methods appear to suffer significantly
from order reduction. Thus, at large step sizes the exponential methods are both more accurate
and more efficient, but the situation is reversed at small step sizes.
4.4.6 Discussion of Results
The experiments above all lend support to the thesis that there is not a great difference in
linear stability between IMEX and exponential methods. IMEX multistep and predictor-corrector
121
methods clearly have difficulty with large eigenvalues near the imaginary axis, as evidenced by
the 2D Boussinesq and MMT experiments §4.4.4 and §4.4.5, although it should be remembered
that none of the methods tested was developed with this type of application in mind. Exponential
multistep methods are less hampered by this situation than IMEX multistep methods, but still have
much greater difficulty than Runge-Kutta methods. The stability of exponential predictor-corrector
methods EGLM322 and EGLM432 do not appear to be limited by this situation.
The experiments do not allow sweeping statements to the effect that Runge-Kutta methods
are better than multistep methods or that exponential methods are better than IMEX methods.
Rather, each experiment favors a certain type of method. The most significant differences are found
in the QG and 2D Boussinesq experiments, §4.4.3 and §4.4.4, where the exponential methods are
several orders of magnitude more accurate than the IMEX methods. This is also the case but to
a lesser extent in the MMT experiment §4.4.5. Although the primary focus of this investigation
is stability, this difference in accuracy begs for an explanation. We therefore attempt such an
explanation below, but allow that this is an area in which more research is needed.
As noted by Hochbruck et al. Hochbruck et al. (1998), IMEX methods can affect greater
dispersive errors than exponential methods. A complete analysis of the dispersion errors of these
methods is clearly the subject of a separate investigation, but it is certainly true that the implicit
component of IMEX methods is subject to dispersive errors while that of exponential methods
is not. We propose that the difference in accuracy between IMEX and exponential methods in
the five experiments above may be explained by the significance of linear dispersion to the final
solution: in problems where the solution depends strongly on accurate treatment of linear dispersion
exponential methods are clearly superior, whereas in problems where the solution depends more
strongly on accurate treatment of the nonlinear term IMEX methods may be superior.
We emphasize that the difference in accuracy does not result simply from a linear term
whose eigenvalues have large imaginary parts. The GKS and Nikolaevskiy problems both have
linear terms whose spectrum includes eigenvalues with large imaginary parts, as shown in figures
4.6 and 4.7, but IMEX methods are able to compete successfully with exponential methods in
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both of these problems. The linear term in the QG problem does not have eigenvalues with large
imaginary components (figure 4.8), but the exponential methods are still much more accurate. The
linear term of the MMT problem has eigenvalues with very large imaginary parts (figure 4.10), but
the difference between IMEX and exponential Runge-Kutta methods is minimal.
In each experiment the solution may be described by a sum over Fourier modes which are
eigenfunctions of the linear terms. In the GKS and Nikolaevskiy experiments, the solution is
comprised mainly by low wavenumber Fourier modes which are only weakly dispersive. The Fourier
modes corresponding to the eigenvalues of the linear term with large imaginary part have only a
very small part in the solution and are strongly damped, so any dispersive errors introduced into
these modes by IMEX methods do not significantly degrade the overall accuracy of the method.
In the QG and 2D Boussinesq experiments, the solution is again comprised by low wavenum-
ber Fourier modes, but it is these which are the most strongly dispersive and weakly damped.
Furthermore, in each of these experiments the nonlinear term is relatively weak, and the evolution
of the low wavenumber Fourier modes which comprise the bulk of the solution is determined primar-
ily by the linear term. Thus, although the IMEX methods are able to produce acceptably accurate
solutions, the exponential methods by treating the linear term exactly eliminate the largest source
of error in the problem.
In the MMT experiment the solution is comprised by low wavenumber Fourier modes. These
are not the most strongly dispersive modes in the problem, but they are nonetheless strongly
dispersed by the linear term. However, in contrast to the QG and Boussinesq experiments, the
nonlinearity in this experiment is moderately strong. Not so strong as to eliminate the stiffness
of the problem, but strong enough that errors in resolving the nonlinear term dominate the total
error. As a result, the IMEX and exponential methods are comparably accurate in this experiment.
Finally, we stress that the differences in accuracy do not result from the equations themselves,
e.g. exponential methods are not guaranteed to be always significantly more accurate than IMEX or
fully explicit methods when applied to the QG or 2D Boussinesq equations. The behavior seen here
is strongly dependent on the initial conditions, and on the absence of forcing. In our experiments
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the linear time scale is always much smaller than the nonlinear time scale; when this is not the
case linearly implicit methods may be less efficient than fully explicit methods. For example, if the
QG equation were solved with a much more strongly nonlinear initial condition it is likely that the
difference in accuracy between IMEX and exponential methods would be erased.
4.5 Conclusions
We have presented a means of visualizing the linear stability regions of linearly implicit
methods for the solution of ODEs, and verified the predictions made based on these visualizations
with a series of computational experiments. There are several main conclusions to draw. The first
and foremost is that the method of visualization of the stability regions presented in §4.3 allows
meaningful direct comparison of the stability properties of various methods. Previous visualization
methods and analyses were incomplete or difficult to interpret because they failed to clearly show
the effect of changing the step size on the stability of the method, leaving the potential user of
linearly implicit methods unsure of their linear stability properties. We expect that the new method
of visualization – plotting slices through the stability region that contain the origin – will not only
allow users to make more informed decisions about which linearly implicit method to choose but
that it will also guide the construction of linearly implicit methods which are more suitable for
problems whose linear component has eigenvalues close to the imaginary axis, a situation which
presents difficulties for many linearly implicit methods.
The computational experiments show that there is little difference in stability between IMEX
and exponential methods. IMEX and exponential multistep methods should generally be avoided
when the spectrum of the linear term contains large nearly-imaginary eigenvalues, but the exponen-
tial general linear (predictor-corrector) methods EGLM322 and EGLM432 Ostermann et al. (2006)
are not similarly limited. The experiments show that exponential methods can be much more ac-
curate than IMEX methods on certain problems, especially when the solution is determined largely
by the linear term with only weak dependence on the nonlinear term. However, the experiments
also show that IMEX methods can be more accurate and more efficient than exponential methods
124
on certain problems; we accordingly cannot uniformly recommend exponential methods in favor of
IMEX methods, in contrast to Kassam and Trefethen (2005). In our experiments, the best exponen-
tial methods were never much less accurate than the best IMEX methods, but they were sometimes
spectacularly more accurate. Thus, if the computational cost of initializing the requisite matrices
and the cost of programming an exponential method are not significantly greater than the costs
of an IMEX method, exponential methods are clear favorites. This is typical of one-dimensional
problems (even ones with non-diagonal linear terms) and problems with a diagonal linear term. But
if these costs are much greater for an exponential method, then IMEX methods are an accurate –
sometimes more accurate – and efficient alternative. It is likely that IMEX methods will generally
be preferable for problems with greater than one spatial dimension and a non-diagonal linear term,
especially if the step size must be changed frequently in the course of an integration.
Appendix A
Potential Vorticity Conservation
It is well known that, along with buoyancy b, the single-scale, inviscid Boussinesq equations
(1.4)-(1.6) materially conserve Ertel potential vorticity (Vallis, 2006)
∂tqE + u · ∇hqE +A−1z ∂zqE = 0, (A.1)
qE = (ω +Ro−1(1 +AβY )zˆ× u) · (∇h + zˆA−1z ∂z)b = 0. (A.2)
The subscript E serves to distinguish between Ertel potential vorticity and quasigeostrophic po-
tential vorticity. Intuitively, one might therefore expect the quasigeostrophic eddy equation (3.74)
to be of the form
∂tq
′
qg + (u
′ + u) · ∇hq′qg + u′ · ∇hqqg = 0 (A.3)
for some suitably defined mean quasigeostrophic potential vorticity qqg. This intuition would be
correct but for the distinction between Ertel potential vorticity and quasigeostrophic potential
vorticity, the latter of which does not correspond directly to a material invariant of the Boussinesq
equations.
In the isotropic multiple-scales setting, the conservation law (A.1) becomes
DqE
Dτ
+Ah∇h ·
(
u′q′E
)
+A−1z ∂z
(
w′q′E
)
= 0, (A.4)
Dq′E
Dτ
+
Dq′E
Dt
+Ahu′ · ∇hqE +A−1z w′∂zqE = 0, (A.5)
where D/Dτ and D/Dt are respectively defined by (3.16) and (3.22). The definition of Ertel
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potential vorticity separates into mean and eddy components as follows
qE =
(
(Ah∇h +∇h + zˆA−1z ∂z)× (u′ + u) +Ro−1(1 +AβY )zˆ
) · (Ah∇h +∇h + zˆA−1z ∂z) (b+ b′)
(A.6)
qE =
(
(Ah∇h + zˆA−1z ∂z)× u+Ro−1(1 +AβY )zˆ
) · (Ah∇h + zˆA−1z ∂z) b
+
(
(Ah∇h +∇h + zˆA−1z ∂z)× u′
) · (Ah∇h +∇h + zˆA−1z ∂z) b′ (A.7)
q′E =
(
(Ah∇h +∇h + zˆA−1z ∂z)× u′
) · (Ah∇h + zˆA−1z ∂z) b
+
(
(Ah∇h + zˆA−1z ∂z)× u+Ro−1(1 +AβY )zˆ
) · (Ah∇h +∇h + zˆA−1z ∂z) b′
(A.8)
In Pedlosky’s limit (3.51), the leading order mean and eddy contributions to Ertel potential
vorticity are
qE = 
−2 ((1 +AβY )∂zb0 + (1 +AβY )∂zb1 +O(2)) , (A.9)
= −2
(
qE,0 + qE,1 +O(
2)
)
,
q′E = 
−2 (0 + (ω′0∂zb0 + (1 +AβY )∂zb′1) +O(2)) , (A.10)
= −2
(
0 + q′E,1 +O(
2)
)
.
The leading order Ertel potential vorticity is distinct from the quasigeostrophic potential vorticity;
they are related by
q′qg =
( ∇2hp′
1 +AβY
+ (1 +AβY )∂z
(
∂zp
′
∂zb0
))
=
(
ω′0 + (1 +AβY )
∂zb
′
1
∂zb0
− (1 +AβY )b′1
∂2zb0
(∂zb0)2
)
(A.11)
=
q′E,1
∂zb0
− (1 +AβY ) ∂
2
zb0
(∂zb0)2
b′1. (A.12)
In Pedlosky’s limit, the leading order conservation equation for eddy Ertel potential vorticity (A.5)
is
∂tq
′
E,1 + (u
′
0 + u0) · ∇hq′E,1 + u′0 · ∇hqE,0 + w′2∂zqE,0 = 0, (A.13)
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so it is clear that eddy Ertel potential vorticity is not materially conserved at leading order in this
limit because of the terms u′0 · ∇hqE,0 and w′2∂zqE,0. The leading order eddy buoyancy equation
(3.67) similarly indicates that eddy buoyancy is not materially conserved at leading order. The
intuition that the eddy potential vorticity equation should include interaction with mean potential
vorticity gradients is correct for Ertel potential vorticity, but not for quasigeostrophic potential
vorticity because quasigeostrophic potential vorticity does not directly correspond to a quantity
which is materially conserved by the single-scale Boussinesq equations. We conclude that (3.74) is
not actually of the form (A.5).
In the limit of §3.2.4, (3.86), the leading order mean and eddy Ertel potential vorticities are
the same as (A.9) and (A.10), and the prognostic equation for eddy Ertel potential vorticity is
∂tq
′
E,1 + u
′
0 · ∇hq′E,1 + w′2∂zqE,0 = 0. (A.14)
Although the eddy QG equation for this model does materially conserve quasigeostrophic potential
vorticity, it does not materially conserve Ertel potential vorticity. The eddy buoyancy equation in
this limit is
∂tb
′
1 + u
′
0 · ∇hb′1 + w′2∂zb0 = 0, (A.15)
so it is clear that although both Ertel potential vorticity and buoyancy are materially conserved
by the single-scale Boussinesq equations, neither is materially conserved in this limit – or in the
classical QG limit. In the classical QG limit, and in the limit of §3.2.4, (3.86), the classical QG
dynamics materially conserve the linear combination (A.12) despite, or indeed because of, the
interaction terms w′2∂zqE,0 and w′2∂zb0.
It should be clear from the foregoing discussion that the anisotropic eddy QG equation (3.157)
is also not of the form (A.3), for the same reason: that it is formulated in terms of quasigeostrophic
rather than Ertel potential vorticity. We therefore refrain from considering the definitions of mean
and eddy Ertel potential vorticity and their prognostic equations in the anisotropic setting.
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