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In this paper, we study the effect of the graph of weight functions on the number
of 2-nodal solutions for semilinear elliptic problems in RN . Our results generalize and
improve on the results of [D. Cao, E.S. Noussair, Multiplicity of positive and nodal solutions
for nonlinear elliptic problems in RN , Ann. Inst. H. Poincaré Anal. Non Linéaire 13 (5)
(1996) 567–588]. In the present paper, we give a new analytical method to study this
issue.
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1. Introduction
In this paper, we study the multiplicity of 2-nodal solutions for the following semilinear elliptic problem:{−u + λu = f (z)|u|p−2u+ + g(z)|u|p−2u− in RN ,
u ∈ H1(RN), (E)
where λ > 0, 2 < p < 2∗ (2∗ = 2NN−2 if N  3, 2∗ = ∞ if N = 2), u+ = max{0,u},u− = u − u+ and f , g ∈ C(RN ) are assumed
to satisfy the following conditions:
(D1) f , g  0 in RN ;
(D2) there exist some points a1,a2, . . . ,ak in RN such that f (ai) are strict maxima and satisfy
f
(
ai
)= fmax ≡ max{ f (z): z ∈RN} for all i = 1,2, . . . ,k;
(D3) there exist some points b1,b2, . . . ,bm in RN such that g(yi) are strict maxima and satisfy
g
(
b j
)= gmax ≡ max{g(z): z ∈RN} for all j = 1,2, . . . ,m.
It is known that if f and g are positive constants, Eq. (E) has a unique positive (or negative) solution for each λ > 0
(see Berestycki and Lions [5] and Kwong [11]). When f and g are not positive constants, several authors have made some
progresses on the existence of positive solutions of Eq. (E) under various conditions (see Bahri and Lions [3], Lions [13],
Li [12], Bahri and Li [2], Cao [7] and Cao and Noussair [8], etc.). Furthermore, if f , g are satisfying conditions (D1)–(D3) and
additionally f = g , k = m and ai = bi , then Cao and Noussair [8] proved that Eq. (E) has at least m-nodal solutions for λ
suﬃciently large.
The main goal of this paper is to generalize and improve on the results of Cao and Noussair [8]. Our result is the
following theorem.
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solutions.
This paper is organized as follows. In Section 2, we describe various preliminaries. In Section 3, we construct the Palais–
Smale (simply (PS)) sequences. In Section 4, we prove Theorem 1.1.
2. Preliminaries
To frame Eq. (E) in the abstract setting, we ﬁrst make the change of variable ε = 1√
λ
, v(z) = ε2/(p−2)u(εz) and rewrite
Eq. (E) as{−v + v = fε|v|p−2v+ + gε|v|p−2v−, in RN ,
v ∈ H1(RN), ( E˜)
where fε = f (εz) and gε = g(εz). If vε(z) is a solution of Eq. (˜E) then uε(z) := ε2/(2−p)vε(z/ε) solves Eq. (E). Associated
with Eq. (˜E), we consider the energy functional I fε,gε in H
1(RN )
I fε,gε (u) =
1
2
‖u‖2 − 1
p
∫
RN
fε|u+|p − 1
p
∫
RN
gε|u−|p
where ‖u‖ = (∫
RN
|∇u|2 + u2)1/2 is a standard norm in H1(RN ). It is well known that the functional I fε,gε ∈ C2(H1(RN ),R)
and the solutions of Eq. (˜E) are the critical points of the energy functional I fε,gε in H
1(RN ) (see Ambrosetti and Rabinowitz
[1] and Willem [16]). In this section, we recall several known results which will be used for later sections. First, we consider
the minimization problems
α±fε,gε = infu∈M±fε ,gε
I fε,gε (u); θ fε,gε = infu∈N fε,gε
I fε,gε (u),
where
M±fε,gε =
{
u ∈ H1(RN)\{0} ∣∣ 〈I ′fε,gε (u),u〉= 0, ±u  0}
and
N fε,gε =
{
u ∈ H1(RN) ∣∣ u+ ∈M+fε,gε , u− ∈M−fε,gε}.
Clearly, α±fmax,gmax  α
±
fε,gε
and α+fε,gε + α−fε,gε  θ fε,gε . Then we have the following results.
Lemma 2.1. If u ∈ H1(RN ) is a nodal solution of Eq. (˜E) and
I fε,gε (u) < α
+
fmax,gmax
+ α−fmax,gmax +min
{
α+fmax,gmax ,α
−
fmax,gmax
}
then u is a 2-nodal solution of Eq. (˜E).
Proof. Assume the contrary, without loss of generality, we may assume that RN\u−1(0) has three connected components
A1, A2 and A3 such that RN\u−1(0) = A1 ∪ A2 ∪ A3,u(z) > 0 for all z ∈ A1 ∪ A2 and u(z) < 0 for all z ∈ A3. Deﬁne u+ =
max{u,0} and u− = u+ − u. Let vi(z) = u+(z) for z ∈ Ai for i = 1,2 and v3(z) = u−(z) for z ∈ A3. We note that every
solution u of Eq. (˜E) is a C2-function on RN . Hence, vi ∈ M+fε,gε for all i = 1,2 and v3 ∈ M−fε,gε (see Müller-Pfeiffer [14,
Lemma 1]). Moreover,
I fε,gε (vi) α+fmax,gmax for i = 1,2 and I fε,gε (v3) α−fmax,gmax .
Then
I fε,gε (u) = I fε,gε (v1) + I fε,gε (v2) + I fε,gε (v3) α+fmax,gmax + α−fmax,gmax +min
{
α+fmax,gmax ,α
−
fmax,gmax
}
which is a contradiction. 
3. Palais–Smale sequences
First, we use the graph of the coeﬃcient f to ﬁnd some Palais–Smale sequences which are used to prove Theorem 1.1.
For η > 0, let Cη(z) denote the hypercube
∏N
j=1(z j − η, z j + η) center at z = (z1, z2, . . . , zN ). Let Cη(z) and ∂Cη(z) denote
the closure and the boundary of Cη(z), respectively. By the conditions (D1)–(D3), we can choose numbers l > 0 such that
Cl(ai) are disjoint, f (z) < f (ai) for x ∈ ∂Cl(ai) for all i = 1,2, . . . ,k and Cl(b j) are disjoint, g(z) < g(b j) for z ∈ ∂Cl(b j) for
all j = 1,2, . . . ,m. Moreover, Cl(ai) ∩ Cl(b j) = ∅ if ai = b j and Cl(ai) = Cl(b j) if ai = b j .
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lent with respect to the action of the group of Euclidian motions in RN , that is, for every ξ ∈RN , orthogonal N×N matrix A
and u ∈ Lp(RN )\{0}, one has Φ(u) = Φ(|u|),
Φ
(
u(x− ξ))= ξ + Φ(u(x)) and Φ(u(Ax))= A−1Φ(u(x)). (3.1)
Such a map has been constructed in Bartsch and Weth [4, Theorem 2.1] and Cerami and Passaseo [9].
Let
M+i (ε) =
{
u ∈M+fε,gε
∣∣∣Φ(u+) ∈ Cl/ε(ai
ε
)}
;
O+i (ε) =
{
u ∈M+fε,gε
∣∣∣Φ(u+) ∈ ∂Cl/ε(ai
ε
)}
;
M−j (ε) =
{
u ∈M−fε,gε
∣∣∣Φ(u−) ∈ Cl/ε(b j
ε
)}
;
O−j (ε) =
{
u ∈M−fε,gε
∣∣∣Φ(u−) ∈ ∂Cl/ε(b j
ε
)}
;
Ni, j(ε) =
{
u ∈ H1(RN) ∣∣ u+ ∈ M+i (ε) and u− ∈ M−j (ε)};
O i, j(ε) =
{
u ∈ H1(RN) ∣∣ u+ ∈ M+i (ε) ∪ O+i (ε), u− ∈ M−j (ε) ∪ O−j (ε) and u+ ∈ O+i (ε) or u− ∈ O−j (ε)},
for i = 1,2, . . . ,k and j = 1,2, . . . ,m. It is easy to verify that Ni, j(ε) are nonempty sets for all i = 1,2, . . . ,k and j =
1,2, . . . ,m. For i = 1,2, . . . ,k and j = 1,2, . . . ,m, consider the minimization problems in Ni, j(ε) and O i, j(ε) for I fε,gε ,
γi, j(ε) = inf
u∈Ni, j(ε)
I fε,gε (u); γ˜i, j(ε) = inf
u∈O i, j(ε)
I fε,gε (u).
Let w fmax and wgmax be unique positive and negative radial solutions of{−u + u = fmax|u|p−2u+ + gmax|u|p−2u−, in RN ,
u ∈ H1(RN),
respectively such that I fmax,gmax(w fmax) = α+fmax,gmax and I fmax,gmax (wgmax ) = α−fmax,gmax . For small ε > 0 satisfying
√
ε < 1, we
deﬁne a function ψε ∈ C1(RN , [0,1]) such that
ψε(z) =
{
1, |z| < 1√
ε
− 1,
0, |z| > 1√
ε
,
and |∇ψε| 2 in RN . Let e ∈ SN−1 = {z ∈RN | |z| = 1} and
wε(z) = t+ε w fmax
(
z − a
i
ε
+ e
2
√
ε
)
ψε
(
z − a
i
ε
+ e
2
√
ε
)
+ t−ε wgmax
(
z − b
j
ε
− e
2
√
ε
)
ψε
(
z − b
j
ε
− e
2
√
ε
)
,
where t+ε , t−ε > 0 are selected such that w±ε ∈M±fε,gε . Moreover, we have the following results.
Lemma 3.1. t±ε → 1 as ε → 0.
Proof. The proofs of cases “+,” “−” are similar arguments. Therefore, we only need to prove the case “+.” Since
w+ε ∈M+fε,gε , we have
(
t+ε
)2[ ∫
RN
∣∣∣∣∇(w fmax(z − aiε + e2√ε
)
ψε
(
z − a
i
ε
+ e
2
√
ε
))∣∣∣∣2 +(w fmax(z − aiε + e2√ε
)
ψε
(
z − a
i
ε
+ e
2
√
ε
))2]
= (t+ε )p ∫
RN
fεw
p
fmax
(
z − a
i
ε
+ e
2
√
ε
)
ψ
p
ε
(
z − a
i
ε
+ e
2
√
ε
)
.
Since ‖w fmax‖2 1 =
∫
N fmaxw
p , we have thatH R fmax
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t+ε
)2‖w fmax‖2H1 = (t+ε )2∥∥∥∥w fmax(z − aiε + e2√ε
)
ψε
(
z − a
i
ε
+ e
2
√
ε
)∥∥∥∥2
H1
+ o(ε)
= (t+ε )p ∫
RN
fεw
p
fmax
(
z − a
i
ε
+ e
2
√
ε
)
ψ
p
ε
(
z − a
i
ε
+ e
2
√
ε
)
+ o(ε)
= (t+ε )p ∫
RN
f
(
εz + ai −
√
εe
2
)
wpfmax + o(ε),
where o(ε) → 0 as ε → 0. Moreover, √εe → 0 as ε → 0 for all x ∈ SN−1. Thus, t+ε → 1 as ε → 0. 
Lemma 3.2. For each positive number σ < min{α+fmax,gmax ,α−fmax,gmax } there exists εσ > 0 such that for ε < εσ
γi, j(ε) < α
+
fmax,gmax
+ α−fmax,gmax + σ
for all i = 1,2, . . . ,k and j = 1,2, . . . ,m.
Proof. First, we show that Φ(w+ε ) ∈ Cl/ε( a
i
ε ) and Φ(w
−
ε ) ∈ Cl/ε( b
j
ε ). Without loss of generality, we may assume that
Φ(w+ε ) ∈ Cl/ε( a
i
ε ) (Φ(w
−
ε ) ∈ Cl/ε( b
j
ε ) can be considered similarly). The proofs of two cases are similar arguments. There-
fore, we only need to prove the case Φ(w+ε ) ∈ Cl/ε( a
i
ε ). By the deﬁnition of ψε and t
+
ε → 1 as ε → 0,
Φ
(
w+ε
)= ai
ε
+ o(ε).
We conclude that Φ(w+ε ) ∈ Cl/ε( a
i
ε ). Thus, w
+
ε ∈ M+i (ε) and w−ε ∈ M−j (ε). Moreover, by Lemma 3.1
I fε,gε (wε) =
(t+ε )2
2
[ ∫
RN
∣∣∣∣∇(w fmax(z − aiε + e2√ε
)
ψε
(
z − a
i
ε
+ e
2
√
ε
))∣∣∣∣2
+
(
w fmax
(
z − a
i
ε
+ e
2
√
ε
)
ψε
(
z − a
i
ε
+ e
2
√
ε
))2]
− (t
+
ε )
p
p
∫
RN
fεw
p
fmax
(
z − a
i
ε
+ e
2
√
ε
)
ψ
p
ε
(
z − a
i
ε
+ e
2
√
ε
)
+ (t
−
ε )
2
2
[ ∫
RN
∣∣∣∣∇(wgmax(z − b jε − e2√ε
)
ψε
(
z − b
j
ε
− e
2
√
ε
))∣∣∣∣2
+
(
wgmax
(
z − b
j
ε
− e
2
√
ε
)
ψε
(
z − b
j
ε
− e
2
√
ε
))2]
− (t
−
ε )
p
p
∫
RN
gεw
p
gmax
(
z − b
j
ε
− e
2
√
ε
)
ψ
p
ε
(
z − b
j
ε
− e
2
√
ε
)
= 1
2
∫
RN
|∇w fmax |2 + w2fmax −
1
p
∫
RN
f
(
εz + ai −
√
εe
2
)
wpfmax
+ 1
2
∫
RN
|∇wgmax |2 + w2gmax −
1
p
∫
RN
g
(
εz + b j −
√
εe
2
)
wpfmax + o(ε), (3.2)
where o(ε) → 0 as ε → 0. Since √εe → 0 as ε → 0 and from (3.2), we have
I fε,gε (wε) = I fmax,gmax (w fmax ) + I fmax,gmax(wgmax ) + o(ε) = α+fmax,gmax + α−fmax,gmax + o(ε), as ε → 0.
This completes the proof. 
Lemma 3.3. There are positive numbers δ˜ and εδ such that for ε < εδ
γ˜i, j(ε) > α
+
fmax,gmax
+ α−fmax,gmax + δ
for all i = 1,2, . . . ,k and j = 1,2, . . . ,m.
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such that
γ˜i, j(εn) → c  α+fmax,gmax + α−fmax,gmax .
Since
γ˜i, j(εn) θ fεn ,gεn  α
+
fεn ,gεn
+ α−fεn ,gεn  α
+
fmax,gmax
+ α−fmax,gmax ,
we have γ˜i, j(εn) → α+fmax,gmax + α−fmax,gmax . Consequently, there exists a sequence {un} ⊂ O i, j(εn) such that
I fεn ,gεn (un) → α+fmax,gmax + α−fmax,gmax , as n → ∞ (3.3)
and Φ(u+n ) ∈ ∂Cl/εn ( a
i
εn
) or Φ(u−n ) ∈ ∂Cl/εn ( b
j
εn
). Moreover,∫
RN
∣∣∇u+n ∣∣2 + (u+n )2 = ∫
RN
f (εnz)
∣∣u+n ∣∣p  ∫
RN
fmax
∣∣u+n ∣∣p (3.4)
and ∫
RN
∣∣∇u−n ∣∣2 + (u−n )2 = ∫
RN
g(εnz)
∣∣u−n ∣∣p  ∫
RN
gmax
∣∣u−n ∣∣p . (3.5)
Since I fεn ,gεn (u
±
n ) α±fεn ,gεn  α
±
fmax,gmax
, this implies
I fεn ,gεn
(
u±n
)= α±fmax,gmax + o(1). (3.6)
Next we will show that∫
RN
[
fmax − f (εnz)
]∣∣u+n ∣∣p = o(1) and ∫
RN
[
gmax − g(εnz)
]∣∣u−n ∣∣p = o(1). (3.7)
Suppose otherwise, we may assume that there exists a positive constant C0 such that for large n∫
RN
[
fmax − f (εnz)
]∣∣u+n ∣∣p > C0. (3.8)
By (3.4), (3.5) and (3.8), there exist s±n > 0 such that s±n u±n ∈M±fmax,gmax and for large n(
s+n
)p−2 = ∫RN |∇u+n |2 + (u+n )2∫
RN
fmax|u+n |p
<
(
1+ C0∫
RN
|∇u+n |2 + (u+n )2
)−1
(3.9)
and (
s−n
)p−2 = ∫RN |∇u−n |2 + (u−n )2∫
RN
gmax|u−n |p

∫
RN
|∇u−n |2 + (u−n )2∫
RN
g(εnz)|u−n |p
= 1. (3.10)
Moreover, by (3.3)–(3.5) and (3.9), there exist d1,d2 > 0 such that
d1 
∫
RN
∣∣∇u+n ∣∣2 + (u+n )2  ∫
RN
|∇un|2 + u2n  d2 (3.11)
and (
s+n
)2
<
(
1+ C0
d2
) −2
p−2
< 1− c0 for some c0 > 0. (3.12)
Thus by (3.8)–(3.10), (3.11)–(3.12) and the Sobolev inequality,
I fεn ,gεn (un) =
(
1
2
− 1
p
)[ ∫
RN
∣∣∇u+n ∣∣2 + (u+n )2 + ∫
RN
∣∣∇u−n ∣∣2 + (u−n )2]
>
(
1
2
− 1
p
)[(
s+n
)2 ∫
RN
∣∣∇u+n ∣∣2 + (u+n )2 + (s−n )2 ∫
RN
∣∣∇u−n ∣∣2 + (u−n )2]+(12 − 1p
)
c0
[ ∫
RN
∣∣∇u+n ∣∣2 + (u+n )2]
 α+fmax,gmax + α−fmax,gmax +
(
1 − 1
)
c0d1,2 p
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RN
∣∣∇u+n ∣∣2 + (u+n )2 = ∫
RN
f (εnz)
∣∣u+n ∣∣p = ∫
RN
fmax
∣∣u+n ∣∣p + o(1),
∫
RN
∣∣∇u−n ∣∣2 + (u−n )2 = ∫
RN
g(εnz)
∣∣u−n ∣∣p = ∫
RN
gmax
∣∣u−n ∣∣p + o(1)
and
I fmax,gmax
(
u±n
)= α±fmax,gmax + o(1). (3.13)
By Wang and Wu [15, Lemma 7] {u±n } are (PS)α±fmax,gmax -sequences in H
1(RN ) for I fmax,gmax . It follows that {u±n } is uniformly
bounded in H1(RN ). Since u±n ∈ M±fεn ,gεn , we deduce from the Sobolev imbedding theorem that ‖u±n ‖H1 > ν > 0 for some
constant ν and for all n. Applying the concentration–compactness principle of P.L. Lions [13] to |u±n |p , there are positive
constants R, θ and {z±n } ⊂RN such that∫
BN (z±n ;R)
∣∣u±n ∣∣p  θ for all n, (3.14)
where BN(z±n ; R) = {z ∈ RN | |z − z±n | < R}. Suppose that Φ(u+n ) ∈ ∂Cl/εn ( a
i
εn
) (Φ(u−n ) ∈ ∂Cl/εn ( a
i
εn
) can be considered simi-
larly). Let u˜n = u+n (z+ z+n ), from the translation invariance of the functional, we get that also {˜un} is a (PS)α+fmax,gmax -sequence
in H1(RN ) for I fmax,gmax . Then by (3.14) there exist a subsequence {˜un} and a nonzero u0 ∈ H1(RN ) such that
u˜n ⇀ u0 weakly in H
1(
R
N),
u˜n → u0 a.e. in RN ,∫
BN (0;R)
|˜un|p →
∫
BN (0;R)
|u0|p  θ.
This implies u0 is a nonzero nonnegative solution of equation{−v + v = fmax|v|p−2v+ + gmax|v|p−2v−, in RN ,
v ∈ H1(RN). (E fmax,gmax )
By the strong maximum principle, u0 is a positive solution of Eq. (E fmax,gmax). Moreover, by the Fatou lemma
α+fmax,gmax  I fmax,gmax (u0) lim inf I fmax,gmax (˜un) = α+fmax,gmax ,
and so I fmax,gmax (u0) = α+fmax,gmax and ‖˜un‖ = ‖u0‖ + o(1). Since u˜n ⇀ u0 weakly in H1(RN ), this implies u˜n → u0 strongly
in H1(RN ). From Φ(u+n ) ∈ ∂Cl/εn ( a
i
εn
) and u˜n(z) = u+n (z + z+n ), we have
εnz
+
n = εnΦ
(
u+n
)− εnΦ( u˜n) = εnΦ(u+n )− εnΦ(u0) + o(1),
and so dist(εnz+n , ∂Cl(ai)) → 0 as n → ∞. Without loss of generality, we may assume εnz+n → z0 ∈ ∂Cl(ai). By condition (D2),
f (z0) < fmax. Then by (3.4), (3.7) and u˜n → u0 strongly in H1(RN ) we can conclude∫
RN
|∇u0|2 + u20 =
∫
RN
f (z0)|u0|p <
∫
RN
fmax|u0|p,
this contradicts to the fact that u0 is a positive solution of Eq. (E fmax,gmax ). This completes the proof. 
By the conditions (D1)–(D3), we can choose a number σ0 > 0 such that C l
ε +σ0 (
ai
ε ) ∩ C lε +σ0 (
b j
ε ) = ∅ if ai = b j and
C l
ε +σ0 (
ai
ε ) = C lε +σ0 (
b j
ε ) if a
i = b j . Here we will use the idea of Bartsch and Weth [4] and Clapp and Weth [10] to get the
following results.
Lemma 3.4. For each positive number σ  σ0 there exist positive numbersμ(σ ), δ(σ ) and ε˜ = ε˜(δ(σ )) such that for every 0 < ε < ε˜
and every v ∈ Ni, j(ε) with I fmax,gmax(v) α+fmax,gmax + α−fmax,gmax + δ(σ ) and every u ∈ H1(RN ) such that ‖v − u‖ < μ(σ ), there
holds Φ(u+) ∈ C l ( ai ) and Φ(u−) ∈ C l ( b j ).ε +σ ε ε +σ ε
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J (vn) = α+fmax,gmax + α−fmax,gmax + o(σn)
and
‖vn − un‖ = o(σn)
where εn > 0, εn → 0 and o(σn) → 0 as n → ∞. In order to prove the result via an indirect argument it suﬃces to show
that ∣∣Φ(u±n )− Φ(v±n )∣∣→ 0, as n → ∞.
As the argument of the proof in Lemma 3.3 we have that {v±n } are (PS)α±fmax,gmax -sequences in H
1(RN ) for I fmax,gmax . Applying
the concentration–compactness principle of P.L. Lions [13], there are positive constants R,d and two sequences {zn} ⊂ RN
such that∫
BN (zn;R)
∣∣v+n ∣∣p  d. (3.15)
Let v̂n(z) = v+n (z + zn), from the translation invariance of the functional, we get that also {̂vn} is a (PS)α+fmax,gmax -sequence
in H1(RN ) for I fmax,gmax . Similar to the argument of the proof in Lemma 3.3, there exists a subsequence {̂vn} and v0 is
a positive solution of Eq. (E fmax,gmax ) such that I fmax,gmax (v0) = α+fmax,gmax and v̂n → v0 strongly in H1(RN ). Let ûn(z) =
u+n (z + zn). By translation invariance,
‖̂vn − ûn‖ =
∥∥v+n − u+n ∥∥ ‖vn − un‖ → 0.
Thus ûn → v0 strongly in H1(RN ). This implies∣∣Φ(u+n )− Φ(v+n )∣∣= ∣∣Φ( ûn) − Φ( v̂n)∣∣→ 0.
A similar argument gives |Φ(u−n ) − Φ(v−n )| → 0. 
By Lemmas 3.2–3.4 there exist δ0 min{˜δ, δ(σ ),α+fmax,gmax ,α−fmax,gmax } and ε0 = ε(δ0) > 0 such that for every ε < ε0
γi, j(ε) < min
{
α+fmax,gmax + α−fmax,gmax + δ0, γ˜i, j(ε)
}
(3.16)
for all i = 1,2, . . . ,k and j = 1,2, . . . ,m, and the result holds in Lemma 3.4. Furthermore, we have the following results.
Lemma 3.5. For each v0 ∈ Ni, j(ε) there exists a map φ : H1(RN ) →R2 such that
(i) φ(s1v
+
0 + s2v−0 ) = (s1, s2) for s1, s2  0;
(ii) φ(u) = (1,1) if and only if u ∈ N fε,gε .
Proof. Similar to the method used in Clapp and Weth [10, Lemma 13]. 
Proposition 3.6. Let σ ,μ(σ ), δ(σ ) > 0 be as in Lemma 3.4 and λ0 = α+fmax,gmax +α−fmax,gmax +δ0−γi, j(ε). Then for every λ ∈ (0, λ0)
and every μ ∈ (0,μ(σ )) there exists u0 ∈ H1(RN ) such that
(i) dist(u0,Ni, j(ε))μ;
(ii) I fε,gε (u0) ∈ [γi, j(ε), γi, j(ε) + λ);
(iii) ‖∇ I fε,gε (u0)‖max{
√
λ, λμ };
(iv) Φ(u+0 ) ∈ C l
ε +σ (
ai
ε ) and Φ(u
−
0 ) ∈ C l
ε +σ (
b j
ε ).
Proof. Fix v0 ∈ Ni, j(ε) such that I fε,gε (v0) < γi, j(ε) + λ, and ﬁx l0 > 1 such that I fε,gε (l0v±0 ) 0. Let φ : H1(RN ) → R2 as
in Lemma 3.5. We put K = [0, l0] × [0, l0] and deﬁne
η : K → H1(RN), η(s1, s2) = s1v+0 + s2v−0 .
Then φ ◦ η = id : K → K , in particular
deg
(
φ ◦ η, K , (1,1))= 1. (3.17)
Notice also that
I fε,gε
(
η(s1, s2)
)
 I fε,gε (v0) < γi, j(ε) + λ for all (s1, s2) ∈ K . (3.18)
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Since I fε,gε ∈ C2(H1(RN ),R), there is a semiﬂow ϕ : [0,∞) × H1(RN ) → H1(RN ) satisfying{
∂
∂t
ϕ(t,u) = −χ(I fε,gε (ϕ(t,u)))∇ I fε,gε (ϕ(t,u)),
ϕ(0,u) = u.
We will frequently write ϕt in place of ϕ(t, ·). Since
I fε,gε
(
v±0
)
< γi, j(ε) + λ − α±fmax,gmax < α+fmax,gmax + α−fmax,gmax and I fε,gε
(
l0v
±
0
)
 0,
it follows that
sup I fε,gε
(
η(∂K )
)
< α+fmax,gmax + α−fmax,gmax .
Hence(
ϕt ◦ η)(∂K ) ∩N fε,gε = ∅ for all t  0.
By Lemma 3.5, this implies(
φ ◦ ϕt ◦ η)(y) = (1,1) for all y ∈ ∂K , t  0.
Equality (3.17) and the global continuation principle of Leray–Schauder (see e.g. Zeidler [17, p. 629]) imply that there exists
a connected subset Z ⊂ K × [0,1] such that
(1,1,0) ∈ Z;
ϕt
(
η(s1, s2)
) ∈ N fε,gε for all (s1, s2, t) ∈ Z;
Z ∩ (K × {1}) = ∅.
We put
Z˜ = {ϕt(η(s1, s2)) ∈ N fε,gε : (s1, s2, t) ∈ Z}.
By inequality (3.18),
sup
u∈ Z˜
I fε,gε (u) < γi, j(ε) + λ < b.
Therefore, since Z is connected, we obtain that Z˜ ⊂ Ni, j(ε). Now we pick (s¯1, s¯2,1) ∈ Z ∩ (K × {1}) and write
v1 := ε(s¯1, s¯2), v2 := ϕ1(v1).
Then v2 ∈ Z˜ ⊂ Ni, j(ε). We distinguish two cases.
Case 1. ‖ϕt(v1) − v2‖μ for all t ∈ [0,1]. Then by Lemma 3.4, we have∣∣Φ((ϕt(v1))+)− Φ(v+2 )∣∣< σ and ∣∣Φ((ϕt(v1))−)− Φ(v−2 )∣∣< σ
for all t ∈ [0,1]. We choose t0 ∈ [0,1] with∥∥∇ I fε,gε (ϕt0 (v1))∥∥= min0t1∥∥∇ I fε,gε (ϕt(v1))∥∥
and put u0 = ϕt0 (v1). Thus,
λ I fε,gε (v1) − I fε,gε (v2) = −
1∫
0
∂
∂t
I fε,gε
(
ϕt(v1)
)
dt =
1∫
0
∥∥∇ I fε,gε (ϕt(v1))∥∥2 dt  ∥∥∇ I fε,gε (u0)∥∥2.
We obtain that u0 has the desired properties.
Case 2. There exists t¯ ∈ [0,1] such that ‖ϕ t¯(v1) − v2‖ > μ. Then let
t1 = sup
{
t  t¯
∣∣ ∥∥ϕt(v1) − v2∥∥> μ}.
By Lemma 3.4,∣∣Φ((ϕt(v1))+)− Φ(v+2 )∣∣< σ and ∣∣Φ((ϕt(v1))−)− Φ(v−2 )∣∣< σ
for all t ∈ [t1,1]. We choose t0 ∈ [t1,1] with∥∥∇ I fε,gε (ϕt0 (v1))∥∥= min ∥∥∇ I fε,gε (ϕt(v1))∥∥t1t1
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μ
1∫
t1
∥∥∥∥ ∂∂t ϕt(v1)
∥∥∥∥dt 
1∫
t1
∥∥∇ I fε,gε (ϕt(v1))∥∥dt
and
λ I fε,gε
(
ϕt1 (v1)
)− J (v2) = 1∫
t1
∥∥∇ I fε,gε (ϕt(v1))∥∥2 dt  ∥∥∇ I fε,gε (u0)∥∥
1∫
t1
∥∥∇ I fε,gε (ϕt(v1))∥∥dt.
We conclude that ‖∇ I fε,gε (u0)‖ λμ . Thus, u0 has the desired properties. 
Corollary 3.7. For each ε < ε0 there exists a sequence {ui, jn } ⊂ H1(RN ) such that
(i) dist(ui, jn ,Ni, j(ε)) → 0;
(ii) I fε,gε (u
i, j
n ) → γi, j(ε);
(iii) I ′fε,gε (u
i, j
n ) = o(1) strongly in H−1(RN ).
4. Proof of Theorem 1.1
We need the following proposition to provide the precise description of the Palais–Smale sequences for I fε,gε .
Proposition 4.1. Assume that {ui, jn } ⊂ H1(RN ) is a sequence satisfying
(i) dist(ui, jn ,Ni, j(ε)) → 0 as n → ∞;
(ii) I fε,gε (u
i, j
n ) → γi, j(ε) as n → ∞;
(iii) I ′fε,gε (u
i, j
n ) → 0 strongly in H−1(RN ) as n → ∞.
Then there exist a subsequence {ui, jn } and ui, j0 ∈ Ni, j(ε) such that ui, jn → ui, j0 strongly in H1(RN ).
Proof. Since {ui, jn } is bounded in H1(RN ), we can assume that there exists ui, j0 ∈ H1(RN ) such that
ui, jn ⇀ u
i, j
0 and
(
ui, jn
)±
⇀
(
ui, j0
)±
weakly in H1
(
R
N); (4.1)
ui, jn → ui, j0 and
(
ui, jn
)± → (ui, j0 )± strongly in Lploc(RN); (4.2)
ui, jn → ui, j0 and
(
ui, jn
)± → (ui, j0 )± a.e. in RN . (4.3)
First, we claim that (ui, j0 )
± ≡ 0. Suppose otherwise, that is(
ui, j0
)+ ≡ 0 or (ui, j0 )− ≡ 0.
Without loss of generality, we can assume (ui, j0 )
+ ≡ 0. Since dist(ui, jn ,Ni, j(ε)) → 0 as n → ∞ and γi, j(ε) > 0, we deduce
from the Sobolev imbedding theorem that ‖(ui, jn )+‖ > ν > 0 for some constant ν and for all n. Applying the concentration–
compactness principle of P.L. Lions [13], there are positive constants R, θ and a sequence {zn} ⊂RN such that∫
BN (0;R)
∣∣(ui, jn )+(z + zn)∣∣p  θ for n suﬃciently large. (4.4)
We will show that {zn} is a unbounded sequence in RN . Suppose otherwise, we can assume that zn → z0 for some z0 ∈RN .
By (4.2) and (4.4),∫
BN (z0;R)
∣∣(ui, j0 )+∣∣p  θ,
this contradicts (ui, j0 )
+ ≡ 0. Thus, {zn} is an unbounded sequence in RN . Set u˜i, jn (z) = (ui, jn )+(z+ zn). Since {˜ui, jn } is bounded
in H1(RN ), we may assume that there exists u˜i, j0 ∈ H1(RN ) such that
u˜i, jn ⇀ u˜
i, j weakly in H1
(
R
N). (4.5)0
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i, j
0 ≡ 0 in RN . Set vn = u˜i, jn − u˜i, j0 . We distinguish the cases:
Case I: ‖vn‖ → 0 as n → ∞;
Case II: ‖vn‖ θ for large n and for some constant θ > 0.
Assume Case I, we employ the argument in Lemma 3.3 to obtain
zn = Φ
((
ui, jn
)+)− Φ (˜ui, j0 )+ o(1),
and so |Φ((ui, jn )+)| → ∞ as n → ∞, this contradicts dist(Φ((ui, jn )+),Cl/ε( aiε )) → 0.
In Case II, we notice ﬁrst that I ′fε,gε (u
i, j
n ) → 0 strongly in H−1(RN ) and dist(ui, jn ,Ni, j(ε)) → 0 as n → ∞ implies∫
RN
∣∣∇u˜i, j0 ∣∣2 + (˜ui, j0 )2 − ∫
RN
f (εz + εzn)
∣∣˜ui, j0 ∣∣p = o(1) (4.6)
and ∫
RN
∣∣∇u˜i, jn ∣∣2 + (˜ui, jn )2 − ∫
RN
f (εz + εzn)
∣∣˜ui, jn ∣∣p = o(1). (4.7)
By (4.6), (4.7) and Brézis–Lieb lemma [6] we obtain∫
RN
|∇vn|2 + v2n +
∫
RN
f (εz + εzn)|vn|p = o(1).
Since ‖vn‖  θ for large n, it is easy to ﬁnd a sequence {sn} ⊂ R+ with sn → 1 as n → ∞ such that snvn ∈ M+f (εz+εzn),gε ,
and so
1
2
∫
RN
|∇vn|2 + v2n −
1
p
∫
RN
f (εz + εzn)|vn|p  α+fmax,gmax + o(1).
Similarly
1
2
∫
RN
∣∣∇u˜i, j0 ∣∣2 + (˜ui, j0 )2 − 1p
∫
RN
f (εz + εzn)
∣∣˜ui, j0 ∣∣p  α+fmax,gmax + o(1)
and
1
2
∫
RN
∣∣∇(ui, jn )−∣∣2 + ((ui, jn )−)2 − 1q
∫
RN
g(εz)
∣∣(ui, jn )−∣∣q  α−fmax,gmax + o(1).
Thus by Brézis–Lieb lemma [6] we have
I fε,gε
(
ui, jn
)= 1
2
∫
RN
∣∣∇ (˜ui, jn )+∣∣2 + ((˜ui, jn )+)2 − 1p
∫
RN
f (εz + εzn)
∣∣(˜ui, jn )−∣∣p
+ 1
2
∫
RN
∣∣∇(ui, jn )−∣∣2 + ((ui, jn )−)2 − 1q
∫
RN
g(εz)
∣∣(ui, jn )−∣∣q
= 1
2
∫
RN
|∇vn|2 + v2n −
1
p
∫
RN
f (εz + εzn)|vn|p + 1
2
∫
RN
∣∣∇u˜i, j0 ∣∣2 + (˜ui, j0 )2 − 1p
∫
RN
f (εz + εzn)
∣∣˜ui, j0 ∣∣p
+ 1
2
∫
RN
∣∣∇(ui, jn )−∣∣2 + ((ui, jn )−)2 − 1q
∫
RN
g(εz)
∣∣(ui, jn )−∣∣q + o(1)
 2α+fmax,gmax + α−fmax,gmax + o(1)
which implies that
lim
n→∞ I fε,gε
(
ui, jn
)= γi, j(ε) 2α+fmax,gmax + α−fmax,gmax , (4.8)
this contradicts (3.16). Next we will show that ui, jn → ui, j0 strongly in H1(RN ). Using Case II we can prove that, otherwise,
we may use a similar argument as above to reach the contradiction (4.8). Finally, we will show that ui, j ∈ Ni, j(ε). Since0
C.-h. Liu et al. / J. Math. Anal. Appl. 348 (2008) 169–179 179dist(ui, jn ,Ni, j(ε)) → 0 as n → ∞, we have ui, j0 ∈ Ni, j(ε) ∪ O i, j(ε). Moreover, I fε,gε (ui, j0 ) = γi, j(ε) < γ˜i, j(ε) and so ui, j0 /∈
O i, j(ε). Thus, u
i, j
0 ∈ Ni, j(ε). This completes the proof. 
Now, we begin to show the proof of Theorem 1.1.
Proof of Theorem 1.1. By Corollary 3.7 and Proposition 4.1 for each ε ∈ (0, ε0), there exist ui, j0 ∈ Ni, j(ε) which are nodal
solutions of Eq. (˜E) such that I fε,gε (u
i, j
0 ) = γi, j(ε). By Lemma 2.1 ui, j0 is a 2-nodal solution of Eq. (˜E). Since ui, j0 ∈ Ni, j(ε),
this implies that ui, j0 are distinct. Letting U
i, j
0 (z) = ε2/(2−p)ui, j0 (z/ε), we obtain U i, j0 are 2-nodal solutions of Eq. (E). 
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