A new neural network for automatic head and neck cancer (HNC) segmentation from magnetic resonance imaging (MRI) is presented. The proposed neural network is based on U-net, which combines features from different resolutions to achieve end-to-end locating and segmentation of medical images. In this work, the dilated convolution is introduced into U-net, to obtain larger receptive field so that extract multi-scale features. Also, this network uses Dice loss to reduce the imbalance between classes. The proposed algorithm is trained and tested on real MRI data. The cross-validation results show that the new network outperformed the original Unet by 5% (Dice score) on head and neck tumour segmentation.
I. INTRODUCTION
According to the World Health Organisation [1] , approximately 8.8 million people worldwide died from cancer in 2015. Radiotherapy, along with surgery, provides the main option for curative treatment. Radiotherapy planning is a complicated and lengthy process requiring detailed defining of complex cancer regions. This area is referred to as the Gross Tumour Volume (GTV). Definition of this region is fundamental to accurate and effective radiation treatment planning. Development of automated delineation methods can reduce inter and intra variabilities of manual tumour delineation, and provide objective and reliable assistance to clinical oncologists to reduce work load and improve radiation treatment [2] . Fig.1 (a) shows a T1 weighted gadolinium-enhanced head and neck MR image with tongue base tumours. It is known that the tumour region has fuzzy boundaries and it is not significantly distinct from neighbour tissues. Also, in head and neck region, there are regions and tissues has similar features (intensities, locations) with tumours, such as lymph nodes; these may produce false positives. Furthermore as seen in Fig.1 (b) artefacts of MRI data, such as uneven illumination, are obvious. All these make automatic tumour segmentation a very challenging task.
A variety of algorithms have been proposed for head and neck cancer or tissue segmentation, such as atlas-based techniques [3] , training-based approaches [4, 5] , and Deformable model [6] [7] [8] . However, these methods cannot efficiently solve the automatic segmentation challenge. The work using deformable models relies on quality of initialisation; while in [3] , the atlas-based and [4] the trainingbased approaches relies on an atlas or large amount of labelled data. Also, from the review of deep learning research on medical image [9] , currently no efficient deep learning approach is applied on head and neck cancer segmentation. This paper presents an end-to-end algorithm to segment head and neck tumours from MRI data. The challenges of this work include segmenting tumour regions with fuzzy boundaries, non-uniform intensities, and avoiding adjacent anatomical structures; also the discrimination of true targets from similar tissues and regions; and finally, train a deep neural network with limited numbers of data. It is essential to locate the position of cancer region and extract the exact cancer area. This algorithm is validated on real MRI data from the Beatson West of Scotland Cancer Centre, in Glasgow.
The remainder of the paper is organised as follows. Section 2 describes the new deep neural network for HNC segmentation. Section 3 demonstrates the experimental results on real MRI datasets. The last section summaries the paper.
II. U-NET WITH BROADER VIEW
The proposed head and neck tumour segmentation network is shown in Fig. 2 . This section will introduce the proposed network from three aspects: a) U-net architecture, b) Dilated convolution, c) Dice loss.
A. U-net: biomedical image segmentation network
Convolutional neural networks (CNN) are powerful on feature extraction. By combining convolutional layers and fully connected layers, CNN shows its abilities on image recognition and classification [10] . Recently, many CNN *Research supported by Beatson Cancer Charity.
Lymph node
Tumour Normal tongue based networks gave the state-of-the-art performances on image classifications [11, 12] . Different from image classifications, the semantic segmentation tasks require detection of target locations and classification of every single pixel in images. In [13] , a 'fully convolutional' networks (FCN) was built for end-to-end, pixels-to-pixels semantic segmentation. The FCN used skip connections between contracting (down-sampling) and expansive (up-sampling) paths, so that combined semantic information from deep, coarse layers with appearance information from shallow, fine layers to improve the segmentation performance [13] . The Unet [14] utilised structure of FCN, while the deep and shallow features are combined using concatenation instead of addition. U-net has been widely used in medical image segmentation, such as [15, 16] .
This work proposes a neural work architecture similar with U-net. As shown in Fig. 2 , there are two major paths in the proposed architecture.: one is the contracting path at the top row from left to right, another one is the expansive path at the bottom row from right to left. In the contracting path, the xy sizes of feature maps are decreasing and the channels (z size) of feature maps are increasing, here features from different scales are extracted. In the expansive path, feature maps are up-sampled to the original resolution of input image to finish pixels-to-pixels segmentation. There are concatenations in contracting path, which merges the features extracted from normal convolution and dilated convolution. Also, concatenations are used between contracting and expansive paths to feed high resolution features into up-sampled output so that improve the precision.
The proposed network has 31 convolutional layers in total, this model can be further compressed in future work. This work aims to introduce multi-scale feature extraction into Unet by using dilated convolution, so that improve the performance of U-net on head and neck tumour segmentation. The dilated convolution will be introduced in following section.
B. Dilated convolution for larger context view
In deep neural network, one significant advantage of convolution and pooling is encoding regional and multi-scale information. While there are drawbacks, to access a larger receptive field to obtain non-local features, it will take many layers by using small size convolutions, or take lots of parameters by using large size convolutions. Also, even pooling layer could help extract the multi-scale information extraction, it will reduce the resolution of features. Thus, in [17] the dilated convolution was introduced to aggregate multi-scale contextual information without losing resolution or coverage.
(a) (b) Fig. 3 . Comparation between a normal 3x3 convolution kernel and a 3x3 dilated convolution kernel with dilation rate of (3,3). The weights of kernel are on red dots, and the blue regions represent the receptive field. In (a), the 3x3 kernel has a receptive field of 3x3. In (b), the dilated kernel can have receptive field of 7x7.
In Fig.3 the difference between normal convolution and dilated convolution is shown. It can be seen that using same numbers of parameters (e.g. 3x3), the dilated convolution can have broader view of context information in images. As demonstrated in Fig.2 , in the contracting path of proposed network, dilated convolutions and normal convolutions are used simultaneously to get multi-scale features. And the extracted multi-scale features are combined using concatenations to improve the performance of network. 
C. Dice loss for classes balance
There are several kinds of loss functions used in deep neural network training. A loss function takes all classes with equal weights (such as cross-entropy) is not suitable for head and neck tumour segmentation task. This is because that in head and neck image, the tumour region (foreground) is small compared to entire image but it has most importance; while background takes majority of areas in a head and neck image. Thus a Dice loss is introduced in [18] to solve the imbalance between foreground and background classes. The Dice loss takes the idea of Dice coefficient score (DSC) [19] , DSC measures the similarity between two samples. The DSC between prediction(segmentation) and true label can be,
where P denotes predicted label, and T denotes true label. And in this way, the Dice loss will be, (2) The DSC attaches more importance to true positive (foreground) while give less to true negative (background), thus the imbalance between tumour and non-tumour classes is minimized.
III. EXPERIMENTAL RESULTS
The new algorithms were implemented in Matlab, running on PC with 16G RAM, 3.2GHz Intel(R) Core(TM) i7-8700 CPU, and a NVIDIA GTX 1070 GPU . Experiments were on real MRI datasets from Beatson west Scotland cancer centre. Totally 163 images (2D slices with about 3mm distance between slices) from 17 patients were used in this work. The true labels are consensus manual delineation provided by clinicians from Beatson.
This work is implemented with Keras using Adam [20] for optimization. Data augmentation including rotation (0.2 range), shift on horizontal (0.05) and vertical (0.05) direction, shear (0.05), zoom (0.05), and flip (horizontal) are used to improve the efficiency of usage of annotated data. Also, batch normalizations [21] are used to improve the learning process. The 163 images are split into three subsets with 0.3, 0.3, and 0.4 proportion, noted as {S1, S2, S3}. Then the proposed network and U-net are measured with 3-fold cross-validation, in validation 1 S1 and S2 are used for training and S3 is for testing, in validation 2 S2 and S3 are for training and S1 is for testing, and finally in validation 3 S1 S3 are for training and S2 is for testing. The average DSC of the cross-validation is shown in following table, The results show that on HNC segmentation the proposed approach achieves about 0.644 dice score, this is about 0.05 higher than original U-net. And some segmentation comparisons are displayed in Fig.4 . As here U-net is also trained with Dice loss to have better performance on these imbalance data, and U-net and proposed method use same augmentation setting, thus the improvement of DSC should be majorly from the dilated convolution layers added in contracting path. The bad results may come from limited numbers of data and serious artefacts (uneven illuminance, etc.) in parts of data. In this work, the data and labels are separate 2D slices with about 3 mm gaps between slices, thus by far only 2D work is conducted. The following work for 3D volume extraction can be achieved in two approaches: interpolate the 2D results (contours) to generate 3D meshes; alternatively, interpolate data and labels first, and design 3D convolutional networks. These will be explored in the future work and compared with 2D work.
IV. CONCLUSION
This paper presented a new deep neural network for semantic segmentation of head and neck tumour from T1weighted Gadolinium-enhanced head and neck MR image. The proposed method was shown to work well on real MRI datasets. The results on real data show that this network can segment most tumour regions and outperformed U-net on HNC segmentation.
In the future, this method will be tested on more MRI datasets. The proposed network architecture will be further modified to increase the DSC. Also, more data augmentation methods will be explored to improve the network's performance on small numbers of data. And, the preprocessing of medical image artefacts can be applied to improve performance. Finally, the work could be extended to 3D in the future.
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