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Determinations are made of the means that minimize various relative errors in 
the sense that the harmonic mean of a and b minimizes the traditional relative error 
on [a, b]. The general problem for averaged relative error leads to a nonlinear 
integral equation for which we prove existence and uniqueness results, as well as 
constructive solution procedures. The inverse problem of finding the measure of 
relative error corresponding to a given mean is also analyzed in detail. These 
studies shed light on both new and previously known inequalities for specific 
means. ‘0 1987 Academic Press. Inc. 
1. INTR~DIJCTI~N 
“We know that x satisfies the double inequality 9 < x < 11, but we know 
nothing else about the value of x. In such case we should take for x the 
approximation 9.9.” This paradoxical statement of Polya [7] is justified by 
the traditional way in which relative error is measured. However, there is 
more than one way of measuring relative error, and recently Olver [6] has 
stressed certain advantages of a different measure. Here we survey various 
alternative measures and their generalizations, especially averaged relative 
error. This turns out to have nice properties for a surprisingly wide class of 
underlying relative error measures. We examine the error minimization in 
both directions: (1) given the error measure, determine the mean of a and h 
that minimizes it, and (2) given a mean, determine the measure or 
measures of relative error that led to it. Upon working at this level of 
generality, we are led to a nonlinear integral equation for which we can 
obtain certain existence and uniqueness theorems, and even a constructive 
method of solution. These investigations led us to introduce further 
* Partially supported by CONICET. 
7 Partially supported by ONR Grant NOOO14-85-K-0368. 
9.5 
0022-247X/87 $3.00 
CopyrIght ( 1987 by Academic Press. Inc. 
All rights of reproductmn m  any form reserved 
96 PORTA A&D STOLARSKY 
concepts, such as vestigial symmetry and crossing means, that may shed 
more light on means in general. We also note that many of the means sur- 
veyed in [Z, 31 correspond to rather simple forms of the kernel of the 
integral equation. 
2. RELATIVE ERROR WITH THE SUPREMUM NORM 
If t is an approximation to x> 0, the traditional relative error is 
measured by 
T(t, x) =Ix--Il. (2.1) 
X 
If we only know that a<x< h, this error may be as large as 
T(t) = .?.yh T(t, xl (2.2 1 . . 
and we would like to calculate 
Ix- tl 
err T( a, h) = min max - 
, Y x 
(2.3) 
as well as (the) 
(2.4) 
the point(s) at which the minimum of T(t) is assumed. The calculation of 
the traditional relative error in actual practice can be confusing, since one 
is sometimes unsure which number is x and which is t. Here we define 
R(t, x)=/X 
t (2.5) 
to be the reverse relative error and 
B(t,x)=Jx-tl (x-‘+tr’)/2 (2.6) 
to be the two-sided relative error. 
THEOREM. The harmonic, arithmetic, and geometric means of the bounds 
0 < a < h are respectively the unique values oft (for a d t < 6) that minimize 
the traditional, reverse, and two-sided relative errors. The actual errors are 
b-a b-a 
err T = errR = b+a < z = errB. (2.7) 
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TABLE I 
42, x) p(a, b) Aa, b) 
1. If’-X’l/f’ 
2. (I -x1*/2rx 
3. Iln(t/.x)l 
4. (r-xl/min(r, x) 
[(a’ + b’)/2] ‘I_’ (b’ - a’)/( b’ + a’) 
,!T (m-RI/r: 
‘? (b-a)/21 
, !T (b - a)/b’,*(a”’ + b’ *) 
For the harmonic mean this was proved by Polya [7]; the other cases 
are handled in a similar manner (details omitted). 
It is natural to ask what notion (or notions) of relative error corresponds 
to other common means p(a, h), e.g., the rth power mean. In the following 
Table I (proofs omitted) describes a few cases. In it, p = p(a, b) denotes the 
minimum relative error achieved by the optimal t =p(a, b) when e( t, x) is 
used as the measure of error a < x d b. Also, g, h, and m denote respectively 
the geometric, harmonic, and arithmetic means of a and b, while 
I= (b - a)/(ln b -In a) (2.8) 
denotes their logarithmic mean. 
The third e(t, x) here is in some ways the most elegant measure of relative 
error; see Olver [6]. The fourth, related to the error measure studied by 
Ziv [9] is both symmetric and “pessimistic”. These may be called the Olver 
and “pessimistic” Ziv measures of relative error, respectively. Observe that 
the traditional and reverse measures of relative error are special cases of the 
first e(t, x), the “r-relative error”, for r = - 1 and r = 1, respectively. Also, 
the two-sided measure and the second e(t, x), the “mixed relative error”, 
are the special cases (g,z)=(l, 1) and (0,2)=(1/2,2) of 
e(t, x) = It2q - x*y ‘/2(xt)“‘. (2.9) 
It is worthwhile to expand this table, but our main interest is in minimizing 
the aueruge relative error. 
3. RELATIVE ERRORS WITH THE L,NORM 
For t an approximation to x, where a 6 x < b, let e(t, x) measure the 
relative error. Then 
(3.1) 
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measures the u~erage relative error. Thus we are relaxing the pessimism 
expressed by (2.2); in the language of functional analysis. we are replacing 
the supremum norm of (2.2) by the L, norm. Now, for what values of t is 
E( t ) minimal? 
DEFINITION 3.1. Let .8 be the class of all functions H = H(u) on (0, cc) 
such that 
(i) H(u) is differentiable, 
(ii) H(u) is strictly increasing, 
and 
(iii) H( 1) = 0. (Thus .Z is a cone.) 
Since one normally assumes that relative error is positive and depends 
only on the ratio t/x, there is little loss of generality in assuming that 
4t, x) = IH(tlx)l (3.2) 
for some HE 2. For example, when H(u) = u - 1, the e(t, x) is the 
traditional relative error. We can now answer the question. 
THEOREM 3.1. Suppose that HE A? and 
(3.3) 
Then E(t) attains its minimum value at a unique point p =p(a, 6) =pH(a, 6) 
such that 
(i) a<p<b 
and 
(ii) - 1: IH(p/x)l dx = aH(p/a) + bH(p/b). 
We stress that no convexity assumptions have been made on H. Next, 
introduce the standard notation 
sgn(x) = 
If HE% then 
(w(u - 1 )I 
1 x>o 
0 x=0 
-1 x < 0. 
Iff(u)I”~~ 
(3.4) 
(3.5) 
MEANS THAT MINIMIZE RELATIVE ERROR 99 
so a theory of “relative error with the L, norm” would be essentially the 
same as this L, theory. The proof of the theorem uses only the rule for dif- 
ferentiating an integral and integration by parts, but requires considerable 
care in distinguishing between positive and negative quantities. 
Proof. Rewrite (3.3) as 
(h-a)E(r)=sgn(r-u)S’H(t/x)~~+sgn(r-h)ibH(fix)~~; (3.6) 
u f 
this is valid for 0 < t < co. Next, make the change of variable y = t/x in 
H(t/x) dx = [b’(t/x)$= -l:dH(t/x) (3.7) 
<I 
and integrate the resulting expression by parts to get 
~jrH(t/x)dx=f{uH(t/u)+~‘H(t/x)dx] 
CI 0 
Similarly 
$j’H(t/x)dx=f 
I 
-hH(t/h)+jhH(t/x)dx 
I 
‘. (3.8) 
(3.9) 
Together with (3.6) these formulas yield for 0 < t < cc the differential 
equation 
t(h-a) E’(t) = sgn(t -a) aH(t/a) + sgn(h- t) bH(t/b) + (b-a) E(t). 
(3.10 
If O<t<u then 
t(b-u)E’(t)=(b-u)[H(t/b)+E(t)]+u[H(t/b)-H(t/u)]. (3.11 
By the monotonicity of H the second term on the right is strictly negative; 
similarly 
t<u<x<tl (3.12) 
implies 
H(t/b) d H(t/x) (3.13) 
so 
Wh)+-jb H(t/x) dx= -E(t) (3.14) 
L1 
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and hence the first term is nonpositive. Thus 
E’(t) < 0, O<t<a. (3.15) 
A similar argument shows that 
E’( t ) > 0, h< t. (3.16) 
Hence E(t) has an absolute minimum p =p(a, b) in (a, b). Since E’(p) = 0, 
formula (ii) of Theorem 3.1 follows from (3.11). Finally, by differentiating 
(3.11) for a < t < h, we obtain 
t(b - a) E”(t) = H’( t/a) + H’( t/b) > 0. (3.17) 
This proves that E is strictly convex in (a, b), and hence that the minimum 
is unique. This completes the proof. 
DEFINITION 3.2. The function p =p(a, b) given by Theorem 3.1 is called 
the minimizing mean of H. 
The theorem remains true (with the same proof) if we weaken the dif- 
ferentiability of H to “H(u) is continuous for u > 0, differentiable for u # 1, 
and has both left and right hand derivatives at u = 1”. However, it is not 
true for arbitrary positive measures. Let H(u) = u - 1, a = 1, b = 6, so 
5E(t) = j6 IH( & (3.18) 
I 
where we take dp to be the measure corresponding to masses of d at 
x = 1, 2, 3, and 6. (The (nonstrict) convexity of this E(t) is obvious from 
that of [H(u)/.) Now 
20E(t)=Jt-l~+~t-2(/2+It-3(/3+It-6(/6 (3.19) 
is a function on [ 1, 61 that has an absolute minimum at every point t in 
Cl, 21. 
It is clear from (ii) of Theorem 3.1 that 
aH( p/a) + bH( p/b) < 0. (3.20) 
We can say a bit more about p =p(a, 6). 
PROPOSITION 3.1. The minimizing mean p is homogeneous of degree 1, 
i.e., 
p(ia, Ab) = lp(a, b), (3.21) 
for A>O, O<a< 6. 
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Proof A change of variable shows that 
1 
A6 Edt) := A(b -a) s IH(t/x)( dx = E(t/A), lu 
so if pi minimizes E,, then pi/l minimizes E. The result follows by the uni- 
queness of the minimum. 
To summarize, we have started with a measure of relative error, found 
the mean p =p(a, 6) that minimizes the average relative error, and 
obtained some of the properties of p. Now we shall consider the inverse 
problem: given a mean p with some nice properties, find an H(u) (or a set 
of functions H(u)) for which it is minimizing. However, as the supremum 
norm table in Section 1 suggests, we should not expect p to determine H 
uniquely. 
DEFINITION 3.3. Let 9 denote the class of all functions p =p(x, y) such 
that 
(i) p(x, y) is homogeneous of degree 1 
and 
(ii) both functions p(x, 1) and p( 1, y) are, for x, y > 0, 
(a) unbounded 
(b) strictly increasing 
(c) differentiable. (Thus 9 is a cone.) 
LEMMA. If p E 9 then there are strictly decreasing differentiable functions 
r and q, inverse to one another, with r(O) = 0 and q(O) = 0, such that 
(i) t: CO, ~)-(-~,Ol 
rl:(-~,Ol+CO,~) 
and whenever 0 < a < b then 
(ii) t(ln da) = W/b) 
Wplb) = W/a). 
Proof: Since p E 9 it is clear that p/a =p( 1, b/a) determines b/a 
smoothly. Hence p/a determines 
plb = (p/aVWa) 
smoothly, so ln(p/b) is a smooth function of ln(p/a). This defines 5, and v 
is defined similarly. 
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DEFINITION 3.4. Let .K’ be the class of all functions H = H(u) on 
(0, ccl) such that 
(i) H(u) is differentiable for u # 1 
(ii) H(u) is continuous and strictly increasing 
and 
(iii) H( 1) = 0. (Thus .ti is a subcone of the cone SF’.) 
We can now formulate the second main result of this section. 
THEOREM 3.2. Suppose that p E 9 and 
a dp(a, b) d b, O<a<h. 
Then there is an HE X’ such that 
W=bl -y .i,: lH(tlx)l dx 
(3.22) 
(3.23) 
attains its minimum at p = p(a, h) for all a, h with 0 < a -C b. Moreover p 
satisfies Eq. (ii) qf Theorem 3.1. 
Pro@: Choose a function cp = q(x) on (-co, 0] such that 
(a) cp is continuously differentiable 
(b) q++‘>O for -cc <x<O 
(c) cp(O) = 0; 
for example, q(x) = 1 -e.-” may be used. Define g(x) for x 2 0 by 
g(x) = - q(((x)) - i,i”) q(t) dt. (3.24) 
Then 
‘Y’(x) = ( - r’(x))ldw)) + 4f(~(x))l (3.25) 
and since by the Lemma both t(x) and its derivative are nonpositive for 
x 3 0, we see from (b) that g’(x) is nonnegative. Next, define cp(x) for x > 0 
by 
~(x)=g(x)-e-“j.‘e’g(t)dt. 
0 
(3.26) 
MEANS THAT MINIMIZE RELATIVE ERROR 103 
Since g(0) = 0, the function q(x) is contiuous everywhere. Also, for x > 0 a 
straightforward calculation shows that 
q(x) + cp’(x) = g’(x) >, 0. 
Finally, define 
H( 2.4) = urp(ln u). 
Clearly 
(3.27 
(3.28 ) 
H’(u) = cp(ln 24) + cp’(ln u) 2 0, (3.29) 
so we see that H is non-decreasing, and (3.29) and (b) show that H is 
actually increasing on the interval (0, 1). Suppose that 1 <a < /I with 
H(a) = H(b), so that in fact H is constant on (a, fl). Then (3.29), (3.27) 
and (3.25) yield 
0 = H’(u) = cp(ln 24) f cp’(ln U) 
= g’(ln 24) 
= --(‘On u)CdHln ~1) + 4(5(ln u))l 
and from (b) follows that t’=O on the interval (In a, In j3), which is 
impossible by the lemma above. Thus HE 2’. We shall now establish that 
MP/Q) + bH(db) = - j-” IH( dx. 0 
A bit of care with minus signs shows this is equivalent to 
aH(p/a) - j” H(p/x) dx = - bH(p/h) - j-” H(p/x) dx . 
P P 1 
By the definition of H, this is 
cp(ln da) - j”O cp(lnW)) $ = - [ cp(ln p/b) - J”” rp(lnW)) +I5 P P 
i.e., 
‘Nplb) 
din 0) + 1. ‘“(p’oi(p(~) du = - [o(ln pih) + Ifi v(u) du 1 . 
(3.30) 
(3.31) 
(3.32) 
(3.33) 
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But by the Lemma and Definition (3.24) of g(x), the right side of (3.33) 
above is g(ln ~/a), so (3.33) would follow from 
cp(.r)+pw~=g(.~). x 3 0. (3.34) 
0 
Now by (3.27) each side of (3.34) has the same derivative, and clearly each 
side is 0 when x = 0, so (3.30) is established. By (3.11) this shows that 
E’(p) = 0. As in the proof of Theorem 3.1 we have 
t(b - a) E”(t) = H’(f/a) + H’(t/b) b 0 (3.35) 
so p is among those points at which E(t) attains its minimum. This proves 
the theorem. 
It is clear that the H constructed above has both left- and right-hand 
derivatives at 1.4 = 1. 
PROPOSITION 3.2. The above H = H(u) is differentiable at x = 1 if and 
only ifp =p(a, 6) satisfies 
ap ap -=- 
&2 ah (3.36) 
at all points on the diagonal a = b. 
Proof: By (3.29), it suffices to show (3.36) is equivalent to 
cp’(OW)= cp’(O+). By the definition of q(x) for x>O we have 
cp’(O+) =g’(O+), while by (3.25), 
g’(o+)= -cp’(O- ) C’(O’) (3.37) 
so cp is differentiable at 0 if and only if 
y(o+)= - 1. 
By differentiating (ii) of the lemma with respect to b, we obtain 
and hence 
(3.38) 
(3.39) 
(3.40) c’(o+)g+ 1. 
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Thus it suffices to show 
ap 1 -=- 
ab 2 
(3.41) 
for a = b. By Euler’s relation for homogeneous functions, this is equivalent 
to (3.36) as claimed. 
The condition (3.36) represents a certain “vestigial symmetry” that is 
always satisfied when p(a, b) =p(b, a), but can be satisfied by some non- 
symmetric functions as well. An example of the latter is 
p(a, b) = (u2b)1’3/2 + u/6 + b/3. (3.42) 
(If the denominators 3 and 6 in (3.42) are interchanged, the vestigial sym- 
metry is destroyed.) 
For PE 9 Theorems 3.1 and 3.2 tell us that the map H -*p(H) can be 
reversed to p -+ H(p) so that 
P+H(P)-tP(H(P))=P, (3.42) 
while if H -+ p + H(p) then H and H(p) both have p as a minimizing mean 
satisfying (ii) of Theorem 3.1 for either H. Both maps, p + H(p) and 
H -+ p(H), however, are highly nonlinear and in general rather com- 
plicated. Some feeling for them can possibly be obtained by studying the 
list of specific examples in Table II of Section 5. 
4. CROSSING MEANS AND CONSTRUCTIVE PROCEDURES 
Given an HE $9, Theorem 3.1 shows that the nonlinear integral equation 
(ii) has a unique solution p. However, it does not provide a constructive 
procedure for finding the solution. For this we introduce the concept of a 
crossing mean. 
DEFINITION 4.1. Let F, G be continuous increasing functions on [ 1, co] 
with F( 1) = G( 1) = 0. A crossing mean is a function p =~(a, b) of two 
variables a, b with 0 <a < b that satisfies 
F(plu) = G(b/p). (4.1) 
A simple example is provided by F(x) = G(X) = x - 1; then p(u, b) is the 
geometric mean of a and b. It is clear that crossing means are 
homogeneous. Crossing means are easily computable by dichotomous 
search. To see this, say F and G are given. Define p1 = (a + b)/2 and let p2 
be (a + p1)/2 or (p, + b)/2 depending upon whether F( p1 /a) is larger or 
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smaller than G(h/p, ). The iteration of this procedure yields approximations 
p,, pz ,..., p,, ,... to p, and convergence to p is clear. Before investigating 
crossing means per se, we show that they enable us to solve Eq. (ii) con- 
structively. 
DEFINITION 4.2. Given HE x‘, the crossing functions of H are the 
functions F and G given for x > 0 by 
G(x) = XL’(X) - L(x) (4.2) 
and 
F(x) = G( l/x) (4.3) 
where L(x) is determined by L( 1) = 0 and 
L’(x) = JH( I/x)1. (4.4) 
Note that for x # 1 we have 
G’(x) = sgn(x - l)( l/x) H’( l/x) (4.5) 
so G is decreasing for x 6 1 and increasing for x 3 1. Hence F and G are 
both continuous functions that increase for x 3 1. 
THEOREM 4.1. Given HE A?, the minimizing mean p is the crossing mean 
of F and G where F and G are the crossing functions of H. 
Prooj Since 
s ’ IH(plx)l dx=pCUh/p) -~(a/p)l, 0 (4.6) 
the integral equation (ii) yields 
PCUWP) - Ua/p)l = --a IHW)l + b IH( (4.7) 
and hence 
G(Q) = -Us/p) + (alp) IWpla)l 
= -UWP) + (UP) IH( = G(~P). 
Since 
the result follows. 
FW) = G(a/p) 
(4.8) 
(4.9) 
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The correspondence between H and its crossing functions is fairly simple 
(and essentially linear) both ways, since in addition to (4.2) (4.3), and 
(4.4) we have 
L(x)=x j’G(t) t-* dt 
I 
(4.10) 
and 
H(x) = sgn( 1 -x) L’( l/x). (4.11) 
Hence the study of the intricacies of the relationship between a measure of 
relative error and its minimizing mean is essentially the study of the 
relationship between a crossing mean and the two crossing functions that 
generate it. We now provide some examples of crossing means, and begin 
to explore some of the inequalities between them. Of special interest are the 
means p(,, of Example 4 whose behavior is partly exposed by the nontrivial 
inequalities of Theorem 4.2. For w  = 2 they are related to the two-sided and 
Ziv measures of relative error (see the table of pairs (H, p) in Sect. 5). 
EXAMPLE 1. Let F(x) = x - 1 and G(x) = s(x - I), where s is a fixed 
constant, and denote the resulting crossing mean by k = k,s = k,(a, b). Then 
a(s-,I)=?-k (4.12) 
so k increases from a to b as s increases from 0 to 00, attaining the 
geometric mean when s = 1. 
EXAMPLE 2. For n 3 1 an integer let F(x) = x - 1 and 
G(x)=(x-1)+(x-1)2+ ... +(x-,)~. 
Denote the resulting crossing mean by p =p’“’ =pCn)(a, b). Then 
(4.13) 
so p@’ (which is the geometric mean for n = 1 and increases with n) is 
always less than the arithmetic mean (which is the limit of p’“’ as n 
increases). 
EXAMPLE 3. Let fi(x) = 1 +ln x and f,,+l(x) = 1 +lnf,(x). The 
calculation of the crossing mean determined by F(x) = x - 1 and 
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G(x) =JJ.x) - 1, call it B = /I,, = /I,(a, !I), involves the solution of a trans- 
cendental equation. It can be shown that 
l+h N/2 2/n 
h”2</3(1, b)d 2 
i ! 
(4.14) 
where the exponents are best possible-we omit the details. 
EXAMPLE 4. For w  > 0 let 
F(x) = w  In x, G(x) = X” - 1 (4.15) 
and denote the crossing mean by p=pcw, =~(,,,,(a, b). (There would be 
some interest, more generally, in studying F= ln( 1 + G).) These means are 
very different from the familiar rth power means, but have a significant 
relationship with them. A leftwards bias in p(,,,, can be detected by examin- 
ing its composition with power means. Introduce the notation 
p, = /.&(a, b) = (gu’ + 6’)) I/r, r#O (4.16) 
and 
/Lo = (aby = g. (4.17) 
THEOREM 4.2. L.et 0 <r <s and O<a<b. Then 
P,GP(.Y-.)(A, PL,)~cL(r+s)I2. (4.18) 
Before starting the proof, we make the change of variable r = t-h, 
s = t + h, so (4.18) becomes 
The left side is clear, and by definition p =pzh satisfies 
Hence it s&ices to show 
2h 
PL, <1+2hln---, h 6 t. 
Since 1 + in x is at most x, (4.21) above can be expanded to 
2h 
<1+2hlnAd 
(4.19) 
(4.20) 
(4.21) 
(4.22) 
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This immediately implies that 
2. 
kh&+h~/%> (4.23) 
for a discussion of inequalities of this type see [8]. We shall in fact prove 
an inequality somewhat stronger than (4.22) for a wider range of t and h. 
First, however, we need a lemma about elementary functions whose proof 
is less immediate than one might expect. Here and in the rest of this section 
we abbreviate cash x, sinh x, and tanh x by C(x), S(x), and T(x), respec- 
tively. 
LEMMA. For x > 0, let 
V(x) = 1 In cash x. 
X 
(4.24) 
Then V(x) is a concave function that increases monotonically from 0 to 1 as 
x increases from 0 to 00. 
Proof Write 
with 
V’(x) = (XT(X) -In C(x))/x*, V”(x) = H(x)/x3C2(x) (4.25) 
H(X) =x2 - 2xS(x) C(x) + 2C*(x) In C(x) (4.26) 
so that 
H(O) = 0, H’(x) = 4S(x) C(x)[ln C(x) - XT(X)]. (4.27) 
From 
[ln C(x) -XT(X)]’ = -xc-*(x) 6 0 (4.28) 
we conclude that H’ 6 0 (whence V” 6 0) and also that v’ > 0. This proves 
the lemma. 
The inequality (4.22), and hence Theorem 4.2, follows from 
THEOREM 4.2.* For all 0 d a, h and 0 d h/2 < t, we have 
p,+h c-1 
2h 
Q 1 + 2h In d (~t+h~ol)f+h/(~r-h~~,I)I-h. (4.29) 
CL, 
Proof. Assume 0 < a < b and 0 < h (the other cases follow by symmetry, 
or by taking limits), and introduce the additional abbreviations 
u = (l/2) ln(b/a), a = uh, B = t/h; (4.30) 
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designate the left, middle, and right sides of (4.29) above by A, L (for 
logarithm), and B respectively. Since 
p,=poP’(ut) (4.3 1 ) 
we have 
L=1+(2/0)lnC(&x-(2/(8-1))InC((6-l)a) (4.32) 
and 
lnA=(2/(0+l))lnC((fI+l)a)-(2/8)lnC(Bcr). 
To prove A d L we observe that 
(4.33 
f( InA = L CT(BC~)-T((B-~)~)~-~[T((~+I)~)-T(B~)] (4.34 “) (‘> 
and that A = L = 1 when a = 0. Hence it sufftces to show that the above 
derivative is nonnegative for CI 3 0 when tI 3 l/2; i.e., that 
L~R(tI):=[T(&Y-T((~-l)a)]/[T((e+l)a)-T(eci)] 
=C((6+1)a)/C((8-1)a) (4.35) 
where the last equality is a hyperbolic identity. But here R(B) = B, so the 
right-hand inequality of (4.29) implies the left-hand inequality. To prove 
(4.35), rewrite it as 
c((e - 1) a)(L- 1) + C(8a -a) < C(& + a) (4.36) 
and use addition formulas to transform it into 
or 
L-1d2s(ea)s(cr)/c((B-1)cc) (4.37) 
a(V(Oa)-V((B-l)a)jdS(8a)S(a)/C((B-1)a) (4.38) 
where V(x) is the function of the lemma. When 6 = 5, the above reduces to 
(a/2) Ua/2) Q (l/2) S2(a/2), (4.39) 
a consequence of 
lnC=(1/2)lnC2<(C2-l)/2=S2/2. 
For a 2 0 fixed define 
(4.40) 
W(0):=a{V(Ba)-V((8-l)a)}-S(Ba)S(a)/C((B-l)a) (4.41) 
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so 
dW/dd=a2{V’(Oa)-V’((&l)a}-aS(a)C(a)/C*((O-1)a). (4.42) 
Clearly the Theorem follows from dW/dB d 0. Since the second term on the 
right of (4.42) is nonpositive, it is enough to show for 0 > + that 
V(Oa) < v’((O - 1) a). (4.43) 
Now V( -x) = - V(x) so V’(x) is an even function that (by the Lemma) is 
decreasing for x > 0. This establishes (4.43) and hence the result. 
The study of crossing means opens up a new realm of inequalities-we 
have only touched the surface. One idea especially worth mentioning, since 
it arises in the study of the “optimistic” Ziv mean 
e(t, x) = It - xl/max(x, t) (4.44) 
(cf., line 4 of the table in Sect. 1) is that of the conjugate of a crossing mean. 
If p = p(F, G) is the crossing mean determined by the functions F and G, we 
define 
Is(F, G) =p(G, F). (4.45) 
Thus we can now speak of p’“‘, p(,,, etc. The miimizing mean for the 
optimistic Ziv mean (proof omitted) is jjc2,. 
5. A SURVEY OF MINIMIZING MEANS 
We now list a considerable number of measures of relative error, 
together with their minimizing means (recall Definition 3.2). Each measure 
e(t, x) is given a self-explanatory name, and is specified precisely by its 
H(U) function, namely 
H(u) = 
44 1) U31 
-4u, 1) u< 1. 
(5.1) 
In addition to the nomenclature already introduced for power means, 
,uL, = {(d + b’)/2} “r, (5.2) 
and crossmg means p(,,,, and p(,,,,, we introduce 
m,(a,b)= ((br+‘-ur+l)/(r+ 1)(&a)}“‘, r#O, -1 (5.3) 
q(u, 6) = (u-“bb)Li(bp”)/e (5.4) 
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and 
mm,(a,h)=(h-a)/(lnh-lnu)=l. (5.5) 
Next, we explain the connection of Table II with several inequalities, 
some of which are well known. (Note that by Theorem 4.2, the minimizing 
mean for the two-sided error lies between the geometric and arithmetic 
means.) By the integral equation (ii) and (3.20), each entry in the table 
yields both an identity and an inequality. For example, entries 1, 2, 5, and 
9 yield, respectively 
/I,-lL~=(i)jhll-l(~/xl~x~O (5.6) 
N 
PLZ-p, =(t,Jb I1 -x/& dx>O (5.7) 
a 
aabh-p’;+h==y+bexp IWhlx)l ~x>P:+~ (5.8) 
1 -rn::= 1” 11 -&xmp, dx/(b--a)>O. 
JfJ 
TABLE II 
Name H(u) 
1, Traditional U-l 
2. Reverse 1 -u-I 
3. Two-sided f(u-u-‘) 
4. Mixed sgn(u-l)y 
5. Olver In II 
Minimizing mean 
PLO 
P2 
P,Z,~fb> P2) 
P&*3 111 -I) 
PI 
6. Pessimistic Zi\ 
7. Optimistic Ziv 
8. Power 
9. Quadratic traditional 
&- 1 
l-i- 
Pr 
sgn(u - l)(u - l)* p;m:; 
10. Quadratic reverse sgn(u- l)y m:p:: 
11. Quadratic two-sided sgn(u- l)(u-u-l)‘/4 Pdh 4 
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Now let G(r, S) denote the Gini mean [l, 21, so 
G(r, s) = {(as + b”)/(a’+ h’)} 1/(s-r), (5.10) 
and 
G(l, l)=(a”bb)‘““+? (5.11) 
The list of inequalities (integral representations omitted) corresponding to 
the entries of the table are as follows: 
1. 
2. 
3. 
4. 
5. 
6. 
7. 
8. 
9. 
10. 
11. 
PO<Pl 
PI <P2 
P(Z,(PO> P*) < P2 
m -I cc11 
PI <G(l, 1) 
p(2) < (i){ (4a2 + (b - u)y + (h-u)} 
7 
~,<G(l,r) if r<l, 
> (31, r) if r>l. 
po<mml 
pl cm2 
pLo < m2. 
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