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ABSTRACT 
 
Adequate physical activity (PA) in youth is essential for short- and long-term 
health. However, it is difficult to perform large-scale assessments of youth PA levels and 
be assured of accurate results. Recent developments in accelerometer-based PA 
monitoring for adults (e.g. the Sojourn method) have enhanced the accuracy attainable by 
those devices, but the same has not been accomplished for youth. Purpose: The purpose 
of this study was to develop and cross-validate versions of the established Sojourn 
method that can be used for research with youth. Methods: The study involved two 
phases. In Phase 1, existing ActiGraph monitor data from 54 youth were used to train 
artificial neural networks that were implanted into customized shells of the existing 
Sojourn method, and these were compared against indirect calorimetry for validation. In 
Phase 2, a separate cross validation analysis was conducted on an independent sample of 
21 youth that wore ActiGraph monitors during a simulated free-living protocol. This 
phase utilized direct observation as the criterion measure of activity intensity and 
consisted of one hour of self-directed activity, with limited direction provided outside of 
the requirement that at least 5 activities be performed within the hour. In both phases, 
standard processing methods were included to compare the relative utility of the new 
methods to the established and currently available techniques for both hip and wrist 
ActiGraph data. Phase 2 additionally compared non-dominant and dominant wrist 
attachment. Tests of classification accuracy (confusion matrices, sensitivity and 
specificity, percent accuracy, and kappa statistics) were used in both phases to evaluate 
the methods. Results: The adapted Sojourn methods achieved accuracies ranging from 
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53.9% to 73.7% in Phase 1 (kappa scores from 0.24 to 0.44). In Phase 2, the adaptations 
fell between 38.2% and 60.5% accuracy (kappa scores from 0.06 to 0.41). The adapted 
Sojourn method using activity counts from hip worn ActiGraph monitor showed the 
strongest overall performance. Conclusions: The adaptations of the Sojourn method were 
more accurate than currently available methods for youth, but improvements are still 
needed, particularly for methods using raw acceleration data from the wrist. Attachment 
to the dominant or non-dominant wrist is inconsequential.
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CHAPTER 1 
INTRODUCTION  
 
The health benefits of sufficient physical activity (PA) were first postulated in the 
classical period[1, 2], yet were not examined quantitatively until the 1950s, when the 
landmark study by Morris et al. (1953) [3] showed higher occurrence of coronary heart 
disease in bus drivers (who spent most of the day sitting) compared to conductors (who 
moved about the bus throughout the day). Public health attention on PA has increased 
considerably since then [4], and there is clear recognition of the importance of physical 
activity for healthy living.  
A key priority to advance physical activity research is to develop better ways to 
assess physical activity behavior. Advances in technology have made it possible to 
objectively monitor movement using accelerometry-based activity monitors [5]. The 
ActiGraph (AG) is the most widely studied and used accelerometer [6] and it has most 
notably been used to objectively assess PA behavior at the national level [7]. However, 
technological and methodological limitations in its use persist. Although recent AG 
models have included data from three axes, as well as access to raw acceleration data (an 
alternative to the standard integrated unit of activity “counts”) [8], the prospective 
measurement improvements available with this expanded volume of data have proved 
elusive. 
The fundamental challenge in accelerometry-based research is to convert the 
acceleration data into interpretable outcome measures – a process generally referred to as 
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“calibration.” Calibration is more challenging when children and adolescents wear 
accelerometers, because their movements and behaviors tend to be more erratic than 
those of adults [9, 10]. However, activity levels in youth have long-term impact on health 
in adulthood, and are thus a major area of interest in public health research [11, 12]. 
In youth accelerometry, the current standard methods when using activity counts 
as the data unit differ by attachment site, with the method developed by Freedson et al. 
(2005) [13] applying to hip-worn data, and the method developed by Crouter et al. (2015) 
[14] applying to wrist-worn data. An additional wrist method developed by Chandler et 
al. (2015) [15] has emerged recently as well. 
Regression models using triaxial activity counts data have shown limited 
improvement over uniaxial models [9, 16]. The calibrations of various uniaxial models 
developed for adults [17, 18] and children [19]  have tended to emphasize ambulatory 
activities, yielding a single slope used to represent all activities in free living [16, 20]. 
These models, however, have not proven accurate when applied to free-living situations 
[9]. A number of explanations for this have been proposed. Treuth et al. (2004) [21] 
noted that a variety of activities are difficult to distinguish based solely on acceleration 
profiles. Matthews et al. (2005) [16] have explained the problem as being due to the 
tendency for over-fitting in these types of models. Essentially, there is a lack of 
generalizability due to the influence of sample-specific characteristics in the model. They 
further note that machine learning approaches to processing counts data may be more 
successful in utilizing triaxial data. 
Machine learning models such as hidden markov models [22], decision trees [23, 
24], and artificial neural networks (ANNs) [25-27] have been applied to counts data, 
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showing improved performance over traditional regression-based techniques and 
overcoming limitations inherent to those approaches [22, 28]. This improved utility can 
be traced to the automated detection of the nuances of the accelerometer signal, which is 
accomplished using various methods specific to each technique. Notably, Staudenmayer 
et al. (2009) developed two ANNs to estimate activity classification and energy 
expenditure (EE), respectively, using a uniaxial AG (model 7164). Freedson et al. (2011) 
provided a secondary cross-validation of this ANN before Lyden et al. (2014) [29] 
adapted it into a method which they called Sojourn. This approach uses an activity-
defined windowing technique to overcome the limitations inherent in current 
measurement using epochs of static length. This tool was also developed to support 
triaxial input from a later ActiGraph model (GT3X), with results showing increased 
prediction accuracy over traditional methods and the uniaxial ANN, for both EE and 
activity classification. Research conducted by our lab has demonstrated the advantages of 
the Sojourn method for assessments of activity in adults [30], but it has not yet been 
tested in youth. 
The impact of these machine learning techniques may grow if problems caused by 
the conversion of raw accelerometer data into proprietary units of movement “counts” are 
resolved. For example, several studies [20, 31, 32] have detailed the heterogeneity of 
activity counts between different brands of accelerometer in various populations, and the 
impediment it poses to progress in accelerometry. The increasing availability of raw 
acceleration signal in many accelerometers (including recent AG models) supports more 
controlled analysis [33, 34] and opens the door for standardized processing procedures. 
Despite these advantages, estimation models using raw acceleration are in early phases of 
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development. Hildebrand et al. (2014) recently published preliminary activity 
classification cut points (and corresponding prediction equations for oxygen consumption 
(VO2)) based on raw AG acceleration data. This method offers some theoretical 
advantages, since it could be used by any device reporting raw acceleration. However, 
few studies have cross validated it with different populations or with other protocols, and 
the study itself included separate equations for GENEActiv and AG accelerometers, 
perhaps indicating that these equations would not provide a general solution for multiple 
monitors.  
The recent work with machine learning approaches shows promise for improving 
activity assessment. While there has been considerable progress there is a need for further 
work to determine the most strategic way forward in standardizing the use of 
accelerometers for PA assessment. The free and open source statistical software package 
R [35] has made collaborative advance in this type of intricate methodology possible, 
being used and/or recommended by various researchers [29, 34, 36]. 
Comparing machine learning approaches used to process raw acceleration 
approaches is a key need to discern how best to advance accelerometry. Methodological 
research can advance assessment practices in all populations, but analyses with specific 
age groups are important to capture variability in movement [34]. This is especially true 
for children, as they present unique challenges to PA measurement due to their 
spontaneous and often short-lived movement bouts [9, 10].  
A logical first step in advancing machine learning methods is to make direct 
comparisons between the Sojourn method and current standard methods. However, 
before the Sojourn method can be used in children, it must first be determined whether it 
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needs to be re-trained before use. The purposes of this study were thus: 1) to examine the 
effectiveness of the existing Sojourn 3-Axis method for estimating EE in children, 2) to 
develop adapted Sojourn methods for children and adolescents if warranted, and 3) to 
compare these adaptations to the effectiveness of existing standard methods for hip- or 
wrist-worn AG monitors. We hypothesized that the Sojourn method would be ineffective 
in children, requiring re-training before its implementation, but that it would out-perform 
the standard methods after re-training.
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CHAPTER 2 
REVIEW OF LITERATURE 
 
The importance of sufficient physical activity (PA) to overall health has been 
known since the classical period, with both Hippocrates and Galen postulating its benefit 
[1, 2]. In the 1950s, a landmark study conducted by Dr. Jeremy Morris established an 
empirical link between inactivity and coronary heart disease (CHD) by comparing CHD 
prevalence among sedentary bus drivers and active conductors [3, 37]. Attention to PA in 
public health has mounted in the years since [4], notably leading to the establishment of 
federal PA guidelines published in 2008 [12]. 
The U.S. PA guidelines recommend that adults accumulate a minimum of 150 
minutes of moderate-intensity PA or 75 minutes of vigorous-intensity PA per week [12]. 
The recommendations for youth are 60 minutes of moderate- to vigorous-intensity 
physical activity (MVPA) a day. Thus, time spent performing PA is an outcome of 
interest, as is the intensity of the activity [12]. The convention in most research has been 
to classify PA intensity into categories of sedentary, light, moderate, and vigorous based 
on established ranges in metabolic equivalent (MET) values (e.g. MPVA is defined as 3 
or more METS). 
The high prevalence of overweight and obesity has brought attention to the 
importance of energy balance (caloric intake versus caloric expenditure) for health [38]. 
In 2013, the Centers for Disease Control (CDC) reported that no states have lower than 
20% prevalence of self-reported obesity [39]. Furthermore, Ogden et al. (2014) [40] 
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reported an overall obesity prevalence of 34.9% among all American adults age 20 or 
older in 2011-2012. In light of this, energy expenditure is a major target for many 
contexts of PA measurement, as well as a key to classifying PA intensity. 
To monitor population trends, and to advance research on physical activity and 
health, it is essential to have accurate assessment tools that can be deployed in different 
settings and contexts. However, attempts to develop such tools continue to underscore the 
intricacy of human movement. A diverse set of PA outcomes and measurement tools has 
emerged and recommendations and guidelines for selecting instruments have been 
summarized in reviews by Butte et al. (2012) [41] and Matthews (2012) [5]. This 
literature review will provide a brief overview of the various outcomes, tools, and their 
primary contexts for use. This will then lead to more detailed summaries of research that 
forms the foundation for the proposed research study.  
 
1. Overview of physical activity assessments 
A variety of tools are available to assess physical activity. However, they vary 
greatly in terms of validity and feasibility. The methods that tend to be most valid tend to 
be the least feasible for use in field-based studies. Therefore, it is important to consider 
the relative advantages and disadvantages of different approaches. This section will 
review field and criterion measures and help to support the planned methods proposed for 
the study. 
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1.1 Field measures 
In this section, common types of tools used to measure PA behavior are 
described. The accelerometer is presented as a particularly promising instrument in 
field-based PA measurement. 
 
1.1.1 Self-report questionnaires 
Surveys and questionnaires are the easiest-to-use methods for measuring PA. 
Numerous tools have emerged, aimed at various dimensions and contexts of PA behavior. 
Van Poppel et al. (2010) summarized the characteristics and usefulness of 85 
questionnaires their systematic review [42] but some were simply variations of existing 
methods. As with all survey research, psychological/sociological phenomena (e.g. social 
desirability bias) affect self-report measures of PA, with the additional challenges of 
memory capacity (in recall surveys) and subjective assessments of activity characteristics 
[43]. 
1.1.2 Pedometers 
Perhaps the best-known PA measurement tool is the simple pedometer. 
Pedometers are inexpensive, unobtrusive, and provide an intuitive metric for PA, though 
their usefulness is limited to ambulatory activity, and their sensitivity to low-speed 
walking is poor [44, 45]. Steps taken are not expressly included in current federal PA 
guidelines, but 10,000 steps/day has historically served as a benchmark for sufficient 
movement in adults, though alternative guidelines have been suggested based on various 
anthropometric and demographic characteristics for children [46-51]. In the case of 
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children, Laurson et al. (2008) [52] called for more thorough validation, showing a range 
of 55%-75% guideline adherence depending on the guidelines being used. Separate 
targets for boys and girls have commonly been presented, largely because normative data 
used in the development of the guidelines have shown boys to be more active than girls. 
However, Adams et al. (2013) [51] recently proposed a general target of ≥11,500 
steps/day for children, regardless of sex, showing convergence between that standard and 
60 minutes of MVPA. 
1.1.3 Heart rate monitors 
Heart rate provides an indicator of the physiological response to movement, and it 
is widely used in exercise science and kinesiology research as an indicator of intensity. 
The first commercially available heart rate monitor emerged in 1978, with the first 
wireless heart rate monitor following in 1983. These monitors and their successors have 
shown reliability and validity in representing heart rate [53]. However, the scope of 
application for these monitors is narrow, since heart rate is not a reliable indicator of free-
living energy expenditure, and is somewhat limited as an indicator of exercise intensity, 
particularly at low intensities [54, 55]. 
1.1.4 Accelerometers 
Simple accelerometers have become a popular method for assessing physical 
activity in the population [56, 57] Key advantages include the ability to capture and store 
objective data over time. Various models have been developed including the ActiGraph 
(AG), Tritrac, Tracmor, and Wocket (to name a few). Accelerometers vary in many ways 
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including the sensor mechanism, the axes of motion captured, and the processing 
methods [8].  
The use of accelerometers has been especially visible as an objective PA measure 
in the National Health and Nutrition Examination Survey (NHANES). Using these data, 
Troiano et al. (2008) [7] examined national activity trends in adults and children, 
showing that activity levels decline with age, and that males are more active than females 
on average. In this and other applications, accelerometers have demonstrated potential for 
large-scale surveillance of PA behavior. However, limitations in the state of the art have 
arisen in various dimensions, calling for continued development. The remainder of this 
review will focus on the challenges and frontiers of accelerometer use in PA research. 
1.1.5 Multi-sensor/combined systems 
Several tools making use of a combination of sensors have been used both 
scientifically and commercially [58]. These include multi-accelerometer arrays, such as 
the Intelligent Device for Estimating Energy Expenditure and Activity (IDEEA), and 
devices such as the SenseWear Armband (SWA) that sample multiple physiological 
parameters (e.g. segment acceleration, galvanic skin response, heat flux, skin 
temperature) [59]. Often, these tools have shown improved accuracy in their 
measurements, but are frequently cost-prohibitive and occasionally invasive (the IDEEA, 
for example, requires attachment of 5 sensors at various sites on the body, in addition to a 
processing device worn at the belt). 
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1.2 Criterion measures  
This section will summarize the criterion measures that are often used to validate 
field measures. 
 
Issues of cost, time/labor-intensiveness, and end-user-friendliness can preclude 
direct measurement of physical activity using the most valid tools. As such, the more 
convenient innovations can be validated against these accurate (yet not preferable) 
criterion measures. In PA measurement, the qualitative nature of higher-level, activity-
specific PA assessments calls for direct observation (DO) as a criterion measure. DO is 
time- and labor-intensive, but provides an unparalleled quality of information in both 
free-living and laboratory settings. Numerous tools have been developed to support DO 
in PA research with good validity and reliability [60]. 
Several means for measuring EE exist, depending on the context. In laboratory 
settings, direct or indirect calorimetry prevails. Direct calorimetry is performed in a 
chamber that measures the heat given off by a body to determine energy expenditure; 
indirect calorimetry makes use of respiratory gas measurements (i.e. O2 consumption and 
CO2 expiration) to calculate EE through stoichiometric equations [61, 62]. 
 
2. Accelerometry in physical activity research 
Accelerometers have been used in virtually every PA research setting, and to 
collect data on virtually every PA outcome [5, 41]. However numerous gaps exist in the 
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use of the monitors themselves, as well as processing techniques employed to translate 
monitor data into usable information about PA outcomes.  
 
2.1 Issues affecting the use of accelerometers in pa research 
This section summarizes the issues affecting use of accelerometers for assessing 
physical activity behavior. The considerations provide important background information 
to understand the inherent challenges in using these tools as activity monitors.  
 
2.1.1 Variations in accelerometer output 
Most accelerometers have translated raw measurements into an arbitrary metric of 
“activity counts” that shows tremendous variability between models (see Table 1 in 
Hendelman et al. (2000) [20] for a comparison of Computer Science and Applications 
(now AG) counts to Tritrac counts). This has limited the ability of researchers to develop 
uniform prediction equations from activity monitors. Recently, raw acceleration has 
become more available as an accelerometer output, enhancing the usefulness of 
accelerometers, but presenting its own challenges [33]. 
2.1.2 Variations in accelerometer placement 
Monitors can be worn in different places, but the nature of the accelerations and 
the associated calibration varies with location. The hip has been the more standard 
location since the hip captures locomotor movement and is closer to the center of mass 
[63, 64]. However, there has been increased interest in wrist worn monitors since it has 
been suggested that it can lead to improvements in compliance with the experimental 
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protocol [65]. The NHANES recently shifted the AG attachment site from the hip to the 
wrist, which has driven recent interest in wrist-worn monitors. The past history of 
research on hip worn devices has little value in interpreting data from monitors worn at 
the wrist so there is currently little known about how to interpret data at this location. 
2.1.3 Variations in quality control standards 
Colley et al. (2010) [66] outlined four areas of quality control in which 
researchers must make decisions about the quality of accelerometer data: monitor 
reliability, spurious data, monitor wear time, and number of valid days required for 
analysis. No consensus has emerged regarding these issues, but field conventions have 
led to 10 hours of monitor wear time as a cutoff for sufficient data to represent a full day, 
and four days out of the week (occasionally with one weekend day required) as sufficient 
to represent weekly activity. 
2.1.4 Validation contexts and tasks 
A challenge in interpreting accelerometer data is that calibration depends on the 
nature of the activity performed. The majority of calibration studies have focused on 
locomotor movements since these capture the predominant forms of activity. However, 
these equations do not work well for non-locomotor movements that comprise most of 
our activities of daily living. Crouter et al. (2006) [67] developed a two-regression 
approach in an attempt to overcome this problem, in which locomotive tasks were 
identified based on the coefficient of variation (CV = standard deviation/mean) in a 10-
second window. Separate regression equations were developed for locomotive tasks and 
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all other tasks. A refined version of this approach was later published to confront issues 
with mid-minute activity transitions [18]. 
In spite of this solution, the fact remains that no single prediction equation 
generalizes favorably to the array of physical activity modes and contexts humans 
exhibit. Many motions exhibit similar acceleration profiles, with vastly different energy 
requirements. In particular, attention has frequently been drawn to resistance exercise and 
its relationship with segment acceleration. Chang et al. (2007) [68] creatively confronted 
this issue by inserting a triaxial accelerometer into a workout glove which, in addition to 
a hip-worn accelerometer, showed 95% accuracy in identifying specific lifts when the 
system was calibrated to each user individually. However, this system was not designed 
to capture other types of activity. No single system has yet fully addressed the diversity 
of human movements, so efforts are ongoing to broaden the applicability of existing 
systems. 
2.1.5 Summary of conceptual concerns and difficulties 
Embedded in the issues discussed so far are several fundamental problems. The 
simple cost of an accelerometer can be a barrier to its use [5, 69]. Furthermore, the 
inability to determine whether the accelerometer is being worn or not has significant 
bearing on the interpretations of data collected from it [20].  Another limitation is that 
accelerometers can’t capture movement from all activities. Cycling is a frequent example 
of this problem, since both the hip and the wrist (the most common placement sites) are 
essentially stationary during the activity. 
The potential and limitations of accelerometers are held together in tension. 
Methodological improvements hold promise to unlock the potential of these instruments, 
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and these improvements will come in the data processing dimension. An understanding 
of current practices and horizons in accelerometer data processing is thus the logical next 
area of exploration. 
 
2.2 Statistical approaches to accelerometer data processing 
This section summarizes the statistical and analytical approaches for processing 
accelerometer data. In particular, the shortcomings of regression are juxtaposed against 
the promise of machine learning methods. This background is important for the 
justification of the methods proposed for the present study. 
 
2.2.1 Regression-based prediction equations and cut points 
Linear regression has been applied to activity counts from accelerometers to 
provide EE estimates, as well as to establish activity count thresholds (cut points) for 
classifying activity intensity (MVPA in particular). These techniques have been the 
standard procedure in accelerometry in the last 20 years. Cut points have been established 
and revised using various accelerometers [9, 70] in both adults [71] and children [13, 72]. 
Because of its prominent use in the NHANES, the AG (under various titles) has received 
much treatment with this sort of validation. Using an AG (then called MTI) device, Strath 
et al. (2003) [17] compared an objective measure (indirect calorimetry) of time spent in 
light-, moderate-, and hard-intensity physical activity to five sets of published cut points, 
of which only those proposed by Swartz et al. (2000) [64] were not statistically different 
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from the criterion in moderate- and light-intensity activity time estimates. All models 
fared well in hard-intensity time assessment. 
Crouter et al. (2006) compared EE prediction equations for three accelerometers, 
including the AG. Fifteen published prediction equations for the AG were tested. Results 
showed that EE prediction equations tend to only be accurate for the activities on which 
they were developed. The limitations of regression approaches to activity monitor data 
processing have been elucidated in numerous studies, with frequent mention of the 
potential for machine learning approaches to improve objective activity monitoring. 
2.2.2 Machine learning 
Machine learning approaches to accelerometer data processing have developed 
relatively quietly alongside the more straightforward approaches outlined previously. 
Stochastic processing methods surfaced in the literature in the early 1970s [73], but they 
weren’t applied to accelerometry-based activity monitors until fairly recently. This is due 
largely to the limited data storage capabilities of early monitors. Today, monitoring 
devices have been fitted with increasing memory storage, and have begun to report raw 
accelerations in addition to activity counts. These factors have opened the door for more 
sophisticated approaches to pattern recognition. 
To some degree, applications of machine learning in PA research have been as 
varied as other approaches. Naïve Bayesian classifiers [74], hidden Markov models 
(HMM) [22], artificial neural networks (ANN) [25-27, 29, 75-77], decision trees [23, 24], 
Gaussian mixture models [78], and others have been employed. Machine learning 
approaches to processing accelerometer data require some expertise to employ, and are 
more demanding in the computational load they place on computers [22, 79]. However, 
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numerous studies and reviews have shown the potential of machine learning for 
improving accelerometer data processing. Liu et al. (2012) [28] provided an apt summary 
of the use of regression and machine learning in accelerometry. The remainder of this 
review is devoted to exploring machine learning in contemporary accelerometry research.  
 
3. Machine learning in accelerometry 
Because of the inherent complexity of machine learning methods, a general 
introduction precedes a review of the applications in PA research. 
 
3.1 Basics of machine learning 
In this section, the reader is oriented to machine learning concepts, before the 
basic process is summarized. 
 
3.1.1 Background 
As a preliminary step in introducing machine learning, it is important to examine 
where machine learning fits into the broader objective of pattern recognition. In their 
review of pattern recognition, Jain et al. (2000) [80] point out the ease with which 
humans take recognition of characters (i.e. letters, symbols and numbers) for granted, 
even when various factors challenge their legibility. However, the task of training 
machines to make such effortless decisions proves daunting. Thus, some approach is 
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needed whereby a machine can process information heuristically, which is where 
machine learning fits. 
Machine learning is a computational design that allows for decisions to be made 
that have not been pre-programmed. This is accomplished by “training” the classifier 
using data with known identities (i.e. classifications), before applying it to data of 
unknown identities. Two approaches are available for implementation and these are 
distinguished based on the nature of the training data [74]: supervised and unsupervised. 
Supervised methods include user-defined labeling of the training data before training 
begins, whereas unsupervised approaches leave the system to assign data to categories 
without pre-labeling it. In addition to diversity in training methods, there are also 
differences in machine learning approaches. Mannini et al. (2010) [74] outline three 
approaches prevalent in PA research: probabilistic, geometric, and template matching. 
Probabilistic methods establish a probability density function (PDF) for each 
classification, with data ultimately being classified according to the PDF for which it 
produces the highest value. A geometric approach establishes graphical regions in which 
statistical characteristics of the various classification levels (classes) are distinctly 
located. Thus, so-called “decision boundaries” are established capable of classifying data 
based on the graphical (geometric) region in which it falls. Finally, template matching 
references a known prototype for each class and finds the best match for the data in 
question. For a more in-depth look at pattern recognition and machine learning 
approaches, the reader is directed to the review by Jain et al. (2000) [80] and the textbook 
by Hastie et al. (2011) [81]. 
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3.1.2 Process and components of machine learning in accelerometry 
Preece et al. (2009) [82] provide a helpful, and high-level, summary of the 
process and components of most machine learning approaches relevant to PA 
classification using wearable sensors. First, the data are segmented into blocks known as 
windows. Windows can be static width (sliding), defined based on recorded events 
(event-defined), or dynamically created based on the surrounding data (activity-defined). 
The latter option is notable in sensor research, because it escapes the limitations of 
standard epoch-based processing approaches, which are outlined in Lyden et al. (2014) 
[29]. 
Following the windowing phase, statistical parameters (termed “features”) that 
typify the signal are identified. This can occur either directly by the user (feature 
selection) or through the program (feature extraction) [80]. Preece et al. (2009) [82] and 
Liu et al. (2012) [28] list common features in accelerometer applications of machine 
learning, including features from the time and frequency domain. 
The selection of features has the most significant impact on the model’s accuracy 
[83]. The set of features used to shape the model can lead to difficulties similar to those 
attending regression. The first is related to the so-called “curse of dimensionality” in 
which additional features may lead the model to perform poorly, particularly if the 
training data are not especially robust [80]. Thus, the addition of more features does not 
always imply improvement in classification accuracy. Moreover, machine learning 
classifiers are subject to overtraining, in the same way that regression models are subject 
to overfitting. These issues call for careful consideration in the development of 
classification techniques. 
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After the feature set has been defined, data can be inputted to the classifier. 
Numerous classifiers of varying complexity are available. However, Kiani et al. (1997) 
[83] showed that the complexity of the classifier is of marginal importance compared to 
the quality of the feature set. This is notable, as the choice of classifier has substantial 
impact on the computational load imposed during data processing [79]. Gao et al. (2014) 
[79] showed more efficient performance from simpler classifiers than complex 
classifiers, when sampling data from multiple sites. Liu et al. (2012) [28], however, 
pointed out that sampling from multiple sites increases participant burden. 
 
3.2 Application in physical activity research 
In this section, the history of machine learning in PA research is reviewed. 
 
Numerous studies in fields of both electrical engineering and physical activity 
measurement have applied machine learning techniques to accelerometer data with 
activity recognition as a goal. Rothney et al. (2007) [26] provided a convincing proof-of-
concept of the applicability on ANN for processing accelerometer data. Mannini and 
Sabatini (2010) [74] showed impressive classification accuracy using nine single-frame 
classifiers and two sequential classifiers. In this evaluation, every classifier showed 
greater than 93% classification accuracy, a level unheard of using other approaches. 
This level of success has typified laboratory implementations of machine 
learning. Staudenmayer et al. (2009) [27] produced an ANN estimating EE that yielded a 
95% confidence interval that was 28% narrower than that produced by the Crouter and 
Bassett method [84]. A second ANN classified activity correctly 88.8% of the time. A 
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later application of this ANN to an independent validation sample [76] yielded an overall 
bias in MET estimation of 0.1 METs, excluding sedentary activities. The second ANN 
classified activities correctly 77% of the time, compared to 72.9% by the Freedson (1998) 
[71] method and 72.3% by the Crouter (2006) [67] method. 
Lyden et al. (2014) [29] adapted this ANN to a new version of AG monitor, 
applying it to one- and three-axis data, with the three-axis data yielding an improved 
result. This contrasted with the noted lack of contribution from additional axes reported 
by Matthews et al. (2005) [16]. In this case, the ANN reduced RMSE for sedentary 
minutes from 8.8 (uniaxial) to 0.5 (triaxial). The RMSE in breaks was reduced from 12.1 
to 6.4. 
Baek et al. (2004) [77] achieved a perfect classification accuracy in their first test 
of an ANN, which dropped to 97.5% in a re-test. This was one of the first applications of 
an ANN to physical activity classification, and tests were performed on just one subject. 
The outcomes were also broad activity characteristics (sitting, walking, running, etc.). 
Kiani et al. (1998) [25] achieved 95% classification accuracy within a similar framework, 
again with a small sample of eight subjects. ANNs have also shown promise for 
capturing aspects of activity that have previously been difficult to detect. Aminian et al. 
(1995) [75] used an ANN to predict speed and incline of walking, with a correlation of 
0.98 resulting between actual and predicted incline and prediction of speed showing 16% 
error or less. 
Other approaches have shown promise as well. Matthie et al. (2004) [23] achieved 
97.7% sensitivity and 98.7% specificity in 26 subjects using a binary decision tree to 
classify activities. Allen et al. (2006) [78] used a Gaussian mixture model to classify 
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posture (lying, sitting, and standing) and transitions between those postures (as well as 
classification of walking) with a mean accuracy of 91.3%. Bonomi et al. (2009) [24] 
showed that classification trees can improve activity classification from a single 
accelerometer, which is an important factor in minimizing participant burden [28]. Using 
a contrasting methodology, Gao et al. (2014) [79] showed that minimizing the computing 
burden by using multiple sensors and low sampling rate allowed for >90% activity 
classification accuracy using approaches of varying complexity (support vector machine, 
naïve Bayes, k-nearest neighbor, and decision tree). 
A limitation of these models is that they frequently make only basic 
differentiations that fall short of the needs in detailed PA research applications. For 
example, studies have focused on basic posture classifications (i.e. lying, sitting, 
standing, stepping), but detail about the activities being performed (particularly intensity) 
is needed to further improve utility. Thus, the remarkable accuracy reported in some 
studies may not generalize to improved utility in research.  
Furthermore, free-living applications of machine learning tools have not been 
widely implemented. Using the IDEEA as a criterion measure of activity type, Gyllensten 
et al. (2011) [85] demonstrated that laboratory validations do not necessarily translate to 
free-living. A support vector machine, feedforward neural network, and decision tree 
showed 95.1%, 91.4%, and 92.2% classification accuracy, respectively, in the lab. All 
three declined substantially in free-living, to 75.6%, 74.8%, and 72.2%, respectively. 
More free-living studies are necessary to adapt machine learning approaches to PA 
accelerometry to real life scenarios, but overall their potential remains promising. 
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3.3 Summary 
The use of accelerometers in PA research continues to grow, with exciting 
prospective leaps forward made possible with incorporation of machine learning 
methods. The detection of naturally occurring transitions in activity levels and the 
adoption of more flexible processing methods are key innovations to overcome the 
fundamental constraints that limit current methods. The Sojourn method developed by 
Lyden et al. (2014) [29], as well as the Hildebrand method [34], use open source codes in 
the statistical package R to facilitate use. This allows other researchers to more easily test 
and further refine the methods. This type of continued collaboration and refinement is 
essential to facilitate advances in research on the assessment of PA.
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CHAPTER 3 
METHODS 
 
The present study involved two successive phases. First, existing data were used 
to test the validity of the original Sojourn method [29] in children, and this also enabled 
the development of four adjusted versions of the Sojourn method for children and 
adolescents. One version was tailored to each of the following uses of the AG: 1) hip-
worn, activity counts as data unit; 2) wrist-worn, activity counts data unit; 3) hip-worn, 
raw acceleration as data unit; 4) wrist-worn, raw acceleration as data unit. This first phase 
was followed by a cross-validation study conducted in a free living environment using 
direct observation (DO) of activity intensity as the criterion measure. A detailed 
breakdown of procedures and analyses follows. 
 
Phase 1: Adjusting Sojourn for children and adolescents 
The data used in Phase 1 came from a previous lab-based study, with the 
following protocol. 
 
Participants and materials 
Data from 54 children (age 7-13) who volunteered to participate were included in 
the analysis. Participants provided written assent, and parents provided written consent 
25 
 
for participation. Each child was fitted with an AG (model GT3X or GT3X+, which can 
be used interchangeably [19]) attached at the right hip. A subsample (n=46) wore an 
additional AG on the non-dominant wrist. Activities were supervised by trained 
laboratory staff, and EE was calculated from oxygen uptake measured by an Oxycon 
Mobile (OM) portable gas analyzer.  
 
Study protocol 
Each participant performed 12 activities in a laboratory setting. The activities 
were randomly selected from a pool of 24 activities, which consisted of 5 sedentary 
activities and 3 light-intensity, 11 moderate-intensity, and 5 vigorous-intensity activities. 
A Priori classification of activity intensity was made based on the Compendium of 
Physical Activities [86]. Activities were carried out for 5 minutes each, with a 1-minute 
break in between. 
 
Data processing 
Oxycon Mobile data 
Because the intended use of the adapted Sojourn method is in free-living contexts, 
classification of activity intensity was established as the outcome measure that the neural 
networks would be trained to predict. The physical activity guidelines for youth 
emphasize the accumulation of time spent in MVPA [12] so no distinctions were made 
between moderate and vigorous activity. Thus, the OM data were transformed to reflect 
activity intensity for each epoch at one of the following levels: Sedentary, Light, or 
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MVPA. Metabolic equivalents (METs) were calculated for each 15-second epoch of OM 
data by dividing the measured oxygen consumption by the predicted resting oxygen 
consumption obtained using Schofield’s equation [87]. The intensity of each epoch was 
then classified according to the following MET ranges: Sedentary (MET < 1.5); Light 
(1.5 ≤ MET < 3.0); MVPA (MET ≥ 3.0). An alternative coding scheme for kids has been 
suggested by Saint Maurice et al. (2016) [88], but was aimed at METs calculated based 
on a universal prediction of resting EE. The proposed correction was thus not necessary 
for the OM data, as metabolic calculations were conducted based on individualized 
predictions of resting EE. 
The nature of the data collection protocol necessitated the extraction of individual 
bouts of activity so that the values reflected steady state estimates of EE. To clean the 
data, bouts of stable EE were identified in the data. A cumulative count was kept of each 
transition from one intensity level to another (i.e. the count went up by one each time the 
intensity changed). These were designated as bouts, and the first and last minute of each 
bout were removed to allow for metabolic transition. Thus, bouts lasting less than 2 
minutes were removed entirely.  
ActiGraph data processing 
Activity counts data (vector magnitude) and raw acceleration data (gravitational 
units) were downloaded and processed in 1-second epochs using the ActiLife software 
and the R package GGIR [89], respectively. This second-by-second data matched the 
format of the data used to develop the original neural networks used in the Sojourn 
method. Every 15 seconds of AG data (i.e. second-by-second vector magnitude counts or 
raw accelerations) could be evaluated as a distribution with size 15 and temporally 
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matched with the OM data. Thus, in collapsing the data to 15-second epochs, statistical 
descriptors of the distribution could be recorded and fed into the neural network training 
algorithm as features, with the criterion label from the OM providing the reference 
values. 
Activity counts for hip and wrist-worn monitors were also reintegrated to 5-
second epochs in order to enable inclusion of other more standard data processing 
methodologies. After coding the intensity estimates of these methods, their 5-second 
estimates were expanded into second-by-second format (i.e. each epoch was replicated 5 
times to reflect the individual seconds comprising the epoch) and merged with the 
Sojourn data. 
The original Sojourn method was first applied to AG data in order to determine 
whether a retrained version would be required specific to kids. Given the need for 
retraining, the process for developing an adapted method unfolded as follows. 
Neural network training 
Following the merging of OM and AG data, additional cleaning was performed 
by calculating the mean coefficient of variation (CV) in the accelerometer signal for each 
activity. Observations that differed from the mean by more than 100% (slightly stricter 
than the 90% cutoff used by Staudenmayer et al. (2009) [27]) were discarded. To account 
for sex-specific characteristics of the accelerometer signal, separate networks were 
trained for boys and girls, although categorical variables such as sex can be included in 
neural networks. This favored a hard distinction between the sexes as opposed to 
incorporating sex in a more complex way based on the model’s weighting scheme, and in 
this way allowed the strictest control for the impact of gender differences on PA 
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outcomes. As a result, the features used differed between the sexes, and are recorded in 
Table 1. These features were selected according to the ensemble that optimized 
performance at the hip attachment site with activity counts as the data type, which is the 
existing standard for accelerometer use. Thus, further optimization was not applied to the 
wrist-worn activity counts ANN, or either of the ANNs taking features derived from raw 
acceleration data as input. The data set that was fed into the neural network training 
algorithm depended on 15-second accelerometer features, demographic data, and the 
criterion intensity label from the OM. The resulting network predicted activity intensity 
based on the demographic information and accelerometer data. The R packages caret and 
nnet [90, 91] were used to train the networks, including hyperparameters. Caret provides 
flexible structures for training machine learning models, and was first used to split the 
data set into a 70% training partition and a 30% holdout portion for validating the 
models. It then called nnet to train models with various settings for hidden layer size (5, 
10, 15, 20, and 25 nodes tested) and decay rate (0, 0.1, and 0.001 tested), returning the 
optimal performer. Appendices A and B include sample code to demonstrate this process, 
and the resulting optimal settings, respectively. 
Sojourn method adaptation 
To introduce each neural network to the Sojourn algorithm, it was first 
determined that only the triaxial Sojourn method would be adapted, due to its evident 
superiority in its original development [29]. It was further determined that the decision 
tree involved in the original method would be revised and relocated downstream, in order 
to include the ANN-based activity estimates as input, thereby providing more information 
for the tree to work with. The resulting shell of the original method allowed second-by-
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second AG data to be annotated according to epochs of dynamic length (e.g. if a 45-
second stretch belonged to the 12th Sojourn, each observation would be tagged with a 12, 
and so on). Critically, the AG data could then be collapsed according to these 
annotations, instead of being restricted to a 15-second epoch, as in the original neural 
network training. 
The shell for defining Sojourns required some modifications to accommodate data 
from children, from multiple sites, and in multiple formats. Most changes were simply 
relevant to identifying the correct variables from incoming data and removing the steps 
relevant to the original decision tree. However, the most substantial change necessary 
was establishing a set of revised thresholds for defining a new Sojourn based on the 
running difference of second-by-second data. The original model required a difference of 
≥ 15 counts to define a new Sojourn. This value was preserved for activity counts data in 
the new shell, and scaled to 0.015 for raw milli-gravitational units (mg). To account for 
cases where consecutive readings differed by ≥ 15 counts at high intensities, additional 
magnitude requirements of ≤ 100 counts or ≤ 0.04 mg were included. 
After the Sojourns were defined and the features were computed according to 
each Sojourn, the ANNs were invoked to predict activity intensity. A secondary 
prediction based on static 15-second blocks was also generated. In the final step, both of 
these predictions were fed into the decision tree along with the vector magnitude (for 
counts data) or gravitational units (for raw data). The direct comparisons of the 
predictions and signal were used to produce a single, final estimate of intensity tailored to 
the appropriate combination of 1) counts data or raw acceleration, and 2) hip or wrist 
attachment. The flow of the decision tree is detailed in Appendix C. 
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Statistical analysis 
The neural networks and adapted Sojourn methods were each tested using percent 
accuracy and kappa statistics to reflect overall accuracy, with additional analysis 
including confusion matrices and sensitivity and specificity calculated for each intensity 
level individually. In the case of the neural networks, these tests were applied to a 30% 
holdout sample from the cleaned 15-second data sets, while the Sojourn adaptations were 
applied to the whole, un-cleaned data sets in 1-second epochs. 
The Sojourn adaptations were additionally processed alongside other standard 
methods, as well as the original Sojourn method. The same tests were applied to each of 
these methods. For the hip-worn AG with counts as the data type, the Freedson equation 
[13] was used to estimate METs. The Freedson equation takes counts/minute as input, 
and is commonly applied to 5-second epoch data. Wrist-worn counts data were processed 
using both the Crouter cut points [14] and Chandler cut points [15], each of which was 
originally validated using 5-second epoch data. The raw data were processed using the 
attachment-specific VO2 prediction equations developed by Hildebrand et al. [34]. Raw 
data offers flexibility in epoch length, as the acceleration output (Euclidian norm minus 
one, or ENMO) can be standardized for any duration. Thus, the equations apply to data of 
any epoch length. However, the original validation was performed on 1-second data, and 
this approach was matched for this analysis. 
Saint-Maurice et al. (2016) [88] recently reported on complications involved in 
coding METs into intensities for children, due to their naturally higher and more variable 
(from child to child) resting metabolic rate. That study made special recommendations 
that were carefully incorporated into the handling of data from the various methods in 
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this study. Methods that predicted intensity directly (the Sojourn adaptations, Crouter, 
and Chandler methods) were used in their intended straightforward manner. Those 
predicting MET values (the original Sojourn method and Freedson method) were coded 
into intensity according to Saint-Maurice’s youth-adjusted cutoffs: Sedentary (METs < 
2.0), Light (2.0 ≤ METs < 4.0), and MVPA (METs ≥ 4.0). The Hildebrand equations did 
not fit either of these classes, instead predicting VO2. As a result, MET values could be 
pre-standardized between participants by using the predicted resting VO2 from 
Schofield’s equation [87] as the conversion factor between VO2 and METs. The standard 
intensity cutoffs (inclusive lower bounds of 1.5 METs for light activity and 3.0 for 
MVPA) were thus more appropriate for coding these standardized METs, and as such 
were applied for this method only. 
 
Phase 2: Free-living cross-validation of newly developed Sojourn method 
The data used in Phase 2 were collected as part of a new study with the following 
protocol. 
 
Participants and materials 
A sample of 21 youth participated in a simulated free-living protocol to evaluate 
the utility of the derived Sojourn alternative methods relative to other approaches. Before 
participating, parents provided written informed consent, and youth provided written 
assent to participate in the study. Each participant’s height and weight were measured 
using a portable stadiometer and scale, respectively. Other demographics (i.e. gender, 
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birthdate, and handedness) were also recorded. Finally, each participant was fitted with 3 
AG monitors (model wGT3X-BT): one on each wrist, and one on the right hip. 
 
Study protocol 
Each participant was observed for one hour during the simulated free living 
protocol. Participants were encouraged to perform whatever activities they preferred but 
some suggestions were provided as examples. Activities could be performed any number 
of times for any duration, with the only requirement being a minimum of five tasks 
performed during the hour. The criterion measure of intensity was DO, which was 
assessed using an original R program developed specifically to collect and process DO 
data with PA intensity as the outcome. Its general operation consisted of the researcher 
indicating transitions between activities. Whenever a new activity was indicated, a 
system timestamp was issued and the researcher was prompted to manually describe the 
activity, and then to indicate additional characteristics of the activity, which were 
primarily related to posture and muscle contraction (see Appendix D for further details). 
In cases where the intensity could not be determined based on the general characteristics 
of the activity, the intensity was coded post hoc by cross-referencing the Compendium of 
Physical Activities [86, 92, 93], which was an additional function built in to the R 
program. 
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Data processing and analysis 
The analytical process was essentially the same for Phase 2 as for Phase 1. The 
AG data were downloaded in 1-second epochs, using both activity counts and raw 
accelerations as outcome units. GGIR incorporates autocalibration to reduce slight errors 
in the acceleration readings of individual files, but requires a minimum amount of data to 
perform the process, which was not available from the 1-hour trials. However, a function 
obtained from the author of the GGIR package enabled ENMO values to be extracted 
without applying autocalibration, and these values were used for the cross-validation of 
raw methods. 
Activity counts data were also downloaded in 5-second epochs for use in 
calculating results based on standard cut point methods. The overall data treatment 
consisted of applying the adapted Sojourn methods to each participant’s data and 
comparing it to the criterion method, as well as to the standard methods and original 
Sojourn method using tests that were identical to those for Phase 1, with additional 
attention given to the trends in agreement at the individual level. Wrist data were 
processed separately for dominant and non-dominant hands, adding an additional level of 
comparison to address question of whether handedness matters with the use of these 
methods.
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CHAPTER 4 
RESULTS 
 
Phase 1 
Participant demographics from Phase 1 are summarized in Table 2. Following 
cleaning, final data sets were established with sizes ranging from 823 to 2690 
observations. A detailed breakdown of the size of each data set is provided in Table 3. 
The initial networks trained for hip-worn monitors with activity counts as the data 
type achieved 92.3% accuracy for females (κ = 0.73) and 87.3% for males (κ = 0.71). 
Tables 4 and 5 show the comparative performance of the other attachment site/data type 
combinations. Without exception, accuracy at the wrist was lower than at the hip. 
Interestingly, using raw acceleration as the data type provided as-good or improved 
performance, while attenuating the difference between attachment sites. The number of 
criterion observations at each intensity differed between the attachment sites due to the 
number of data files and the results of cleaning steps to reduce the data sets for training 
(see page 27). 
The overall distribution of observations at each intensity based on the Sojourn 
adaptations were compared to the criterion measure along with the standard methods and 
the original Sojourn method (see Figure 1). Overall, the adaptations provided substantial 
improvements relative to the adult Sojourn method and the standard methods (Tables 6-
8). Consistent with the tuning approach taken when developing the ANNs (i.e. applying 
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the same feature set that maximized hip performance to the wrist – see “Neural Network 
Training”, pages 27-28), performance was strongest at the hip attachment using counts as 
the data type. The adapted Sojourn method achieved 72.0% accuracy (κ = 0.44) 
compared to 51.5% accuracy by the Freedson method (κ = 0.16) and 22.9% by the 
original Sojourn method (κ = 0.06). 
The adaptations for raw acceleration performed more poorly than for activity 
counts (Table 6), contrasting with the improvements observed during the original training 
of the ANNs (Tables 4 and 5). However, the raw adaptations clearly outperformed the 
standard Hildebrand methods for processing raw data, more than doubling the percent 
accuracy (64.0% versus 28.3%) and nearly sextupling the kappa score (0.34 versus 0.06) 
at the hip. The differences were more modest at the wrist, with a 17.0% difference in 
percent accuracy (53.9% versus 36.9%) and a twofold difference in kappa (0.24 versus 
0.12). Detailed information regarding the performance of each adaptation is included in 
Table 6. 
 
Phase 2  
Participant demographics from the cross-validation sample are included in Table 
9. The sample included more males than females and was primarily lean, with an age 
range (6-13) similar to the cohort from Phase 1. The participants performed a variety of 
activity types, which are listed in Table 10. 
Estimates from the hip tended to be more accurate than those from either wrist, 
with the best performance of any method (60.5% accuracy and a kappa score of 0.41) 
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being obtained from the adapted Sojourn method that used hip-based activity counts as 
the data type (Table 11). Standard methods fared comparatively worse, with the Freedson 
age-adjusted cut points performing about half as well (48%, κ = 0.21). The newer 
Hildebrand cut point method, based on raw acceleration, fell somewhere in between with 
an overall accuracy of 54% and a kappa score of 0.32. Interestingly, the original Sojourn 
method (59.8%, κ = 0.40) closely trailed the adapted method for kids when applied to 
data from the hip. The adaptation of Sojourns using raw acceleration as input fell behind 
the counts-based Sojourn methods (adapted and original) and performed similarly to the 
Hildebrand method, achieving 55.9% accuracy and a kappa of 0.34. Results from the hip 
are summarized in Table 11. 
The methods applied to the wrists showed tremendous consistency between the 
dominant and non-dominant attachments, with nearly identical results for almost every 
method (Tables 12 and 13). The greatest difference between wrists was seen in the 
adapted Sojourn method (using raw acceleration), which was the only method to show a 
difference in kappa scores greater than 0.01, that being a mere 0.04. 
In light of this, and in the interest of simplicity, results are hereafter presented 
according to whichever wrist performed best for each method (i.e. undifferentiated 
indicators are given to describe general wrist performance). Notably, the original Sojourn 
method was the only method to perform better at the non-dominant than dominant wrist, 
so with that exception, results are presented from the dominant wrist.  
As with the hip data, a noticeable separation emerged at both wrists between the 
Sojourn methods (excluding the raw adaptation) and the other methods. At the wrist, 
however, the original Sojourn method (55.0%, κ = 0.33) held a slight edge over the 
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counts-based adaptation (53.2%, κ = 0.30). The accuracy of the other methods fell below 
this, with each falling between 41-49% accuracy and between kappas of 0.1-0.23 (Tables 
12 and 13). 
Figure 2 compares the overall distribution of observations at each intensity level 
for each method. This visualization does not reflect classification accuracy, and should 
therefore be interpreted with caution. For example, it would be possible for two methods 
with 0% agreement to show identical distributions. However, the visualization does 
support the identification of gross trends within different methods, which can contribute 
to deceptively high classification agreement. In conjunction with the same visualization 
from Phase 1 (Figure 1), two methods require attention based on this caveat. First, the 
original Sojourn method predicts a high level of observations to be sedentary, regardless 
of what reality reflects. Half (or more) of its observations were allotted to sedentary 
behavior at each attachment site, with a maximum of 61.7% at the hip. Second, the 
Hildebrand equations produced no estimates of sedentary time. In fact, the equations’ 
intercepts make it impossible to predict any sedentary time unless resting VO2 is at least 
6.7 ml/kg/min (hip) or 7.2 ml/kg/min (wrist). As a result, a minimum of 56.1% of 
observations were allotted to light activity, contributing to an exaggerated reading of 
agreement. 
Figure 3 displays the differential trends in accuracy observed at the individual 
level between girls and boys for most methods, with the method-to-method comparisons 
also illuminating their comparative utility. Females tended to have more narrowly 
distributed individual kappa scores for most methods, with counts-based cut point 
methods (i.e. Freedson, Crouter, and Chandler) showing the most stark contrasts in inter-
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quartile range between females and males. At the hip, the adapted Sojourn method 
appeared most robust against this dimorphism, while the original Sojourn method 
appeared more consistent between sexes for data processed from the wrist. In general, the 
original Sojourn method and the counts-based adaptation showed higher medians and 
more normal distributions among individual kappa scores. Table 14 shows the head-to-
head listing of methods and attachment sites based on overall kappa scores from both 
phases. 
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CHAPTER 5 
DISCUSSION 
 
This study compared the accuracy of intensity estimates produced by different 
methods of processing triaxial ActiGraph accelerometers worn by children and 
adolescents. A number of prominent methods were tested to capture the diverse array of 
options based on the attachment site (hip, dominant, or non-dominant wrist) and data type 
(activity counts or raw acceleration). The focus of the evaluation was on the relative 
performance of the various adapted Sojourn [29] methods developed to provide options 
for evaluation of youth PA patterns with this approach. The systematic evaluation and the 
use of direct observation as a criterion measure of activity intensity allowed the study to 
provide some important advances for youth PA assessment. The direct comparison of 
new methods to more established methods provides specific evidence to support the 
continued refinement of the newer methods that rely on machine learning. The design and 
comparisons of hip/wrist positions and counts/raw data support a more complete 
commentary on the relative advantages, disadvantages and caveats involved in processing 
activity monitor data. These results provide insights to facilitate systematic progress 
towards better practices in the future. Lastly, the study contributes important 
methodological improvements to annotating and analyzing direct observation data to 
enable even more robust evaluations with this method as an established criterion measure 
[94]. 
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In many cases, the newer methods included in this study showed better 
performance (in both Phase 1 and Phase 2) than the currently available approaches 
published in the literature (Table 14). The potential release of these methods through 
open source channels may enable broader use and more unified progress towards new 
standards for evaluating objective monitor data in the future. Two notable exceptions to 
this trend were the original Sojourn method in Phase 1 and the adapted Sojourn method 
using raw accelerations obtained from the wrist in Phase 2. 
When comparing the methods to each other, the margins between overall scores 
for some methods may be deceptively small or may otherwise fail to tell the whole story, 
particularly in light of problematic relationships between some methods and one or more 
intensity categories. For example, the two best methods in Phase 2 (the original and 
counts-based adaptation of Sojourns for hip-worn data) showed kappa scores that differed 
by just 0.01. But as noted, the original Sojourn method heavily favored prediction of 
sedentary time. Thus, it may have achieved a bulk of its agreement within that one 
category, and may not be truly competitive as a general purpose assessment tool in the 
same way the adapted version is. 
The intensity-specific readings in Tables 11-13 confirm these observations. For 
hip data, the original Sojourn method demonstrated a high (the highest of all methods) 
sensitivity of 0.97 for sedentary behavior, but a mediocre (the lowest of all methods) 
specificity of 0.56, indicating a strong tendency to overestimate sedentary behavior. This 
overestimation came almost entirely at the expense of estimating light activity, where it 
managed a paltry sensitivity of 0.06 and a near-perfect specificity of 0.94. Only 3.5% of 
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its correct classifications occurred in the light category, with 54.3% arising from 
sedentary observations and 42.2% from MVPA. 
In contrast, the hip-worn adapted Sojourn method (using activity counts) more 
evenly distributed its correct estimates than any other method (30% sedentary, 24% light, 
46% MVPA from the confusion matrix). It was also consistently among the top 
performers in sensitivity and specificity at each intensity level, although in some cases a 
low absolute accuracy overshadowed this relative advantage. The sensitivity and 
specificity values with this method were rarely the highest, but never the lowest and 
never differed by more than 0.3. This is in sharp contrast with the other hip methods, all 
of which had (at best) only one intensity with a difference in sensitivity and specificity of 
less than 0.36 (Table 11). For the hip counts adapted Sojourn method, this noticeable 
advantage in consistency across intensities may indicate that it would produce 
substantially more accurate estimates of activity behavior in population research, even if 
its error rates were similar to the original Sojourn method. 
Comparing the results from Phase 1 and Phase 2 rounds out this consideration, as 
the distribution of criterion minutes at each intensity differed markedly, with substantially 
fewer minutes of sedentary activity in Phase 1.  In this environment, the original Sojourn 
method was the worst performer, achieving a kappa score of 0.06. Its change in kappa of 
0.34 from Phase 1 to Phase 2 was nearly twice the change of any other method and 
indicates that its accuracy is strongly dependent on the nature of reality. 
The relative comparisons between methods for the wrist were fairly similar to the 
hip, and were accompanied by lower accuracies. A similar, though less drastic, difference 
between phases occurred when the original Sojourn method was applied to wrist data. 
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Interestingly, the only other wrist method to change by more than 0.1 kappa units was the 
raw adaptation of the Sojourn method. It performed substantially worse in Phase 2, 
landing at the bottom of the head-to-head comparison and suggesting further 
development is needed to stabilize its performance. 
Outside of the Sojourn methods, the remaining methods were fairly stable 
between phases, but this does not imply that they have good measurement characteristics 
overall. For example, small changes of 0.05 and 0.00 were observed with the Hildebrand 
respective hip and wrist equations [34], but the utility of the equations is limited due to 
their inability to predict sedentary time. In the same way as the original Sojourn method, 
the Hildebrand equations would only reflect reality in a very specialized (and quite 
unlikely) subset of possible realities. Thus, although the raw Sojourn adaptation for the 
hip offers relatively improved use of raw acceleration data, it appears that an acceptable 
method for using raw acceleration from the wrist is currently unavailable. The other 
adapted Sojourns methods (especially those using counts) were among the highest 
scoring and most consistent methods, and so may present the most appropriate method 
for adoption at this time. Overall, the hip adaptation of the Sojourn method using counts 
as the data type appears to be the most consistent estimator of PA behaviors, with room 
for improvement in its error rates. 
Researchers should note that a single method need not be the ideal choice for 
every study, and a method with relatively low overall performance may be preferable for 
certain applications. For example, if MVPA is the primary outcome of a study, the 
Hildebrand method’s inability to estimate sedentary time is inconsequential (since any 
potential sedentary observations would be coded as light, but not MVPA), and the 
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combined ease of use and acceptable accuracy of that method may make it the best 
choice for that study (Tables 11-13). 
Beyond providing a summary of existing method performance, the results of this 
study have bearing on a number of other open issues in youth accelerometry research. 
Monitors worn at the hip outperformed wrist-worn monitors, consistent with previous 
findings [63, 64], and machine learning techniques were able to narrow the gap between 
the sites, which is also consistent with emerging evidence [95, 96]. The improved wear 
time compliance with wrist-worn protocols [95, 97] provides important advantages but 
additional research is needed to ensure that accuracy of wrist worn methods can improve. 
Otherwise, gains in compliance will be more than offset by reductions in accuracy. 
Another useful outcome is that the results of this study provide conclusive evidence to 
suggest that methods for wrist-worn monitors in young populations are essentially 
interchangeable between dominant and non-dominant wrists, which is consistent with 
findings for adults and children using GENEA accelerometers [98-100] and the loosely-
suggested evidence for children wearing ActiGraphs [14]. 
While the impact of dominant versus non-dominant attachment appears 
negligible, differences between sexes do not (Figure 3). The adapted sojourn methods 
offer an advantage in light of this, as separate neural networks were trained and 
implemented for boys and girls. Apart from improving the performance of this method, 
this feature also simplifies later refinement, as specific adjustments can be made to 
aspects that may need tightening for one sex and not the other. Generally speaking, more 
attention to differences between boys and girls as it pertains to objective activity 
monitoring is warranted. 
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The comparison between activity counts and raw acceleration also calls for 
attention, as the potential improvements offered by raw acceleration appear untapped to 
this point. The potential of raw acceleration data has been widely referenced [95, 97, 
101], but it has proven difficult to fully capitalize on the data. The long term advantage of 
potential standardization (regardless of monitor type) provides a compelling grounds to 
justify continued research in this area. The conclusions based on this study with the 
adapted Sojourn methods using raw acceleration hint at the potential, particularly at the 
hip where performance was consistent between Phase 1 and Phase 2. Revisions to the 
decision tree involved in the method (for hip and wrist) could propel the raw methods 
ahead of their counts-based counterparts, given the improved performance offered by the 
neural networks themselves (Tables 4 and 5). 
The open source development of both the DO program and the Sojourn 
adaptations stands to advance validation research going forward by offering virtually 
unlimited flexibility at no cost to researchers. The DO program could easily be expanded 
or manipulated to fit any other outcomes of interest in related studies, and the Sojourn 
adaptations invite and support interdisciplinary collaboration to further refine them. 
Along that line, prospective entry points for refinement include establishing stronger or 
more flexible thresholds into the Sojourn-defining algorithm, re-introducing aspects of 
the original decision tree to pre-classify activities into broad categories before invoking 
the neural networks, or changing aspects of the new and relocated decision tree (whether 
those already mentioned or others).  
This study provided an analytical step forward for validation research through the 
inclusion of classification accuracy. Comparisons in the field have typically been limited 
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to total time spent at a given intensity. In this study, we annotated every second of 
monitor data according to the activity being performed at that time, in order to capture 
agreement at a much finer and more conclusive resolution. That is, in previous studies 
[29, 94, 102], outcomes have been MET-hours, activity time, and sedentary time, with 
agreement based on totals within those categories. These analytic approaches are 
important for assessing compliance with federal guidelines and related constructs, but 
leave it unclear whether the time accumulated by the monitor coincides with the criterion 
measurement, or whether it was erroneously accumulated at a different time and 
happened to yield a comparable total. The contrast between the relatively low agreements 
reported in this study and the relatively similar distributions of observations shown in 
Figure 2 illustrate the need for this more thorough level of analysis. However, based on 
Figure 2 there may be reason to believe the Sojourn adaptations developed in this study 
would accurately reflect compliance rates in surveillance research (especially at the hip), 
whether or not the classification accuracy is strictly strong enough. However, Figure 2 
does not show individual variability, so this remains a conjecture that should be evaluated 
in future studies. 
 
Summary, limitations, and conclusions 
The present study developed and cross-validated a set of advanced techniques for 
analyzing activity monitor data from ActiGraph accelerometers worn by youth at the hip 
and wrist, using activity counts and raw acceleration as data inputs. These new tools were 
compared to the most common techniques in use today, with direct observation as the 
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criterion of activity intensity in the cross-validation phase of the study. The findings 
aligned with previous research, showing improved performance at the hip attachment site 
over the wrist, with more advanced methods (i.e. those involving machine learning) 
reducing the difference between them. 
The study also contributed a number of advancements in the capture and analysis 
of data governed by direct observation. An open source program was developed to 
timestamp transitions between activities, prompt the user for characteristics of the 
activity, and aid in coding the intensity of the activity. Testing classification accuracy 
provided a firmer foundation for using direct observation in assessing criterion validity, 
and as a result illuminated potential issues in this line of research as it has been conducted 
to this point. 
The present study was limited by its small sample size in Phase 2, and in 
particular the low number of female subjects. However, the Sojourn adaptations were 
developed separately for each gender, and this advantage minimized the impact of the 
sampling differences. Agreement was also more consistent among females, suggesting 
that the sample size limitation had only a small impact on the outcome. 
In conclusion, the results of the present study suggest that the adapted Sojourn 
methods are the most promising methods available for processing ActiGraph data in 
youth at the present time. However, there is a clear need for continued refinement and 
improvement, particularly in the adaptation using raw acceleration as input at the wrist. 
The adult Sojourn method is not appropriate for use in youth because it does a poor job of 
estimating light activity, and the Hildebrand equations for handling raw accelerations 
from ActiGraph monitors are also problematic (and not recommended) because they are 
47 
 
essentially unable to capture any sedentary behavior. There is no meaningful difference 
between attachment at the dominant or non-dominant wrist for any method. Further 
research is needed to tap the potential of raw acceleration for accurately classifying 
activity intensity in youth.
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TABLES AND FIGURES 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1. Aggregated performance of the adapted Sojourn methods compared to standard methods and the original Sojourn method, 
according to attachment site and data type.
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Table 1. Features used in the neural networks for females and males. 
 
Feature Females Males 
Age  X 
BMI X X 
First principal component X X 
Sum X X 
Coefficient of variation X X 
Maximum FFT coefficient X X 
Mean FFT coefficient X X 
Minimum FFT coefficient X X 
Phase X X 
10th percentile  X 
25th percentile  X 
50th percentile X X 
75th percentile X X 
90th percentile X X 
Variance X X 
 
60 
 
Table 2. Sample size and participant demographics for Phase 1. 
 
 n Age BMI 
Female 33 9.9 ± 2.1 16.7 ± 2.6 
Male 21 10 ± 2.4 18.3 ± 5.9 
Total 54 10 ± 2.2 17.3 ± 4.2 
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Table 3. Characteristics of the data sets used to train each neural network 
 
Sex Data Type Attachment Site Total Observations Sedentary (n) Light (n) Moderate (n) Vigorous (n) 
Female Counts Hip 2512 63 435 1300 714 
Male Counts Hip 1549 162 283 707 397 
Female Counts Wrist 2690 92 499 1424 675 
Male Counts Wrist 1619 145 337 764 373 
Female Raw Hip 1706 81 297 804 524 
Male Raw Hip 823 65 178 388 192 
Female Raw Wrist 1934 63 295 1010 566 
Male Raw Wrist 914 108 158 456 192 
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Table 4. Neural network performance for activity counts data.  
 
 
Confusion Matrix 
Diagnostics Overall 
Reference 
Sedentary Light MVPA Sensitivity Specificity 
Percent 
Accuracy 
Kappa 
Hip 
Female 
Sedentary 17 4 0 0.94 0.99 
92.3% 0.73 Light 1 75 2 0.58 1.00 
MVPA 0 51 602 0.99 0.66 
Hip 
Male 
Sedentary 34 11 0 0.71 0.97 
87.3% 0.71 Light 8 58 19 0.69 0.93 
MVPA 6 15 312 0.94 0.84 
Wrist 
Female 
Sedentary 15 4 4 0.56 0.99 
84.2% 0.48 Light 9 59 21 0.40 0.95 
MVPA 3 86 604 0.96 0.49 
Wrist 
Male 
Sedentary 20 6 0 0.47 0.99 
78.4% 0.41 Light 9 22 3 0.22 0.97 
MVPA 14 73 338 0.99 0.40 
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Table 5. Neural network performance for raw acceleration. 
 
 
Confusion Matrix 
Diagnostics Overall 
Reference 
Sedentary Light MVPA Sensitivity Specificity 
Percent 
Accuracy 
Kappa 
Hip 
Female 
Sedentary 18 4 0 0.75 0.99 
92.2% 0.77 Light 1 67 12 0.75 0.97 
MVPA 5 18 386 0.97 0.80 
Hip 
Male 
Sedentary 12 1 1 0.63 0.99 
88.2% 0.73 Light 6 40 8 0.75 0.93 
MVPA 1 12 165 0.95 0.82 
Wrist 
Female 
Sedentary 12 1 1 0.67 0.99 
88.9% 0.61 Light 4 48 17 0.55 0.96 
MVPA 2 39 454 0.96 0.61 
Wrist 
Male 
Sedentary 27 0 0 0.84 1.00 
84.6% 0.63 Light 1 22 12 0.47 0.94 
MVPA 4 25 182 0.94 0.63 
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Table 6. Performance of adapted Sojourn methods for each attachment site and data type. 
 
 
Confusion Matrix 
Diagnostics Overall 
Reference 
Sedentary Light MVPA Sensitivity Specificity 
Percent 
Accuracy 
Kappa 
Hip 
Counts 
Sedentary 11016 7548 804 0.75 0.95 
71.7% 0.44 Light 2194 18494 24468 0.49 0.80 
MVPA 1415 11617 91968 0.78 0.75 
Wrist 
Counts 
Sedentary 15400 13858 5854 0.67 0.90 
65.1% 0.32 Light 4858 16111 20772 0.28 0.84 
MVPA 2719 27913 110266 0.81 0.62 
Hip 
Raw 
Sedentary 12519 16558 6641 0.72 0.87 
64.0% 0.34 Light 2768 20041 24470 0.36 0.81 
MVPA 2186 19452 95822 0.75 0.71 
Wrist 
Raw 
Sedentary 13046 10342 4155 0.50 0.93 
53.9% 0.24 Light 10271 38702 61370 0.58 0.57 
MVPA 2571 18196 73406 0.53 0.78 
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Table 7. Performance of standard methods and adult Sojourns for each attachment site using activity counts as data type. 
 
 Confusion Matrix 
Diagnostics Overall 
Reference 
Sedentary Light MVPA Sensitivity Specificity 
Percent 
Accuracy 
Kappa 
Hip 
Counts 
Freedson 
Sedentary 9672 15356 12183 0.66 0.82 
51.5% 0.16 Light 3837 16993 44342 0.45 0.63 
MVPA 1116 5310 60715 0.52 0.88 
Adult 
Sojourns 
Sedentary 13865 33601 79730 0.95 0.27 
22.9% 0.06 Light 553 2069 14648 0.05 0.88 
MVPA 207 1989 22862 0.20 0.96 
Wrist 
Counts 
Crouter 
Sedentary 17073 19819 14293 0.74 0.82 
51.6% 0.19 Light 4366 20276 47610 0.35 0.67 
MVPA 1538 17787 74989 0.55 0.76 
Chandler 
Sedentary 16226 17598 11428 0.71 0.85 
64.3% 0.14 Light 1818 5339 7018 0.09 0.94 
MVPA 4933 34945 118446 0.87 0.51 
Adult 
Sojourns 
Sedentary 20804 38040 48037 0.91 0.56 
36.2% 0.17 Light 
1326 12650 43512 0.22 0.72 
MVPA 
847 7192 45343 0.33 0.90 
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Table 8. Performance of standard methods for each attachment site using raw accelerations as data type. 
 
 Confusion Matrix 
Diagnostics Overall 
Reference 
Sedentary Light MVPA Sensitivity Specificity 
Percent 
Accuracy 
Kappa 
Hip Raw 
Hildebrand 
Hip 
Equation 
Sedentary 0 0 0 0 1 
55.0% 0.23 Light 16320 46019 62745 0.82 0.45 
MVPA 1087 9906 64154 0.51 0.85 
Wrist 
Raw 
Hildebrand 
Wrist 
Equation 
Sedentary 0 0 0 0 1 
56.1% 0.23 Light 24127 47350 56123 0.70 0.51 
MVPA 1708 19832 82800 0.60 0.77 
67 
 
Table 9. Participant characteristics from the Phase 2 cross-validation sample. 
 
 n Age (yr) Height (cm) Weight (kg) BMI 
Female 8 8.6 ± 2.1 142.6 ± 13.7 33.5 ± 10.1 16.3 ± 3.2 
Male 13 10.1 ± 2.2 148.3 ± 14.6 41.6 ± 12.9 18.5 ± 4 
Total 21 9.5 ± 2.2 146.1 ± 14.2 38.5 ± 12.3 17.7 ± 3.8 
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Table 10. Activity types performed during the Phase 2 cross-validation study. 
 
Activity 
Percent 
Engagement Number of bouts 
Mean bout 
duration (minutes) 
Ambulation 100.0% 257 0.8 ± 1.0 
Basketball 52.4% 36 2.2 ± 2.6 
Bouncing ball 23.8% 10 0.2 ± 0.1 
Crawling 9.5% 3 0.2 ± 0.1 
Crouched Activities 19.0% 8 3.0 ± 4.7 
Dancing 9.5% 2 0.2 ± 0.0 
Dodgeball 9.5% 2 1.3 ± 1.2 
Foursquare 4.8% 1 1.0 ± 0.0 
Frisbee 42.9% 41 0.8 ± 1.0 
Gymnastics/Tumbling 9.5% 3 0.3 ± 0.0 
Hula Hoop 4.8% 1 2.1 ± 0.0 
Jumping Rope 57.1% 31 0.8 ± 0.9 
Kickball 9.5% 8 0.2 ± 0.1 
Light Activities/Movements 
(e.g. retrieving items from backpack) 
19.0% 4 0.4 ± 0.1 
Line Drill 4.8% 1 0.6 ± 0.0 
Lying down 14.3% 4 0.6 ± 0.6 
Playing Catch 19.0% 6 2.3 ± 1.8 
Playing Tag 9.5% 4 2.2 ± 1.3 
Playing with Ball 28.6% 26 0.7 ± 0.5 
Resistance Exercise/Calisthenics/Stretching 33.3% 14 0.7 ± 0.8 
Seated Activities (talking, drawing, dressing, 
eating, listening to ipod, reading, using computer, 
folding laundry) 
100.0% 106 4.2 ± 5.0 
Soccer 42.9% 21 1.8 ± 2.5 
Standing Activities (reading, drawing, writing, 
using computer, eating, listening to ipod, 
stretching, talking) 
100.0% 289 1.1 ± 2.4 
Sweeping 4.8% 1 2.7 ± 0.0 
Tae Kwon Do 9.5% 6 0.9 ± 0.6 
Volleyball 9.5% 5 0.5 ± 0.3 
Wrestling 9.5% 2 0.3 ± 0.1 
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Table 11. Performance summaries for methods applied to hip data in Phase 2. 
 
  Confusion Matrix 
Diagnostics Overall 
  Reference 
  
Sedentary Light MVPA Sensitivity Specificity Mean Difference 
Percent 
Accuracy 
Kappa 
Kids 
Hip/Counts 
Sojourns 
Sedentary 16754 10761 16 0.54 0.83 0.69 0.29 
60.5% 0.41 Light 13842 13585 3456 0.42 0.72 0.57 0.3 
MVPA 685 8322 26353 0.88 0.86 0.87 0.02 
Kids 
Hip/Raw 
Sojourns 
Sedentary 14772 10487 22 0.47 0.83 0.65 0.36 
55.9% 0.34 Light 12024 8737 886 0.27 0.79 0.53 0.52 
MVPA 4485 13444 28917 0.97 0.72 0.85 0.25 
Freedson 
Equation 
Sedentary 24869 19123 6300 0.8 0.59 0.7 0.21 
49.8% 0.25 Light 3627 6520 8242 0.2 0.81 0.51 0.61 
MVPA 2785 7025 15283 0.51 0.85 0.68 0.34 
Hildebrand 
Hip 
Equation 
Sedentary 0 0 0 0 1 0.5 1 
52.5% 0.28 Light 30623 25978 6592 0.8 0.39 0.6 0.41 
MVPA 658 6690 23233 0.78 0.89 0.84 0.11 
Adult 
Sojourns 
Sedentary 30467 24095 3308 0.97 0.56 0.77 0.41 
59.8% 0.40 Light 515 1936 2849 0.06 0.94 0.5 0.88 
MVPA 299 6637 23668 0.79 0.89 0.84 0.1 
  
7
0
 
Table 12. Performance summaries for methods applied to dominant data from Phase 2. 
 
 Confusion Matrix 
Diagnostics Overall 
Reference 
Sedentary Light MVPA Sensitivity Specificity Mean Difference 
Percent 
Accuracy 
Kappa 
Kids 
Wrist/Counts 
Sojourns 
Sedentary 14987 12465 60 0.48 0.8 0.64 0.32 
53.2% 0.30 Light 12031 6488 1320 0.2 0.78 0.49 0.58 
MVPA 4263 13715 28445 0.95 0.72 0.84 0.23 
Kids 
Wrist/Raw 
Sojourns 
Sedentary 7764 4068 1 0.25 0.93 0.59 0.68 
41.0% 0.10 Light 20446 23692 22874 0.73 0.29 0.51 0.44 
MVPA 3071 4908 6950 0.23 0.88 0.56 0.65 
Crouter  
Cut Points 
Sedentary 17444 13029 4098 0.56 0.73 0.65 0.17 
45.4% 0.18 Light 9194 8569 9130 0.26 0.7 0.48 0.44 
MVPA 4643 11070 16597 0.56 0.75 0.66 0.19 
Chandler  
Cut Points 
Sedentary 15752 11909 3818 0.5 0.75 0.63 0.25 
46.3% 0.20 Light 3808 2519 822 0.08 0.92 0.5 0.84 
MVPA 11721 18240 25185 0.84 0.53 0.69 0.31 
Hildebrand  
Wrist 
Equation 
Sedentary 0 0 0 0 1 0.5 1 
49.0% 0.23 Light 27937 21095 4996 0.65 0.46 0.56 0.19 
MVPA 3344 11573 24829 0.83 0.77 0.8 0.06 
Adult 
Sojourns 
Sedentary 25232 17445 4067 0.81 0.66 0.74 0.15 
54.2% 0.32 Light 2801 3246 3436 0.1 0.9 0.5 0.8 
MVPA 3248 11977 22322 0.75 0.76 0.76 0.01 
  
7
1
 
Table 13. Performance summaries for methods applied to non-dominant data from Phase 2. 
 
 Confusion Matrix 
Diagnostics Overall 
Reference 
Sedentary Light MVPA Sensitivity Specificity Mean Difference 
Percent 
Accuracy 
Kappa 
Kids 
Wrist/Counts 
Sojourns 
Sedentary 13312 11700 43 0.43 0.81 0.62 0.38 
52.4% 0.29 Light 14355 7070 1021 0.22 0.75 0.49 0.53 
MVPA 3614 13898 28761 0.96 0.73 0.85 0.23 
Kids 
Wrist/Raw 
Sojourns 
Sedentary 8841 7928 2 0.28 0.87 0.58 0.59 
38.2% 0.06 Light 19031 19889 22767 0.61 0.32 0.47 0.29 
MVPA 3409 4851 7056 0.24 0.87 0.56 0.63 
Crouter  
Cut Points 
Sedentary 16927 12690 4148 0.54 0.73 0.64 0.19 
44.9% 0.17 Light 9940 9092 9589 0.28 0.68 0.48 0.4 
MVPA 4414 10886 16088 0.54 0.76 0.65 0.22 
Chandler  
Cut Points 
Sedentary 15038 11652 3858 0.48 0.75 0.62 0.27 
45.6% 0.19 Light 4133 2488 753 0.08 0.92 0.5 0.84 
MVPA 12110 18528 25214 0.85 0.52 0.69 0.33 
Hildebrand  
Wrist 
Equation 
Sedentary 0 0 0 0 1 0.5 1 
48.8% 0.23 Light 26985 20795 4839 0.64 0.48 0.56 0.16 
MVPA 4296 11873 24986 0.84 0.75 0.8 0.09 
Adult 
Sojourns 
Sedentary 26318 17998 2686 0.84 0.67 0.76 0.17 
55.0% 0.33 Light 2654 3444 5348 0.11 0.87 0.49 0.76 
MVPA 2309 11226 21791 0.73 0.79 0.76 0.06 
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Table 14. Ranking of methods based on kappa score. 
 
Site Method 
Phase 1 
Kappa 
Phase 2 
Kappa Difference 
Hip Kids Counts Sojourn 0.44 0.41 -0.03 
Hip Adult Sojourns 0.06 0.40 +0.34 
Hip Kids Raw Sojourn 0.34 0.34 +0.00 
Non-Dominant Adult Sojourns 0.17 0.33 +0.16 
Dominant Adult Sojourns NA 0.32 --  
Dominant Kids Counts Sojourns NA 0.30 --  
Non-Dominant Kids Counts Sojourns 0.32 0.29 -0.03 
Hip Hildebrand Hip Equation 0.23 0.28 +0.05 
Hip Freedson Equation 0.16 0.25 +0.09 
Non-Dominant Hildebrand Wrist 
Equation 
0.23 0.23 +0.00 
Dominant Hildebrand Wrist 
Equation 
NA 0.23 --  
Dominant Chandler Cut Points NA 0.20 --  
Non-Dominant Chandler Cut Points 0.14 0.19 +0.05 
Dominant Crouter Cut Points NA 0.18 --  
Non-Dominant Crouter Cut Points 0.19 0.17 -0.02 
Dominant Kids Raw Sojourns NA 0.10 --  
Non-Dominant Kids Raw Sojourns 0.24 0.06 -0.18 
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Figure 2. Aggregated performance of the various methods applied to the Phase 2 cross-validation data.
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Figure 3. Distribution of single-trial kappa scores for each method and attachment site from Phase 2.
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APPENDIX A 
SAMPLE CODE FOR TRAINING AND ASSESSING 
NEURAL NETWORKS USING CARET AND NNET ON A 
DATA SET CALLED “FINAL_HIP” 
 
trainIndex           <- createDataPartition(FINAL_HIP$Intensity,p=.7,list=F) 
intensity.train      <- FINAL_HIP[trainIndex,]  
row.names(intensity.train)<- NULL 
intensity.validate <- FINAL_HIP[-trainIndex,]  
row.names(intensity.validate)<- NULL 
intensity.fit          <- train(Intensity ~ ., 
                       data = intensity.train, 
                       method = 'nnet', 
                       tuneGrid=expand.grid(size = c(5,10,15,20,25),  
decay=c(0, 0.001, 0.1)), 
                       linout=F, maxit=2000) 
 
intensity.predict    <- predict(intensity.fit, newdata = intensity.validate) 
 
confusionMatrix(intensity.predict,intensity.validate$Intensity) 
varImp(intensity.fit) 
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APPENDIX B 
SIZE AND DECAY OF THE TRAINED NEURAL 
NETWORKS 
 
Data 
Type 
Attachment 
Site 
Gender Size Decay 
Counts Hip Female 20 0 
Counts Hip Male 25 0 
Counts Wrist Female 10 0.001 
Counts Wrist Male 20 0 
Raw Hip Female 15 0.1 
Raw Hip Male 10 0.1 
Raw Wrist Female 10 0.1 
Raw Wrist Male 5 0.1 
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APPENDIX C 
PSEUDO CODE FOR ADAPTED DECISION TREE 
 
I. Establish sedentary threshold 
a. Hip counts: 20 
b. Wrist counts: 55 
c. Raw accelerations: 0.015 
II. Initialize intensity to empty value and begin processing 
a. Differential decisions 
i. Raw 
1. If either estimate returned sedentary, estimate sedentary 
2. If both estimates returned MVPA, estimate MVPA 
ii. Counts 
1. If either estimate returned sedentary, estimate sedentary 
b. Subsequent identical decisions 
i. Estimate sedentary for all empty observations in any bout where 60 
or more consecutive observations (i.e. 1 minute) are below the 
sedentary threshold 
ii. Estimate MVPA for all empty observations in any bout where both 
predictions estimated MVPA for 60 or more consecutive 
observations. 
c. Estimate Light for any remaining empty observations 
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APPENDIX D 
PROMPTS REGARDING CHARACTERISTICS OF 
CURRENT ACTIVITY IN DIRECT OBSERVATION 
PROGRAM 
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APPENDIX E 
INSTITUTIONAL REVIEW BOARD APPROVAL PACKET 
COVER 
 
