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Resumo
A principal contribuic¸a˜o desta tese e´ a proposta de uma metodologia para soluc¸a˜o
de desigualdades matriciais lineares dependentes de paraˆmetros que frequ¨entemente
aparecem em problemas de ana´lise e controle robusto de sistema lineares com in-
certezas na forma polito´pica. O me´todo consiste na parametrizac¸a˜o das soluc¸o˜es
em termos de polinoˆmios homogeˆneos com coeficientes matriciais de grau arbitra´-
rio. Para a construc¸a˜o dessas soluc¸o˜es, um procedimento baseado em resoluc¸o˜es de
problemas de otimizac¸a˜o na forma de um nu´mero finito de desigualdades matriciais
lineares e´ proposto, resultando em sequ¨eˆncias de relaxac¸o˜es que convergem para uma
soluc¸a˜o polinomial homogeˆnea sempre que uma soluc¸a˜o existe. Problemas de ana´lise
robusta e custo garantido sa˜o analisados em detalhes tanto para sistemas a tempo
cont´ınuo quanto para sistemas discretos no tempo. Va´rios exemplos nume´ricos sa˜o
apresentados ilustrando a eficieˆncia dos me´todos propostos em termos da acura´cia
dos resultados e do esforc¸o computacional quando comparados com outros me´todos
da literatura.
Palavras-chave: Sistemas lineares incertos. Domı´nio polito´pico. Estabilidade ro-
busta. Normas H-2 e H-infinito. Func¸o˜es de Lyapunov polinomiais homogeˆneas.
Desigualdades matriciais lineares. Lema de Finsler. Teorema de Po´lya. Relaxac¸o˜es
convergentes.
Abstract
This thesis proposes, as main contribution, a new methodology to solve parameter-
dependent linear matrix inequalities which frequently appear in robust analysis
and control problems of linear system with polytopic uncertainties. The propo-
sed method relies on the parametrization of the solutions in terms of homogeneous
polynomials of arbitrary degree with matrix valued coefficients. For constructing
such solutions, a procedure based on optimization problems formulated in terms of
a finite number of linear matrix inequalities is proposed, yielding sequences of rela-
xations which converge to a homogeneous polynomial solution whenever a solution
exists. Problems of robust analysis and guaranteed costs are analyzed in details
for continuous and discrete-time uncertain systems. Several numerical examples are
presented illustrating the efficiency of the proposed methods in terms of accuracy
and computational burden when compared to other methods from the literature.
Key-words: Uncertain linear systems. Polytopic domains. Robust stability. H-2
and H-infinity norms. Homogeneous polynomial Lyapunov functions. Linear matrix
inequalities. Finsler’s Lemma. Po´lya’s Theorem. Convergent relaxations.
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Introduc¸a˜o Geral
Robustez e´ um assunto que se faz presente em diversas a´reas do conhecimento como cieˆncias
sociais, cieˆncias f´ısicas e engenharia, e ha´ tempos e´ considerada um requisito indispensa´vel em
qualquer projeto, como por exemplo no estudo de modelos econoˆmicos [EA56, AM58, AF74],
projeto de controladores para sistemas dinaˆmicos [DFT92, SIG98], roteamento e controle de
congestionamento em redes de alta velocidade [GAN91, KMT98], etc. Todo projeto e´ baseado
em um modelo adotado pelo projetista, e os modelos fornecem, por natureza, somente uma
descric¸a˜o aproximada dos fenoˆmenos que representam. Assim, uma questa˜o relevante que surge
e´ qual a qualidade de um determinado projeto se o modelo no qual esta´ baseado na˜o e´ acurado.
Em outras palavras: ate´ que ponto um projeto pode ter sucesso frente a`s impreciso˜es inerentes
ao modelo adotado. Projetos que obteˆm sucesso nessas questo˜es dentro de certas especificac¸o˜es
sa˜o chamados robustos. Em termos gerais, um projeto e´ robusto se suas caracter´ısticas nomi-
nais (isto e´, as caracter´ısticas fornecidas para um modelo nominal), tais como estabilidade e
desempenho, sa˜o preservadas mediante a presenc¸a de incertezas na˜o modeladas ou modeladas
parcialmente.
Por um lado, nota-se a escassez de ferramentas nume´ricas para tratar modelos matema´ticos
na˜o-lineares, capazes de representar fenoˆmenos reais de forma mais precisa. Por outro lado,
percebem-se os intensos progressos da modelagem linear, que incorpora cada vez mais informa-
c¸o˜es sobre a dinaˆmica que na˜o pode ser modelada, como na˜o-linearidades, presenc¸a de ru´ıdos,
retardos, etc. Essas informac¸o˜es sa˜o na maioria das vezes consideradas na forma de incertezas,
que podem ser modeladas de diversas maneiras, como transformac¸a˜o linear fraciona´ria (do in-
gleˆs, Linear Fractional Transformation — LFT ), representac¸o˜es nas formas afim, polito´pica,
limitada por norma, etc.
A ana´lise robusta e a s´ıntese de controladores para sistemas lineares que dependem de paraˆ-
metros incertos sa˜o problemas importantes em teoria de controle e teˆm atra´ıdo grande atenc¸a˜o
por parte dos pesquisadores da a´rea. Dentre as te´cnicas propostas para abordar tais problemas,
vale destacar a ana´lise µ [PD93], [PDB93], abordagens baseadas no Teorema de Kharitonov
[Kha78], [BCK95], me´todo frequ¨enciais [NT73] e me´todos baseados na teoria de Lyapunov.
Esses u´ltimos tiveram um grande desenvolvimento nos anos recentes, em correspondeˆncia di-
reta com o desenvolvimento dos me´todos de otimizac¸a˜o baseados em desigualdades matriciais
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lineares (em ingleˆs, Linear Matrix Inequalities — LMIs).
Na u´ltima de´cada, as LMIs emergiram como uma ferramenta simples e eficiente para abor-
dar problemas de controle que parecem dif´ıceis, sena˜o imposs´ıveis, de resolver analiticamente.
Embora a histo´ria das LMIs remonte aos anos quarenta, com uma eˆnfase maior em controle
nos anos sessenta (Kalman, Yakubovich e Popov) do se´culo XX, somente recentemente me´todos
nume´ricos foram desenvolvidos para resolver as LMIs de maneira eficiente [NN94]. Atualmente,
va´rios resolvedores de LMIs (SeDuMi [Stu99], SDPT3 [TTT99], CSDP [Bor99], DSDP [BY01],
KYPD [Wal03], LMIRank [OHM04], MAXDET [VBW98], PENNON [KS03], SDPA [YFK03],
SDPLR [BM03], SDPLab [FKG06], etc.) e interfaces de programac¸a˜o (LMILab [GNLC95],
SeDuMi Interface [LPH02], YALMIP [Lo¨f04], etc.) esta˜o dispon´ıveis, permitindo uma progra-
mac¸a˜o simples e consistente de problemas gerais envolvendo LMIs.
Impulsionada pela grande disponibilidade de resolvedores e interfaces de programac¸a˜o, a
pesquisa em controle robusto tem experienciado uma mudanc¸a de paradigma — ao inve´s de
buscar a soluc¸a˜o anal´ıtica, o objetivo e´ reformular um dado problema na forma de existeˆncia de
soluc¸a˜o de uma LMI, ou otimizar um funcional sob restric¸o˜es LMIs. A importaˆncia e impacto
dessa abordagem podem ser comprovados observando-se nas edic¸o˜es dos u´ltimos dez anos de
congressos da a´rea de controle, como o IEEE Conference on Decision and Control ou o American
Control Conference, o grande nu´mero de artigos que usam LMIs.
Os me´todos de Lyapunov baseados no conceito de estabilidade quadra´tica [Bar85] sa˜o os
precursores da abordagem LMI no contexto de ana´lise e projeto de controladores de sistemas
lineares com incertezas polito´picas. A esseˆncia desses me´todos e´ a formulac¸a˜o de problemas
em termos da existeˆncia de uma func¸a˜o de Lyapunov quadra´tica que independe da incerteza,
gerando um conjunto de LMIs que devem ser verificadas somente nos ve´rtices do politopo. Em
func¸a˜o do conservadorismo dos me´todos baseados na estabilidade quadra´tica, me´todos baseados
em func¸o˜es de Lyapunov que dependem explicitamente da incerteza apareceram na sequ¨eˆncia.
A evoluc¸a˜o dos me´todos apo´s a estabilidade quadra´tica e´ revisada em detalhes na introduc¸a˜o
dos pro´ximos cap´ıtulos.
Esta tese aborda o problema de soluc¸a˜o de LMIs dependentes de paraˆmetros, isto e´, LMIs
cujas matrizes soluc¸a˜o dependem de paraˆmetros. Sa˜o tratadas em particular LMIs cujos paraˆ-
metros pertencem ao simplex unita´rio (isto e´, paraˆmetros reais maiores ou iguais a zero cuja
soma e´ igual a` unidade), que surgem naturalmente em problemas de ana´lise de robustez de
sistemas lineares incertos com descric¸a˜o polito´pica. Mais especificamente, e´ proposta uma me-
todologia para a soluc¸a˜o do problema de ana´lise de estabilidade robusta de sistemas lineares
incertos na forma polito´pica e algumas extenso˜es tambe´m sa˜o apresentadas para o coˆmputo de
normas H2 e H∞. A apresentac¸a˜o obedece a seguinte organizac¸a˜o:
Estrutura da Tese
• Cap´ıtulo 1: Neste cap´ıtulo e´ apresentada uma breve revisa˜o de conceitos de estabilidade
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e coˆmputo de normas H2 e H∞ para sistemas lineares incertos na forma polito´pica pela
teoria de Lyapunov. Tambe´m e´ apresentada uma metodologia para estender as condi-
c¸o˜es cla´ssicas pela utilizac¸a˜o do Lema de Finsler. Finalmente, e´ apresentada a notac¸a˜o
necessa´ria para parametrizar a metodologia proposta de maneira que a programac¸a˜o seja
sistema´tica.
• Cap´ıtulo 2: Neste cap´ıtulo e´ estudada a soluc¸a˜o de uma LMI dependente de paraˆme-
tros resultante da ana´lise de estabilidade robusta de um sistema polito´pico por meio de
uma func¸a˜o de Lyapunov que possui uma dependeˆncia afim nos paraˆmetros. O principal
resultado apresentado neste cap´ıtulo fundamenta-se no Teorema de Po´lya, que sustenta
a prova de convergeˆncia dos me´todos apresentados nos cap´ıtulos posteriores. Sistemas a
tempo cont´ınuo e a tempo discreto sa˜o abordados.
• Cap´ıtulo 3: O objetivo deste cap´ıtulo e´ apresentar condic¸o˜es de estabilidade robusta
baseadas em uma nova parametrizac¸a˜o de func¸o˜es de Lyapunov quadra´ticas no estado e que
apresentam uma dependeˆncia polinomial homogeˆnea de grau arbitra´rio nos paraˆmetros.
E´ mostrado que essa classe de func¸o˜es apresenta resultados cada vez menos conservadores
a` medida que o grau da func¸a˜o de Lyapunov aumenta. Sa˜o apresentadas simulac¸o˜es
nume´ricas exaustivas e diversas comparac¸o˜es com outros me´todos da literatura.
• Cap´ıtulo 4: As condic¸o˜es do Cap´ıtulo 3 sa˜o estendidas para tratarem do problema de
coˆmputo de normas H2 eH∞ de sistemas lineares incertos na forma polito´pica. As func¸o˜es
de Lyapunov polinomiais homogeˆneas sa˜o empregadas de forma sistema´tica, fornecendo
custos garantidos cada vez menos conservadores a` medida que o grau aumenta. Va´rios
exemplos da literatura sa˜o apresentados na sec¸a˜o de exemplos nume´ricos, ilustrando a
efica´cia das condic¸o˜es propostas quando comparadas com outros me´todos.
• Cap´ıtulo 5: Este cap´ıtulo tem como principal contribuic¸a˜o um resultado que mostra
que qualquer LMI dependente de paraˆmetros que pertencem ao simplex unita´rio pode
ser completamente caracterizada por soluc¸o˜es polinomiais homogeˆneas de grau arbitra´rio.
Esse resultado e´ usado para generalizar as condic¸o˜es apresentadas nos cap´ıtulos anteriores
e garantir a caracterizac¸a˜o completa dos problemas de estabilidade robusta por meio de
uma sequ¨eˆncia de relaxac¸o˜es LMIs. A generalidade e abrangeˆncia dos resultados sa˜o
comprovadas atrave´s da aplicac¸a˜o das condic¸o˜es em restric¸o˜es integrais quadra´ticas (em
ingleˆs, Integral Quadratic Constraints — IQCs). Experimentos nume´ricos tambe´m sa˜o
apresentados.
• Cap´ıtulo 6: Apresenta as concluso˜es finais da tese e algumas perspectivas de trabalhos
futuros.
Capı´tulo 1
Conceitos Preliminares e Definic¸o˜es
A principal func¸a˜o deste cap´ıtulo e´ introduzir os problemas que sa˜o estudados ao longo da
tese, isto e´, ana´lise de estabilidade robusta de sistemas lineares polito´picos bem como ı´ndices
de desempenho dados pelas normas H2 e H∞. Basicamente, sa˜o apresentadas as condic¸o˜es
que permitem caracterizar esses problemas de forma exata por meio da teoria de Lyapunov,
muito embora as condic¸o˜es sejam de dimensa˜o infinita. A esseˆncia dos resultados desta tese e´
justamente apresentar uma metodologia que permite a soluc¸a˜o desses problemas, transformando
as condic¸o˜es de dimensa˜o infinita em uma sequ¨eˆncia de condic¸o˜es suficientes de dimensa˜o finita,
que tendem a`s condic¸o˜es necessa´rias e suficientes a` medida que o nu´mero de LMIs e de varia´veis
envolvidas aumenta. Tambe´m e´ feita uma revisa˜o da te´cnica que permite estender as condic¸o˜es
cla´ssicas por meio do Lema de Finsler. A utilidade dessas condic¸o˜es estendidas e´ discutida nos
cap´ıtulos posteriores. A notac¸a˜o necessa´ria para construir a metodologia proposta e´ apresentada
no final do cap´ıtulo, com detalhes e exemplos para que a leitura dos cap´ıtulos posteriores seja
facilitada.
1.1 Fundamentos e resultados preliminares
Considere o sistema linear incerto invariante no tempo descrito pelas equac¸o˜es de estado
{
δ[x(t)] = A(α)x(t) +B(α)w(t), x(0) = x0 = 0
y(t) = C(α)x(t) +D(α)w(t)
(1.1)
nas quais x ∈ IRn e´ o vetor de estados, w ∈ IRm e´ o vetor de distu´rbios e y ∈ IRp e´ o vetor de
sa´ıdas. Para simplificar a notac¸a˜o, a dependeˆncia do tempo das varia´veis x, w e y sera´ omitida
em geral, sendo usada somente quando for conveniente. As matrizes do sistema (A,B,C,D)(α)
na˜o sa˜o precisamente conhecidas mas pertencem a um domı´nio polito´pico S dado por
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S ,
{
(A,B,C,D)(α) : (A,B,C,D)(α) =
N∑
i=1
αi(Ai, Bi, Ci, Di), α ∈ ∆N
}
(1.2)
∆N =
{
α ∈ IRN :
N∑
i=1
αi = 1, αi ≥ 0, i = 1, . . . , N
}
(1.3)
Note que ∆N (usualmente chamado de simplex unita´rio) e´ um conjunto compacto e que
qualquer qua´drupla incerta (A,B,C,D)(α) pode ser escrita como a combinac¸a˜o convexa dos
ve´rtices (Ai, Bi, Ci, Di), i = 1, . . . , N . O valor do paraˆmetro α e´ desconhecido e na˜o varia no
tempo. As matrizes dos ve´rtices do sistema sa˜o reais e com dimenso˜es Ai ∈ IR
n×n, Bi ∈ IR
n×m,
Ci ∈ IR
p×n e Di ∈ IR
p×m, i = 1, . . . , N . O s´ımbolo δ[·] representa a derivada em relac¸a˜o ao
tempo para sistemas cont´ınuos e o operador avanc¸o para sistemas discretos no tempo. Para um
α fixo, a func¸a˜o de transfereˆncia da entrada w para a sa´ıda y e´ dada por
Hwy(s) = C(α)(sI−A(α))
−1B(α) +D(α) (1.4)
com a varia´vel frequ¨eˆncia s substitu´ıda pelo operador deslocamento z no caso discreto. Para
fins de coˆmputo de norma H2 considera-se o politopo S com Di = 0, i = 1, . . . , N , denotado
por S+. Quando o problema em estudo apenas considerar a estabilidade do sistema autoˆnomo,
utiliza-se o seguinte sistema
δ[x] = A(α)x, x(0) = x0; A(α) ∈ A (1.5)
com
A ,
{
A(α) : A(α) =
N∑
i=1
αiAi, α ∈ ∆N
}
(1.6)
1.1.1 Estabilidade
Considere o sistema linear incerto a tempo cont´ınuo representado pela equac¸a˜o diferencial
dada em (1.5) (no caso, x˙ = A(α)x). Defina a forma quadra´tica v : IRn × IRN → IR como
v(x, α) , x′P (α)x (1.7)
com P (α) = P (α)′ ∈ IRn×n. Claramente, se v(x, α) > 0, ∀α ∈ ∆N , ∀x 6= 0, enta˜o a ma-
triz P (α) e´ definida positiva. O ponto de equil´ıbrio x = 0 do sistema (1.5) e´ (globalmente)
assintoticamente esta´vel se
lim
t→∞
x(t) = 0, ∀x(0) = x0 (1.8)
sendo x(t) a soluc¸a˜o da equac¸a˜o diferencial (1.5). Se (1.8) e´ verificada, enta˜o o sistema (1.5) e´
considerado assintoticamente esta´vel. Uma condic¸a˜o necessa´ria e suficiente para que o sistema
(1.5) seja assintoticamente esta´vel e´ que a matriz A(α) seja Hurwitz, isto e´, que todos os
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autovalores da matriz A(α) ∈ A possuam parte real estritamente negativa. De acordo com a
teoria de estabilidade de Lyapunov, o sistema (1.5) e´ assintoticamente esta´vel se existir v(x, α) >
0, ∀α ∈ ∆N , ∀x 6= 0 tal que
v˙(x, α) < 0, ∀α ∈ ∆N , ∀x˙ = A(α)x, x 6= 0 (1.9)
Isto e´, se existir P (α) = P (α)′ > 0 tal que a derivada da forma quadra´tica (1.7) seja negativa
ao longo de todas as trajeto´rias do sistema (1.5). Reciprocamente, se o sistema linear (1.5)
e´ assintoticamente esta´vel enta˜o sempre existe uma matriz P (α) = P (α)′ > 0 que torna (1.9)
fact´ıvel. Substituindo a restric¸a˜o dinaˆmica (1.5) em (1.9), tem-se a seguinte condic¸a˜o equivalente
v˙(x, α) = x′(A(α)′P (α) + P (α)A(α))x < 0, ∀α ∈ ∆N , ∀x 6= 0 (1.10)
Assim, a estabilidade assinto´tica de (1.5) pode ser verificada pelo seguinte lema.
Lema 1.1 (Lyapunov) O sistema (1.5) e´ Hurwitz assintoticamente esta´vel se e somente se
existir uma matriz de Lyapunov dependente de paraˆmetros P (α) = P (α)′ ∈ IRn×n tal que
P (α) > 0, A(α)′P (α) + P (α)A(α) < 0, ∀α ∈ ∆N (1.11)
As condic¸o˜es de estabilidade para sistemas a tempo discreto, isto e´, todos os autovalores
da matriz A(α) ∈ A com valor absoluto estritamente menor do que um, podem ser obtidas de
maneira ana´loga e sa˜o apresentadas no pro´ximo lema.
Lema 1.2 O sistema (1.5) e´ Schur assintoticamente esta´vel se e somente se existir uma matriz
de Lyapunov dependente de paraˆmetros P (α) = P (α)′ ∈ IRn×n tal que
P (α) > 0, A(α)′P (α)A(α)− P (α) < 0, ∀α ∈ ∆N (1.12)
O aspecto mais relevante nos Lemas 1.1 e 1.2 e´ que as desigualdades matriciais apresentadas
devem ser verificadas em todos os infinitos pontos do domı´nio ∆N por uma matriz de Lyapunov
P (α) que, a princ´ıpio, na˜o possui uma estrutura particular em termos do vetor de paraˆmetros
α ∈ ∆N .
Considere o politopo de matrizes com cinco ve´rtices ilustrado na Figura 1.1. A matriz de
Lyapunov dependente de paraˆmetros P (α) deve ser tal que para qualquer matriz gene´rica dentro
do domı´nio, dada por
∑5
i=1 αiAi, as desigualdades dos Lemas 1.1 e 1.2 sejam verificadas. Ou
seja, as desigualdades precisam ser verificadas nos infinitos pontos do domı´nio ∆N .
1.1.2 Norma H2
A norma H2 (para um α fixo) da func¸a˜o de transfereˆncia Hwy e´ definida como:
‖ Hwy ‖
2
2=
1
2π
∫ ∞
−∞
Tr(Hwy(jω)
∗Hwy(jω))dω (1.13)
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A1
A2
A3
A4
A5 5∑
i=1
αiAi
A
Figura 1.1: Politopo de matrizes com cinco ve´rtices. A matriz gene´rica
∑5
i=1 αiAi e´ gerada a
partir de uma combinac¸a˜o convexa dos ve´rtices do politopo A.
para sistemas a tempo cont´ınuo e
‖ Hwy ‖
2
2=
1
2π
∫ π
−π
Tr(Hwy(e
jω)∗Hwy(e
jω))dω (1.14)
para sistemas a tempo discreto [DGKF89]. A norma H2 tambe´m pode ser calculada no domı´nio
do tempo usando o Teorema de Parseval, ou por meio dos gramianos de controlabilidade e
observabilidade. Assumindo que a matriz A(α) e´ esta´vel ∀α ∈ ∆N , para um α fixo tem-se
‖ Hwy ‖
2
2= Tr(C(α)Lc(α)C(α)
′) = Tr(B(α)′Lo(α)B(α)) (1.15)
em que Lc(α) e Lo(α) sa˜o os gramianos de controlabilidade e observabilidade, respectivamente,
que podem ser obtidos a partir das soluc¸o˜es das seguintes equac¸o˜es matriciais
A(α)Lc(α) + Lc(α)A(α)
′ +B(α)B(α)′ = 0 (1.16)
A(α)′Lo(α) + Lo(α)A(α) + C(α)
′C(α) = 0 (1.17)
para o caso cont´ınuo ou
A(α)Lc(α)A(α)
′ − Lc(α) +B(α)B(α)
′ = 0 (1.18)
A(α)′Lo(α)A(α)− Lo(α) + C(α)
′C(α) = 0 (1.19)
para o caso discreto.
No caso de sistemas incertos, o objetivo e´ determinar um limitante superior para a norma
H2 para qualquer α pertencente ao domı´nio ∆N , isto e´, um custo garantido γ tal que
γ ≥‖ Hwy ‖2, ∀ (A,B,C)(α) ∈ S
+ (1.20)
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com o custo garantido o´timo H2 dado por
γ∗ = min γ (1.21)
tal que (1.20) e´ verificada. Usando este procedimento, pode-se enunciar o seguinte problema de
otimizac¸a˜o para determinar o custo garantido o´timo H2 para o sistema dado em (1.1) (resolvido
para todo α)
γ∗
2
= minTr(T ), (1.22)
tal que
T > C(α)P (α)C(α)′ (1.23)
com
A(α)P (α) + P (α)A(α)′ +B(α)B(α)′ < 0 (1.24)
para o caso cont´ınuo ou
A(α)P (α)A(α)′ − P (α) +B(α)B(α)′ < 0 (1.25)
para o caso discreto, sendo que P (α) = P (α)′ > 0 e´ uma matriz de Lyapunov dependente de
paraˆmetros tal que P (α) ≥ Lc(α) (A(α) e´ esta´vel para todo α ∈ ∆N ) com Lc(α) soluc¸a˜o de
(1.16) ou (1.18). A desigualdade (1.23) garante que Tr(T ) ≥ Tr(C(α)P (α)C(α)′) e assim γ∗
assume o valor do custo garantindo o´timo H2 dado por (1.21). Um problema de otimizac¸a˜o
equivalente poderia ser obtido substituindo (A,B,C)(α) (sistema original) por (A′, C ′, B′)(α)
(sistema dual1), fornecendo o mesmo custo garantido o´timo γ∗ em func¸a˜o do gramiano de ob-
servabilidade Lo(α). Note que essa equivaleˆncia e´ va´lida somente se todas as desigualdades
do problema de otimizac¸a˜o puderem ser resolvidas de forma exata, isto e´, sem introduzir con-
servadorismo. Por exemplo, se for arbitrada uma estrutura para a matriz de Lyapunov P (α),
os resultados com o sistema dual podem ser melhores do que os com o sistema original, ou
vice-versa.
1.1.3 Norma H∞
Assumindo que A(α) e´ assintoticamente esta´vel para todo α ∈ ∆N , a norma H∞ da func¸a˜o
de transfereˆncia Hwy pode ser computada por meio do bounded-real lemma [BEFB94]:
Lema 1.3 ‖ Hwy ‖∞< ζ se e somente se existir uma matriz de Lyapunov dependente de
paraˆmetros P (α) = P (α)′ > 0 tal que[
A(α)′P (α) + P (α)A(α) + ζ−2C(α)′C(α) P (α)B(α) + ζ−2C(α)′D(α)
⋆ ζ−2D(α)′D(α)− I
]
< 0,
∀α ∈ ∆N (1.26)
1O termo “dual” na˜o tem correlac¸a˜o nenhuma com a formulac¸a˜o dual de um problema de otimizac¸a˜o, sendo
usado aqui para denotar a func¸a˜o de transfereˆncia transposta do sistema.
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para o caso cont´ınuo ou[
A(α)′P (α)A(α)− P (α) + ζ−2C(α)′C(α) A(α)′P (α)B(α) + ζ−2C(α)′D(α)
⋆ ζ−2D(α)′D(α) +B(α)′P (α)B(α)− I
]
< 0,
∀α ∈ ∆N (1.27)
para o caso discreto.
Assim como no caso da norma H2, na ana´lise de desempenho de um sistema incerto o objetivo
e´ determinar um limitante superior para a norma H∞ va´lido para qualquer α pertencente ao
domı´nio ∆N , isto e´, um custo garantido ζ tal que
ζ ≥‖ Hwy ‖∞, ∀ (A,B,C,D)(α) ∈ S (1.28)
com o custo garantido o´timo H∞ dado por
ζ∗ = min ζ (1.29)
tal que (1.28) e´ verificada. Assim, pode-se enunciar o seguinte problema de otimizac¸a˜o usado
para determinar o custo garantido o´timoH∞ para o sistema dado em (1.1) com (A,B,C,D)(α) ∈
S (resolvido para todo α)
ζ∗
2
= minµ (1.30)
tal que
Mc(α) ,

 A(α)′P (α) + P (α)A(α) P (α)B(α) C(α)′⋆ −I D(α)′
⋆ ⋆ −µI

 < 0 (1.31)
para o caso cont´ınuo ou
Md(α) ,


−P (α) A(α)′P (α) 0 C(α)′
⋆ −P (α) P (α)B(α) 0
⋆ ⋆ −I D(α)′
⋆ ⋆ ⋆ −µI

 < 0 (1.32)
para o caso discreto, sendo P (α) = P (α)′ > 0 uma matriz de Lyapunov dependente de paraˆme-
tros a ser determinada. Novamente, problemas de otimizac¸a˜o equivalentes podem ser obtidos
substituindo-se (A,B,C,D)(α) (sistema original) por (A′, C ′, B′, D′)(α) (sistema dual), uma
vez que ‖ Hwy ‖∞ = ‖ H
′
wy ‖∞ para um α fixo. Note que as desigualdades (1.31) e (1.32)
exploram o complemento de Schur nas desigualdades (1.26) e (1.27), respectivamente.
1.1.4 Lema de Finsler
O seguinte lema2 e´ originalmente atribu´ıdo a Paul Finsler (1894–1970), nascido na Alemanha
(veja tambe´m [Uhl79]).
2Na versa˜o original as matrizes na˜o dependem de α. Aqui esta considerac¸a˜o e´ acrescentada para melhor
caracterizar os resultados da tese, sem comprometer a esseˆncia do resultado do lema.
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Lema 1.4 (Finsler) Considere ξ ∈ IRr, Q(α) ∈ IRr×r e B(α) ∈ IRt×r : rank(B(α)) < r,
∀α ∈ ∆N . As seguintes condic¸o˜es sa˜o equivalentes:
(a) ξ′Q(α)ξ < 0, ∀ξ 6= 0 : B(α)ξ = 0;
(b) B(α)⊥
′
Q(α)B(α)⊥ < 0, sendo que B(α)⊥ e´ tal que B(α)B(α)⊥ = 0 e B(α)B(α)′ +
B(α)⊥
′
B(α)⊥ > 0;
(c) ∃ µ(α) ∈ IR : Q(α)− µ(α)B(α)′B(α) < 0;
(d) ∃ X(α) ∈ IRr×t : Q(α) +X(α)B(α) + B(α)′X(α)′ < 0;
A prova do Lema 1.4 pode ser encontrada, por exemplo, em [dOS01]. A condic¸a˜o (a)
no Lema 1.4 e´ uma forma quadra´tica com restric¸o˜es, sendo que o vetor ξ ∈ IRr pertence ao
espac¸o nulo de B(α). Ou seja, o vetor ξ pode ser parametrizado como ξ = B(α)⊥y, y ∈
IRs, s , rank(B(α)) < r. Substituindo essa informac¸a˜o explicitamente na condic¸a˜o (a), tem-se
a condic¸a˜o (b), que e´ uma forma quadra´tica irrestrita no IRs. As condic¸o˜es (c) e (d) fornecem
formas quadra´ticas irrestritas no espac¸o original IRr, sendo que as restric¸o˜es sa˜o consideradas
por meio da inserc¸a˜o de multiplicadores. Em (c) o multiplicador e´ um escalar enquanto que em
(d) o multiplicador e´ uma matriz. A refereˆncia [Ham99] identifica explicitamente µ(α) como um
multiplicador de Lagrange. Na sequ¨eˆncia mostra-se como o Lema 1.4 pode ser utilizado para
estender as condic¸o˜es cla´ssicas de estabilidade apresentadas anteriormente.
Considere novamente o conjunto de desigualdades com restric¸o˜es dinaˆmicas (1.9) obtidas
da teoria de estabilidade de Lyapunov para o sistema (1.5). Defina a forma quadra´tica v˙ :
IRn × IRn × IRN → IR como
v˙(x, x˙, α) , x′P (α)x˙+ x˙′P (α)x (1.33)
que e´ a derivada no tempo da forma quadra´tica (1.7) expressa como func¸a˜o de x e x˙. Neste
caso, x˙ na˜o e´ substitu´ıda explicitamente em (1.33) e o seguinte conjunto e´ constru´ıdo
v˙(x, x˙, α) < 0, ∀α ∈ ∆N , ∀x˙ = A(α)x, (x, x˙) 6= 0 (1.34)
Por meio do Lema 1.4, pode-se caracterizar a estabilidade de A(α) em func¸a˜o de (1.34) ao inve´s
de (1.9). Esta substituic¸a˜o e´ poss´ıvel mesmo que (1.9) exija somente x 6= 0 enquanto (1.34) exige
(x, x˙) 6= 0. Uma discussa˜o sobre este aspecto pode ser encontrada em [BEFB94, pp. 62–63].
Como a condic¸a˜o v(x, α) > 0, ∀α ∈ ∆N , ∀x 6= 0 pode ser estabelecida por meio da restric¸a˜o
P (α) > 0, reescrevendo (1.34) na forma
(
x′ x˙′
) [ 0 P
P 0
](
x
x˙
)
< 0, ∀
[
A(α) −I
]( x
x˙
)
= 0,
(
x
x˙
)
6= 0 (1.35)
percebe-se que o Lema 1.4 pode ser aplicado em (1.34).
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Lema 1.5 As seguintes condic¸o˜es sa˜o equivalentes, ∀α ∈ ∆N :
(a) O sistema linear dado em (1.5) e´ Hurwitz assintoticamente esta´vel.
(b) ∃ P (α) = P (α)′ ∈ IRn×n tal que P (α) > 0 e A(α)′P (α) + P (α)A(α) < 0
(c) ∃ P (α) = P (α)′ ∈ IRn×n, µ(α) ∈ IR tais que P (α) > 0 e[
−µ(α)A(α)′A(α) µ(α)A(α)′ + P (α)
⋆ −µ(α)I
]
< 0 (1.36)
(d) ∃ P (α) = P (α)′ ∈ IRn×n, X1(α), X2(α) ∈ IR
n×n tais que P (α) > 0 e[
A(α)′X1(α)
′ +X1(α)A(α) A(α)
′X2(α)−X1(α) + P (α)
⋆ −X2(α)−X2(α)
′
]
< 0 (1.37)
Prova: O item (a) pode ser estabelecido como P (α) = P (α)′ > 0 e (1.34). O Lema 1.4 pode
ser usado com
ξ =
(
x
x˙
)
, Q(α) =
[
0 P (α)
P (α) 0
]
, B(α) =
[
A(α) −I
]
, (1.38)
X(α) =
[
X1(α)
X2(α)
]
, B(α)⊥ =
[
I
A(α)
]
(1.39)
e (1.34) para gerar os items (b), (c) e (d).
Note que a condic¸a˜o (b) do Lema 1.5 e´ exatamente a condic¸a˜o de estabilidade fornecida pelo
Lema 1.1. De maneira ana´loga, obteˆm-se novas condic¸o˜es baseadas no Lema de Finsler para o
caso discreto (estabilidade Schur).
Lema 1.6 As seguintes condic¸o˜es sa˜o equivalentes, ∀α ∈ ∆N
(a) O sistema linear dado em (1.5) e´ Schur assintoticamente esta´vel.
(b) ∃ P (α) = P (α)′ ∈ IRn×n tal que P (α) > 0 e A(α)′P (α)A(α)− P (α) < 0
(c) ∃ P (α) = P (α)′ ∈ IRn×n, µ(α) ∈ IR tais que P (α) > 0 e[
−µ(α)A(α)′A(α)− P (α) µ(α)A(α)′
⋆ P (α)− µ(α)I
]
< 0 (1.40)
(d) ∃ P (α) = P (α)′ ∈ IRn×n, X1(α), X2(α) ∈ IR
n×n tais que P (α) > 0 e[
A(α)′X1(α)
′ +X1(α)A(α)− P (α) A(α)
′X2(α)−X1(α)
⋆ P (α)−X2(α)−X2(α)
′
]
< 0 (1.41)
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Observam-se aplicac¸o˜es do Lema de Finsler em diversos contextos da literatura de controle.
Uma de suas aplicac¸o˜es e´ a eliminac¸a˜o de varia´veis de projeto em desigualdades matriciais.
Nesse contexto, o Lema de Finsler e´ conhecido como o Lema da Eliminac¸a˜o. A maioria das
aplicac¸o˜es parte da condic¸a˜o (d) para a condic¸a˜o (b), eliminando a varia´vel (multiplicador)
X(α). Outro contexto importante em que o Lema de Finsler mostrou grande utilidade e´ na
s´ıntese de controladores robustos por meio de func¸o˜es de Lyapunov dependentes de paraˆmetros.
Nesse caso, o controlador e´ sintetizado em func¸a˜o dos multiplicadores e na˜o em termos da func¸a˜o
de Lyapunov [dOBG99]. Um caso especial da condic¸a˜o (d) do Lema de Finsler serve de base
para o livro [SIG98], que mostra como diversos problemas de controle podem ser resolvidos por
meio do Lema de Finsler.
Finalmente, note que a equivaleˆncia entre as condic¸o˜es do Lema de Finsler so´ pode ser
garantida se as desigualdades apresentadas forem verificadas para todo α ∈ ∆N , isto e´, a
verificac¸a˜o deve ser feita por meio de condic¸o˜es necessa´rias e suficientes. Caso a verificac¸a˜o
seja feita por meio de condic¸o˜es suficientes, impondo-se estruturas particulares para as matrizes
P (α), X (α) e µ(α), as condic¸o˜es (c) e (d) podem oferecer testes menos conservadores em func¸a˜o
das varia´veis extras µ(α) e X(α). As condic¸o˜es estendidas pelo Lema de Finsler para o coˆmputo
das normas H2 e H∞ sa˜o apresentadas no Cap´ıtulo 4.
1.1.5 Sistemas precisamente conhecidos e LMIs
Apesar das desigualdades matriciais apresentadas anteriormente serem convexas em termos
das varia´veis dos problemas e fornecerem condic¸o˜es necessa´rias e suficientes para a ana´lise de
estabilidade bem como para o coˆmputo de normas H2 e H∞ de sistemas lineares incertos na
forma polito´pica, as condic¸o˜es sa˜o de dimensa˜o infinita, pois precisam ser testadas em todos
os pontos do domı´nio, ou seja, na˜o sa˜o trata´veis numericamente. Assumindo que o sistema em
estudo seja precisamente conhecido (N = 1), isto e´, S = (A,B,C,D), a matriz de Lyapunov
torna-se independente dos paraˆmetros nas condic¸o˜es apresentadas, isto e´, P (α) = P = P ′ e
as condic¸o˜es resultantes sa˜o finitas e podem ser colocadas na forma do seguinte problema de
otimizac¸a˜o
min
x∈IRr
c′x
tal que F (x) , F0 + x1F1 + x2F2 + · · ·+ xrFr > 0 (1.42)
sendo que c ∈ IRr, Fi = F
′
i ∈ IR
q×q, i = 1, . . . , r e x ∈ IRr sa˜o as varia´veis de decisa˜o do
problema. Este tipo de problema de otimizac¸a˜o e´ conhecido como programac¸a˜o semidefinida
(do ingleˆs, Semidefinite Programming — SDP) e tem a convexidade como principal aspecto,
permitindo uma soluc¸a˜o nume´rica eficiente por meio de pacotes computacionais especializa-
dos. Frequ¨entemente, a programac¸a˜o semidefinida e´ usada para resolver o seguinte problema
de factibilidade: encontre x ∈ IRr tal que F (x) > 0. A desigualdade F (x) > 0 e´ linear ou,
mais especificamente, e´ afim nas varia´veis de decisa˜o x, e assim esse problema de factibilidade
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e´ usualmente chamado na literatura de desigualdade matricial linear (LMI). Para o caso de
sistemas precisamente conhecidos, as condic¸o˜es apresentadas nas sec¸o˜es anteriores sa˜o bem co-
nhecidas e amplamente difundidas na literatura e, dentre as ferramentas nume´ricas existentes
para a resoluc¸a˜o de uma LMI, destacam-se o algoritmo de pontos interiores [GN97] implemen-
tado no LMI Control Toolbox [GNLC95] e a te´cnica de otimizac¸a˜o sobre cones homogeˆneos duais
implementada no pacote de domı´nio pu´blico SeDuMi [Stu99], que e´ utilizado dentro da plata-
forma Matlab. Outros aspectos teo´ricos importantes da programac¸a˜o semidefinida podem ser
encontrados no tutorial [VB96].
1.1.6 LMIs dependentes de paraˆmetros
Para sistemas lineares incertos, as desigualdades matriciais apresentadas nas sec¸o˜es anteriores
podem ser colocadas em uma representac¸a˜o mais geral dada por: ∀α ∈ ΩN , ∃p ∈ IR
M tal que
G(p, α) , G0(α) + p1G1(α) + · · ·+ pMGM(α) > 0 (1.43)
sendo ΩN um subconjunto compacto do IR
N . As matrizes G0(·), G1(·), . . . , GM(·) sa˜o func¸o˜es
definidas em ΩN e assumem valores no conjunto das matrizes sime´tricas de dimensa˜o IR
n×n
(para as desigualdades de ana´lise de estabilidade). De fato, (1.43) representa uma forma geral
de um problema de factibilidade para uma LMI dependente de paraˆmetros, no caso, dependente
do vetor de paraˆmetros incertos α ∈ ΩN . As varia´veis pi, i = 1, . . . ,M (a serem determinadas)
surgem a partir de uma escolha particular para a estrutura da matriz de Lyapunov dependente
de paraˆmetros P (α) = P (α)′, sendo esta a primeira fonte poss´ıvel de suficieˆncia introduzida na
avaliac¸a˜o da factibilidade das desigualdades matriciais. Por outro lado, a escolha particular de
uma estrutura para a matriz de Lyapunov permite que a LMI dependente de paraˆmetros possa
ser resolvida por meio de um conjunto finito de LMIs que independem dos paraˆmetros. A escolha
mais simples e usual e´ P (α) = P , gerando os resultados baseados na estabilidade quadra´tica,
que permitiram uma caracterizac¸a˜o convexa para va´rios problemas de ana´lise, s´ıntese e filtragem
robusta. Em func¸a˜o do alto grau de conservadorismo dos resultados baseados na estabilidade
quadra´tica, principalmente no caso de paraˆmetros incertos invariantes no tempo, a pro´xima
estrutura investigada na literatura foi a afim nos paraˆmetros, isto e´, P (α) =
∑N
i=1 αiPi. Uma
discussa˜o mais completa desta estrutura e´ feita no Cap´ıtulo 2. A principal contribuic¸a˜o desta
tese e´ caracterizar as soluc¸o˜es de (1.43) de forma exata quando ΩN = ∆N , isto e´, por meio
de uma estrutura para a func¸a˜o de Lyapunov sem que haja perda de generalidade quando
ΩN = ∆N . No Cap´ıtulo 5 e´ mostrado que (1.43) pode ser completamente caracterizada por
meio da estrutura polinomial homogeˆnea para a func¸a˜o de Lyapunov P (α). A pro´xima sec¸a˜o
apresenta notac¸o˜es e definic¸o˜es para a que parametrizac¸a˜o dos testes de estabilidade e o coˆmputo
de normas H2 e H∞ por meio de matrizes de Lyapunov polinomiais homogeˆneas possa ser feita
de forma sistema´tica.
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1.2 Notac¸o˜es e Definic¸o˜es
Considere que a func¸a˜o de Lyapunov P (α) possua uma dependeˆncia afim nos paraˆmetros
incertos α ∈ ∆N e e´ representada por
P (α) = α1P1 + α2P2 + . . .+ αNPN (1.44)
sendo que Pi ∈ IR
n×n, i = 1, . . . , N sa˜o matrizes sime´tricas com n(n + 1)/2 varia´veis escalares
a serem determinadas. Note que as matrizes de Lyapunov P podem ser denotadas de maneira
simples por meio do acre´scimo do sub´ındice i. Para o caso de uma dependeˆncia polinomial de
grau maior que um, essa notac¸a˜o na˜o e´ adequada. Por exemplo, considere que P (α) possui uma
dependeˆncia polinomial homogeˆnea de grau dois para um sistema com dois paraˆmetros incertos
(α = [α1 α2]
′). Em princ´ıpio, a escolha usual seria
P (α) = α21P1 + α1α2P2 + α
2
2P3 (1.45)
Entretanto, essa notac¸a˜o na˜o permite a generalizac¸a˜o necessa´ria para os me´todos propostos na
tese. Por outro lado, a notac¸a˜o
P2(α) = α
2
1P20 + α1α2P11 + α
2
2P02 (1.46)
para esse mesmo exemplo, pode ser expressa de forma sistema´tica, ou seja, fazendo que os ı´ndices
das matrizes P ’s acompanhem os ı´ndices de seus respectivos monoˆmios. Observe tambe´m que
o grau da func¸a˜o e´ colocado de forma expl´ıcita como sub´ındice de P (α).
Exemplos:
(a) N = 2, g = 3: P3(α) = α
3
2P03 + α1α
2
2P12 + α
2
1α2P21 + α
3
1P30.
(b) N = 3, g = 1: P1(α) = α3P001 + α2P010 + α1P100.
(c) N = 3, g = 2: P2(α) = α
2
3P002 + α2α3P011 + α
2
2P020 + α1α3P101 + α1α2P110 + α
2
1P200.
Note, por exemplo, que no item (c) os sub´ındices (N -uplas) das P ’s podem ser agrupados em
um conjunto dado por {002, 011, 020, 101, 110, 200}. Doravante esse conjunto sera´ denotado por
K(g), que e´ definido formalmente como o conjunto das N -uplas obtidas como todas as poss´ıveis
combinac¸o˜es de k1k2 · · · kN , ki ∈ Z+, i = 1, . . . , N tal que k1 + k2 + · · ·+ kN = g. O nu´mero de
N -uplas em K(g) e´ dado por
J(g) =
(N + g − 1)!
g!(N − 1)!
(1.47)
O elemento Kℓ(g) e´ a ℓ-e´sima N -upla de K(g), que, por questo˜es de padra˜o, sa˜o ordenadas
lexicamente, ℓ = 1, . . . , J(g). Exemplos:
(a) N = 2 e g = 5: J(5) = 6 e K(5) = {05, 14, 23, 32, 41, 50}, com K1(5) = 05, K2(5) = 14,
etc.
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(b) N = 3 e g = 2: J(2) = 6 e K(2) = {002, 011, 020, 101, 110, 200}, com K3(2) = 020,
K6(2) = 200, etc.
(c) N = 4 e g = 1: J(1) = 4 e K(2) = {0001, 0010, 0100, 1000}, com K1(1) = 0001, K2(1) =
0010, etc.
Com o conjunto K(g), pode-se definir de maneira gene´rica a matriz de Lyapunov P (α) com
dependeˆncia polinomial homogeˆnea de grau arbitra´rio g nos paraˆmetros incertos α ∈ ∆N como
Pg(α) ,
J(g)∑
j=1
αk11 α
k2
2 · · ·α
kN
N PKj(g) ; k1k2 · · · kN = Kj(g) (1.48)
Frequ¨entemente, tambe´m sera´ necessa´rio tratar o produto de polinoˆmios homogeˆneos, por
exemplo:
Pg(α)A(α), A(α) ∈ A (1.49)
Esse produto resulta em um polinoˆmio homogeˆneo com grau g + 1, pois A(α) ∈ A e´ afim nos
paraˆmetros. A parametrizac¸a˜o para esse produto necessita de mais definic¸o˜es.
A soma e a subtrac¸a˜o entre duas N -uplas Ki(g) e Kj(g) sa˜o feitas elemento a elemento:
K4(5) +K3(5) = 32 + 23 = 55
Cada elemento Kℓ(g) define um conjunto G obtido a partir da seguinte operac¸a˜o: para um dado
d ∈ Z+, G = Kℓ(g) − Kr(d), r = 1, . . . , J(d). Claramente, quando d = 0, G = {Kℓ(g)}. As
N -uplas Gr, r = 1, . . . , J(d) com ki’s na˜o negativos sa˜o usadas para construir o procedimento
sistema´tico para gerac¸a˜o de LMIs. As N -uplas com ki’s negativos sa˜o descartadas. Associado
a cada N -upla Gr, define-se:
(1) o conjunto Ir com elementos dados por subconjuntos de i, i ∈ {1, 2, . . . , N}, com ki’s
diferentes de zero.
(2) Gir como sendo igual a Gr mas com ki > 0 substitu´ıdo por ki− 1. Note que G
i
r calculado a
partir de G = Kℓ(g+ d+1)−Kr(d), r = 1, . . . , J(d) produz N -uplas pertencentes a K(g).
Em particular, a func¸a˜o de Gir e´ indexar produtos do tipo (1.49).
(3) o coeficiente Cr dado por d!/(k1!k2! · · · kN !) com k1k2 · · · kN = Kr(d).
Exemplos:
(a) N = 2, g = 5 e d = 2: J(5) = 6, K(5) = {05, 14, 23, 32, 41, 50}, J(2) = 3, K(2) =
{02, 11, 20}. Para ℓ = 1 (a primeira N -upla de K(5)), tem-se K1(5)−Kr(2), r = 1, . . . , 3,
que fornece G = {05}−{02, 11, 20} = {03,♦4,♦5}, sendo que ♦ indica um inteiro negativo.
As N -uplas com ♦ (r = 2, 3) sa˜o ignoradas na gerac¸a˜o das LMIs. O conjunto I1 e´ dado
por {2}, G21 = {02} e C1 = 2!/(0!2!) = 1. Para ℓ = 4 (quarta N -upla), K4(5)−Kr(2), r =
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1, . . . , 3 que fornece G = {32} − {02, 11, 20} = {30, 21, 12}. Os conjuntos associados sa˜o
I1 = {1}, I2 = {1, 2}, I3 = {1, 2}, os elementos de G sa˜o G
1
1 = {20}, G
1
2 = {11}, G
2
2 =
{20}, G13 = {02}, G
2
3 = {11}, e C1 = 2!/(0!2!) = 1, C2 = 2!/(1!1!) = 2, C3 = 2!/(2!0!) = 1.
As outras N -uplas Kℓ(g) sa˜o geradas de maneira ana´loga.
(b) N = 3, g = 3 e d = 1: J(3) = 10, K(3) = {003, 012, 021, 030, 102, 111, 120, 201, 210, 300},
J(1) = 3, K(2) = {001, 010, 100}. Para ℓ = 3 (a terceira N -upla de K(3)), tem-se
K3(3) − Kr(1), r = 1, . . . , 3, que fornece G = {021} − {001, 010, 100} = {020, 011,♦21}.
Os conjuntos associados sa˜o I1 = {2}, I2 = {2, 3}, os elementos de G sa˜o G
2
1 = {010},
G22 = {001}, G
3
2 = {010}, e C1 = 1!/(0!0!1!) = 1, C2 = 1!/(0!1!0!) = 1,
A raza˜o para a gerac¸a˜o do conjunto G em func¸a˜o dos conjuntos Kℓ(g), ℓ = 1, . . . , J(g) e
Kr(d), r = 1, . . . , J(d) e´ para parametrizac¸a˜o de, por exemplo:
(α1 + α1 + . . .+ αN)
dPg(α)A(α), A(α) ∈ A (1.50)
nesse caso, o nu´mero de monoˆmios e´ parametrizado como func¸a˜o de g e d. Note que no caso
d = 0, o conjunto G e´ a pro´pria N -upla Kℓ(g) e os itens 1, 2 e 3 definidos para o conjunto G
aplicam-se diretamente sobre a N -upla Kℓ(g). Esse caso em particular e´ usado nos Cap´ıtulos 3
e 4, que tambe´m necessitam da definic¸a˜o de um coeficiente escalar βiℓ(g + 1) dado por
βiℓ(g + 1) = g!/(k1!k2! . . . kN !), com k1k2 . . . kN = K
i
ℓ(g + 1)
Especialmente para o Cap´ıtulo 2, no qual sa˜o consideradas apenas func¸o˜es de Lyapunov com
dependeˆncia afim nos paraˆmetros (g = 1), e´ necessa´rio definir treˆs coeficientes, dados por
Cℓi (d, a) =


d!
k1! · · · (ki − a)! · · · kN !
, se ki − a ∈ Z+
0 , caso contra´rio
Cℓij(d, a, b) =


d!
k1! · · · (ki − a)! · · · (kj − b)! · · · kN !
, se
{
ki − a ∈ Z+
kj − b ∈ Z+
0 , caso contra´rio
Cℓijℓ(d, a, b, c) =
=


d!
k1! · · · (ki − a)! · · · (kj − b)! · · · (kℓ − c)! · · · kN !
, se


ki − a ∈ Z+
kj − b ∈ Z+
kℓ − c ∈ Z+
0 , caso contra´rio
com todos dependendo de k1k2 · · ·kn = Kℓ(d), ℓ = 1, . . . , J(d).
A notac¸a˜o apresentada e´ necessa´ria para parametrizar testes de estabilidade robusta e coˆm-
puto de normas H2 e H∞ baseados em func¸o˜es de Lyapunov polinomiais homogeˆneas de grau
arbitra´rio e em relaxac¸o˜es baseadas no Teorema de Po´lya, apresentadas no Cap´ıtulo 2. Com
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a parametrizac¸a˜o, a metodologia proposta e´ baseada em condic¸o˜es LMIs, geradas da maneira
sistema´tica a partir de paraˆmetros arbitrados pelo usua´rio. O ponto principal da notac¸a˜o e´ a
gerac¸a˜o do conjunto K(g), ou seja, a gerac¸a˜o do conjunto soluc¸a˜o da igualdade
k1 + k2 + . . .+ kN = g, g ∈ Z+, ki ∈ Z+, i = 1, . . . , N (1.51)
Este problema pode ser resolvido a partir de um algoritmo recursivo, que pode ser encontrado
no livro [NW78]. Para aumentar a eficieˆncia computacional, os conjuntos soluc¸o˜es para valores
de N e g podem ser calculados previamente e armazenados em arquivo.
Plataforma Computacional
Todos os experimentos nume´ricos apresentados nos pro´ximos cap´ıtulos foram realizados em
um computador pessoal com as seguintes caracter´ısticas:
Processador: Pentium IV 2.6 GHz
Memo´ria RAM: 512 MB
Sistema Operacional: Windows 2000
Matlab: Versa˜o 7.0.1
Capı´tulo 2
Func¸o˜es de Lyapunov Afins nos Paraˆmetros
A proposta deste cap´ıtulo e´ fornecer uma caracterizac¸a˜o para LMIs dependentes de paraˆ-
metros ligadas a` estabilidade robusta de sistemas lineares polito´picos por meio de func¸o˜es de
Lyapunov com dependeˆncia afim nos paraˆmetros. Como e´ mostrado nos cap´ıtulos posteriores,
as func¸o˜es de Lyapunov com dependeˆncia afim nos paraˆmetros na˜o sa˜o capazes de caracterizar
completamente as soluc¸o˜es de uma LMI dependente de paraˆmetros. Entretanto, caracterizar
de forma completa os resultados baseados nessas func¸o˜es e´ um resultado importante pois essa
classe de func¸o˜es ainda continua sendo usada na literatura recente em diversos contextos da
teoria de controle. A primeira sec¸a˜o deste cap´ıtulo faz uma revisa˜o dos resultados mais impor-
tantes baseados em func¸o˜es de Lyapunov com dependeˆncia afim nos paraˆmetros no contexto de
estabilidade e s´ıntese de controladores para sistemas lineares incertos.
2.1 Introduc¸a˜o
Testes de estabilidade robusta para sistemas lineares incertos baseados na estabilidade qua-
dra´tica, isto e´, por meio do uso da func¸a˜o quadra´tica v(x) = x′Px sendo P uma matriz sime´trica
definida positiva que independe dos paraˆmetros incertos, sa˜o formulados em termos de um con-
junto de LMIs definidas somente nos ve´rtices do politopo. A existeˆncia de uma soluc¸a˜o fact´ıvel
garante a estabilidade de todo o domı´nio de incertezas. Em contraste com a simplicidade na
programac¸a˜o dos testes ([GNLC95], [Stu99]), o grau de conservadorismo dos resultados aumenta
drasticamente a` medida que a ordem do sistema e o nu´mero de ve´rtices aumentam (veja a ana´lise
nume´rica feita em [LMRP02], [dOOL+02a]), principalmente no contexto de sistemas invariantes
no tempo. O fato de a matriz de Lyapunov independer dos paraˆmetros torna os resultados da
estabilidade quadra´tica mais adequados para tratar sistemas variantes no tempo sujeitos a taxas
de variac¸o˜es parame´tricas arbitra´rias.
Abordagens baseadas em func¸o˜es de Lyapunov que dependem linearmente dos paraˆmetros
incertos v(x) = x′P (α)x, sendo que P (α) depende de forma afim de α, surgiram com o objetivo
de fornecer resultados menos conservadores do que a estabilidade quadra´tica. O principal desafio
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era, assim como no caso da estabilidade quadra´tica, obter testes convexos baseados em um
nu´mero finito de LMIs definidas apenas nos ve´rtices do domı´nio de incertezas. De modo geral,
a dificuldade encontrada foi como tratar de maneira convexa produtos entre as matrizes do
sistema e a matriz de Lyapunov, sendo que ambas dependem de forma afim nos paraˆmetros
incertos. Essa dificuldade foi pela primeira vez solucionada em [GAC96], [FAG96], por meio de
restric¸o˜es adicionais sobre a matriz de Lyapunov (multiconvexidade). Essa abordagem tambe´m
permite tratar incertezas variantes no tempo bem como computar custos garantidos H∞.
Uma importante contribuic¸a˜o para a estabilidade robusta de sistemas polito´picos surgiu em
[GdOH98]. Pela primeira vez, a construc¸a˜o da func¸a˜o de Lyapunov com dependeˆncia afim nos
paraˆmetros usada para garantir a estabilidade robusta poˆde ser feita de maneira sistema´tica, a
partir de um teste de factibilidade de LMIs definidas nos ve´rtices do domı´nio incerto. Desse teste
obte´m-se um conjunto de matrizes de Lyapunov cuja combinac¸a˜o convexa constitui a func¸a˜o de
Lyapunov com dependeˆncia afim nos paraˆmetros. A esseˆncia desse resultado e´ o desacoplamento
entre a matriz dinaˆmica do sistema e a matriz de Lyapunov por meio da inserc¸a˜o de varia´veis
adicionais. Apesar desse resultado ter sido obtido no contexto de positividade real de sistemas,
uma caracterizac¸a˜o similar pode ser obtida por meio do Lema de Finsler [dOS01]. Resultados
equivalentes para o caso discreto foram apresentados em [dOGH99], sendo que esses permitem
a extensa˜o imediata das condic¸o˜es de ana´lise para a s´ıntese de controladores [dOBG99] e filtros
robustos [dOGB02]. Em [PABB00], os resultados de [GdOH98] e [dOGH99] foram generalizados
para tratarem qualquer regia˜o convexa (D-estabilidade) no plano complexo.
Explorando a estrutura alge´brica da condic¸a˜o de Lyapunov aplicada a uma matriz gene´rica
dentro do politopo, condic¸o˜es suficientes para a existeˆncia de uma matriz de Lyapunov com
dependeˆncia afim nos paraˆmetros que garante a estabilidade do politopo sa˜o apresentadas em
[RP01] (caso Schur) e [RP02] (caso Hurwitz). As condic¸o˜es em [RP01], [RP02] sa˜o, em geral,
menos conservadoras que as condic¸o˜es apresentadas em [dOGH99], [GdOH98], [PABB00], e to-
das conteˆm a estabilidade quadra´tica como caso particular. Uma comparac¸a˜o nume´rica entre
essas condic¸o˜es pode ser encontrada em [dOOL+02b] e um resultado mais geral pode ser encon-
trado em [LP03], que apresenta resultados menos conservadores introduzindo varia´veis extras
que tambe´m dependem linearmente dos paraˆmetros.
O objetivo deste cap´ıtulo e´ investigar a estabilidade Hurwitz (Schur) de um sistema linear
polito´pico por meio da existeˆncia de uma func¸a˜o de Lyapunov linearmente dependente de paraˆ-
metros. Usando o resultado de [RP02] como ponto de partida, e´ definida uma famı´lia de LMIs
de precisa˜o crescente que fornece resultados cada vez menos conservadores. O nu´mero de varia´-
veis de decisa˜o permanece constante, sendo determinado pelo nu´mero de ve´rtices do politopo e
pela ordem das matrizes, e o nu´mero de LMIs aumenta a cada passo. Sempre que uma func¸a˜o
de Lyapunov linearmente dependente de paraˆmetros existe, a necessidade e´ atingida atrave´s do
procedimento de relaxac¸a˜o convergente. As condic¸o˜es propostas podem ser vistas como uma ex-
tensa˜o do Teorema de Po´lya aplicado a func¸o˜es polinomiais com coeficientes matriciais [HLP52].
Essa estrate´gia foi usada em [Sch05] para ana´lise de estabilidade de sistemas na forma LFT e
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em outros contextos envolvendo programac¸a˜o copositiva [dKP02].
2.2 Preliminares
Considere o sistema linear polito´pico dado em (1.5). O objetivo e´ obter condic¸o˜es necessa´rias
e suficientes computacionalmente verifica´veis de forma que uma matriz de Lyapunov sime´trica
definida positiva com dependeˆncia afim nos paraˆmetros
P (α) =
N∑
i=1
αiPi, α ∈ ∆N (2.1)
com Pi = P
′
i > 0, i = 1, . . . , N a determinar, garanta a estabilidade Hurwitz (Schur) de A por
meio do uso da func¸a˜o de Lyapunov v(x) = x′P (α)x.
Assim como nos Lemas 1.1 e 1.2, os pro´ximos lemas fornecem condic¸o˜es necessa´rias e sufici-
entes para estabilidade Hurwitz (Schur) deA em termos de uma matriz de Lyapunov dependente
de paraˆmetros gene´rica P (α) = P (α)′ > 0, resultando tambe´m em problemas de otimizac¸a˜o de
dimensa˜o infinita.
Lema 2.1 O sistema (1.5) e´ Hurwitz esta´vel se e somente se existir uma matriz sime´trica
definida positiva P (α) ∈ IRn×n tal que uma das seguintes condic¸o˜es equivalentes seja verificada
∀ α ∈ ∆N :
(a) Γ(α) , A(α)′P (α) + P (α)A(α) < 0
(b) Γd(α) , (α1 + α2 + . . .+ αN)
d
(
A(α)′P (α) + P (α)A(α)
)
< 0, ∀ d ∈ Z+
A condic¸a˜o (a) e´ equivalente ao Lema 1.1. Para qualquer α ∈ ∆N fixo e para todos d ∈ Z+,
a equivaleˆncia entre (a) e (b) e´ imediata uma vez que α ∈ ∆N implica (
∑N
i=1 αi)
d = 1 para
todo d ∈ Z+. Note que P (α) no Lema 2.1 na˜o possui uma estrutura particular. O objetivo
e´ investigar condic¸o˜es necessa´rias e suficientes para a existeˆncia de P (α) dado por (2.1), uma
classe de func¸o˜es que pode fornecer resultados menos conservadores para a ana´lise da estabilidade
robusta de A do que a estabilidade quadra´tica. As propriedades alge´bricas da condic¸a˜o (b) do
Lema 2.1, que define uma famı´lia de polinoˆmios cujo nu´mero de monoˆmios e´ parametrizado por
d, sa˜o usadas para fornecer uma caracterizac¸a˜o completa da existeˆncia de P (α) dada por (2.1)
garantindo a estabilidade Hurwitz de A em termos de um nu´mero finito de LMIs formuladas
somente nos ve´rtices de A.
Um lema similar pode ser apresentado para a estabilidade Schur de A.
Lema 2.2 O sistema (1.5) e´ Schur esta´vel se e somente se existir uma matriz sime´trica de-
finida positiva P (α) ∈ IRn×n tal que uma das seguintes condic¸o˜es equivalentes seja verificada
∀ α ∈ ∆N :
(a) A(α)′P (α)A(α)− P (α) < 0
(b) (α1 + α2 + . . .+ αN)
d
(
A(α)′P (α)A(α)− P (α)
)
< 0, ∀ d ∈ Z+
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Os mesmos comenta´rios do Lema 2.1 tambe´m se aplicam ao Lema 2.2.
Diversos resultados surgiram na literatura fornecendo condic¸o˜es suficientes para a existeˆncia
de P (α) dada por (2.1) satisfazendo as condic¸o˜es (a) dos Lemas 2.1 (caso Hurwitz) e 2.2 (caso
Schur) [GdOH98, dOGH99, PABB00, RP01, RP02]. Na maioria dos casos, as condic¸o˜es sa˜o
simples de serem testadas, sendo formuladas em termos de LMIs definidas nos ve´rtices de A
mas nada e´ dito a respeito da necessidade das condic¸o˜es. Este cap´ıtulo e´ dedicado a resolver
esse problema, explorando as propriedades alge´bricas da condic¸a˜o (b) dos Lemas 2.1 e 2.2 para
construir uma famı´lia de condic¸o˜es LMIs que convergem para a necessidade a` medida que d
aumenta. O pro´ximo teorema e´ instrumental para a obtenc¸a˜o dos resultados propostos e e´
conhecido na literatura como Teorema de Po´lya [HLP52].
Teorema 2.1 Seja F (α) , F (α1, α2, . . . , αN) um polinoˆmio homogeˆneo real que e´ positivo
∀α ∈ ∆N . Enta˜o para um d ∈ Z+ suficientemente grande, o produto
(α1 + α2 + . . .+ αN )
dF (α)
tem todos os seus coeficientes estritamente positivos.
Atualmente, a maneira mais precisa para se determinar um limitante para o valor de d pode
ser encontrada em [PR01], reproduzida no contexto desta tese no pro´ximo teorema.
Teorema 2.2 Seja
F (α) =
J(g)∑
ℓ=1
Cℓ(g)βℓα
k1
1 α
k2
2 · · ·α
kN
N
com
Cℓ(g) = g!/(k1! · · ·kN !); k1k2 · · · kN = Kℓ(g)
uma func¸a˜o polinomial homogeˆnea de grau g que e´ positiva no domı´nio ∆N . O polinoˆmio
(α1 + α2 + · · ·+ αN )
dF (α)
tem todos os seus coeficientes estritamente positivos se
d >
g(g − 1)L
2κ
− g
sendo
L = max{|βℓ|, ℓ = 1, . . . , J(g)}, κ = min
α∈∆N
F (α)
Na pro´xima sec¸a˜o sa˜o apresentadas, como principais contribuic¸o˜es deste cap´ıtulo, condic¸o˜es
de estabilidade robusta que sa˜o suficientes e, para um d suficientemente grande, necessa´rias. A
prova da necessidade e´ baseada na generalizac¸a˜o do Teorema 2.1 para o caso de polinoˆmios com
coeficientes matriciais.
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2.3 Resultados Principais
Nesta sec¸a˜o, e´ mostrado como construir uma sequ¨eˆncia de condic¸o˜es LMIs de precisa˜o cres-
cente de tal forma que uma func¸a˜o de Lyapunov com dependeˆncia afim nos paraˆmetros P (α)
dada por (2.1) garanta a estabilidade Hurwitz (Schur) de A.
2.3.1 Caso Hurwitz
Note que, quando P (α) e´ dada por (2.1), o lado esquerdo da condic¸a˜o (a) no Lema 2.1 pode
ser escrito como
Γ(α) = A(α)′P (α) + P (α)A(α) =
N∑
i=1
α2i
(
A′iPi + PiAi
)︸ ︷︷ ︸
THi
+
N−1∑
i=1
N∑
j=i+1
αiαj
(
A′iPj + PjAi + A
′
jPi + PiAj
)︸ ︷︷ ︸
THij
(2.2)
Uma condic¸a˜o simples que garante a estabilidade Hurwitz de A e´ obtida impondo que Pi =
P ′i > 0 deve ser tal que THi < 0 e THij < 0, i = 1, . . . , N , j = i + 1, . . . , N . Claramente, essa
e´ uma condic¸a˜o suficiente para garantir que P (α) dada por (2.1) e´ uma matriz de Lyapunov
com dependeˆncia afim nos paraˆmetros que satisfaz as condic¸o˜es do Lema 2.1 (a). Esta ide´ia,
primeiramente explorada em [RP02], introduz algum conservadorismo, uma vez que, embora a
existeˆncia de Pi = P
′
i > 0 tal que THi < 0 seja uma condic¸a˜o necessa´ria para a estabilidade de
A (os ve´rtices devem ser esta´veis), THij na˜o necessariamente precisa ser definida negativa para
garantir que a soma geral seja definida negativa.
Observe que o lado direito de (2.2) e´ um polinoˆmio homogeˆneo com coeficientes matriciais
de grau dois no paraˆmetro α. Usando o lado esquerdo da condic¸a˜o (b) do Lema 2.1, polinoˆmios
de graus maiores podem ser obtidos, fornecendo para um d ∈ Z+ gene´rico
Γd(α) =
J(d+2)∑
ℓ=1
( N∑
i=1
Cℓi (d, 2)THi +
N−1∑
i=1
N∑
j=i+1
Cℓij(d, 1, 1)THij
)
︸ ︷︷ ︸
THℓ
αk11 α
k2
2 · · ·α
kN
N ;
k1k2 · · · kN = Kℓ(d+ 2) (2.3)
que e´ um polinoˆmio homogeˆneo de grau d+ 2. O principal resultado deste cap´ıtulo, em relac¸a˜o
a` estabilidade Hurwitz, e´ apresentado na sequ¨eˆncia.
Teorema 2.3 Uma matriz de Lyapunov com dependeˆncia afim nos paraˆmetros P (α) dada por
(2.1) garante a estabilidade Hurwitz de A se e somente se existirem matrizes sime´tricas definidas
positivas Pi, i = 1, . . . , N e um d ∈ Z+ suficientemente grande tais que, para ℓ = 1, . . . , J(d+2),
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as seguintes LMIs sa˜o verificadas
THℓ =
N∑
i=1
Cℓi (d, 2)THi +
N−1∑
i=1
N∑
j=i+1
Cℓij(d, 1, 1)THij < 0; k1k2 · · · kN = Kℓ(d+ 2) (2.4)
Prova: Suficieˆncia: E´ imediato mostrar que, se existirem matrizes sime´tricas definidas positivas
Pi, i = 1, . . . , N e d ∈ Z+ tais que (2.4) seja verificada para ℓ = 1, . . . , J(d + 2) enta˜o, da
expressa˜o (2.3), pode-se concluir que as condic¸o˜es do Lema 2.1 (b) sa˜o verificadas.
Necessidade: Definindo
L , max
ℓ=1,...,J(2)
λmax(−T
H
ℓ ); κ , min
α∈∆N
λmin(−Γ(α))
e´ claro que para qualquer vetor w tal que w′w = 1 tem-se
L ≥ max
ℓ=1,...,J(2)
w′(−THℓ )w; min
α∈∆N
w′(−Γ(α))w ≥ κ
Escolhendo d ∈ Z+ tal que d ≥ L/κ − 2, o Teorema 2.2 garante que todos os coeficientes
w′(−THℓ )w, ℓ = 1, . . . , J(d+2) do polinoˆmio w
′(−Γd(α))w sa˜o positivos. Uma vez que a escolha
de w e´ arbitra´ria, a conclusa˜o e´ que todas as LMIs Tℓ, ℓ = 1, . . . , J(d+2) sa˜o definidas negativas.
A principal ide´ia do Teorema 2.3 e´ simplesmente explorar a positividade dos paraˆmetros
α ∈ ∆N , impondo que cada termo em (2.4) seja definido negativo para garantir Γd(α) < 0. A`
medida que d aumenta, um conjunto maior de LMIs que sa˜o progressivamente menos restritivas
precisa ser verificado. Uma soluc¸a˜o fact´ıvel Pi = P
′
i > 0, i = 1, . . . , N para qualquer d fixo e´
suficiente para garantir Γd(α) < 0 e e´ tambe´m fact´ıvel para valores maiores de d. O nu´mero de
linhas de LMIs no Teorema 2.3 e´ dado por nJ(d + 2). Por outro lado, note que o nu´mero de
varia´veis escalares e´ dado por N(n+1)n/2 (elementos das matrizes sime´tricas Pi, i = 1, . . . , N)
e na˜o depende de d. Sempre que existir uma matriz de Lyapunov com dependeˆncia afim nos
paraˆmetros dada por (2.1), tal que Γ(α) < 0, o procedimento de relaxac¸a˜o converge para a
necessidade a` medida que d aumenta. Este resultado pode ser visto como a generalizac¸a˜o do
Teorema de Po´lya para o caso de func¸o˜es com coeficientes matriciais. O coˆmputo de um limitante
exato para d, entretanto, na˜o pode ser obtido a partir do Teorema 2.2, pois os coeficientes do
polinoˆmio original (considerando-se d = 0) sa˜o expresso˜es matriciais a serem determinadas,
impossibilitando o ca´lculo de L e κ.
Vale a pena mencionar que o caso d = 0 fornece uma condic¸a˜o suficiente que e´ equivalente
a` condic¸a˜o apresentada em [RP02]. Note tambe´m que, como discutido no Cap´ıtulo 5, a carac-
terizac¸a˜o completa da estabilidade Hurwitz (ou Schur) do politopo A pode necessitar, no caso
geral, de func¸o˜es de Lyapunov com dependeˆncia na˜o-linear (polinomial) em α.
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2.3.2 Caso Schur
Um desenvolvimento similar pode ser aplicado ao caso Schur. O lado esquerdo da condic¸a˜o
(a) no Lema 2.2 pode ser escrito como
A(α)′P (α)A(α)− P (α) = A(α)′P (α)A(α)−
( N∑
i=1
αi
)2
P (α) =
N∑
i=1
α3i
(
A′iPiAi − Pi
)
+
N∑
i=1
N∑
j 6=i;j=1
α2iαj
(
A′iPiAj + A
′
jPiAi + A
′
iPjAi − 2Pi − Pj
)
+
N−2∑
i=1
N−1∑
j=i+1
N∑
k=j+1
αiαjαk
(
A′jPiAk + A
′
kPiAj
+ A′iPjAk + A
′
kPjAi + A
′
iPkAj + A
′
jPkAi − 2(Pi + Pj + Pk)
)
(2.5)
Em [RP01], uma condic¸a˜o suficiente para a existeˆncia de P (α) dada por (2.1) que garante a
estabilidade Schur de A foi apresentada em termos dos coeficientes matriciais do polinoˆmio
homogeˆneo de grau treˆs dado em (2.5). Novamente, polinoˆmios de graus maiores podem ser
obtidos a partir do lado esquerdo da condic¸a˜o (b) do Lema 2.2, fornecendo para um d ∈ Z+
gene´rico
J(d+3)∑
ℓ=1
(
N∑
i=1
Cℓi (d, 3)TSi +
N∑
i=1
N∑
j 6=i;j=1
Cℓij(d, 2, 1)TSij
+
N−2∑
i=1
N−1∑
j=i+1
N∑
k=j+1
Cℓijk(d, 1, 1, 1)TSijk
)
αk11 α
k2
2 · · ·α
kN
N ;
k1k2 · · · kN = Kℓ(d+ 3) (2.6)
sendo que
TSi , A
′
iPiAi − Pi; TSij , A
′
iPiAj + A
′
jPiAi + A
′
iPjAi − 2Pi − Pj;
TSijk , A
′
jPiAk + A
′
kPiAj + A
′
iPjAk + A
′
kPjAi + A
′
iPkAj + A
′
jPkAi − 2(Pi + Pj + Pk)
Teorema 2.4 Uma matriz de Lyapunov com dependeˆncia afim nos paraˆmetros P (α) dada por
(2.1) garante a estabilidade Schur de A se e somente se existirem matrizes sime´tricas definidas
positivas Pi, i = 1, . . . , N e um d ∈ Z+ suficientemente grande tais que, para ℓ = 1, . . . , J(d+3),
as seguintes LMIs sa˜o verificadas
T Sℓ =
N∑
i=1
Cℓi (d, 3)TSi +
N∑
i=1
N∑
j 6=i;j=1
Cℓij(d, 2, 1)TSij
+
N−2∑
i=1
N−1∑
j=i+1
N∑
k=j+1
Cℓijk(d, 1, 1, 1)TSijk < 0;
k1k2 · · · kN = Kℓ(d+ 3) (2.7)
Prova: Similar a` prova do Teorema 2.3.
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2.3.3 Estudo de caso: N = 2
Considere que as condic¸o˜es do Teorema 2.3 sa˜o aplicadas a um politopo A com N = 2
ve´rtices. Nesse caso,
TH1 = A
′
1P1 + P1A1, TH2 = A
′
2P2 + P2A2,
TH12 = A
′
1P2 + P2A1 + A
′
2P1 + P1A2
Enta˜o, para d = 0, o nu´mero de LMIs e´ J(2) = 3, K(2) = {02, 11, 20} e as LMIs sa˜o
TH1 < 0, TH2 < 0 (2.8)
que sa˜o condic¸o˜es necessa´rias e
TH12 < 0 (2.9)
Para d = 1, o nu´mero de LMIs e´ J(3) = 4, K(3) = {03, 12, 21, 30} e as LMIs sa˜o (2.8) e
TH1 + TH12 < 0, TH2 + TH12 < 0 (2.10)
Note que uma soluc¸a˜o fact´ıvel para (2.8)-(2.9) tambe´m e´ fact´ıvel para (2.8)-(2.10), mas a re-
c´ıproca na˜o e´ necessariamente verdade, uma vez que a condic¸a˜o (2.9) e´ mais restritiva do que
(2.10). Para d = 2, o nu´mero de LMIs e´ J(4) = 5, K(4) = {04, 13, 22, 31, 40} e as LMIs sa˜o
(2.8) e
2TH1 + TH12 < 0, TH1 + TH2 + 2TH12 < 0, 2TH2 + TH12 < 0
Para d = 3, o nu´mero de LMIs e´ J(5) = 6, K(5) = {05, 14, 23, 32, 41, 50} e as LMIs sa˜o (2.8) e
3TH1 + TH12 < 0, 3TH2 + TH12 < 0
3TH1 + TH2 + 3TH12 < 0, 3TH2 + TH1 + 3TH12 < 0
e assim por diante. E´ importante enfatizar que a existeˆncia de P1 = P
′
1 > 0 e P2 = P
′
2 > 0
satisfazendo as LMIs (2.8) e´ uma condic¸a˜o necessa´ria para a estabilidade e que as novas LMIs
sa˜o obtidas como combinac¸o˜es lineares positivas de TH1 , TH2 e TH12 . Isso tambe´m e´ verificado
para valores maiores de N , isto e´, a existeˆncia de Pi = P
′
i > 0 tal que THi < 0, i = 1, . . . , N e´
uma condic¸a˜o necessa´ria para estabilidade Hurwitz de A (estabilidade dos ve´rtices) e as novas
LMIs sa˜o escritas como combinac¸o˜es lineares positivas de THi e THij . A` medida que d aumenta,
as novas LMIs tornam-se mais fa´ceis de serem verificadas e, se uma matriz de Lyapunov com
dependeˆncia afim nos paraˆmetros existe, a necessidade e´ atingida para um d suficientemente
grande.
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2.3.4 Condic¸o˜es Estendidas
Assim como nos Lemas 2.1 e 2.2, o pro´ximo lema fornece a condic¸a˜o extra para explorar o
Teorema de Po´lya nas condic¸o˜es estendidas por meio do Lema de Finsler nos Lemas 1.5 e 1.6.
Lema 2.3 O sistema (1.5) e´ Hurwitz (Schur) esta´vel se e somente se existir uma matriz
sime´trica definida positiva P (α) ∈ IRn×n e uma matriz dependente de paraˆmetros X (α) ∈ IR2n×n
tais que uma das seguintes condic¸o˜es equivalentes seja verificada ∀ α ∈ ∆N :
(a) Θ(α) , Q(α) +X(α)B(α) + B(α)′X(α)′ < 0
(b) Θd(α) , (α1 + α2 + . . .+ αN)
d
(
Q(α) +X(α)B(α) + B(α)′X(α)′
)
< 0; ∀ d ∈ Z+
com
B(α) =
[
A(α) −I
]
e Q(α) dada por
QH(α) =
[
0 P (α)
P (α) 0
]
, QS(α) =
[
−P (α) 0
0 P (α)
]
para os casos Hurwitz e Schur, respectivamente.
Assim como nos Lemas 2.1 e 2.2, α ∈ ∆N e a equivaleˆncia entre (a) e (b) e´ imediata. Para
um α fixo, a equivaleˆncia entre o Lema 2.3 e os Lemas 2.1 (a) e 2.2 (a) pode ser provada pelo
Lema de Finsler.
Se uma estrutura especial para P (α) e´ considerada, como por exemplo (2.1), do Lema 2.3
(a) podem ser obtidas condic¸o˜es LMIs menos conservadoras para avaliar a estabilidade Hurwitz
(Schur) de A seguindo as linhas apresentadas em [LP03]. Grac¸as a` varia´vel extra X(α), cuja
estrutura tambe´m e´ considerada como dependente de forma afim nos paraˆmetros, os resultados
obtidos em [LP03] sa˜o menos conservadores do que os resultados de [RP01] (caso Schur) e [RP02]
(caso Hurwitz). O me´todo de relaxac¸a˜o proposto neste cap´ıtulo tambe´m pode ser aplicado a`
condic¸a˜o (b) no Lema 2.3, como enuncia o pro´ximo teorema.
Teorema 2.5 Uma matriz de Lyapunov com dependeˆncia afim nos paraˆmetros P (α) dada
por (2.1) garante a estabilidade de A se e somente se existirem matrizes sime´tricas definidas
positivas Pi, i = 1, . . . , N , matrizes Xi ∈ IR
2n×n, i = 1, . . . , N e um d ∈ Z+ suficientemente
grande tais que, para ℓ = 1, . . . , J(d+ 2), as seguintes LMIs sa˜o verificadas
T Fℓ =
N∑
i=1
Cℓi (d, 2)TFi +
N−1∑
i=1
N∑
j=i+1
Cℓij(d, 1, 1)TFij < 0; k1k2 · · · kN = Kℓ(d+ 2) (2.11)
sendo que
TFi = Qi +XiBi + B
′
iX
′
i , TFij = Qi +Qj +XjBi + B
′
iX
′
j +XiBj + B
′
jX
′
i (2.12)
Bi = [Ai − I] e Qi, i = 1, . . . , N sa˜o dadas respectivamente, para os casos Hurwitz e Schur,
por
QHi =
[
0 Pi
Pi 0
]
, QSi =
[
−Pi 0
0 Pi
]
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Prova: A prova e´ similar a` do Teorema 2.3, sendo baseada no fato de que a parte (b) do
Lema 2.3 pode ser escrita como um polinoˆmio homogeˆneo de grau d+ 2 dado por
J(d+2)∑
ℓ=1
( N∑
i=1
Cℓi (d, 2)TFi +
N−1∑
i=1
N∑
j=i+1
Cℓij(d, 1, 1)TFij
)
αk11 α
k2
2 · · ·α
kN
N ;
k1k2 · · · kN = Kℓ(d+ 2) (2.13)
com P (α) dada por (2.1), X(α) por
X(α) =
N∑
i=1
αiXi, α ∈ ∆N
e
QH(α) =
N∑
i=1
αiQHi , QS(α) =
N∑
i=1
αiQSi , α ∈ ∆N
As LMIs do Teorema 2.5 garantem Θd(α) < 0 para todo α ∈ ∆N , ∀d ∈ Z+.
Em func¸a˜o das varia´veis extras Xi ∈ IR
2n×n, i = 1, . . . , N , os resultados obtidos por meio do
Teorema 2.5 sa˜o menos conservadores e conteˆm os resultados fornecidos pelos Teoremas 2.3 e 2.4
para um dado d. Veja [LP03] para uma discussa˜o sobre este aspecto quando d = 0. Ale´m disso,
essas matrizes extras permitem uma convergeˆncia mais ra´pida para a necessidade a` medida que
d cresce, como sera´ ilustrado por meio de exemplos nume´ricos na pro´xima sec¸a˜o.
Finalmente, note que e´ imediato estender o Teorema 2.5 para tratar ana´lise de estabilidade
robusta em relac¸a˜o a uma regia˜o convexa no plano complexo (D-estabilidade) com uma escolha
apropriada de Q(α), seguindo as linhas de [PABB00], [LP03].
2.4 Experimentos Nume´ricos
Primeiramente, se´ries de mil politopos de matrizes esta´veis foram geradas seguindo a meto-
dologia descrita em [LP03] para n = 2, 3, 4, N = 2, 3, 4. E´ importante enfatizar que esses mil
politopos na˜o sa˜o necessariamente identifica´veis como esta´veis por meio de func¸o˜es de Lyapunov
com dependeˆncia afim nos paraˆmetros.
Estes politopos esta´veis foram testados por meio das condic¸o˜es do Teorema 2.3 e do Teo-
rema 2.5 (caso Hurwitz, mostrado na Tabela 2.1) e Teorema 2.4 e Teorema 2.5 (caso Schur,
mostrado na Tabela 2.2) para d = 0, 1, 2, 3, 4, 5, 6, 7. Note que os resultados obtidos pelas condi-
c¸o˜es do Teorema 2.5 sa˜o sempre menos conservadores do que (ou igual, pelo menos) os resultados
dos Teoremas 2.3 (estabilidade Hurwitz) e 2.4 (estabilidade Schur). Note tambe´m que o nu´mero
ma´ximo de avaliac¸o˜es positivas usando o Teorema 2.5 ocorre para valores de d que sa˜o sempre
menores do que os valores correspondentes de d quando os Teoremas 2.3 e 2.4 sa˜o usados. De
fato, o nu´mero de politopos esta´veis identificados pelo Teorema 2.3 e pelo Teorema 2.4 esta´
(em geral) ainda aumentando com d e valores maiores de d seriam necessa´rios para atingir os
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d 0 1 2 3 4 5 6 7
n
N T2.3 T2.5 T2.3 T2.5 T2.3 T2.5 T2.3 T2.5 T2.3 T2.5 T2.3 T2.5 T2.3 T2.5 T2.3 T2.5
2 1000 1000 1000 1000 1000 1000 1000 1000 1000 1000 1000 1000 1000 1000 1000 1000
2 3 1000 1000 1000 1000 1000 1000 1000 1000 1000 1000 1000 1000 1000 1000 1000 1000
4 999 1000 999 1000 999 1000 999 1000 1000 1000 1000 1000 1000 1000 1000 1000
2 954 977 955 977 957 977 958 977 958 977 958 977 958 977 958 977
3 3 905 962 910 963 918 963 924 963 932 963 934 963 935 963 936 963
4 916 965 921 965 930 965 934 965 940 966 941 966 942 966 946 966
2 940 978 943 978 946 978 947 978 949 978 950 978 951 978 952 978
4 3 876 952 891 952 899 953 910 953 915 953 916 953 916 953 917 953
4 884 951 892 951 905 951 911 952 918 952 922 952 924 952 928 952
Tabela 2.1: Nu´mero de politopos identificados como esta´veis pelo Teorema 2.3 (T2.3) e pelo
Teorema 2.5 (T2.5), para n = 2, 3, 4 e N = 2, 3, 4 (mil politopos esta´veis foram gerados para
cada par n,N) como uma func¸a˜o de d ∈ {0, 1, 2, 3, 4, 5, 6, 7} (caso Hurwitz).
mesmos nu´meros fornecidos pelo Teorema 2.5. As tabelas tambe´m indicam que o nu´mero ma´-
ximo de politopos esta´veis que admitem uma func¸a˜o de Lyapunov com dependeˆncia afim nos
paraˆmetros dada por (2.1) provavelmente ja´ foi alcanc¸ado pelas condic¸o˜es do Teorema 2.5 para
d ≤ 4 em todos os casos analisados. Como discutido no Cap´ıtulo 5, func¸o˜es de Lyapunov com
dependeˆncia polinomial nos paraˆmetros sa˜o necessa´rias para afirmar a estabilidade robusta de
todos os politopos.
Para ilustrar como o procedimento de relaxac¸a˜o evolui a` medida que d cresce, dois exemplos
sa˜o considerados. O primeiro avalia a estabilidade Schur de um sistema polito´pico de N = 2
d 0 1 2 3 4 5 6 7
n
N T2.4T2.5T2.4T2.5T2.4T2.5T2.4T2.5T2.4T2.5T2.4T2.5T2.4T2.5T2.4T2.5
2 898 995 915 995 920 995 927 995 938 995 942 995 946 995 948 995
2 3 722 988 778 989 818 989 837 990 849 991 6868 991 882 991 893 991
4 592 984 685 988 733 988 774 988 796 988 817 988 830 988 841 988
2 871 969 898 969 907 969 916 969 919 969 924 969 927 969 934 969
3 3 700 915 764 920 797 921 822 921 836 921 849 921 857 921 866 921
4 568 887 677 895 720 896 739 897 760 898 782 898 798 898 811 898
2 877 960 891 960 905 960 912 960 919 960 922 960 926 960 931 960
4 3 686 905 741 907 786 909 807 909 822 909 830 910 841 910 848 910
4 548 848 633 858 685 859 714 861 737 861 755 861 766 861 773 861
Tabela 2.2: Nu´mero de politopos identificados como esta´veis pelo Teorema 2.4 (T2.4) e pelo
Teorema 2.5 (T2.5), para n = 2, 3, 4 e N = 2, 3, 4 (mil politopos esta´veis foram gerados para
cada par n,N) como uma func¸a˜o de d ∈ {0, 1, 2, 3, 4, 5, 6, 7} (caso Schur).
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d λmax(T
S
ℓ )
0 −0.024 3.175 0.718 −0.006
1 −0.024 1.464 0.605 0.378 −0.006
2 −0.024 −0.195 1.519 0.191 0.164 −0.006
3 −0.024 −1.737 1.250 0.643 0.222 0.020 −0.006
4 −0.024 −3.008 −0.491 1.252 0.111 0.228 −0.083 −0.006
5 −0.024 −3.814 −3.692 0.479 0.277 −0.066 0.144 −0.161 −0.006
6 −0.024 −4.219 −8.241 −3.281 −0.242 −0.910 −0.114 −0.029 −0.223 −0.006
Tabela 2.3: Evoluc¸a˜o do maior autovalor de T Sℓ em (2.7), ℓ = 1, . . . , J(d+ 3), para d = 0, . . . , 6
na ana´lise de estabilidade do sistema polito´pico descrito pelos ve´rtices (2.14) (caso Schur).
ve´rtices descrito pelas matrizes
A1 =
[
0.4041 1.4504
0.0368 0.4325
]
, A2 =
[
−0.1177 −0.2375
1.7534 −0.0484
]
(2.14)
Usando o procedimento de relaxac¸a˜o proposto no Teorema 2.4, a func¸a˜o de Lyapunov com
dependeˆncia afim nos paraˆmetros v(x) = x′(α1P1 + α2P2)x, α1 + α2 = 1, com ve´rtices
P1 =
[
0.7523 −0.7189
−0.7189 2.9316
]
, P2 =
[
2.4793 −0.1631
−0.1631 0.2065
]
foi obtida para d = 6. A Tabela 2.3 mostra os maiores autovalores das LMIs dadas por (2.7),
ℓ = 1, . . . , J(d+ 3), para d = 0, . . . , 6. Note que os valores nos ve´rtices, dados respectivamente
pelo maior autovalor de A′1P1A1 − P1 e A
′
2P2A2 − P2, sa˜o mantidos enquanto que os outros
evoluem ate´ todos tornarem-se negativos. Veja tambe´m a Figura 2.1, na qual o maior valor
de cada linha da Tabela 2.3 e´ mostrado em func¸a˜o de d, ilustrando como todos os coeficientes
matriciais tornam-se definidos negativos.
O segundo exemplo ilustra a evoluc¸a˜o das LMIs do Teorema 2.3 (caso Hurwitz) em func¸a˜o
de d. O sistema polito´pico e´ definido por N = 3 ve´rtices dados por
A1 =

 −0.0996 0.9846 −0.4496−0.9045 −0.0387 0.9657
0.6933 −0.7612 −0.4179

 , A2 =

 −0.4061 0.9017 −0.3194−0.3740 −0.1498 0.5358
−0.4592 −0.5424 −0.3608

 , (2.15)
A3 =

 −0.6327 −0.3142 0.87160.6263 −0.6932 0.9598
−0.0090 −0.9367 0.3422

 (2.16)
Todos os coeficientes matriciais tornam-se definidos negativos para d = 4, fornecendo a func¸a˜o
de Lyapunov com dependeˆncia afim nos paraˆmetros
v(x) = x′(α1P1 + α2P2 + α3P3)x, α ∈ ∆N
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Figura 2.1: Maior valor de λmax(T
S
ℓ ) dado por (2.7), ℓ = 1, . . . , J(d+3) em func¸a˜o de d = 0, . . . , 6
para a ana´lise de estabilidade do sistema polito´pico descrito pelos ve´rtices (2.14) (caso Schur).
descrita pelos ve´rtices
P1 =

 0.2125 −0.0922 −0.1425−0.0922 0.2555 −0.0179
−0.1425 −0.0179 0.2127

 , P2 =

 0.3590 0.0932 0.03350.0932 0.6263 0.0476
0.0335 0.0476 0.5642

 ,
P3 =

 0.2062 0.0694 −0.02490.0694 0.5477 −0.2869
−0.0249 −0.2869 0.8296


A Figura 2.2 mostra o maior valor de λmax de T
H
ℓ dado por (2.4), ℓ = 1, . . . , J(d+2) em func¸a˜o
de d = 0, . . . , 4. Note que, sempre que uma func¸a˜o de Lyapunov com dependeˆncia afim nos
paraˆmetros existe, a convergeˆncia e´ garantida pelo Teorema 2.2. Infelizmente, nada pode ser
dito sobre a evoluc¸a˜o do maior valor de λmax de T
H
ℓ , dado por (2.4), ℓ = 1, . . . , J(d + 2). Por
exemplo, na˜o existe garantia de um decrescimento monotoˆnico.
Como observac¸a˜o final, e´ interessante perceber que as varia´veis de decisa˜o extras no Teo-
rema 2.5 permitem que uma soluc¸a˜o fact´ıvel seja obtida com d = 0 em ambos os exemplos
considerados.
2.5 Conclusa˜o
Este cap´ıtulo apresentou um procedimento de relaxac¸a˜o usado para construir uma sequ¨eˆncia
de condic¸o˜es LMIs que garantem a existeˆncia de uma func¸a˜o de Lyapunov com dependeˆncia
afim nos paraˆmetros para a estabilidade Hurwitz (ou Schur) de um sistema linear na forma
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Figura 2.2: Maior valor de λmax(T
H
ℓ ), dado por (2.4), ℓ = 1, . . . , J(d + 2), em func¸a˜o de d =
0, . . . , 4 para a ana´lise de estabilidade do sistema polito´pico descrito pelos ve´rtices (2.15)-(2.16)
(caso Hurwitz).
polito´pica. A` medida que o nu´mero de LMIs aumenta as condic¸o˜es suficientes tornam-se tambe´m
necessa´rias para a existeˆncia de tal func¸a˜o. Os resultados podem ser facilmente estendidos para
tratar outros requisitos baseados em func¸o˜es de Lyapunov com dependeˆncia afim nos paraˆmetros
no contexto de sistemas de controle. Vale a pena ressaltar novamente que, no caso geral, a
estabilidade de sistemas polito´picos pode requerer func¸o˜es de Lyapunov com dependeˆncia na˜o
linear (polinomial) nos paraˆmetros, como discutido em detalhes no Cap´ıtulo 5.
Capı´tulo 3
Func¸o˜es de Lyapunov Polinomiais Homogeˆneas
As condic¸o˜es de estabilidade robusta apresentadas no Cap´ıtulo 2 exploram a positividade
de polinoˆmios homogeˆneos definidos no simplex unita´rio. As relaxac¸o˜es propostas baseiam-se
no Teorema de Po´lya e convergem a` medida que o grau do polinoˆmio em estudo cresce, sendo
que o nu´mero de varia´veis de decisa˜o permanece constante. O objetivo deste cap´ıtulo e´ tambe´m
analisar a estabilidade robusta de sistemas lineares polito´picos por meio da positividade de
polinoˆmios. Entretanto, as relaxac¸o˜es propostas baseiam-se no aumento do grau da func¸a˜o de
Lyapunov e consequ¨entemente, aumentam o nu´mero de varia´veis de decisa˜o e tambe´m o nu´mero
de LMIs envolvidas a` medida que o grau da func¸a˜o cresce. A pro´xima sec¸a˜o revisa alguns
resultados importantes baseados em func¸o˜es de Lyapunov polinomiais aplicadas na ana´lise de
estabilidade robusta de sistemas lineares incertos.
3.1 Introduc¸a˜o
Em func¸a˜o do conservadorismo dos resultados baseados em func¸o˜es de Lyapunov com depen-
deˆncia afim nos paraˆmetros, func¸o˜es de Lyapunov com dependeˆncia polinomial nos paraˆmetros
apareceram naturalmente como o pro´ximo passo na direc¸a˜o de caracterizar de forma menos
conservadora a estabilidade robusta de sistemas lineares incertos.
Em [Bli04a], condic¸o˜es na forma de LMIs baseadas em func¸o˜es de Lyapunov quadra´ticas
cuja matriz de Lyapunov possui dependeˆncia polinomial nos paraˆmetros usadas na ana´lise de
estabilidade robusta de sistemas lineares com incertezas descritas na forma afim foram apre-
sentadas. As condic¸o˜es sa˜o necessa´rias e suficientes no sentido de que a` medida que o grau
da func¸a˜o de Lyapunov cresce, a caracterizac¸a˜o da estabilidade robusta torna-se cada vez mais
precisa e, se o sistema e´ robustamente esta´vel, as LMIs fornecera˜o uma soluc¸a˜o fact´ıvel para
um grau finito. A principal desvantagem das condic¸o˜es propostas e´ o esforc¸o computacional
demandando a` medida que a complexidade (que depende do nu´mero de estados, paraˆmetros
incertos e grau do polinoˆmio) aumenta.
Outra abordagem baseada em func¸a˜o de Lyapunov com dependeˆncia polinomial homogeˆnea
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de grau arbitra´rio nos paraˆmetros foi apresentada em [CGTV05b]. Nesse trabalho as condic¸o˜es
de estabilidade robusta foram expressas por meio de uma representac¸a˜o completa de matriz
quadrada (do ingleˆs, complete square matrix representation — CSMR) de polinoˆmios homogeˆ-
neos com coeficientes matriciais, fornecendo famı´lias de condic¸o˜es LMIs suficientes de precisa˜o
crescente a` medida que o grau da func¸a˜o de Lyapunov aumenta. A ide´ia de CSMR de polinoˆmios
homogeˆneos e´ interessante, e tem sido aplicada em diversos contextos como sistemas variantes
no tempo [CGTV03a], [CGTV04a], sistemas com incertezas LFT [CGTV04b], problemas de
distaˆncia [CGTV03b], etc.
Em relac¸a˜o a condic¸o˜es de estabilidade robusta que na˜o sa˜o baseadas na abordagem de Lya-
punov, vale a pena mencionar alguns resultados recentes baseados na otimizac¸a˜o de polinoˆmios
positivos sobre conjuntos compactos [Las01]. Condic¸o˜es necessa´rias e suficientes para estabi-
lidade de sistemas lineares com incertezas na forma afim sa˜o dadas em [Che03], no qual uma
famı´lia de condic¸o˜es LMIs de precisa˜o crescente foi apresentada, pore´m a convergeˆncia global
na˜o e´ garantida. Uma abordagem similar surgiu em [HAPL04], transformando o teste de esta-
bilidade robusta na minimizac¸a˜o de um polinoˆmio multivaria´vel sobre um conjunto compacto
por meio de uma matriz de Hermite associada. No caso, essa matriz de Hermite pode ser vista
com uma func¸a˜o de Lyapunov dependente de paraˆmetros. As condic¸o˜es sa˜o dadas em termos
de uma sequ¨eˆncia de relaxac¸o˜es LMIs com convergeˆncia garantida (diferentemente de [Che03]).
Os dois me´todos mencionados acima foram formulados para tratar de sistemas com incertezas
na forma afim (sistema nominal afetado linearmente por paraˆmetros incertos) e podem tratar
de sistemas a tempo cont´ınuo e a tempo discreto.
Sistemas lineares com incertezas que admitem uma representac¸a˜o LFT foram investigados
por meio de func¸o˜es de Lyapunov que apresentam uma dependeˆncia racional nos paraˆmetros
incertos [PA01, DS00, Sch01, IS01, EH05]. Essas abordagens exploram a representac¸a˜o LFT e
podem tambe´m tratar incertezas na forma afim como um caso particular. Nesse caso a matriz
de Lyapunov e´ restrita a possuir uma dependeˆncia similar nos paraˆmetros (isto e´, afim), o que
pode levar a avaliac¸o˜es conservadoras. Relaxac¸o˜es assintoticamente exatas baseadas na extensa˜o
do Teorema de Po´lya para o caso de func¸o˜es com coeficientes matriciais foram apresentas para
sistemas na forma LFT em [Sch05]. Mais recentemente, esses resultados foram estendidos para
tratar de uma classe maior de incertezas por meio da decomposic¸a˜o de soma de quadrados
[SH06, Sch06, Par03].
Neste cap´ıtulo e´ apresentada uma metodologia para analisar a estabilidade robusta (Hurwitz
e Schur) de sistemas lineares polito´picos por meio da existeˆncia de func¸o˜es de Lyapunov com
dependeˆncia polinomial homogeˆnea de grau arbitra´rio nos paraˆmetros. Os testes sa˜o formulados
em termos de condic¸o˜es LMIs suficientes que tornam-se cada vez menos conservadoras a` medida
que o grau da func¸a˜o de Lyapunov aumenta. A metodologia tambe´m e´ aplicada nas condic¸o˜es
de estabilidade estendidas por meio de Lema de Finsler, fornecendo testes de estabilidade alter-
nativos, de diferentes complexidades. Comparac¸o˜es com outros me´todos da literatura sa˜o feitas
na sec¸a˜o de exemplos nume´ricos, mostrando a eficieˆncia da metodologia proposta.
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3.2 Preliminares
O objetivo deste cap´ıtulo e´ apresentar novas caracterizac¸o˜es para as LMIs dependentes de
paraˆmetros ligadas a` estabilidade robusta de sistemas lineares polito´picos dadas nos Lemas 1.1
(Hurwitz) e 1.2 (Schur) bem como para as LMIs dependentes de paraˆmetros estendidas por
meio do Lema de Finsler, dadas nos Lemas 1.5 (d) (Hurwitz) e 1.6 (d) (Schur). As condic¸o˜es
de estabilidade derivadas baseiam-se na particularizac¸a˜o da estrutura da func¸a˜o de Lyapunov
em (1.7), restringindo a matriz de Lyapunov P (α) a matrizes polinomiais homogeˆneas de grau
arbitra´rio nos paraˆmetros, dadas por
Pg(α) ,
J(g)∑
j=1
αk11 α
k2
2 · · ·α
kN
N PKj(g) ; k1k2 · · · kN = Kj(g) (3.1)
sendo que PKj(g) ∈ IR
n×n, j = 1, . . . , J(g) sa˜o matrizes sime´tricas (n(n+1)/2 varia´veis escalares)
a serem determinadas. Note que, para g = 0, P0(α) = P0 e´ a matriz de Lyapunov quadra´tica
convencional. Similarmente, g = 1 gera a matriz de Lyapunov com dependeˆncia afim nos
paraˆmetros, considerada no Cap´ıtulo 2. Uma condic¸a˜o suficiente para garantir que Pg(α) > 0
∀α ∈ ∆N e´ a imposic¸a˜o PKj(g) > 0, j = 1, . . . , J(g).
Para abordar a estabilidade Schur, um lema equivalente ao Lema 1.2 se faz necessa´rio.
Lema 3.1 O sistema (1.5) e´ Schur assintoticamente esta´vel se e somente se existir uma matriz
de Lyapunov dependente de paraˆmetros P (α) = P (α)′ ∈ IRn×n tal que
P (α) > 0,
[
−P (α) P (α)A(α)
⋆ −P (α)
]
< 0, ∀α ∈ ∆N (3.2)
A segunda desigualdade em (3.2) explora o complemento de Schur da condic¸a˜o original de
estabilidade apresentada no Lema 1.2, dada por A(α)′P (α)A(α) − P (α) < 0. A raza˜o para
trabalhar-se com o Lema 3.1 e´ a na˜o existeˆncia de produtos triplos (como A(α)′P (α)A(α)), que
demandaria mais notac¸o˜es e definic¸o˜es.
3.3 Resultados Principais
Na sequ¨eˆncia sa˜o apresentadas condic¸o˜es suficientes para a existeˆncia de Pg(α) dada por (3.1)
tal que as condic¸o˜es dos Lemas 1.1 e 1.5 (d) (caso Hurwitz) e Lemas 3.1 e 1.6 (d) (caso Schur)
sa˜o satisfeitas, garantido a estabilidade robusta de (1.5). O desenvolvimento e´ apresentado em
detalhes somente para a condic¸a˜o do Lema 1.1, pois os outros casos sa˜o similares.
Teorema 3.1 Se existirem matrizes sime´tricas definidas positivas PKj(g) ∈ IR
n×n, Kj(g) ∈
K(g), j = 1, . . . , J(g), tais que as seguintes LMIs sa˜o verificadas para todo Kℓ(g+1) ∈ K(g+1),
ℓ = 1, . . . , J(g + 1) ∑
i∈Iℓ(g+1)
(
A′iPKiℓ(g+1) + PKiℓ(g+1)Ai
)
< 0 (3.3)
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enta˜o a matriz de Lyapunov com dependeˆncia polinomial homogeˆnea nos paraˆmetros dada por
(3.1) garante a estabilidade Hurwitz de A. Ale´m disso, se as LMIs de (3.3) sa˜o verificadas para
um dado grau gˆ, enta˜o as LMIs correspondentes a qualquer grau g > gˆ tambe´m sa˜o verificadas.
Prova: Uma vez que PKj(g) = P
′
Kj(g)
> 0, Kj(g) ∈ K(g), j = 1, . . . , J(g), enta˜o Pg(α) > 0 para
todo α ∈ ∆N . Por outro lado, note que a expressa˜o A(α)
′P (α) + P (α)A(α) com A(α) ∈ A e
Pg(α) dada por (3.1) e´ uma matriz polinomial homogeˆnea de grau g + 1 que pode ser escrita
como
A(α)′P (α) + P (α)A(α) =
J(g+1)∑
ℓ=1
αk11 α
k2
2 · · ·α
kN
N

 ∑
i∈Iℓ(g+1)
(
A′iPKiℓ(g+1) + PKiℓ(g+1)Ai
) ;
k1k2 · · · kN = Kℓ(g + 1) (3.4)
A condic¸a˜o (3.3) imposta para todo ℓ, ℓ = 1, . . . , J(g + 1) garante A(α)′P (α) + P (α)A(α) < 0
para todo α ∈ ∆N .
Suponha que as LMIs de (3.3) sa˜o verificadas para um certo gˆ, isto e´, existem J(gˆ) matrizes
sime´tricas definidas positivas PKj(gˆ), j = 1, . . . , J(gˆ) tais que Pgˆ(α) e´ uma matriz de Lyapunov
com dependeˆncia polinomial homogeˆnea nos paraˆmetros garantindo a estabilidade robusta do
sistema. Enta˜o, os termos da matriz polinomial Pgˆ+1(α) = (α1 + · · ·+ αN )Pgˆ(α) satisfazem as
LMIs do Teorema 3.1 correspondentes ao grau gˆ+1, que podem ser obtidas nesse caso por uma
combinac¸a˜o linear positiva das LMIs do Teorema 3.1 para gˆ.
Algumas observac¸o˜es sa˜o necessa´rias neste momento. A principal ide´ia do Teorema 3.1
e´ simplesmente explorar a positividade de α ∈ ∆N , impondo que cada termo em (3.4) seja
definido negativo para garantir A(α)′P (α) + P (α)A(α) < 0 para todo α ∈ ∆N . As matrizes
que compo˜em a matriz de Lyapunov com dependeˆncia polinomial homogeˆnea Pg(α) bem como
as LMIs de (3.3) podem ser geradas a partir dos conjuntos K(g) e I(g). A` medida que o
grau g cresce, as condic¸o˜es tornam-se menos conservadoras uma vez que novas varia´veis sa˜o
introduzidas nas LMIs. Embora o nu´mero de LMIs tambe´m cresc¸a, cada LMI torna-se mais
fa´cil de ser verificada em func¸a˜o dos graus de liberdade fornecidos pelas novas varia´veis. Para
qualquer grau g, as condic¸o˜es de (3.3) sempre conteˆm as LMIs dadas por
A′iP0···g
i
···0 + P0···g
i
···0Ai < 0, i = 1, . . . , N (3.5)
que sa˜o, de fato, condic¸o˜es necessa´rias para a estabilidade robusta de A (estabilidade dos ve´rti-
ces). Note que A(α)′Pg(α)+Pg(α)A(α) < 0 com αi = 1 e αk = 0, k 6= i, corresponde a` condic¸a˜o
necessa´ria e suficiente para a estabilidade do ve´rtice Ai. Finalmente, vale a pena mencionar
que, para g = 0, as LMIs (3.3) reduzem-se ao bem conhecido teste de estabilidade quadra´tica,
isto e´, P0 > 0, A
′
iP0+P0Ai < 0, i = 1, . . . , N e para uma matriz de Lyapunov com dependeˆncia
afim nos paraˆmetros (isto e´, g = 1) dada por
P1(α) =
N∑
i=1
αiP0···1
i
···0
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teˆm-se as condic¸o˜es de estabilidade apresentadas no Cap´ıtulo 2 pelo Teorema 2.3 para d = 0.
Na sequ¨eˆncia sa˜o apresentadas condic¸o˜es suficientes para o Lema 1.5 (d) (Hurwitz) e para os
Lemas 3.1 e 1.6 (d) (Schur). Note que os Lemas 1.1 e 1.5 (d) sa˜o equivalentes para α ∈ ∆N fixo.
Entretanto, grac¸as a`s matrizes extras G(α) = Gg(α), H(α) = Hg(α), as condic¸o˜es suficientes
obtidas para o Lema 1.5 (d) sa˜o menos conservadoras do que (e tambe´m conteˆm) as condic¸o˜es
correspondentes obtidas para o Lema 1.1, ao prec¸o de trabalharem com mais varia´veis para o
mesmo grau g. O mesmo comenta´rio vale para os Lemas 3.1 e 1.6 (d) (caso Schur).
Teorema 3.2 Se existirem matrizes sime´tricas definidas positivas PKj(g) ∈ IR
n×n e matrizes
GKj(g) ∈ IR
n×n, HKj(g) ∈ IR
n×n Kj(g) ∈ K(g), j = 1, . . . , J(g), tais que as seguintes LMIs sa˜o
satisfeitas para todo Kℓ(g + 1) ∈ K(g + 1), ℓ = 1, . . . , J(g + 1)∑
i∈Iℓ(g+1)
[
A′iG
′
Ki
ℓ
(g+1)
+GKi
ℓ
(g+1)Ai PKi
ℓ
(g+1) −GKi
ℓ
(g+1) + A
′
iHKiℓ(g+1)
⋆ −HKi
ℓ
(g+1) −H
′
Ki
ℓ
(g+1)
]
< 0 (3.6)
enta˜o a matriz de Lyapunov com dependeˆncia polinomial homogeˆnea nos paraˆmetros dada por
(3.1), com Gg(α) e Hg(α) dadas por
Gg(α) =
J(g)∑
j=1
αk11 α
k2
2 · · ·α
kN
N GKj(g), Hg(α) =
J(g)∑
j=1
αk11 α
k2
2 · · ·α
kN
N HKj(g); (3.7)
k1k2 · · · kN = Kj(g)
sa˜o tais que as desigualdades do Lema 1.5 (d) sa˜o satisfeitas, garantindo a estabilidade Hurwitz
de A. Ale´m disso, se as LMIs de (3.6) sa˜o satisfeitas para um dado grau gˆ, enta˜o as LMIs
correspondentes a qualquer grau g > gˆ tambe´m sa˜o satisfeitas.
Prova: A prova e´ similar a` prova do Teorema 3.1. Com Pg(α) > 0 dado por (3.1), Gg(α),
Hg(α) dadas por (3.7) e A(α) ∈ A, o lado esquerdo de (1.37) pode ser escrito como uma matriz
polinomial homogeˆnea com coeficientes matriciais envolvendo o lado esquerdo das LMIs de (3.6).
Ao impor que cada LMI seja definida negativa, uma condic¸a˜o suficiente para que (1.37) seja
satisfeita e´ obtida. Novamente, se as condic¸o˜es de (3.6) sa˜o satisfeitas para um dado gˆ, enta˜o
Pgˆ+1(α) = (
∑N
i=1 αi)Pgˆ(α), Ggˆ+1(α) = (
∑N
i=1 αi)Ggˆ(α), Hgˆ+1(α) = (
∑N
i=1 αi)Hgˆ(α) sa˜o uma
soluc¸a˜o fact´ıvel para as LMIs de (3.6) para g = gˆ + 1.
Para o mesmo grau g, as condic¸o˜es do Teorema 3.2 conteˆm as condic¸o˜es do Teorema 3.1,
sendo em geral menos conservadoras. Outra observac¸a˜o interessante e´ que os graus dos po-
linoˆmios na˜o necessariamente precisam ser os mesmos em Pg(α) e em Gg(α) e Hg(α), gerando
famı´lias de condic¸o˜es suficientes de diferentes complexidades.
Teorema 3.3 Se existirem matrizes sime´tricas definidas positivas PKj(g) ∈ IR
n×n, Kj(g) ∈
K(g), j = 1, . . . , J(g), tais que as seguintes LMIs sa˜o satisfeitas para todo Kℓ(g+1) ∈ K(g+1),
ℓ = 1, . . . , J(g + 1) ∑
i∈Iℓ(g+1)
[
−PKi
ℓ
(g+1) PKi
ℓ
(g+1)Ai
⋆ −PKi
ℓ
(g+1)
]
< 0 (3.8)
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enta˜o a matriz de Lyapunov com dependeˆncia polinomial homogeˆnea nos paraˆmetros dada por
(3.1) garante a estabilidade Schur de A. Ale´m disso, se as LMIs de (3.8) sa˜o satisfeitas para
um dado grau gˆ, enta˜o as LMIs correspondentes a qualquer grau g > gˆ tambe´m sa˜o satisfeitas.
Prova: Similar a` prova do Teorema 3.1, sendo portanto omitida.
Teorema 3.4 Se existirem matrizes sime´tricas definidas positivas PKj(g) ∈ IR
n×n e matrizes
GKj(g) ∈ IR
n×n, HKj(g) ∈ IR
n×n Kj(g) ∈ K(g), j = 1, . . . , J(g), tais que as seguintes LMIs sa˜o
satisfeitas para todo Kℓ(g + 1) ∈ K(g + 1), ℓ = 1, . . . , J(g + 1)
∑
i∈Iℓ(g+1)
[
A′iG
′
Ki
ℓ
(g+1)
+GKi
ℓ
(g+1)Ai − PKi
ℓ
(g+1) −GKi
ℓ
(g+1) + A
′
iHKiℓ(g+1)
⋆ PKi
ℓ
(g+1) −HKi
ℓ
(g+1) −H
′
Ki
ℓ
(g+1)
]
< 0 (3.9)
enta˜o a matriz de Lyapunov com dependeˆncia polinomial homogeˆnea nos paraˆmetros dada por
(3.1), com Gg(α) e Hg(α) dadas por (3.7) sa˜o tais que as condic¸o˜es do Lema 1.6 (d) sa˜o satis-
feitas, garantido a estabilidade Schur de A. Ale´m disso, se as LMIs de (3.9) sa˜o satisfeitas para
um dado grau gˆ, enta˜o as LMIs correspondentes a qualquer grau g > gˆ tambe´m sa˜o satisfeitas.
Prova: Similar a` prova do Teorema 3.2, sendo portanto omitida.
Equivalentemente ao caso Hurwitz, o Teorema 3.4 fornece condic¸o˜es mais gerais do que o
Teorema 3.3 para o mesmo grau g. Do mesmo modo, outras condic¸o˜es suficientes poderiam ser
obtidas ao considerarem-se diferentes graus para os polinoˆmios Pg(α), Gg(α) e Hg(α).
3.4 Complexidade Nume´rica
A complexidade nume´rica associada a`s condic¸o˜es suficientes para a estabilidade robusta
apresentadas neste cap´ıtulo pode ser estimada a partir do nu´mero K de varia´veis escalares e o
nu´mero L de linhas de LMIs, que podem ser obtidos a partir do nu´mero de estados n, nu´mero
de ve´rtices N do politopo A e o grau g da matriz de Lyapunov Pg(α) e das matrizes extras
Gg(α) e Hg(α) (supondo que todas as matrizes teˆm o mesmo grau g). A Tabela 3.1 mostra os
valores de K e L para os Teoremas 3.1 (T3.1), 3.2 (T3.2), 3.3 (T3.3), 3.4 (T3.4).
Se um resolvedor de LMIs baseado no me´todo de pontos interiores e´ usado, por exemplo o
LMI Control Toolbox [GNLC95], a complexidade pode ser estimada como sendo proporcional
K L
T3.1 (n(n + 1)/2)J(g) n((N + g)/(g + 1) + 1)J(g)
T3.2 (n(5n+ 1)/2)J(g) n(2(N + g)/(g + 1) + 1)J(g)
T3.3 (n(n + 1)/2)J(g) n(2(N + g)/(g + 1) + 1)J(g)
T3.4 (n(5n+ 1)/2)J(g) n(2(N + g)/(g + 1) + 1)J(g)
Tabela 3.1: Nu´mero de varia´veis escalares K e nu´mero de linhas de LMIs L associadas aos
Teoremas 3.1 (T3.1), 3.2 (T3.2), 3.3 (T3.3), 3.4 (T3.4).
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a K3L enquanto que para o resolvedor SeDuMi [Stu99] estima-se uma complexidade nume´rica
proporcional a K2L2.5 + L3.5.
3.5 Me´todos da Literatura
O objetivo desta sec¸a˜o e´ fazer um breve resumo dos me´todos da literatura que sa˜o usados
na comparac¸o˜es nume´ricas feitas na pro´xima sec¸a˜o.
[Bli04a]
O me´todo de [Bli04a] foi especialmente criado para analisar a estabilidade robusta de um
sistema linear com incertezas na forma afim. Mais precisamente, a matriz dinaˆmica do sistema
e´ dada por
A(r) = A0 + r1A1 + r2A2 + · · ·+ Asrs, ri ∈ [−1, 1], i = 1, . . . , s
O teste de estabilidade robusta e´ formulado em termos de uma sequ¨eˆncia de condic¸o˜es LMIs
suficientes cuja factibilidade fornece uma func¸a˜o de Lyapunov polinomial de grau k que garante
a estabilidade Hurwitz de A(r). As LMIs sa˜o obtidas pela aplicac¸a˜o sucessiva do Lema de
Kalman-Yakubovich-Popov [Yak62, Ran96]. E´ mostrado que sempre que A(r) for Hurwtiz,
existe um inteiro k > 0 finito tal que as LMIs correspondentes sa˜o fact´ıveis. Vale a pena
mencionar que essa metodologia, baseada em condic¸o˜es suficientes e necessa´rias para um nu´mero
suficientemente elevado de LMIs, foi a primeira condic¸a˜o necessa´ria e suficiente a aparecer na
literatura. O autor tambe´m apresenta uma estrate´gia para tratar sistemas polito´picos. Nesse
caso, e´ necessa´rio investigar a estabilidade de N sistemas na forma afim, com N −1 paraˆmetros
incertos no intervalo [−1, 1]. A principal desvantagem do me´todo e´ a complexidade das LMIs,
que cresce rapidamente com k.
[HAPL04]
Um maneira de alternativa de determinar a estabilidade robusta de A(α) e´ por meio da
ana´lise da positividade da matriz de Hermite, que pode ser obtida a partir dos coeficientes do
polinoˆmio caracter´ıstico da expressa˜o det(sI − A(α)). A ana´lise da positividade da matriz de
Hermite pode ser expressa por meio de uma problema de otimizac¸a˜o com func¸a˜o objetivo poli-
nomial sujeito a restric¸o˜es polinomiais. Em [HAPL04], esse problema de otimizac¸a˜o e´ resolvido
por meio da uma hierarquia de relaxac¸o˜es LMIs convergentes. Essa hierarquia de relaxac¸o˜es
esta´ implementada no toolbox de domı´nio pu´blico GloptiPoly [HL03] (que necessita do SeDuMi
internamente). Assim como em [Bli04a], as condic¸o˜es apresentadas em [HAPL04] sa˜o para sis-
temas na forma afim. Nas comparac¸o˜es feitas nesta tese, a restric¸a˜o
∑N
i=1 αi = 1 foi adicionada
ao problema de otimizac¸a˜o (uma vez que o GloptiPoly consegue tratar restric¸o˜es de igualdade)
para a ana´lise de estabilidade de politopos, considerando o sistema nominal como A0 = 0 e
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N paraˆmetros incertos αi ∈ [0, 1], i = 1, . . . , N . A sequ¨eˆncia de relaxac¸o˜es LMIs usadas pelo
GloptiPoly e´ parametrizada por um inteiro k (que na˜o e´ relacionado com o k usado em [Bli04a]),
e na˜o se conhece um limite superior para o nu´mero de relaxac¸o˜es.
[CGTV05b]
A abordagem de [CGTV05b] e´, assim como os me´todos apresentados neste cap´ıtulo, espe-
cialmente adequada para tratar de estabilidade robusta de sistemas lineares polito´picos. As
condic¸o˜es tambe´m garantem a estabilidade robusta por meio da existeˆncia de uma func¸a˜o de
Lyapunov polinomial homogeˆnea de grau arbitra´rio. As LMIs sa˜o derivadas a partir da ana´lise
da positividade de uma matriz de Gram, tambe´m conhecida como representac¸a˜o completa de
matriz quadrada (CSMR). De maneira gene´rica, a construc¸a˜o da matriz de Gram na˜o e´ imediata,
necessitando de um algoritmo somente para a sua montagem. Embora a partir de uma soluc¸a˜o
fact´ıvel seja poss´ıvel obter Pg(α) (como nesta tese), a parametrizac¸a˜o proposta em [CGTV05b]
usa um nu´mero bem maior de varia´veis auxiliares. A` medida que o grau m da matriz de Lya-
punov cresce, as condic¸o˜es tornam-se cada vez menos conservadoras. Uma soluc¸a˜o fact´ıvel para
m = 0 e´ equivalente a` existeˆncia de uma func¸a˜o quadra´tica (matriz fixa) de Lyapunov.
3.6 Exemplos Nume´ricos
O nu´mero de varia´veis escalares e o nu´mero de linhas de LMIs demandadas por cada me´todo
sa˜o fornecidos em todos os exemplos para o propo´sito de comparac¸o˜es, assim como tambe´m os
tempos computacionais usando-se o LMI Control Toolbox [GNLC95] e o SeDuMi [Stu99].
Antes de apresentar os exemplos, note que os me´todos [CGTV05b], [HAPL04] e os me´todos
propostos neste cap´ıtulo necessitam de uma quantidade pre´via de ca´lculos para construir as
LMIs, que podem consumir tempo e memo´ria para sistemas grandes. Entretanto, os conjuntos
K(g) e I(g) usados aqui, assim como tambe´m algumas matrizes usadas em [CGTV05b], podem
ser constru´ıdos previamente e armazenados, uma vez que na˜o dependem de A(α). Vale a
pena mencionar que a preparac¸a˜o pre´via poderia ser otimizada com a ajuda de algebra linear
simbo´lica, mas o foco das comparac¸o˜es feitas na sequ¨eˆncia e´ o tempo computacional necessa´rio
para resolver as LMIs.
Primeiramente, os exemplos apresentados em [CGTV05b] (exemplos 1, 2 e 3) sa˜o investigados
com os Teoremas 3.1 e 3.2 e os me´todos da literatura [Bli04a, HAPL04, CGTV05b]. Para esses
exemplos, os politopos a serem investigados sa˜o gerados da seguinte maneira: para uma matriz
esta´vel A¯0 e um dado conjunto de N matrizes A¯i, i = 1, . . . , N , o problema e´ encontrar o maior
valor positivo do nu´mero real ρ para que o politopo gerado pelos ve´rtices
Ai = A¯0 + ρA¯i, i = 1, . . . , N
seja Hurwitz esta´vel. Os valores de ρ foram computados como em [CGTV05b] e o valor do maior
ρ poss´ıvel foi obtido por meio de busca exaustiva no espac¸o de paraˆmetros α. Para o maior ρ
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poss´ıvel, os me´todos tambe´m sa˜o comparados em termos do tempo computacional. Nesse caso,
os tempos apresentados sa˜o aqueles necessa´rios para avaliar a estabilidade robusta somente para
o grau (ou n´ıvel de relaxac¸a˜o) indicado. Os tempos das relaxac¸o˜es anteriores (que falharam)
na˜o sa˜o considerados.
Exemplo 1
Considere o primeiro exemplo em [CGTV05b], com n = 2 e N = 2.
A¯0 =
[
0 1
−2 −2
]
, A¯1 =
[
−1 0
0 5
]
, A¯2 =
[
1 0
0 −5
]
Usando os resultados de [CGTV05b], tem-se ρˆ{m=0} = 0.321 (nu´mero de varia´veis escalares
K = 4, nu´mero de linhas de LMIs L = 6) e ρˆ{m=1} = 0.463 (K = 13, L = 10), que e´
igual a` margem de estabilidade robusta ma´xima. Usando os resultados de [Bli04a], tem-se
[Bli04a]k=1 = 0.399 (K = 6, L = 6) e [Bli04a]k=2 = 0.463 (K = 20, L = 10). Note que
neste caso N = 2 sistemas afins com um paraˆmetro incerto foram testados. A abordagem
polinomial de [HAPL04] fornece [HAPL04]k=2 = 0.463 (K = 14, L = 21). O Teorema 3.1 fornece
ρˆ{g=0} = 0.320 (K = 3, L = 6) e ρˆ{g=1} = 0.463 (K = 6, L = 10) enquanto que o Teorema 3.2
fornece ρˆ{g=0} = 0.320 (K = 11, L = 10) e ρˆ{g=1} = 0.463 (K = 22, L = 16). Para esse exemplo
simples, todos os me´todos implementados demandaram baixos esforc¸os computacionais para
chegar ate´ o valor o´timo de ρˆ. O melhor desempenho e´ obtido com o Teorema 3.1, g = 1, que
fornece o valor o´timo ρˆ = 0.463 com o menor nu´mero de varia´veis escalares e linhas de LMIs. A`
medida que n e N crescem, as complexidades nume´ricas dos me´todos tornam-se bem diferentes,
como pode ser verificado a seguir.
Exemplo 2
A Tabela 3.2 mostra uma comparac¸a˜o para o segundo exemplo em [CGTV05b] (n = 3 e
N = 2) em termos de ρ enquanto que a Tabela 3.3 mostra o nu´mero K de varia´veis escalares e
o nu´mero L de linhas de LMIs necessa´rias para obter o valor o´timo de ρˆ = 3.551, assim como
o tempo computacional exigido pelo LMI Control Toolbox [GNLC95] e SeDuMi [Stu99]. As
matrizes do sistema sa˜o dadas por
A¯0 =

−2 1 −12.5 −3 0.5
−1 1 −3.5

 , A¯1 =

−0.7 −0.5 −2−0.8 0 0
1.5 2 2.4

 , A¯2 =

 0.7 0.5 20.8 0 0
−1.5 −2 −2.4


Como pode ser visto, o Teorema 3.1 com g = 4 alcanc¸a o valor de ρˆ de pior caso com os
menores tempos, em ambos os resolvedores [GNLC95] e [Stu99].
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Me´todo ρ
[CGTV05b]m=0, 1, 2 1.676, 3.208, 3.551
[Bli04a]k=1, 2 1.702, 3.551
[HAPL04]k=4 3.551
T3.1g=0, 1, 2, 3, 4 1.676, 2.279, 3.146, 3.524, 3.551
T3.2g=0, 1, 2 1.676, 3.207, 3.551
Tabela 3.2: Comparac¸a˜o dos resultados dos Teoremas 3.1 (T3.1) e 3.2 (T3.2) com os resultados
apresentados em [CGTV05b], as condic¸o˜es LMIs de [Bli04a] e com a abordagem polinomial de
[HAPL04] para o segundo exemplo em [CGTV05b] (n = 3 e N = 2). Uma busca exaustiva no
espac¸o de paraˆmetros foi usada para computar o maior valor poss´ıvel de ρˆ = 3.551.
Me´todo K L Tempo [GNLC95] Tempo [Stu99]
[CGTV05b]m=2 69 21 4.5s 0.23s
[Bli04a]k=2 42 15 0.11s 0.26s
[HAPL04]k=4 44 65 – 0.71s
T3.1g=4 30 33 0.04s 0.16s
T3.2g=2 72 33 0.11s 0.59s
Tabela 3.3: Comparac¸a˜o dos resultados dos Teoremas 3.1 (T3.1) e 3.2 (T3.2) com os resultados
apresentados em [CGTV05b], as condic¸o˜es LMIs de [Bli04a] e com a abordagem polinomial de
[HAPL04] para o segundo exemplo em [CGTV05b] (n = 3, N = 2 e ρˆ = 3.551) em termos
de esforc¸o computacional. K e´ o nu´mero de varia´veis escalares, L e´ o nu´mero de linhas de
LMIs. O me´todo em [HAPL04] foi implementado por meio do GloptiPoly, que usa o SeDuMi
internamente. O s´ımbolo – indica que o me´todo de [HAPL04] na˜o pode ser resolvido por
[GNLC95].
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Exemplo 3
Quando a dimensa˜o do problema cresce, a menor complexidade nume´rica demandada pelos
Teoremas 3.1 e 3.2 fica evidente, como e´ mostrado na Tabela 3.4 para o terceiro exemplo de
[CGTV05b] (n = 4 e N = 3). O tempo computacional exigido por cada me´todo para alcanc¸ar
ρˆ = 2.2237 e´ dado na Tabela 3.5. As matrizes do sistema sa˜o dadas por
A¯0 =


−2.4 −0.6 −1.7 3.1
0.7 −2.1 −2.6 −3.6
0.5 2.4 −5.0 −1.6
−0.6 2.9 −2.0 −0.6

 , A¯1 =


1.1 −0.6 −0.3 −0.1
−0.8 0.2 −1.1 2.8
−1.9 0.8 −1.1 2.0
−2.4 −3.1 −3.7 −0.1

 ,
A¯2 =


0.9 3.4 1.7 1.5
−3.4 −1.4 1.3 1.4
1.1 2.0 −1.5 −3.4
−0.4 0.5 2.3 1.5

 , A¯3 =


−1.0 −1.4 −0.7 −0.7
2.1 0.6 −0.1 −2.1
0.4 −1.4 1.3 0.7
1.5 0.9 0.4 −0.5


Me´todo ρ
[CGTV05b]m=0, 1, 2 1.019, 1.968, 2.2237
[Bli04a]k=1, 2 1.122, 2.2237
[HAPL04]k=6 2.2237
T3.1g=0, 1, 2, 3 1.019, 1.471, 1.983, 2.2237
T3.2g=0, 1, 2 1.019, 1.863, 2.2237
Tabela 3.4: Comparac¸a˜o dos resultados dos Teoremas 3.1 (T3.1) e 3.2 (T3.2) com os resultados
apresentados em [CGTV05b], com as condic¸o˜es LMIs de [Bli04a] e a abordagem polinomial de
[HAPL04] para o terceiro exemplo em [CGTV05b] (n = 4 e N = 3). Uma malha fina foi usada
para calcular o maior valor poss´ıvel de ρˆ = 2.2237.
Me´todo K L Tempo [GNLC95] Tempo [Stu99]
[CGTV05b]m=2 750 64 12400s 10.97s
[Bli04a]k=2 572 52 61s 8.66s
[HAPL04]k=6 454 476 – 29.27s
T3.1g=3 100 100 0.41s 0.31s
T3.2g=2 252 104 7.1s 2.65s
Tabela 3.5: Comparac¸a˜o dos resultados dos Teoremas 3.1 (T3.1) e 3.2 (T3.2) com os resultados
apresentados em [CGTV05b], as condic¸o˜es LMIs de [Bli04a] e com a abordagem polinomial de
[HAPL04] para o terceiro exemplo de [CGTV05b] (n = 4, N = 3 e ρˆ = 2.2237) em termos
de esforc¸o computacional. K e´ o nu´mero de varia´veis escalares, L e´ o nu´mero de linhas de
LMIs. O me´todo em [HAPL04] foi implementado por meio do GloptiPoly, que usa o SeDuMi
internamente.
Note que as condic¸o˜es de [CGTV05b] usam uma estrutura especial para as varia´veis nas
LMIs que, neste caso, demandam muito mais tempo quando usa-se o LMI Control Toolbox. Os
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me´todos propostos nos Teoremas 3.1 e 3.2 claramente fornecem os melhores resultados (menor
complexidade para atingir o valor o´timo de ρˆ).
Exemplo 4
O exemplo 4 de [HAPL04], que considera um sistema incerto a tempo discreto na forma
afim e´ investigado por meio dos Teoremas 3.3 e 3.4, como mostrado na Tabela 3.6. O sistema
original com dimensa˜o n = 3 e dois paraˆmetros incertos na forma afim foi convertido em um
politopo com N = 4 ve´rtices (tomando-se todas as combinac¸o˜es de valores ma´ximos e mı´nimos
de cada paraˆmetro incerto).
Me´todo ρ
[HAPL04]k=10 0.38409
T3.3g=0, 1, 2, 3 0.181, 0.260, 0.378, 0.38409
T3.4g=0, 1, 2 0.181, 0.339, 0.38409
Tabela 3.6: Comparac¸a˜o dos resultados dos Teoremas 3.3 (T3.3) e 3.4 (T3.4) com a abordagem
polinomial de [HAPL04] para o quarto exemplo em [HAPL04] com n = 3 e N = 4 (forma
polito´pica) ou N = 2 (forma afim). Um procedimento de busca exaustiva foi usado para
calcular o maior valor poss´ıvel de ρˆ = 0.38409.
O nu´mero de varia´veis escalares K, linhas de LMIs L e o tempo demandado para atingir o
valor o´timo ρˆ = 0.38409 sa˜o mostrados na Tabela 3.7. Como pode ser notado, as condic¸o˜es dos
Teoremas 3.3 e 3.4 fornecem os melhores resultados mesmo nesse caso, no qual um sistema afim
com dois paraˆmetros foi transformado em um politopo com N = 4 ve´rtices (quatro paraˆmetros
incertos).
Me´todo K L Tempo [GNLC95] Tempo [Stu99]
[HAPL04]k=10 230 286 – 4.96s
T3.3g=3 120 270 1.48s 0.45s
T3.4g=2 240 150 3.01s 0.51s
Tabela 3.7: Comparac¸a˜o dos resultados dos Teoremas 3.3 (T3.3) e 3.4 (T3.4) com a abordagem
polinomial de [HAPL04] para o quarto exemplo de [HAPL04] com n = 3 e N = 4 (forma
polito´pica) ou N = 2 (forma afim) e ρˆ = 0.38409 em termos de esforc¸o computacional.
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Exemplo 5
Outro sistema incerto a tempo discreto com dimensa˜o n = 3 foi investigado, descrito por
um politopo com N = 3 ve´rtices dados por
A1 =

 0.5 −0.2 0.40.0 −0.5 −0.2
0.3 0.0 −0.9

 , A2 =

 0.4 −0.9 −1.3−0.8 0.4 1.2
1.2 0.3 −0.2

 , A3 =

 0.2 0.3 0.4−0.3 −0.1 0.7
0.3 0.2 0.5


Para usar a abordagem polinomial de [HAPL04], a restric¸a˜o de igualdade
∑3
i=1 αi = 1 foi
inclu´ıda no problema de otimizac¸a˜o, resolvido pelo GloptiPoly, considerando como sistema no-
minal A0 = 0 e treˆs paraˆmetros incertos αi, i = 1, . . . , 3 pertencentes ao intervalo [0, 1]. A
Tabela 3.8 mostra o tempo computacional demandado por cada me´todo para fornecer uma so-
luc¸a˜o fact´ıvel garantindo a estabilidade robusta do politopo, assim como os nu´meros K e L.
Me´todo K L Tempo [GNLC95] Tempo [Stu99]
[HAPL04]k=10 1770 1826 – 603s
T3.3g=2 36 78 0.09 s 0.13 s
T3.4g=1 72 45 0.13s 0.16s
Tabela 3.8: Comparac¸a˜o dos resultados dos Teoremas 3.3 (T3.3) e 3.4 (T3.4) com a abordagem
polinomial de [HAPL04] para o exemplo 5 com dimensa˜o n = 3 e N = 3 em termos de esforc¸o
computacional. K e´ o nu´mero de varia´veis escalares, L e´ nu´mero de linhas de LMI.
A superioridade das condic¸o˜es dos Teoremas 3.3 e 3.4 e´ clara. O pacote computacional
GloptiPoly demandou 1059 s somente para construir o sistema de LMIs, que foi resolvido pelo
SeDuMi em 603 s (tempo total maior que 27 minutos), enquanto que neste caso os Teoremas 3.3 e
3.4 demandaram menos do que 1 segundo para construir o conjunto de LMIs. Como conclusa˜o, a
abordagem polinomial de [HAPL04] e´ mais adequada para tratar de sistemas lineares incertos na
forma afim com pequenas dimenso˜es e poucos paraˆmetros incertos, principalmente no contexto
de sistemas a tempo cont´ınuo (nos quais a matriz de Hermite pode ser simplificada). Mesmo
nesses casos, os resultados propostos neste cap´ıtulo demandam menos esforc¸o computacional.
Ale´m disso, a abordagem polinomial torna-se rapidamente muito onerosa com o aumento do
nu´mero de paraˆmetros incertos, enquanto que as condic¸o˜es propostas neste cap´ıtulo sa˜o capazes
de fornecer avaliac¸o˜es de estabilidade robusta em tempo razoa´veis, mesmo para sistemas de
dimenso˜es maiores.
Exemplo 6: Avaliac¸a˜o de politopos esta´veis
Finalmente, famı´lias de mil politopos esta´veis para n = 2, 3, 4 e N = 2, 3, 4 foram geradas
seguindo as linhas de [LP03]. O nu´mero de politopos esta´veis identificados por cada teorema
para g = 1, . . . , 5 e´ dado na Tabela 3.9 (estabilidade Hurwitz) e na Tabela 3.10 (estabilidade
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Schur), ilustrando a efica´cia dos me´todos propostos. De fato, dos resultados nume´ricos e´ poss´ıvel
inferir que a` medida que g aumenta o nu´mero de avaliac¸o˜es positivas de politopos esta´veis atinge
a totalidade de casos. Em relac¸a˜o aos testes referentes a` estabilidade Hurwitz, o Teorema 3.1
(T3.1) precisa de g = 5 para identificar a totalidade de politopos esta´veis enquanto que o
Teorema 3.2 (T3.2) atinge quase o mesmo desempenho (exceto por um caso) com g = 3. Por
outro lado, a Tabela 3.10 mostra que o Teorema 3.4 (T3.4) identifica todos os politopos como
Schur esta´veis com g = 3 enquanto que o Teorema 3.3 (T3.3) necessita de valores maiores de g
para produzir os mesmos resultados.
g 1 2 3 4 5
n
N T3.1 T3.2 T3.1 T3.2 T3.1 T3.2 T3.1 T3.2 T3.1 T3.2
2 1000 1000 1000 1000 1000 1000 1000 1000 1000 1000
2 3 1000 1000 1000 1000 1000 1000 1000 1000 1000 1000
4 1000 1000 1000 1000 1000 1000 1000 1000 1000 1000
2 950 977 987 997 994 1000 995 1000 1000 1000
3 3 905 962 981 997 993 999 998 1000 1000 1000
4 906 965 986 998 994 1000 999 1000 1000 1000
2 941 978 986 998 999 1000 1000 1000 1000 1000
4 3 878 952 978 996 991 1000 997 1000 1000 1000
4 877 951 976 997 993 1000 998 1000 1000 1000
Tabela 3.9: Nu´mero de politopos identificados como Hurwitz esta´veis para (nu´mero de estados)
n = 2, 3, 4 e (nu´mero de ve´rtices) N = 2, 3, 4 usando os Teoremas 3.1 (T3.1) e 3.2 (T3.2) para
g = 1, 2, 3, 4, 5.
g 1 2 3 4 5
n
N T3.3 T3.4 T3.3 T3.4 T3.3 T3.4 T3.3 T3.4 T3.3 T3.4
2 717 995 790 1000 841 1000 862 1000 888 1000
2 3 456 988 568 1000 655 1000 717 1000 774 1000
4 265 984 400 1000 499 1000 589 1000 671 1000
2 701 969 824 999 876 1000 905 1000 929 1000
3 3 394 915 623 998 717 1000 788 1000 853 1000
4 208 887 435 999 557 1000 666 1000 750 1000
2 668 960 850 1000 901 1000 929 1000 950 1000
4 3 371 905 642 999 776 1000 844 1000 899 1000
4 199 848 474 1000 628 1000 740 1000 806 1000
Tabela 3.10: Nu´mero de politopos identificados como Schur esta´veis para (nu´mero de estados)
n = 2, 3, 4 e (nu´mero de ve´rtices) N = 2, 3, 4 usando os Teoremas 3.3 (T3.3) e 3.4 (T3.4) para
g = 1, 2, 3, 4, 5.
Com o objetivo de analisar o comportamento dos me´todos propostos em termos do tempos
computacionais demandados com o aumento de g, o seguinte experimento e´ realizado: Para
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cada caso n = 2, 3, 4 e N = 2, 3, 4, o tempo me´dio para cada me´todo afirmar a estabilidade
de 50 politopos esta´veis e´ calculado para g variando de um ate´ cinco. As Figuras 3.1 e 3.2
mostram os tempos obtidos pelos Teoremas 3.1 e 3.2, respectivamente. Somente o resolvedor
SeDuMi foi utilizado. As Figuras 3.3 e 3.4 mostram os tempos obtidos pelos Teoremas 3.3 e
3.4, respectivamente.
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Figura 3.1: Tempo me´dio em segundos requerido pelo Teorema 3.1 para afirmar a estabilidade
de 50 politopos esta´veis variando g de um ate´ cinco para n = 2, 3, 4 e N = 2, 3, 4. As cinco
barras horizontais agrupadas significam a variac¸a˜o de g = {1, . . . , 5}.
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Figura 3.2: Tempo me´dio em segundos requerido pelo Teorema 3.2 para afirmar a estabilidade
de 50 politopos esta´veis variando g de um ate´ cinco para n = 2, 3, 4 e N = 2, 3, 4. As cinco
barras horizontais agrupadas significam a variac¸a˜o de g = {1, . . . , 5}.
Como se observa das figuras, os melhores desempenhos sa˜o dos Teoremas 3.1 e 3.3 (que na˜o
usam varia´veis extras do Lema de Finsler). Por outro lado, o maior esforc¸o demandando pelos
Teoremas 3.3 e 3.4 e´ compensado com a necessidade de graus menores para atingir convergeˆncia.
Para esse experimento, o aumento de g revela um aspecto surpreendente, como pode ser notado
nas Figuras 3.1–3.4. Note que a` medida que n cresce, o grau quatro sempre apresenta uma
complexidade maior que o grau cinco, em todas as condic¸o˜es propostas. Esse comportamento
na˜o e´ esperado, uma vez que as condic¸o˜es para o grau cinco teˆm mais linhas de LMIs e mais
varia´veis que as condic¸o˜es para o grau quatro. Um estudo sobre essa caracter´ıstica e´ deixado
para trabalho futuro.
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Figura 3.3: Tempo me´dio em segundos requerido pelo Teorema 3.3 para afirmar a estabilidade
de 50 politopos esta´veis variando g de um ate´ cinco para n = 2, 3, 4 e N = 2, 3, 4. As cinco
barras horizontais agrupadas significam a variac¸a˜o de g = {1, . . . , 5}.
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Figura 3.4: Tempo me´dio em segundos requerido pelo Teorema 3.4 para afirmar a estabilidade
de 50 politopos esta´veis variando g de um ate´ cinco para n = 2, 3, 4 e N = 2, 3, 4. As cinco
barras horizontais agrupadas significam a variac¸a˜o de g = {1, . . . , 5}.
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Para proporcionar mais informac¸o˜es sobre o comportamento das diferentes abordagens, a
Tabela 3.11 mostra a quantidade de tempo e os n´ıveis de relaxac¸a˜o requeridos por cada me´todo
para decidir positivamente sobre a estabilidade robusta do nu´mero total de um conjunto de
mil politopos esta´veis para n = 3, N = 3 (caso cont´ınuo, topo da tabela), incluindo quantos
politopos esta´veis foram identificados para cada n´ıvel de relaxac¸a˜o. Essa situac¸a˜o (complexidade
me´dia) ilustra o comportamento geral de cada me´todo para decidir sobre a estabilidade de todo o
conjunto de politopos. A superioridade das condic¸o˜es dos Teoremas 3.1 e 3.2 implementadas com
o LMI Control Toolbox, e´ evidente. Similarmente, uma comparac¸a˜o entre os resultados obtidos
pelos Teoremas 3.4 e a abordagem polinomial de [HAPL04] tambe´m e´ mostrada na parte de
baixo da Tabela 3.11 para n = 2, N = 3 (caso discreto). Para valores maiores de n e N ,
o tempo demandado pela abordagem polinomial de [HAPL04] para reconhecer positivamente
a Schur estabilidade dos politopos torna-se muito grande quando comparado com os tempos
exigidos pelos me´todos propostos neste cap´ıtulo. Em todos os casos, o tempo demandado por
cada me´todo para construir o conjunto de LMIs na˜o foi inclu´ıdo.
Me´todo Tempos (s) Tempo Total (s)
n = 3, N = 3 (caso cont´ınuo)
casos (g) 905 (1) 76 (2) 12 (3) 5 (4) 2 (5)
T3.1 [GNLC95] 24.05 4.75 1.59 1.25 1.48 33.12
[Stu99] 93.73 11.17 2.23 1.51 1.22 109.86
casos (g) 962 (1) 35 (2) 2 (3) 1 (4)
T3.2 [GNLC95] 123.39 25.18 13.56 12.73 174.86
[Stu99] 135.48 10.26 1.77 1.94 149.45
casos (m) 963 (1) 37 (2)[CGTV05b]
[Stu99] 190.89 57.44 248.33
casos (k) 505 (1) 488 (2) 7 (3)[Bli04a]
[Stu99] 138.79 882.26 693.50 1714.55
casos (k) 1000 (4)[HAPL04]
[Stu99] 2342.38 2342.38
n = 2, N = 3 (caso discreto)
casos (g) 988 (1) 12 (2)
T3.4 [GNLC95] 43.74 1.52 45.26
[Stu99] 91.24 1.51 92.75
casos (k) 981 (4) 19 (5)[HAPL04]
[Stu99] 2299.16 67.78 2366.94
Tabela 3.11: Para o Teorema 3.1 (T3.1), a tabela mostra o nu´mero de politopos identificados
como esta´veis para cada grau g, g = {1, 2, 3, 4, 5} de um conjunto de mil politopos esta´veis para
para n = 3, N = 3 (caso cont´ınuo). O tempo computacional (em segundos) usando [GNLC95]
e [Stu99] para cada grau e´ apresentado assim como o tempo total. O mesmo procedimento e´
aplicado para os outros me´todos, incluindo a ana´lise de um conjunto de mil politopos Schur
esta´veis com dimensa˜o n = 2, N = 3. Somente o tempo requerido para resolver as LMIs foi
considerado.
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3.7 Conclusa˜o
Um procedimento sistema´tico para construir func¸o˜es de Lyapunov com dependeˆncia polino-
mial homogeˆnea nos paraˆmetros, de grau crescente, usadas para avaliar a estabilidade robusta
de sistemas lineares polito´picos foi apresentado. A estabilidade robusta (Hurwitz e Schur) e´
garantida (condic¸o˜es suficientes) por meio da factibilidade de um conjunto de LMIs descritas
em termos dos ve´rtices do politopo. Os resultados podem ser estendidos de forma imediata
para tratar da estabilidade robusta de sistemas lineares em relac¸a˜o a regio˜es convexas no plano
complexo (D-estabilidade). A` medida que o grau da func¸a˜o de Lyapunov aumenta, as condi-
c¸o˜es obtidas tornam-se progressivamente menos conservadoras, fornecendo um teste simples e
eficiente para avaliar a estabilidade robusta de sistemas polito´picos, que requer menos esforc¸o
computacional que outros me´todos similares da literatura. No Cap´ıtulo 5 e´ mostrado que as
condic¸o˜es propostas tambe´m tornam-se necessa´rias a` medida que o grau da func¸a˜o de Lyapunov
aumenta.
Capı´tulo 4
Aplicac¸o˜es em Coˆmputo de Normas H2 e H∞
A principal vantagem da metodologia proposta no Cap´ıtulo 3 e´ a sua imediata extensa˜o para
tratar outros problemas de ana´lise e s´ıntese robusta descritos em termos de LMIs dependentes
de paraˆmetros. Este cap´ıtulo estende essa metodologia para abordar coˆmputos de custos garan-
tidos H2 e H∞ para sistemas lineares polito´picos. A pro´xima sec¸a˜o introduz alguns resultados
importantes referentes a coˆmputos de custos garantidosH2 eH∞ para sistemas lineares incertos.
4.1 Introduc¸a˜o
E´ incontesta´vel que a busca por atender certas especificac¸o˜es de desempenho e´ um dos
propo´sitos mais importantes em sistemas de controle e as normas H2 e H∞ surgem naturalmente
como medidas de desempenho para muitas classes de sistemas [ZGD96]. A teoria de controle
o´timo H2 foi extensivamente estudada nos anos sessenta (se´culo XX) como o problema o´timo
linear quadra´tico, e a norma H2 e´ amplamente reconhecida como o custo mais representativo
na s´ıntese de leis de controle. A norma H∞ alcanc¸ou um grande n´ıvel de importaˆncia dentro da
teoria de controle robusto principalmente em func¸a˜o do sucesso de sua aplicabilidade como um
ı´ndice de desempenho na presenc¸a de incertezas para a ana´lise e s´ıntese de controle de sistemas
lineares invariantes no tempo [DGKF89].
Muitas te´cnicas de projeto foram desenvolvidas para fornecer filtros e controladores robustos
H2 e H∞ para sistemas lineares a tempo cont´ınuo e discreto, incluindo paraˆmetros incertos em
domı´nios convexos ou limitados por norma. Embora um grande nu´mero de trabalhos basea-
dos na abordagem pela equac¸a˜o de Riccati [MP96b], [MP96a], [Pet95] tenha aparecido como
a primeira ferramenta para tratar esse tipo de problema, um passo importante para estabele-
cer procedimentos convexos de otimizac¸a˜o para projetar controladores H2 e H∞ robustos foi
dado pelos resultados da estabilizac¸a˜o quadra´tica [Bar85], [GPB91], [BEFB94]. A estabilidade
quadra´tica aplicada a sistemas com incertezas polito´picas forneceu uma famı´lia de me´todos de
ana´lise e projeto que sa˜o formulados diretamente em termos de LMIs [Bar94], [GZL90], [PGB93].
Em [PTP97], coˆmputos de custos garantidos H2 e H∞ baseados na estabilidade quadra´tica para
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sistemas cont´ınuos e discretos foram apresentados em termos de LMIs. Veja tambe´m [GPdS92],
[GPS93], [KKR93] e [KR91] para s´ıntese de controladores H2 e H∞ para sistemas polito´picos a
tempo cont´ınuo e discreto. Entretanto, os resultados da estabilidade quadra´tica sa˜o conserva-
dores para analisar estabilidade e ı´ndices de desempenhos para sistemas invariantes no tempo.
Assim como no caso de estabilidade robusta, me´todos para computar custos garantidos H2 e
H∞ baseados em func¸o˜es de Lyapunov com dependeˆncia afim nos paraˆmetros apareceram como
alternativa para fornecer resultados menos conservadores do que os baseados na estabilidade
quadra´tica. Em [FAG96], condic¸o˜es LMIs suficientes para computar custos garantidos H∞ de
sistemas lineares incertos na forma afim foram apresentadas. Extenso˜es de [PABB00] para
computar custos garantidos H2 e H∞ de sistemas lineares polito´picos podem ser encontradas
em [ABP02] e, para o caso discreto, condic¸o˜es LMIs para s´ıntese de controladores podem ser
encontradas em [dOGB02]. As extenso˜es de [RP01], [RP02] e [LP03] para computar custos
garantidos H2 e H∞ sa˜o encontradas em [dOOL
+04a] e [dOOL+04b]. Embora boas estimativas
das normas H2 e H∞ de pior caso possam ser obtidas por meio de func¸o˜es de Lyapunov com
dependeˆncia afim nos paraˆmetros, em alguns casos essa classe de func¸o˜es na˜o e´ capaz de garantir
a estabilidade robusta do sistema e, consequ¨entemente, na˜o pode ser usada para calcular custos
garantidos, fazendo-se necessa´rio o uso de func¸o˜es de Lyapunov com dependeˆncia polinomial
nos paraˆmetros. A extensa˜o da abordagem polinomial de [Bli04a] para tratar do problema de
controle H∞ de sistemas lineares na forma afim com retardo nos estados pode ser encontrada em
[KMLM05]. Para calcular normasH2 eH∞ de pior caso dentro de uma precisa˜o pre´-estabelecida,
vale a pena mencionar o algoritmo branch-and-bound proposto em [GPT05, Section 3.2] que
divide recursivamente o espac¸o de paraˆmetros usando a triangulac¸a˜o de Delaunay [dBvKOS97].
Neste cap´ıtulo, func¸o˜es de Lyapunov com dependeˆncia polinomial homogeˆnea de grau arbi-
tra´rio nos paraˆmetros sa˜o usadas para obter um procedimento sistema´tico para gerar condic¸o˜es
LMIs de precisa˜o crescente para computar custos garantidos H2 e H∞ de sistemas lineares poli-
to´picos. Assim como no caso de estabilidade robusta, as condic¸o˜es sa˜o constru´ıdas de forma que:
a` medida que o grau da func¸a˜o aumenta, o nu´mero de LMIs e de varia´veis livres aumenta e os
testes tornam-se menos conservadores; se uma soluc¸a˜o existe para um certo grau, as condic¸o˜es
tambe´m sa˜o verificadas para graus maiores. Para o grau zero, custos garantidos baseados na
estabilidade quadra´tica [PTP97], assim como, para grau um, custos garantidos baseados em
func¸o˜es de Lyapunov com dependeˆncia afim [dOOL+04a], [dOOL+04b] sa˜o recuperados como
casos particulares. Exemplos nume´ricos sa˜o apresentados para ilustrar os resultados.
4.2 Preliminares
Neste cap´ıtulo considera-se o sistema linear polito´pico dado em (1.1). Antes de apresen-
tar os resultados principais, duas tarefas preliminares sa˜o necessa´rias: assim como no caso da
estabilidade robusta, as condic¸o˜es para o coˆmputo da norma H2 apresentadas no Cap´ıtulo 1
precisam ser redefinidas de modo que haja no ma´ximo produtos duplos nas desigualdades; e
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pode-se tambe´m estender as condic¸o˜es de coˆmputo de normas H2 e H∞ por meio do Lema de
Finsler, introduzindo novas varia´veis nos problemas de otimizac¸a˜o.
4.2.1 Norma H2
Lema 4.1 A desigualdade ‖ Hwy(α) ‖
2
2< γ e´ verificada se e somente se existir uma matriz
sime´trica definida positiva P (α) ∈ IRn×n e uma matriz sime´trica semidefinida positiva T ∈
IRm×m tais que
tr(T ) < γ ,[
−T B(α)′P (α)
⋆ −P (α)
]
< 0 (4.1)
e
Υc(α) ,
[
A(α)′P (α) + P (α)A(α) C(α)′
⋆ −I
]
< 0 (4.2)
sa˜o verificadas para todo α ∈ ∆N (caso cont´ınuo) ou (4.1) e
Υd(α) ,

 −P (α) A(α)′P (α) C(α)′⋆ −P (α) 0
⋆ ⋆ −I

 < 0 (4.3)
sa˜o verificadas para todo α ∈ ∆N (caso discreto).
Usando-se o Lema de Finsler, novas condic¸o˜es com varia´veis extras podem ser obtidas.
Lema 4.2 A desigualdade ‖ Hwy(α) ‖
2
2< γ e´ verificada se e somente se existir uma matriz
sime´trica definida positiva P (α) ∈ IRn×n, matrizes H(α) ∈ IRm×n, L(α) ∈ IRn×n, F (α) ∈ IRn×n,
G(α) ∈ IRn×n e uma matriz sime´trica semidefinida positiva T ∈ IRm×m tais que
tr(T ) < γ ,[
H(α)B(α) +B(α)′H(α)′ − T B(α)′L(α)−H(α)
⋆ P (α)− L(α)− L(α)′
]
< 0 , (4.4)

 F (α)A(α) + A(α)′F (α)′ A(α)′G(α)− F (α) C(α)′⋆ −G(α)−G(α)′ 0
⋆ ⋆ −I

+Θ(α) < 0 (4.5)
sa˜o verificadas para todo α ∈ ∆N , com Θ(α) dado por
Θc(α) =

 0 P (α) 0⋆ 0 0
⋆ ⋆ 0

 , Θd(α) =

 −P (α) 0 0⋆ P (α) 0
⋆ ⋆ 0


para os casos cont´ınuo e discreto, respectivamente.
As varia´veis adicionais F (α), G(α), H(α) e L(α) do Lema 4.2 fornecem graus de liberdade
extras que podem ser u´teis quando uma estrutura particular for imposta para a dependeˆncia
dos paraˆmetros. A hipo´tese de que F (α), G(α), H(α) e L(α) dependem de forma afim no
paraˆmetro α foi explorada em [ABP02], [dOOL+04b] e [dOOL+04a].
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4.2.2 Norma H∞
Condic¸o˜es equivalentes para o coˆmputo da norma H∞ podem ser obtidas por meio do Lema
de Finsler, resultando no seguinte problema de otimizac¸a˜o.
Lema 4.3 A desigualdade ‖ Hwy(α) ‖
2
∞< µ e´ satisfeita se e somente se existir uma matriz
sime´trica definida positiva P (α) ∈ IRn×n e matrizes X(α) ∈ IR(2n+m+p)×(n+p) tais que
Θ(α) , Q(α) +X(α)B(α) + B(α)′X(α)′ < 0 (4.6)
sa˜o verificadas para todo α ∈ ∆N , com
B(α) =
[
I −A(α) 0 −B(α)
0 −C(α) I −D(α)
]
e Q(α) dadas por
Qc(α) =


0 P (α) 0 0
⋆ 0 0 0
⋆ ⋆ I 0
⋆ ⋆ ⋆ −µcI

 , Qd(α) =


P (α) 0 0 0
⋆ −P (α) 0 0
⋆ ⋆ I 0
⋆ ⋆ ⋆ −µdI


para os casos cont´ınuo e discreto, respectivamente.
A matriz dependente de paraˆmetros X(α) pode ser usada para fornecer condic¸o˜es LMIs
menos conservadoras para o coˆmputo de custos garantidos H∞ quando estruturas particulares
para P (α) e X(α) forem consideradas, como foi feito em [ABP02] impondo X(α) = X e em
[dOOL+04b], em que as matrizes X(α) e P (α) sa˜o consideradas com dependeˆncia afim nos
paraˆmetros α ∈ ∆N .
Na sequ¨eˆncia, matrizes de Lyapunov com dependeˆncia polinomial homogeˆnea de grau arbi-
tra´rio nos paraˆmetros dadas em (3.1) sa˜o usadas para derivar condic¸o˜es LMIs suficientes que
sa˜o progressivamente menos conservadoras para computar custos garantidos H2 e H∞. Im-
pondo estruturas similares nas varia´veis extras, resultados mais precisos (para um grau dado)
sa˜o obtidos.
4.3 Resultados Principais
4.3.1 Condic¸o˜es para custos garantidos H∞
Teorema 4.1 Se existirem matrizes sime´tricas definidas positivas PKj(g) ∈ IR
n×n, Kj(g) ∈
K(g), j = 1, . . . , J(g), tais que as seguintes LMIs sa˜o satisfeitas para todo Kℓ(g+1) ∈ K(g+1),
ℓ = 1, . . . , J(g + 1)
Hℓ =
∑
i∈Iℓ(g+1)

 A′iPKiℓ(g+1) + PKiℓ(g+1)Ai PKiℓ(g+1)Bi βiℓ(g + 1)C ′i⋆ −βiℓ(g + 1)I βiℓ(g + 1)D′i
⋆ ⋆ −βiℓ(g + 1)µcI

 < 0 (4.7)
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enta˜o a matriz de Lyapunov com dependeˆncia polinomial homogeˆnea nos paraˆmetros dada em
(3.1) garante que Mc(α) dada em (1.31) e´ definida negativa todo α ∈ ∆N . Ale´m disso, se as
LMIs de (4.7) sa˜o satisfeitas para um dado grau gˆ, enta˜o as LMIs correspondentes a qualquer
grau g > gˆ tambe´m sa˜o satisfeitas.
Prova: Como PKj(g) = P
′
Kj(g)
> 0, Kj(g) ∈ K(g), j = 1, . . . , J(g), enta˜o Pg(α) > 0 para todo
α ∈ ∆N . Por outro lado, note que Mc(α) em (1.31) para (A,B,C,D)(α) ∈ S e Pg(α) dada por
(3.1) e´ uma matriz polinomial homogeˆnea de grau g + 1 que pode ser escrita como
Mc(α) =
J(g+1)∑
ℓ=1
αk11 α
k2
2 · · ·α
kN
N (Hℓ); k1k2 · · · kN = Kℓ(g + 1) (4.8)
A condic¸a˜o Hℓ < 0 imposta para todo ℓ, ℓ = 1, . . . , J(g + 1) garante Mc(α) < 0 para todo
α ∈ ∆N .
Suponha que as LMIs de (4.7) sa˜o verificadas para um certo grau gˆ, isto e´, existem J(gˆ)
matrizes sime´tricas definidas positivas PKj(gˆ), j = 1, . . . , J(gˆ) tais que Pgˆ(α) e´ uma matriz de
Lyapunov com dependeˆncia polinomial homogeˆnea nos paraˆmetros que garante Mc(α) < 0.
Enta˜o, os termos da matriz polinomial Pgˆ+1(α) = (α1 + · · ·+ αN)Pgˆ(α) satisfazem as LMIs do
Teorema 4.1 correspondentes ao grau gˆ + 1, que podem ser obtidas nesse caso por combinac¸o˜es
lineares positivas das LMIs do Teorema 4.1 para gˆ.
A` medida que o grau g da matriz de Lyapunov aumenta, as condic¸o˜es tornam-se menos
conservadoras uma vez que novas varia´veis sa˜o adicionadas nas LMIs. Embora o nu´mero de
LMIs tambe´m esteja aumentando, cada LMI torna-se mais fa´cil de ser verificada em func¸a˜o dos
graus de liberdade extras fornecidos pelas novas varia´veis. As mesmas observac¸o˜es aplicam-se
ao caso discreto, apresentado no pro´ximo teorema.
Teorema 4.2 Se existirem matrizes sime´tricas definidas positivas PKj(g) ∈ IR
n×n, Kj(g) ∈
K(g), j = 1, . . . , J(g), tais que as seguintes LMIs sa˜o satisfeitas para todo Kℓ(g+1) ∈ K(g+1),
ℓ = 1, . . . , J(g + 1)
∑
i∈Iℓ(g+1)


−PKi
ℓ
(g+1) A
′
iPKiℓ(g+1) 0 β
i
ℓ(g + 1)C
′
i
⋆ −PKi
ℓ
(g+1) PKi
ℓ
(g+1)Bi 0
⋆ ⋆ −βiℓ(g + 1)I β
i
ℓ(g + 1)D
′
i
⋆ ⋆ ⋆ −βiℓ(g + 1)µdI

 < 0 (4.9)
enta˜o a matriz de Lyapunov com dependeˆncia polinomial homogeˆnea nos paraˆmetros dada em
(3.1) garante que Md(α) dada em (1.32) e´ definida negativa todo α ∈ ∆N . Ale´m disso, se as
LMIs de (4.9) sa˜o satisfeitas para um dado grau gˆ, enta˜o as LMIs correspondentes a qualquer
grau g > gˆ tambe´m sa˜o satisfeitas.
Prova: Similar a` prova do Teorema 4.1.
Impondo-se a estrutura polinomial homogeˆnea na varia´vel X(α) do Lema 4.3, custos garan-
tidos H∞ menos conservadores podem ser obtidos para o mesmo grau g.
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Teorema 4.3 Se existirem matrizes sime´tricas definidas positivas PKj(g) ∈ IR
n×n, e matri-
zes XKj(g) ∈ IR
(2n+q+p)×(n+p), Kj(g) ∈ K(g), j = 1, . . . , J(g) tais que as seguintes LMIs sa˜o
satisfeitas para todo Kℓ(g + 1) ∈ K(g + 1), ℓ = 1, . . . , J(g + 1)∑
i∈Iℓ(g+1)
(
QKi
ℓ
(g+1) +XKi
ℓ
(g+1)Bi + B
′
iX
′
Ki
ℓ
(g+1)
)
< 0 (4.10)
com
Bi =
[
I −Ai 0 −Bi
0 −Ci I −Di
]
, Xg(α) =
J(g)∑
j=1
αk11 α
k2
2 · · ·α
kN
N XKj(g) ; k1k2 · · · kN = Kj(g) (4.11)
e QKi
ℓ
(g+1) dada por
QcKi
ℓ
(g+1) =


0 PKi
ℓ
(g+1) 0 0
⋆ 0 0 0
⋆ ⋆ βiℓ(g + 1)I 0
⋆ ⋆ ⋆ −βiℓ(g + 1)µI

 ,
QdKi
ℓ
(g+1) =


PKi
ℓ
(g+1) 0 0 0
⋆ −PKi
ℓ
(g+1) 0 0
⋆ ⋆ βiℓ(g + 1)I 0
⋆ ⋆ ⋆ −βiℓ(g + 1)µI


para os casos cont´ınuo e discreto, respectivamente, enta˜o a matriz de Lyapunov com dependeˆncia
polinomial homogeˆnea nos paraˆmetros dada em (3.1) garante que Θ(α) dada em (4.6) e´ definida
negativa todo α ∈ ∆N . Ale´m disso, se as LMIs de (4.10) sa˜o satisfeitas para um dado grau gˆ,
enta˜o as LMIs correspondentes a qualquer grau g > gˆ tambe´m sa˜o satisfeitas.
Prova: Similar a` prova do Teorema 4.1. Com Pg(α) > 0 dada em (3.1), Xg(α) em (4.11) e
(A,B,C,D)(α) ∈ S, Θ(α) em (4.6) pode ser escrita como uma combinac¸a˜o positiva dos αi’s
envolvendo o lado esquerdo das LMIs (4.10). Impondo que cada LMI seja definida negativa,
uma condic¸a˜o suficiente para Θ(α) < 0 e´ obtida. Novamente, se as condic¸o˜es (4.6) sa˜o satisfeitas
para um dado grau gˆ, enta˜o Pgˆ+1(α) = (
∑N
i=1 αi)Pgˆ(α) e Xgˆ+1(α) = (
∑N
i=1 αi)Xgˆ(α) sa˜o uma
soluc¸a˜o fact´ıvel para as LMIs (4.10) para g = gˆ + 1.
Minimizando o valor de µ tal que as condic¸o˜es dos Teoremas 4.1, 4.1 e 4.3 sa˜o verificadas,
custos garantidos H∞ podem ser computados por meio de procedimentos convexos de otimiza-
c¸a˜o. Para g dado, os resultados do Teorema 4.3 sa˜o menos conservadores (e conteˆm os resultados
dos Teoremas 4.1 e 4.2) em func¸a˜o da varia´vel matricial adicional Xg(α).
4.3.2 Condic¸o˜es para custos garantidos H2
Os pro´ximos dois teoremas fornecem condic¸o˜es suficientes para que as condic¸o˜es que envol-
vem T (condic¸o˜es do trac¸o) (4.1) e (4.4) sejam satisfeitas.
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Teorema 4.4 Se existirem matrizes sime´tricas definidas positivas PKj(g) ∈ IR
n×n, Kj(g) ∈
K(g), j = 1, . . . , J(g), e uma matriz sime´trica semidefinida positiva T ∈ IRm×m tais que as
seguintes LMIs sa˜o satisfeitas para todo Kℓ(g + 1) ∈ K(g + 1), ℓ = 1, . . . , J(g + 1)∑
i∈Iℓ(g+1)
[
−βiℓ(g + 1)T B
′
iPKiℓ(g+1)
⋆ −PKi
ℓ
(g+1)
]
< 0 (4.12)
enta˜o (4.1) e´ verificada para todo α ∈ ∆N com a matriz de Lyapunov com dependeˆncia po-
linomial homogeˆnea nos paraˆmetros dada por (3.1). Ale´m disso, se as LMIs de (4.12) sa˜o
satisfeitas para um dado grau gˆ, enta˜o as LMIs correspondentes a qualquer grau g > gˆ tambe´m
sa˜o satisfeitas.
Prova: Similar a` prova do Teorema 4.1. Com Pg(α) > 0 dada por (3.1), (4.1) e´ uma matriz
polinomial homogeˆnea de grau g + 1 que pode ser escrita como
J(g+1)∑
ℓ=1
αk11 α
k2
2 · · ·α
kN
N

 ∑
i∈Iℓ(g+1)
[
−βiℓ(g + 1)T B
′
iPKiℓ(g+1)
⋆ −PKi
ℓ
(g+1)
] ; k1k2 · · · kN = Kℓ(g+1) (4.13)
A condic¸a˜o (4.12) imposta para todo ℓ, ℓ = 1, . . . , J(g + 1) garante que (4.1) e´ verificada para
todo α ∈ ∆N .
Note que coeficientes βiℓ(g + 1) sa˜o necessa´rios em (4.12) com o objetivo de reescrever
(4.1) como uma matriz polinomial homogeˆnea, o que e´ feito simplesmente multiplicando T
por (
∑N
i=1 αi)
g+1.
Teorema 4.5 Se existirem matrizes sime´tricas definidas positivas PKj(g) ∈ IR
n×n, matrizes
HKj(g) ∈ IR
m×n, LKj(g) ∈ IR
n×n, Kj(g) ∈ K(g), j = 1, . . . , J(g), e uma matriz sime´trica semidefi-
nida positiva T ∈ IRm×m tais que as seguintes LMIs sa˜o satisfeitas para todo Kℓ(g+1) ∈ K(g+1),
ℓ = 1, . . . , J(g + 1)
∑
i∈Iℓ(g+1)
[
HKj(g+1)Bi +B
′
iH
′
Kj(g+1)
− βiℓ(g + 1)T B
′
iLKj(g+1) −HKj(g+1)
⋆ PKj(g+1) − LKj(g+1) − L
′
Kj(g+1)
]
< 0 (4.14)
enta˜o a matriz de Lyapunov com dependeˆncia polinomial homogeˆnea nos paraˆmetros dada em
(3.1) garante que (4.4) e´ verificada para todo α ∈ ∆N . Ale´m disso, se as LMIs de (4.14) sa˜o
satisfeitas para um dado grau gˆ, enta˜o as LMIs correspondentes a qualquer grau g > gˆ tambe´m
sa˜o satisfeitas.
Prova: Similar a` prova do Teorema 4.1. Note que as varia´veis extras H(α) e L(α) tambe´m sa˜o
consideradas como matrizes polinomiais homogeˆneas, isto e´,
Hg(α) =
J(g)∑
j=1
αk11 α
k2
2 · · ·α
kN
N HKj(g), Lg(α) =
J(g)∑
j=1
αk11 α
k2
2 · · ·α
kN
N LKj(g) ;
k1k2 · · · kN = Kj(g)
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Os pro´ximos treˆs teoremas fornecem condic¸o˜es suficientes para garantir que as condic¸o˜es
dos gramianos (4.2), (4.3) e (4.5) sejam satisfeitas. As provas sa˜o similares a`s dos teoremas
anteriores, sendo portanto omitidas.
Teorema 4.6 Se existirem matrizes sime´tricas definidas positivas PKj(g) ∈ IR
n×n, Kj(g) ∈
K(g), j = 1, . . . , J(g), tais que as seguintes LMIs sa˜o satisfeitas para todo Kℓ(g+1) ∈ K(g+1),
ℓ = 1, . . . , J(g + 1)
∑
i∈Iℓ(g+1)
[
A′iPKiℓ(g+1) + PKiℓ(g+1)Ai β
i
ℓ(g + 1)C
′
i
⋆ −βiℓ(g + 1)I
]
< 0 (4.15)
enta˜o a matriz de Lyapunov com dependeˆncia polinomial homogeˆnea nos paraˆmetros dada em
(3.1) garante que Υc(α) dada em (4.2) e´ definida negativa para todo α ∈ ∆N . Ale´m disso, se as
LMIs de (4.15) sa˜o satisfeitas para um dado grau gˆ, enta˜o as LMIs correspondentes a qualquer
grau g > gˆ tambe´m sa˜o satisfeitas.
Teorema 4.7 Se existirem matrizes sime´tricas definidas positivas PKj(g) ∈ IR
n×n, Kj(g) ∈
K(g), j = 1, . . . , J(g), tais que as seguintes LMIs sa˜o satisfeitas para todo Kℓ(g+1) ∈ K(g+1),
ℓ = 1, . . . , J(g + 1)
∑
i∈Iℓ(g+1)

 −PKiℓ(g+1) A′iPKiℓ(g+1) βiℓ(g + 1)C ′i⋆ −PKi
ℓ
(g+1) 0
⋆ ⋆ −βiℓ(g + 1)I

 < 0 (4.16)
enta˜o a matriz de Lyapunov com dependeˆncia polinomial homogeˆnea nos paraˆmetros dada em
(3.1) garante que Υd(α) dada em (4.3) e´ definida negativa para todo α ∈ ∆N . Ale´m disso, se as
LMIs de (4.16) sa˜o satisfeitas para um dado grau gˆ, enta˜o as LMIs correspondentes a qualquer
grau g > gˆ tambe´m sa˜o satisfeitas.
Teorema 4.8 Se existirem matrizes sime´tricas definidas positivas PKj(g) ∈ IR
n×n, matrizes
FKj(g) ∈ IR
n×n, GKj(g) ∈ IR
n×n, Kj(g) ∈ K(g), j = 1, . . . , J(g), tais que as seguintes LMIs sa˜o
satisfeitas para todo Kℓ(g + 1) ∈ K(g + 1), ℓ = 1, . . . , J(g + 1)
∑
i∈Iℓ(g+1)

 FKiℓ(g+1)Ai + A
′
iF
′
Ki
ℓ
(g+1)
A′iGKiℓ(g+1) − FKiℓ(g+1) C
′
iβ
i
ℓ(g + 1)
⋆ −GKi
ℓ
(g+1) −G
′
Ki
ℓ
(g+1)
0
⋆ ⋆ −βiℓ(g + 1)I

+ΘKi
ℓ
(g+1) < 0
(4.17)
com
Fg(α) =
J(g)∑
j=1
αk11 α
k2
2 · · ·α
kN
N FKj(g), Gg(α) =
J(g)∑
j=1
αk11 α
k2
2 · · ·α
kN
N GKj(g) ;
k1k2 · · · kN = Kj(g)
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e ΘKi
ℓ
(g+1) dada por
ΘcKi
ℓ
(g+1) =

 0 PKiℓ(g+1) 0⋆ 0 0
⋆ ⋆ 0

 , ΘdKi
ℓ
(g+1) =

 −PKiℓ(g+1) 0 0⋆ PKi
ℓ
(g+1) 0
⋆ ⋆ 0


para os casos cont´ınuo e discreto, respectivamente, enta˜o a matriz de Lyapunov com dependeˆncia
polinomial homogeˆnea nos paraˆmetros dada em (3.1) garante que (4.5) e´ satisfeita para todo
α ∈ ∆N . Ale´m disso, se as LMIs de (4.17) sa˜o satisfeitas para um dado grau gˆ, enta˜o as LMIs
correspondentes a qualquer grau g > gˆ tambe´m sa˜o satisfeitas.
Com os Teoremas 4.4 (T4.4) e 4.5 (T4.5), e os Teoremas 4.6 (T4.6), 4.7 (T4.7) e 4.8 (T4.8),
pode-se formular quatro problemas de otimizac¸a˜o diferentes para avaliar custos garantidos H2
para o caso cont´ınuo, dados por:
γ2c = min tr(T )
tal que os Teoremas (i, j) sa˜o satisfeitos;
(i, j) ∈ {(4.4, 4.6), (4.4, 4.8), (4.5, 4.6), (4.5, 4.8)}
(4.18)
Como T4.4 e T4.5 sa˜o condic¸o˜es suficientes para (4.1) e (4.4) e T4.6 e T4.8 sa˜o condic¸o˜es
suficientes para (4.2) e (4.5), a minimizac¸a˜o do tr(T ) garante que γc estara´ o mais perto poss´ıvel
da norma H2 de pior caso. Similarmente, os problemas de otimizac¸a˜o para o caso discreto sa˜o:
γ2d = min tr(T )
tal que os Teoremas (i, j) sa˜o satisfeitos;
(i, j) ∈ {(4.4, 4.7), (4.4, 4.8), (4.5, 4.7), (4.5, 4.8)}
(4.19)
Para propo´sitos de comparac¸o˜es nume´ricas, somente os pares (T4.4,T4.6) e (T4.5,T4.8) sa˜o
considerados no caso cont´ınuo. O u´ltimo par usa varia´veis extras nas condic¸o˜es do trac¸o e do
gramiano, fornecendo avaliac¸o˜es menos conservadoras para o mesmo grau g, ao prec¸o de um
esforc¸o computacional maior. Similarmente, somente os pares (T4.4,T4.7) e (T4.5,T4.8) sa˜o
considerados no caso discreto.
4.4 Complexidade
A complexidade nume´rica associada a`s condic¸o˜es LMIs apresentadas pode ser estimada a
partir do nu´mero K de varia´veis escalares e o nu´mero L de linhas de LMIs nos problemas de
otimizac¸a˜o. A Tabela 4.1 mostra os valores de K e L em func¸a˜o de n (estados), m (entradas), p
(sa´ıdas), N (nu´mero de ve´rtices) e J(g) para os Teoremas 4.1 (T4.1), 4.2 (T4.2), 4.3 (T4.3), 4.4
(T4.4), 4.5 (T4.5), 4.6 (T4.6), 4.7 (T4.7) e 4.8 (T4.8). J(g) e´ dado por (N+g−1)!/(g!(N−1)!).
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K
T4.1 e T4.2 1 + n(n + 1)J(g)/2
T4.3 1 + (n(n+ 1)/2 + (2n+m+ p)(n + p))J(g)
T4.4 n(n + 1)J(g)/2 +m(m+ 1)/2
T4.5 n(n+ 1)J(g)/2 +m(m+ 1)/2 + n(m+ n)J(g)
T4.6 e T4.7 n(n+ 1)J(g)/2
T4.8 n(n+ 1)J(g)/2 + 2n2J(g)
L
T4.1 (n+m+ p)J(g + 1) + nJ(g)
T4.2 e T4.3 (2n+m+ p)J(g + 1) + nJ(g)
T4.4 e T4.5 (n+m)J(g + 1) + nJ(g)
T4.6 (n + p)J(g + 1) + nJ(g)
T4.7 e T4.8 (2n+ p)J(g + 1) + nJ(g)
Tabela 4.1: Valores de K (nu´mero de varia´veis escalares) e L (nu´mero de linhas de LMIs)
em func¸a˜o de n (estados), m (entradas), p (sa´ıdas), N (nu´mero de ve´rtices) e J(g) para os
Teoremas 4.1 (T4.1), 4.2 (T4.2), 4.3 (T4.3), 4.4 (T4.4), 4.5 (T4.5), 4.6 (T4.6), 4.7 (T4.7) e 4.8
(T4.8). J(g) e´ dado por (N + g − 1)!/(g!(N − 1)!).
Note que condic¸o˜es alternativas podem ser obtidas simplesmente substituindo (Ai, Bi, Ci, Di)
(sistema original) por (A′i, C
′
i, B
′
i, D
′
i) (sistema dual) nos teoremas com as respectivas mudanc¸as
nas dimenso˜es das varia´veis (que dependem de m e p), provavelmente fornecendo diferentes
complexidades e avaliac¸o˜es distintas de custos garantidos H2 e H∞.
4.5 Experimentos Nume´ricos
Alguns exemplos nume´ricos, apresentados na sequ¨eˆncia, ilustram como as condic¸o˜es propos-
tas neste cap´ıtulo podem fornecer estimativas cada vez mais acuradas de custos garantidos H2 e
H∞ a` medida que g cresce (em todos os casos apresentados, os custos garantidos chegam muito
pro´ximos das normas de pior caso com valores relativamente pequenos de g e podem ser com-
putados em poucos segundos). As normas de pior caso H2 e H∞ foram computadas por meio
de uma busca exaustiva no espac¸o de paraˆmetros. O SeDuMi [Stu99] foi usado como resolvedor
de LMIs.
Exemplo 1
Considere uma sistema discreto com uma entrada e uma sa´ıda com n = 2 estados e N = 2
ve´rtices dados por
A1 =
[
−0.05 0.97
−1.00 0.01
]
, A2 =
[
−1.68 −1.44
0.94 0.22
]
,
Bi =
[
1 0
]′
, Ci =
[
0 1
]
, Di = 0; i = 1, 2
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As condic¸o˜es de [dOOL+04a] e [ABP02] na˜o sa˜o capazes de encontrar uma soluc¸a˜o fact´ıvel,
enquanto que as condic¸o˜es de T4.2 e T4.3, e os pares (T4.4,T4.7) e (T4.5,T4.8) sa˜o capazes
de computar custos garantidos H∞ e H2, respectivamente. A Tabela 4.2 mostra os custos
garantidos computados e as normas H∞ e H2 de pior caso para este exemplo.
H∞ H2
Me´todo (O) (D) Me´todo (O) (D)
T4.2g<7 – – (T4.4,T4.7)g<7 – –
T4.2g=7 134.36 302.35 (T4.4,T4.7)g=7 24.78 73.40
T4.2g=8 86.79 103.59 (T4.4,T4.7)g=8 8.96 29.33
T4.2g=9 86.77 86.77 (T4.4,T4.7)g=9 7.79 17.15
T4.3g=1 – – (T4.5,T4.8)g=1 – –
T4.3g=2 86.77 86.77 (T4.5,T4.8)g=2 7.79 7.79
Tabela 4.2: Custos garantidos para o sistema incerto a tempo discreto do Exemplo 1, computa-
dos usando-se T4.2 e T4.3 (casoH∞) e (T4.4,T4.7) e (T4.5,T4.8) (casoH2) para (Ai, Bi, Ci) (sis-
tema original - O) e (A′i, C
′
i, B
′
i) (sistema dual - D). A normaH∞ de pior caso e´ ‖H‖∞p.c. = 86.77
e a normaH2 de pior caso e´ ‖H‖2p.c. = 7.79. O s´ımbolo ‘–’ significa que nenhuma soluc¸a˜o fact´ıvel
foi encontrada.
Esse exemplo ilustra o fato de que algumas vezes func¸o˜es de Lyapunov com dependeˆncia afim
nos paraˆmetros na˜o podem computar custos garantidos H2 ou H∞, mas func¸o˜es de Lyapunov
com dependeˆncia polinomial nos paraˆmetros sa˜o capazes de fornecer resultados precisos. O
Teorema 4.3 atinge a norma H∞ de pior caso para g = 2 enquanto que o Teorema 4.2 precisa
de g = 9. O mesmo ocorre com os pares (T4.4,T4.7) e (T4.5,T4.8) para o caso H2. O melhor
desempenho do Teorema 4.3 e do par (T4.5,T4.8) e´ devido a`s varia´veis extras. Os tempos
computacionais correspondentes para os me´todos propostos neste cap´ıtulo sa˜o mostrados na
Tabela 4.3. O Teorema 4.3 e o par (T4.5,T4.8) fornecem os melhores resultados em termos
esforc¸o computacional e resultados precisos.
H∞ H2
Me´todo (O) (D) Me´todo (O) (D)
T4.2g=7 1.02 0.87 (T4.4,T4.7)g=7 0.52 0.72
T4.2g=8 1.04 0.97 (T4.4,T4.7)g=8 0.47 0.52
T4.2g=9 1.07 1.32 (T4.4,T4.7)g=9 0.36 0.49
T4.3g=2 0.44 0.52 (T4.5,T4.8)g=2 0.30 0.26
Tabela 4.3: Tempos de execuc¸a˜o (em segundos) fornecidos pelos Teoremas propostos para o
Exemplo 1. (O) denota o sistema original e (D) o sistema dual.
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Exemplo 2
Este exemplo considera os ı´ndices de desempenhos H2 e H∞ de um controlador de reali-
mentac¸a˜o de estados robusto dado em [GPT04, Exemplo 1]. O modelo representa um sate´lite
que possui dois corpos r´ıgidos conectados por uma ligac¸a˜o ela´stica que e´ modelada como uma
mola com torque constante k e um amortecimento viscoso ρ que possuem incertezas nas faixas
0.07 ≤ k ≤ 0.49 e 0.0038 ≤ ρ ≤ 0.05. As matrizes do sistema sa˜o:
A =


0 0 1 0
0 0 0 1
− k
J1
k
J1
− f
J1
f
J1
k
J2
− k
J2
f
J2
− f
J2

 , Bu =


0
0
1
J1
0

 , Bw =


0
0
1
J1
0

 ,
Cz∞ =
[
0 1 0 0
]
, Cz2 =

 1 0 0 00 1 0 0
0 0 0 0

 , Dzu2 =

 00
1


Considerando J1 = 1 e J2 = 1, o objetivo e´ avaliar o custo H2 de T2(s) = (Cz2+Dzu2K)[sI−
(A+BuK)]
−1Bw e o custo H∞ de T∞(s) = Cz∞[sI− (A+BuK)]
−1Bw usando o ganho fornecido
em [GPT04]
K =
[
−5.3 2.4 −3.5 −10.7
]
A Tabela 4.4 mostra os resultados fornecidos pelos teoremas apresentados neste cap´ıtulo para
os custos garantidos H∞ e H2.
H∞ H2
Me´todo (O) (D) Me´todo (O) (D)
T4.1g=1 0.5509 0.4391 (T4.4,T4.6)g=1 1.6961 1.6620
(T4.4,T4.6)g=2 1.6585 1.6611
T4.3g=1 0.4744 0.4391 (T4.5,T4.8)g=1 1.6709 1.6616
(T4.5,T4.8)g=2 1.6585 1.6611
Tabela 4.4: Custos garantidos para o sistema incerto a tempo cont´ınuo do Exemplo 2, computa-
dos usando T4.1 e T4.3 (caso H∞) e (T4.4,T4.6) e (T4.5,T4.8) (caso H2) para (Ai, Bi, Ci) (sis-
tema original - O) e (A′i, C
′
i, B
′
i) (sistema dual - D). A normaH∞ de pior caso e´ ‖H‖∞p.c. = 0.4391
e norma H2 de pior caso e´ ‖H‖2p.c. = 1.6585.
Exemplo 3
Considere o problema de controle robusto por realimentac¸a˜o de estados baseado em [VMP92].
As matrizes do sistema nominal sa˜o:
A =


−2 1 1 1
0 0 0 2
−1 0 −2 −3
−2 −1 2 −1

 , Bu =


0 0
α 0
0 0
0 β

 , Bw =


1
0
1
0

 ,
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Cz =

 1 0 −1 00 0 0 0
0 0 0 0

 , Dzu =

 0 01 0
0 1

 , Dw =

 00
0


Treˆs diferentes esquemas sa˜o considerados:
(a) α = 1, β = 1 (planta nominal)
(b) α = 0, β = 1 (falha do primeiro atuador)
(c) α = 1, β = 0 (falha do segundo atuador)
gerando um politopo de N = 3 ve´rtices. O objetivo e´ avaliar as normas H2 e H∞ de G(s) =
(Cz +DzuK)[sI− (A +BuK)]
−1Bw +Dw para todo o domı´nio de incertezas com
K =
[
−0.1054 −0.8668 0.1745 −0.3445
−0.8626 −0.0352 −0.5810 0.1525
]
Em relac¸a˜o ao caso H∞, T4.1 e T4.3 forneceram a norma de pior caso ‖H‖∞p.c. = 10.4237
para g = 1, garantindo que neste caso, uma matriz de Lyapunov com dependeˆncia afim nos
paraˆmetros e´ suficiente para avaliar a norma H∞ de pior caso. O caso H2 apresenta um cena´rio
diferente, necessitando de matrizes de Lyapunov de graus maiores. Note que o par (T4.5,T4.8)
alcanc¸ou o pior caso com g = 3, enquanto que o par (T4.4,T4.6) precisaria de graus ainda
maiores. Os resultados para o coˆmputo dos custos garantidos H2 sa˜o mostrados na Tabela 4.5.
Me´todo (O) Tempo (s) (D) Tempo (s)
(T4.4,T4.6)g=1 2.4991 0.57 3.2156 0.59
(T4.4,T4.6)g=2 2.4929 0.72 2.9887 0.66
(T4.4,T4.6)g=5 2.4850 1.86 2.7244 1.91
(T4.4,T4.6)g=10 2.4766 4.87 2.6297 5.27
(T4.5,T4.8)g=1 2.4527 1.34 2.9172 1.32
(T4.5,T4.8)g=2 2.4484 2.79 2.7385 3.20
(T4.5,T4.8)g=3 2.4482 6.80 2.7038 11.37
Tabela 4.5: Custos garantidos H2 e os tempos de execuc¸a˜o correspondentes para o sistema
incerto a tempo cont´ınuo do Exemplo 3 usando os pares (T4.4,T4.6) e (T4.5,T4.8) para
(Ai, Bi, Ci) (sistema original - O) e (A
′
i, C
′
i, B
′
i) (sistema dual - D). A norma H2 de pior caso e´
‖H‖2p.c. = 2.4482.
Exemplo 4
Como u´ltimo exemplo, considere o sistema massa-mola de quarta ordem apresentado em
[Iwa96], reproduzido na Figura 4.1.
A func¸a˜o de transfereˆncia considerada e´ da forc¸a de entrada d aplicada a` massa m1 para o
sinal de erro e = x2 (posic¸a˜o da massa m2). Os paraˆmetros nominais sa˜o: massas m1 = 1 e
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x1
x2 = e
d
m1 m2
k1 k2
f1 f2
Figura 4.1: Sistema massa-mola apresentado em [Iwa96].
H∞ H2
Me´todo (O) (D) Me´todo (O) (D)
dOH∞ 1.021 1.080 dOH2 0.501 0.588
T4.1g=1 1.056 1.169 (T4.4,T4.6)g=1 0.588 0.522
T4.1g=2 1.011 1.084 (T4.4,T4.6)g=2 0.495 0.496
T4.1g=3 1.002 1.064 (T4.4,T4.6)g=3 0.488 0.488
T4.3g=1 1.019 1.084 (T4.5,T4.8)g=1 0.509 0.500
T4.3g=2 1.002 1.021 (T4.5,T4.8)g=2 0.488 0.488
Tabela 4.6: Custos garantidos para o sistema a tempo cont´ınuo do Exemplo 4, calculados
pelos me´todos em (dOH∞), T4.1 e T4.3 (caso H∞) e pelos me´todos em (dOH2), (T4.4,T4.6) e
(T4.5,T4.8) (caso H2) para (Ai, Bi, Ci) (sistema original - O) e (A
′
i, C
′
i, B
′
i) (sistema dual - D).
A norma H∞ de pior caso e´ ‖H‖∞p.c. = 1.000 e a norma H2 de pior caso e´ ‖H‖2p.c. = 0.488.
m2 = 0.5; rigidez das molas k1 = k2 = 1 e coeficiente de atrito viscoso c0 = 2. Assume-se que as
incertezas afetam o sistema da seguinte maneira: m1+ δm1 , m2+ δm2 e c0+ δc0, com |δm1 | ≤ 0.5,
|δm2 | ≤ 0.25 e |δc0| ≤ 1.0, resultando em um politopo de N = 8 ve´rtices. A Tabela 4.6 mostra
os resultados fornecidos pelos teoremas propostos e as melhores avaliac¸o˜es dos me´todos em
[dOOL+04b] (dOH2) e [dOOL
+04a] (dOH∞). Os tempos de execuc¸a˜o correspondentes para os
me´todos propostos neste cap´ıtulo sa˜o mostrados na Tabela 4.7.
Tempos Computacionais
Para avaliar o comportamento geral dos me´todos propostos em termos do tempo computaci-
onal necessa´rio para fornecer estimativas de custos garantidos H2 e H∞, o seguinte experimento
foi realizado: Para cada caso n = 2, 3, 4 e N = 2, 3, 4, o tempo me´dio para cada me´todo fornecer
uma estimativa da norma H2 ou H∞ de 25 sistemas a tempo cont´ınuo esta´veis e´ calculado para
g variando de um ate´ treˆs. As matrizes dinaˆmicas dos sistemas (A(α)) a serem testados foram
retiradas da base de dados usada para gerar a Tabela 3.9 do Cap´ıtulo 3. As matrizes B(α),
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H∞ H2
Me´todo (O) (D) Me´todo (O) (D)
dOH∞ 4.6 2.85 dOH2 8.62 4.10
T4.1g=1 0.89 0.97 (T4.4,T4.6)g=1 1.33 1.23
T4.1g=2 2.91 3.95 (T4.4,T4.6)g=2 4.20 4.30
T4.1g=3 33.92 38.09 (T4.4,T4.6)g=3 23.31 24.96
T4.3g=1 8.39 7.25 (T4.5,T4.8)g=1 10.30 8.22
T4.3g=2 158.00 142.28 (T4.5,T4.8)g=2 69.65 78.23
Tabela 4.7: Tempos de execuc¸a˜o (em segundos) exigidos pelos teoremas propostos neste cap´ıtulo
e pelos me´todos de dOH2 e dOH∞ para o Exemplo 4. (O) denota o sistema original e (D) o
sistema dual.
C(α) e D(α) foram consideradas precisamente conhecidas com ve´rtices dados por
Bi =


1
0
...
0

 , Ci = [0 · · · 0 1] , Di = 0; i = 1, . . . , N
As Figuras 4.2 e 4.3 mostram os tempos obtidos pelos pares (T4.4,T4.6) e (T4.5,T4.8),
respectivamente, para obter estimativas da norma H2. As Figuras 4.4 e 4.5 mostram os tem-
pos obtidos pelos Teoremas 4.1 e 4.3, respectivamente, para obter estimativas da norma H∞.
Somente o resolvedor SeDuMi foi utilizado.
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Figura 4.2: Tempo me´dio em segundos requerido pelo par (T4.4,T4.6) para fornecer custos
garantidosH2 de 25 sistemas a tempo cont´ınuo esta´veis variando g de um ate´ treˆs para n = 2, 3, 4
e N = 2, 3, 4. As treˆs barras verticais agrupadas significam a variac¸a˜o de g = {1, 2, 3}.
Como se observa das figuras, o par (T4.4,T4.6) e o Teorema 3.1 (que na˜o usam varia´veis
extras do Lema de Finsler) exigem os menores tempos computationais. Por outro lado, o maior
esforc¸o demandando pelo Teorema 3.3 e pelo par (T4.5,T4.8) e´ compensado com a necessidade
de graus menores para fornecer as mesmas estimativas das normas H2 e H∞.
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Figura 4.3: Tempo me´dio em segundos requerido pelo par (T4.5,T4.8) para fornecer custos
garantidosH2 de 25 sistemas a tempo cont´ınuo esta´veis variando g de um ate´ treˆs para n = 2, 3, 4
e N = 2, 3, 4. As treˆs barras verticais agrupadas significam a variac¸a˜o de g = {1, 2, 3}.
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Figura 4.4: Tempo me´dio em segundos requerido pelo Teorema T4.1 para fornecer custos ga-
rantidos H∞ de 25 sistemas a tempo cont´ınuo esta´veis variando g de um ate´ treˆs para n = 2, 3, 4
e N = 2, 3, 4. As treˆs barras verticais agrupadas significam a variac¸a˜o de g = {1, 2, 3}.
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Figura 4.5: Tempo me´dio em segundos requerido pelo Teorema T4.3 para fornecer custos ga-
rantidos H∞ de 25 sistemas a tempo cont´ınuo esta´veis variando g de um ate´ treˆs para n = 2, 3, 4
e N = 2, 3, 4. As treˆs barras verticais agrupadas significam a variac¸a˜o de g = {1, 2, 3}.
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4.6 Conclusa˜o
Um procedimento sistema´tico para construir func¸o˜es de Lyapunov com dependeˆncia polino-
mial homogeˆnea nos paraˆmetros usadas para computar custos garantidos H2 e H∞ de sistemas
lineares polito´picos foi apresentado neste cap´ıtulo. A` medida que o grau da func¸a˜o aumenta, a
condic¸o˜es tornam-se progressivamente menos conservadoras, fornecendo testes simples e eficien-
tes para avaliar custos garantidos H∞ e H2 de sistemas lineares polito´picos.
Capı´tulo 5
Relaxac¸o˜es LMIs Exatas
O objetivo deste cap´ıtulo e´ caracterizar a existeˆncia de uma matriz de Lyapunov com depen-
deˆncia polinomial homogeˆnea de grau arbitra´rio nos paraˆmetros que seja soluc¸a˜o de uma LMI
dependente de paraˆmetros. Em particular, LMIs dependentes de paraˆmetros ligadas a` estabili-
dade robusta e a IQCs sera˜o estudadas em detalhes. A metodologia baseia-se no uso do Teorema
de Po´lya aplicado a polinoˆmios homogeˆneos de grau arbitra´rio, fornecendo uma sequ¨eˆncia de
condic¸o˜es LMIs suficientes que sa˜o progressivamente necessa´rias. A principal vantagem dessa
metodologia e´ a generalidade de suas aplicac¸o˜es, permitindo que qualquer LMI dependente de
paraˆmetros pertencentes ao simplex unita´rio ligada a problemas de ana´lise e controle robusto
possa ser resolvida de forma sistema´tica. A introduc¸a˜o deste cap´ıtulo revisa alguns resultados
importantes ligados a LMIs dependentes de paraˆmetros dentro da Teoria de Controle.
5.1 Introduc¸a˜o
Ana´lise e s´ıntese robusta de sistemas lineares que dependem de paraˆmetros incertos sa˜o pro-
blemas cla´ssicos dentro da teoria de controle robusto e teˆm atra´ıdo grandes esforc¸os de pesquisa
nas u´ltimas de´cadas. Frequ¨entemente, problemas como esses podem ser expressos na forma de
LMIs dependentes de paraˆmetros [AT00]. Em geral, a factibilidade de uma LMI dependente
de paraˆmetros associada a um problema de ana´lise deve ser verificada em todo o espac¸o de
paraˆmetros, sendo portanto um problema de dimensa˜o infinita. Os problemas de estabilidade
robusta e coˆmputo de normas H2 e H∞ apresentados nos Lemas 1.1–1.6 ilustram bem esse
cena´rio. E´ bastante comum que problemas de robustez em sistemas lineares investigados por
meio da teoria de Lyapunov se expressem naturalmente por LMIs dependentes de paraˆmetros.
Dentro do contexto de sistemas polito´picos, LMIs dependentes de paraˆmetros, envolvidas
em problemas de ana´lise e s´ıntese robusta, teˆm sido extensivamente abordadas na literatura
por func¸o˜es de Lyapunov quadra´ticas e por func¸o˜es de Lyapunov com dependeˆncia afim nos
paraˆmetros. Apesar das parametrizac¸o˜es convexas e dos bons resultados, o conservadorismo e´
inerente aos me´todos em func¸a˜o da estrutura particular da matriz de Lyapunov. Recentemente,
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um resultado importante para LMIs dependentes de paraˆmetros, apresentado em [Bli04b], mos-
tra que qualquer LMI dependente de paraˆmetros escalares definidos em um conjunto compacto
pode ser caracterizada por uma soluc¸a˜o polinomial de grau arbitra´rio nos paraˆmetros, sem perda
de generalidade.
No caso dos sistemas polito´picos estudados nesta tese, os paraˆmetros incertos esta˜o restritos
ao simplex unita´rio, que e´ um conjunto compacto. Assim, a soluc¸a˜o polinomial (garantida por
[Bli04b]) pode ser restrita a polinoˆmios homogeˆneos de grau arbitra´rio, conforme sera´ provado
no decorrer do cap´ıtulo. Com esse resultado, e´ poss´ıvel afirmar que os problemas estudados
nesta tese sempre podem ser resolvidos por meio de uma func¸a˜o de Lyapunov com dependeˆn-
cia polinomial homogeˆnea nos paraˆmetros, sem perda de generalidade, sendo esta a primeira
contribuic¸a˜o deste cap´ıtulo. Em princ´ıpio, os resultados dos Cap´ıtulos 3 e 4 na˜o sa˜o capazes
de garantir que sempre que uma soluc¸a˜o polinomial homogeˆnea existe, as relaxac¸o˜es propostas
apresentara˜o convergeˆncia. Note que a esseˆncia das relaxac¸o˜es propostas e´ garantir que um
polinoˆmio homogeˆneo seja definido negativo (ou positivo) impondo que o coeficiente de cada
monoˆmio seja definido negativo (ou positivo), sendo esta apenas uma condic¸a˜o suficiente. A
segunda contribuic¸a˜o deste cap´ıtulo e´ fornecer uma relaxac¸a˜o convergente para garantir a exis-
teˆncia de uma func¸a˜o de Lyapunov de um dado grau. Essa relaxac¸a˜o, assim como no Cap´ıtulo 2,
e´ baseada no Teorema de Po´lya aplicado a polinoˆmios com coeficientes matriciais. Surpreen-
dentemente, com simples argumentos baseados no Teorema de Po´lya, e´ poss´ıvel provar que
as relaxac¸o˜es dos Cap´ıtulos 3 e 4 tambe´m tornam-se necessa´rias para grau g suficientemente
elevado.
As LMIs dependentes de paraˆmetros ligadas aos problemas de estabilidade robusta de sis-
temas polito´picos e IQCs sa˜o investigadas em detalhes neste cap´ıtulo. Exemplos nume´ricos
comparando a metodologia proposta com outros me´todos da literatura finalizam as contribui-
c¸o˜es.
5.2 Preliminares
Considere, por exemplo, as LMIs dependentes de paraˆmetros ligadas a` estabilidade robusta
apresentadas nos Lemas 2.1 (caso Hurwitz) e 2.2 (caso Schur). Essas LMIs dependentes de
paraˆmetros podem ser reescritas na seguinte forma: ∀ α ∈ ΩN , ∃ p ∈ IR
M tal que
G(p, α) , G0(α) + p1G1(α) + · · ·+ pMGM(α) > 0 (5.1)
sendo que ΩN e´ um subconjunto compacto do IR
N . As matrizes G0(·), G1(·), . . . , GM(·) sa˜o
func¸o˜es definidas em ΩN , assumindo valores no conjunto das matrizes sime´tricas de dimensa˜o
IRn×n. De fato, (5.1) representa uma forma geral de um problema de factibilidade para uma
LMI dependente dos paraˆmetros α = [α1 α2 · · ·αN ]
′ ∈ ΩN e com p ∈ IR
M desconhecido. Re-
centemente, foi provado (sob a hipo´tese de que G0(·), G1(·), . . . , GM(·) sa˜o func¸o˜es cont´ınuas)
que as soluc¸o˜es para (5.1) podem ser restritas, sem perda de generalidade, a` classe de soluc¸o˜es
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polinomiais [Bli04b]. Levando em conta que o espac¸o de paraˆmetros considerado e´ o simplex
unita´rio, isto e´, ΩN = ∆N , o seguinte resultado pode ser estabelecido.
Teorema 5.1 Assuma que G0(·), G1(·), . . . , GM(·) sa˜o cont´ınuas. Se para todo α ∈ ∆N existe
p(α) ∈ IRM tal que G(p(α), α) > 0, enta˜o existe uma func¸a˜o polinomial homogeˆnea p∗h : ∆N →
IRM tal que, para todo α ∈ ∆N , G(p
∗
h(α), α) > 0.
Prova: Em [Bli04b], foi mostrado que, com a hipo´tese de continuidade em Gi(·), i = 1, . . . ,M ,
se existir uma soluc¸a˜o p(α) ∈ IRM enta˜o existe, sem perda de generalidade, uma soluc¸a˜o polino-
mial p∗(α) tal que, para todo α ∈ ∆N , G(p
∗(α), α) > 0. Denotando por g o maior grau poss´ıvel
dentre os monoˆmios de p∗(α), pode-se escrever
p∗(α) =
∑
0≤k1+···+kN≤g; ki≥0
ck1···kNα
k1
1 . . . α
kN
N
Considere agora o seguinte polinoˆmio homogeˆneo de grau g denotado por p∗h(α), dado por
p∗h(α) =
∑
0≤k1+···+kN≤g; ki≥0
ck1···kNα
k1
1 . . . α
kN
N (
N∑
i=1
αi)
g−
P
i ki
Claramente, p∗(α) coincide com p∗h(α) em ∆N . Como conclusa˜o, o polinoˆmio homogeˆneo p
∗
h(α)
e´ portanto uma soluc¸a˜o para a LMI dependente de paraˆmetros (5.1) para qualquer valor de
α ∈ ∆N .
Com o resultado do Teorema 5.1, as soluc¸o˜es para LMIs dependentes de paraˆmetros que esta˜o
no simplex unita´rio podem ser caracterizadas por meio de soluc¸o˜es polinomiais homogeˆneas,
sem perda de generalidade. Assim como nos Cap´ıtulos 3 e 4, condic¸o˜es suficientes podem
ser obtidas para a existeˆncia de uma func¸a˜o de Lyapunov polinomial homogeˆnea de um dado
grau simplesmente impondo-se que os coeficientes dos polinoˆmios resultantes sejam definidos
negativos (ou positivos). Para que as condic¸o˜es tornem-se necessa´rias, condic¸o˜es como nos itens
(b) dos Lemas 1.1, 1.2 e 1.5 precisam ser exploradas, de modo a fornecer relaxac¸o˜es exatas
baseadas no Teorema de Po´lya.
Como principal contribuic¸a˜o, este cap´ıtulo apresenta relaxac¸o˜es LMIs parametrizadas em d e
no grau da func¸a˜o de Lyapunov g, fornecendo famı´lias de testes de diferentes complexidades. O
caso de estabilidade robusta e´ analisado em detalhes na pro´xima sec¸a˜o. Grac¸as a` generalidade da
abordagem proposta, a extensa˜o para tratar outras LMIs dependentes de paraˆmetros e´ imediata.
5.3 Resultados Principais
5.3.1 Estabilidade Robusta
Teorema 5.2 Uma matriz de Lyapunov polinomial homogeˆnea de grau arbitra´rio Pg(α) dada
por (3.1) garante a estabilidade Hurwitz de A se e somente se existirem matrizes sime´tricas
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PKj(g) ∈ IR
n×n, Kj(g) ∈ K(g), j = 1, . . . , J(g), e um d ∈ Z+ suficientemente grande tais que as
seguintes LMIs sa˜o verificadas
Tℓ =
J(d)∑
r=1
(∑
i∈Ir
Cr
(
A′iPGir + PGirAi
))
< 0; G = Kℓ(g + d+ 1)−Kr(d), r = 1, . . . , J(d),
ℓ = 1, . . . , J(g + d+ 1) (5.2)
Rv =
J(d)∑
r=1
(
CrPGr
)
> 0; G = Kv(g + d)−Kr(d), r = 1, . . . , J(d),
v = 1, . . . , J(g + d) (5.3)
Ale´m disso, para um d fixo, se as LMIs (5.2)-(5.3) sa˜o verificadas para um dado grau gˆ, enta˜o
as LMIs correspondentes a qualquer grau g > gˆ tambe´m sa˜o verificadas. Similarmente, para um
dado grau g, se as LMIs (5.2)-(5.3) fornecem uma soluc¸a˜o fact´ıvel para dˆ, enta˜o as LMIs para
d > dˆ tambe´m possuem soluc¸o˜es fact´ıveis.
Prova: Suficieˆncia: Uma vez que Γd(α) no Lema 2.1 (b) com Pg(α) dada por (3.1) pode ser
escrita como
Γd(α) =
( J(d)∑
r=1
(∑
i∈Ir
Cr
(
A′iPGir + PGirAi
)))
αk11 · · ·α
kN
N ;
G = Kℓ(g + d+ 1)−Kr(d), r = 1, . . . , J(d),
ℓ = 1, . . . , J(g + d+ 1), k1 · · · kN = Kℓ(g + d+ 1) (5.4)
e´ imediato concluir que, se existirem matrizes sime´tricas PKj(g), Kj(g) ∈ K(g), j = 1, . . . , J(g)
e d ∈ Z+ tais que (5.2) e´ satisfeita para ℓ = 1, . . . , J(g + d + 1) e (5.3) e´ satisfeita para
v = 1, . . . , J(g + d) enta˜o, de (5.4), as condic¸o˜es do Lema 2.1 (b) sa˜o verificadas para todo
α ∈ ∆N .
Necessidade: Definindo
L , max
ℓ=1,...,J(g+d+1)
λmax(−Tℓ); κ , min
α∈∆N
λmin(−Γ(α))
e´ claro que para qualquer vetor w tal que w′w = 1 tem-se
L ≥ max
ℓ=1,...,J(g+d+1)
w′(−Tℓ)w; min
α∈∆N
w′(−Γ(α))w ≥ κ
Com a escolha de d ∈ Z+ tal que d ≥ g(g + 1)L/(2κ)− g, o Teorema 2.2 garante que todos os
coeficientes w′(−Tℓ)w, ℓ = 1, . . . , J(g + d + 1) do polinoˆmio w
′(−Γd(α))w sa˜o positivos. Uma
vez que w e´ arbitra´rio, a conclusa˜o e´ que todas as LMIs Tℓ, ℓ = 1, . . . , J(g+ d+1) sa˜o definidas
negativas. Uma ana´lise similar pode ser aplicada para a restric¸a˜o Rp > 0.
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Suponha que as LMIs de (5.2)-(5.3) sa˜o verificadas para um d fixo e um certo gˆ, isto e´, existem
J(gˆ) matrizes sime´tricas PKj(gˆ), j = 1, . . . , J(gˆ) tais que (5.2)-(5.3) sa˜o verificadas, ou seja, Pgˆ(α)
e´ uma matriz de Lyapunov polinomial homogeˆnea definida positiva que garante a estabilidade
robusta do sistema. Enta˜o, os termos da matriz polinomial Pgˆ+1(α) = (α1 + · · · + αN)Pgˆ(α)
satisfazem as LMIs do Teorema 5.2 correspondentes ao grau gˆ+1, que podem ser obtidas nesse
caso por combinac¸o˜es lineares positivas das LMIs do Teorema 5.2 para gˆ. Como as LMIs de
(5.2)-(5.3) para um dado dˆ > 0 sa˜o combinac¸o˜es lineares das LMIs de (5.2)-(5.3) para dˆ − 1 (g
fixo) e´ imediato mostrar que se as LMIs de (5.2)-(5.3) sa˜o fact´ıveis para um dado dˆ, enta˜o as
LMIs para d > dˆ tambe´m sa˜o fact´ıveis (combinac¸a˜o positiva de termos de mesmo sinal).
As LMIs (5.3) no Teorema 5.2 garantem que Pg(α) dada por (3.1) e´ definida positiva para
todo α ∈ ∆N . Note que para g = 0 (Pg(α) = P , isto e´, estabilidade quadra´tica) e para g = 1
(Pg(α) afim em α), a condic¸a˜o (5.3) tambe´m e´ necessa´ria para garantir Pg(α) > 0 e na˜o ha´ a
necessidade de usar d > 0 em (5.3). Para g > 1, as relaxac¸o˜es devem ser aplicadas tanto em
(5.2) quanto em (5.3) para produzir condic¸o˜es necessa´rias.
A ide´ia central na parte da necessidade do Teorema 5.2 e´ que polinoˆmios homogeˆneos de-
finidos positivos no simplex unita´rio podem ser representados por polinoˆmios de graus mai-
ores com todos os coeficientes definidos positivos. Para um dado grau g, a relaxac¸a˜o em d
proposta no Teorema 5.2 explora essa propriedade nos dois polinoˆmios homogeˆneos Pg(α) e
A(α)′Pg(α) + Pg(α)A(α). Esta propriedade interessante pode ser um pouco mais explorada
para fornecer relaxac¸o˜es exatas em termos do grau g da func¸a˜o de Lyapunov polinomial homo-
geˆnea, como apresenta o pro´ximo corola´rio.
Corola´rio 5.1 O conjunto A e´ Hurwitz se e somente se existir um g ∈ Z+ suficientemente
grande e matrizes sime´tricas definidas positivas PKj(g) ∈ IR
n×n, Kj(g) ∈ K(g), j = 1, . . . , J(g),
tais que as seguintes LMIs sa˜o satisfeitas∑
i∈Ir
(
A′iPGir + PGirAi
)
< 0 ; G = Kℓ(g + 1), ℓ = 1, . . . , J(g + 1) (5.5)
Ale´m disso, se as LMIs de (5.5) sa˜o satisfeitas para um dado grau gˆ, enta˜o as LMIs corres-
pondentes a qualquer grau g > gˆ tambe´m sa˜o satisfeitas.
Prova: A suficieˆncia e´ imediata, uma vez que a factibilidade de (5.5) garante a existeˆncia de
uma matriz de Lyapunov polinomial homogeˆnea definida positiva Pg(α) tal que o Lema 2.1 e´
verificado.
Para a necessidade, considere que a estabilidade Hurwitz de A pode ser caracterizada exa-
tamente por uma matriz de Lyapunov de grau g¯, isto e´, existe Pg¯(α) > 0 dada por (3.1) tal que
A(α)′Pg¯(α) + Pg¯(α)A(α) < 0 e´ satisfeita ∀α ∈ ∆N . Suponha tambe´m que para g = g¯, as LMIs
do Corola´rio 5.1 na˜o conseguem encontrar uma soluc¸a˜o fact´ıvel Pg(α). De fato, para um dado
grau g as LMIs (5.5) sa˜o somente suficientes para a existeˆncia da matriz de Lyapunov polino-
mial homogeˆnea de grau g. Entretanto, uma vez que Pg¯(α) > 0 para ∀α ∈ ∆N , do Teorema 5.2
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tem-se que para um f ∈ Z+ suficientemente grande todos os coeficientes matriciais de
Pg(α) = (
N∑
i=1
αi)
fPg¯(α) > 0 (5.6)
sa˜o definidos positivos. Similarmente, uma vez que A(α)′Pg¯(α) + Pg¯(α)A(α) < 0, para um
d ∈ Z+ grande o suficiente e Pg(α) dada por (5.6) todos os coeficientes matriciais de
A(α)′Pg¯(α) + Pg¯(α)A(α) = (
N∑
i=1
αi)
d
(
A(α)′Pg(α) + Pg(α)A(α)
)
< 0
sa˜o definidos negativos. Para concluir a prova, note que esses coeficientes matriciais sa˜o gerados
pelas LMIs do Corola´rio 5.1 em termos de g = g¯ + d+ f .
As condic¸o˜es do Corola´rio 5.1 podem ser derivadas do Teorema 5.2 simplesmente consi-
derando d = 0. Nesse caso, as condic¸o˜es do Corola´rio 5.1 sa˜o as mesmas do Teorema 3.1,
apresentado no Cap´ıtulo 3. A contribuic¸a˜o do Corola´rio 5.1 e´ garantir que todas as relaxac¸o˜es
propostas nos Cap´ıtulos 3 e 4 tornam-se necessa´rias a` medida que o grau da matriz de Lyapunov
polinomial homogeˆnea cresce. Este tipo de relaxac¸a˜o e´ mais adequado para os casos em que
nada se sabe sobre o grau ma´ximo necessa´rio para caracterizar uma dada LMI dependente de
paraˆmetros. A` medida que g cresce, mais varia´veis sa˜o introduzidas e uma representac¸a˜o mais
precisa da matriz de Lyapunov e´ obtida. Ale´m disso, as LMIs obtidas com o aumento de g
podem ser vistas como relaxac¸o˜es impl´ıcitas em termos de g e d, com garantia de convergeˆncia
sempre que uma soluc¸a˜o fact´ıvel existe.
Teorema 5.3 Uma matriz de Lyapunov polinomial homogeˆnea de grau arbitra´rio Pg(α) dada
por (3.1) garante a estabilidade Schur de A se e somente se existirem matrizes sime´tricas
PKj(g) ∈ IR
n×n, Kj(g) ∈ K(g), j = 1, . . . , J(g), e um d ∈ Z+ suficientemente grande tais que as
LMIs (5.3) e as seguintes LMIs sa˜o verificadas
J(d)∑
r=1
(∑
i∈Ir
Cr
[
−PGir PGirAi
⋆ −PGir
])
< 0; G = Kℓ(g + d+ 1)−Kr(d), r = 1, . . . , J(d),
ℓ = 1, . . . , J(g + d+ 1) (5.7)
Ale´m disso, para um d fixo, se as LMIs (5.3) e (5.7) sa˜o verificadas para um dado grau gˆ,
enta˜o as LMIs correspondentes a qualquer grau g > gˆ tambe´m sa˜o verificadas. Similarmente,
para um dado grau g, se as LMIs (5.3) e (5.7) fornecem uma soluc¸a˜o fact´ıvel para dˆ, enta˜o as
LMIs para d > dˆ tambe´m possuem soluc¸o˜es fact´ıveis.
Prova: Similar a` prova do Teorema 5.2.
Assim como nas condic¸o˜es de estabilidade Schur apresentadas no Cap´ıtulo 3, o Teorema 5.3
explora o Lema 3.1, que usa o complemento de Schur das desigualdades originais (Lema 1.2).
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Novamente, isso se deve ao fato de trabalhar-se somente com produtos duplos, evitando a
definic¸a˜o de mais notac¸o˜es.
As condic¸o˜es de estabilidade (Hurwitz e Schur) estendidas (Lema 2.3) pelo Lema de Finsler
sa˜o exploradas no pro´ximo teorema.
Teorema 5.4 Uma matriz de Lyapunov polinomial homogeˆnea de grau arbitra´rio Pg(α) dada
por (3.1) garante a estabilidade Hurwitz (Schur) de A se e somente se existirem matrizes sime´-
tricas PKj(g) ∈ IR
n×n, Kj(g) ∈ K(g), j = 1, . . . , J(g), matrizes XKj(g) ∈ IR
2n×n, Kj(g) ∈ K(g),
j = 1, . . . , J(g), e um d ∈ Z+ suficientemente grande tais que as LMIs (5.3) e as seguintes
LMIs sa˜o satisfeitas
J(d)∑
r=1
(∑
i∈Ir
Cr
(
QGir +XGirBi +B
′
iX
′
Gir
))
< 0 ;
G = Kℓ(g + d+ 1)−Kr(d), r = 1, . . . , J(d),
ℓ = 1, . . . , J(g + d+ 1) (5.8)
sendo que QGir sa˜o dadas respectivamente para os casos Hurwitz e Schur por
QHGir =
[
0 PGir
PGir 0
]
, QSGir =
[
−PGir 0
0 PGir
]
e Bi = [Ai − I]. Ale´m disso, para um d fixo, se as LMIs (5.3) e (5.8) sa˜o verificadas para
um dado grau gˆ, enta˜o as LMIs correspondentes a qualquer grau g > gˆ tambe´m sa˜o verificadas.
Similarmente, para um dado grau g, se as LMIs (5.3) e (5.8) fornecem uma soluc¸a˜o fact´ıvel
para dˆ, enta˜o as LMIs para d > dˆ tambe´m possuem soluc¸o˜es fact´ıveis.
Prova: A prova e´ similar a` prova do Teorema 5.2. Com Pg(α) > 0 dada por (3.1), Xg(α) dada
por
Xg(α) =
J(g)∑
j=1
αk11 α
k2
2 · · ·α
kN
N XKj(g); k1k2 · · · kN = Kj(g)
e A(α) ∈ A, Θd(α) dada no Lema 2.3 (b) pode ser escrita como um polinoˆmio homogeˆneo de
um dado grau g+d+1 com coeficientes matriciais dados por (5.8). Novamente, para um d fixo,
se as condic¸o˜es (5.3) e (5.8) sa˜o satisfeitas para um dado gˆ, enta˜o Pgˆ+1(α) = (
∑N
i=1 αi)Pgˆ(α),
Xgˆ+1(α) = (
∑N
i=1 αi)Xgˆ(α) sa˜o soluc¸o˜es fact´ıveis para as LMIs (5.3) e (5.8) para g = gˆ + 1. Se
uma soluc¸a˜o fact´ıvel existe para dˆ enta˜o existem soluc¸o˜es fact´ıveis para d > dˆ.
As varia´veis extras XKj(g), j = 1, . . . , J(g) no Teorema 5.4 fornecem avaliac¸o˜es menos conser-
vadoras do que as avaliac¸o˜es dos Teoremas 5.2 e 5.3 para valores fixos de d e g. Ale´m disso, essas
varia´veis extras permitem uma convergeˆncia mais ra´pida (a` medida que d cresce) em direc¸a˜o
a` condic¸a˜o necessa´ria para a existeˆncia de uma matriz de Lyapunov polinomial homogeˆnea de
grau g, como e´ ilustrado pelos exemplos nume´ricos.
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Note que as condic¸o˜es do Teorema 5.4 podem ser facilmente estendidas para tratar de qual-
quer regia˜o convexa no plano complexo seguindo as linhas de [PABB00, LP03]. Finalmente,
note que o nu´mero de varia´veis nas LMIs do Teorema 5.4 pode ser reduzido impondo-se a Xg(α)
graus menores do que o grau da matriz de Lyapunov Pg(α), provavelmente gerando resultados
diferentes.
5.3.2 Estudo de Caso: N = 2, g = 2
Considere as condic¸o˜es do Teorema 5.2 com g = 2 aplicadas a um politopo A com N = 2
ve´rtices. Nesse caso, R1 = P20, R2 = P11, R3 = P02,
T1 = A
′
1P20 + P20A1, T2 = A
′
2P02 + P02A2,
T3 = A
′
1P02 + P02A1 + A
′
2P11 + P11A2,
T4 = A
′
2P20 + P20A2 + A
′
1P11 + P11A1
Enta˜o, para d = 0, o nu´mero de LMIs e´ J(3) + J(2) = 7, K(3) = {03, 12, 21, 30}, e as LMIs sa˜o
T1 < 0, T2 < 0, R1 > 0, R3 > 0 (5.9)
que sa˜o condic¸o˜es necessa´rias (estabilidade dos ve´rtices) e
T3 < 0, T4 < 0, R2 > 0 (5.10)
Para d = 1, sa˜o J(4) + J(3) = 9 LMIs, K(4) = {04, 13, 22, 31, 40}, K(1) = {01, 10}. As LMIs
sa˜o (5.9) e
T1 + T4 < 0, T3 + T4 < 0, T2 + T3 < 0,
R1 +R2 > 0, R2 +R3 > 0 (5.11)
Note que uma soluc¸a˜o fact´ıvel para (5.9)-(5.10) tambe´m e´ fact´ıvel para (5.9)-(5.11), mas a
rec´ıproca na˜o e´ verdadeira, uma vez que (5.10) e´ mais restritiva do que (5.11). Note tambe´m
que, diferentemente de (5.10), as LMIs (5.11) na˜o impo˜em R2 = P11 > 0. Para d = 2, o nu´mero
de LMIs e´ J(5) + J(4) = 11, K(5) = {05, 14, 23, 32, 41, 50}, K(2) = {02, 11, 20} e as LMIs sa˜o
(5.9) e
2T1 + T4 < 0, T1 + T3 + 2T4 < 0, T2 + 2T3 + T4 < 0,
2T2 + T3 < 0, 2R1 +R2 > 0, R1 + 2R2 +R3 > 0,
R2 + 2R3 > 0
A` medida que d cresce, as novas LMIs tornam-se mais fa´ceis de serem verificadas e, se uma matriz
de Lyapunov polinomial homogeˆnea que garante a estabilidade Hurwitz existe, a necessidade e´
atingida com um d suficientemente grande.
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5.4 Restric¸o˜es Integrais Quadra´ticas
Diversas especificac¸o˜es de desempenho de sistemas lineares podem ser colocadas na forma
de IQCs [MR97]. Considerando o sistema linear polito´pico definido em (1.1), a seguinte IQC
associada a` func¸a˜o de Lyapunov v(x) = x′P (α)x > 0 pode ser imposta
δ[v(x, δ[x])] < −
(
y′ w′
) [ R T
T ′ S
](
y
w
)
, (5.12)
∀(x, δ[x], w, y) 6= 0 satisfazendo (1.1).
Usando o Lema de Finsler, a IQC dada por (5.12) pode ser garantida pelas condic¸o˜es ex-
pressas no pro´ximo lema.
Lema 5.1 As seguintes condic¸o˜es sa˜o equivalentes:
(a) Existe uma matriz de Lyapunov dependente de paraˆmetros definida positiva P (α) = P (α)′ ∈
IRn×n tal que (5.12) e´ verificada;
(b) Existe uma matriz de Lyapunov dependente de paraˆmetros definida positiva P (α) = P (α)′ ∈
IRn×n e uma matriz dependente de paraˆmetros X(α) ∈ IR(2n+m+p)×(n+p) tais que, ∀ d ∈ Z+
(α1 + α2 + . . .+ αN)
d
(
Q(α) +X(α)B(α) + B(α)′X(α)′
)
< 0
com
B(α) =
[
I −A(α) 0 −B(α)
0 −C(α) I −D(α)
]
e Q(α) dada por
Qc(α) =


0 P (α) 0 0
⋆ 0 0 0
⋆ ⋆ R T
⋆ ⋆ ⋆ S

 , Qd(α) =


−P (α) 0 0 0
⋆ P (α) 0 0
⋆ ⋆ R T
⋆ ⋆ ⋆ S


para os casos cont´ınuo e discreto, respectivamente.
As escolhas R = I, S = −γ2I, T = 0 e R = 0, S = 0, T = −I em (b) fornecem a versa˜o
estendida do bounded-real lemma dependente de paraˆmetros e do positive-real lemma dependente
de paraˆmetros, respectivamente (veja [dOS01] para detalhes). No caso da primeira escolha, o
Lema 5.1 torna-se equivalente ao Lema 4.3 para d = 0. Impondo-se a estrutura polinomial
homogeˆnea de grau arbitra´rio em P (α) e X(α) tem-se o seguinte teorema.
Teorema 5.5 Uma matriz de Lyapunov polinomial homogeˆnea de grau arbitra´rio Pg(α) dada
por (3.1) garante que a condic¸a˜o dada no Lema 5.1 (b) e´ satisfeita se e somente se existi-
rem matrizes sime´tricas PKj(g) ∈ IR
n×n, Kj(g) ∈ K(g), j = 1, . . . , J(g), matrizes XKj(g) ∈
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Teoremas K L
T5.2 n(n + 1)J(g)/2 n(J(g + d) + J(g + d+ 1))
T5.3 n(n + 1)J(g)/2 nJ(g + d) + 2nJ(g + d+ 1)
T5.4 n(5n+ 1)J(g)/2 nJ(g + d) + 2nJ(g + d+ 1)
T5.5
1 + (n(n + 1)/2
+(2n+m+ p)(n+ p))J(g)
nJ(g + d)
+(2n+m+ p)J(g + d+ 1)
Tabela 5.1: Nu´mero de varia´veis escalares K e nu´mero de linhas de LMIs L nos Teoremas 5.2
(T5.2), 5.3 (T5.3), 5.4 (T5.4) e 5.5 (T5.5).
IR(2n+m+p)×(n+p), Kj(g) ∈ K(g), j = 1, . . . , J(g), e um d ∈ Z+ suficientemente grande tais que
as LMIs (5.3) e as seguintes LMIs sa˜o satisfeitas
J(d)∑
r=1
(∑
i∈Ir
Cr
(
QGir +XGirBi + B
′
iX
′
Gir
))
< 0;G = Kℓ(g + d+ 1)−Kr(d), r = 1, . . . , J(d),
ℓ = 1, . . . , J(g + d+ 1) (5.13)
sendo que QGir e´ dada para os casos cont´ınuo e discreto respectivamente por
QcGir =


0 PGir 0 0
⋆ 0 0 0
⋆ ⋆ R T
⋆ ⋆ ⋆ S

 , QdGir =


−PGir 0 0 0
⋆ PGir 0 0
⋆ ⋆ R T
⋆ ⋆ ⋆ S


e
Bi =
[
I −Ai 0 −Bi
0 −Ci I −Di
]
Ale´m disso, para um d fixo, se as LMIs (5.3) e (5.13) sa˜o verificadas para um dado grau gˆ,
enta˜o as LMIs correspondentes a qualquer grau g > gˆ tambe´m sa˜o verificadas. Similarmente,
para um dado grau g, se as LMIs (5.3) e (5.13) fornecem uma soluc¸a˜o fact´ıvel para dˆ, enta˜o as
LMIs para d > dˆ tambe´m possuem soluc¸o˜es fact´ıveis.
Prova: Similar a` prova do Teorema 5.4.
O Teorema 5.5 fornece avaliac¸o˜es robustas de IQCs por meio de relaxac¸o˜es exatas para
sistemas lineares polito´picos. Um exemplo nume´rico que trata o coˆmputo de custo garantido
H∞ (com R = I, S = −γ
2 e T = 0) mostra a eficieˆncia da metodologia proposta quando
comparada com outros me´todos da literatura.
5.5 Complexidade Nume´rica
A Tabela 5.1 mostra as complexidades associadas aos Teoremas 5.2 (T5.2), 5.3 (T5.3),
5.4 (T5.4) e 5.5 (T5.5).
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Figura 5.1: Complexidade nume´rica associada a`s condic¸o˜es do Teorema 5.2 usando log10(K
3L)
para d ∈ [0, 20], g ∈ [1, 15] e considerando um sistema polito´pico a tempo cont´ınuo com n =
3, N = 3.
Como pode ser visto, K e L crescem polinomialmente com d e g em todos os teoremas. Note
tambe´m que o nu´mero de varia´veis escalares na˜o depende de d, implicando que a sequ¨eˆncia de
relaxac¸o˜es e´ menos custosa com o aumento de d. A superf´ıcie mostrada na Figura 5.1 ilustra a
complexidade associada a`s condic¸o˜es do Teorema 5.2 usando log10(K
3L) para d ∈ [0, 20], g ∈
[1, 15] e considerando um sistema polito´pico a tempo cont´ınuo com n = 3, N = 3.
Como esperado, aumentar g demanda mais esforc¸o computacional do que aumentar d. As
melhores escolhas de g e d para obter resultados precisos com o menor esforc¸o computacional
sa˜o estudadas na pro´xima sec¸a˜o por meio de exemplos nume´ricos.
5.6 Experimentos Nume´ricos
Exemplo 1
Este exemplo ilustra como o processo de relaxac¸a˜o evolui a` medida que d cresce. Considere
um sistema linear polito´pico a tempo cont´ınuo com n = 3 e N = 2, e ve´rtices dados por
A1 =

 −0.29 −0.94 0.640.74 −0.03 0.23
0.12 −0.77 −0.81

 , A2 =

 −0.94 0.75 −0.54−0.93 0.27 0.89
0.88 −0.90 0.35


Escolhendo g = 1, isto e´, uma func¸a˜o de Lyapunov com dependeˆncia afim nos paraˆmetros, os
Teoremas 5.2 e 5.4 na˜o foram capazes de encontrar uma soluc¸a˜o fact´ıvel para d = 0, . . . , 30,
levando a` conclusa˜o de que uma func¸a˜o com dependeˆncia afim nos paraˆmetros na˜o e´ capaz
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λmax(Tℓ)
ℓ d = 0 d = 1 d = 2 d = 3 d = 4 d = 5 d = 6 d = 7 d = 8 d = 9
1 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03
2 13.84 7.22 3.13 0.52 -0.08 -0.11 -0.13 -0.16 -0.19 -0.21
3 22.22 1.62 3.78 6.75 7.15 5.33 1.84 -0.23 -0.39 -0.58
4 -0.33 15.99 9.23 0.39 0.19 4.39 9.40 11.23 8.03 -0.53
5 -0.33 9.79 16.36 3.87 -0.99 -1.11 -1.08 -1.11 -1.35
6 -0.33 3.64 18.53 13.70 -4.02 -6.53 -8.01 -9.37
7 -0.33 -2.30 14.94 22.47 -7.31 -20.80 -30.08
8 -0.33 -2.91 5.41 23.01 -7.95 -50.91
9 -0.33 -3.49 -9.90 8.74 -18.31
10 -0.33 -4.06 -16.02 -26.13
11 -0.33 -4.64 -20.72
12 -0.33 -5.20
13 -0.33
Tabela 5.2: Evoluc¸a˜o dos ma´ximos autovalores das LMIs dadas em (5.2), ℓ = 1, . . . , J(d+g+1),
para g = 2 e d = {0, . . . , 9} na ana´lise de estabilidade do Exemplo 1.
de afirmar sobre a estabilidade do sistema (o me´todo proposto em [CGTV05b] tambe´m na˜o
encontrou uma soluc¸a˜o para m = 1). Entretanto, para g = 2, o Teorema 5.2 encontrou uma
soluc¸a˜o fact´ıvel com d = 9. A sequ¨eˆncia de relaxac¸o˜es para d = 0, . . . , 9 e´ mostrada na Tabela 5.2
(K = 18 varia´veis escalares e L = 75 linhas de LMIs foram usadas no Teorema 5.2 para d = 9).
A Figura 5.2 mostra o maior valor λmax(Tℓ) para ℓ = 1, . . . , J(d+2+1) para d = 0, . . . , 9. Esse
exemplo deixa evidente que na˜o existe garantia de decrescimento monotoˆnico de max(λmax(Tℓ))
a` medida que d cresce.
Exemplo 2
Considere o sistema linear polito´pico a tempo cont´ınuo dado em [CGTV05b, Exemplo 2].
A Tabela 5.3 mostra o nu´mero de varia´veis escalares e linhas de LMIs necessa´rias para atingir
o valor o´timo de ρˆ, como tambe´m o tempo de execuc¸a˜o requerido pelo LMI Control Toolbox
[GNLC95] e pelo SeDuMi [Stu99], para os Teoremas 5.2, 5.4 e para os me´todos propostos em
[CGTV05b] e [HAPL04]. Como pode ser visto, para esse exemplo de dimensa˜o pequena (n = 3,
N = 2) todos os me´todos analisados apresentam um comportamento similar.
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Figura 5.2: Maior valor de λmax(Tℓ), dado por (5.2), ℓ = 1, . . . , J(d+ g + 1), g = 2, em func¸a˜o
de d = 0, . . . , 9 para a ana´lise de estabilidade do sistema polito´pico do Exemplo 1.
Me´todo K L Tempo [GNLC95] Tempo [Stu99]
[CGTV05b]m=2 69 21 4.6 s 0.24 s
[HAPL04]k=4 44 65 – 0.71 s
T5.2g=2,d=12 18 93 0.64 s 0.47 s
T5.2g=3,d=1 24 33 0.06 s 0.19 s
T5.2g=4,d=0 30 33 0.04 s 0.16 s
T5.4g=2,d=0 72 33 0.13 s 0.60 s
T5.4g=2,d=1 72 42 0.21 s 0.45 s
T5.4g=2,d=2 72 51 0.30 s 0.39 s
T5.4g=2,d=3 72 60 0.38 s 0.25 s
Tabela 5.3: Comparac¸a˜o dos resultados dos Teoremas 5.2 e 5.4 com [CGTV05b] e [HAPL04]
para o segundo exemplo em [CGTV05b] (n = 3, N = 2 e ρˆ = 3.551) em termos de esforc¸o
computacional.
Exemplo 3
Considere o sistema polito´pico a tempo discreto (n = 2, N = 4) dado por
A1 =
[
−0.468 0.845
0.272 −0.423
]
, A2 =
[
0.825 0.427
0.299 −0.346
]
,
A3 =
[
−0.744 0.214
1.242 0.545
]
, A4 =
[
0.330 −1.140
−0.322 0.309
]
A Tabela 5.4 mostra uma comparac¸a˜o nume´rica com o me´todo de [CGTV05b], a abordagem
polinomial de [HAPL04] e os resultados apresentados neste cap´ıtulo. O melhor resultado (isto
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e´, o me´todo que demanda menor esforc¸o computacional) e´ fornecido pelo Teorema 5.4 com
g = 1, d = 0, garantindo que uma func¸a˜o de Lyapunov com dependeˆncia afim nos paraˆmetros
e´ suficiente para caracterizar a estabilidade robusta.
Me´todo K L Tempo [GNLC95] Tempo [Stu99]
[HAPL04]k=4 494 385 – 9.76 s
[CGTV05b]m=1 586 48 > 60 s 4.11 s
T5.3g=1,d=3 12 232 2.73 s 0.25 s
T5.3g=2,d=2 30 294 5.20 s 0.32 s
T5.3g=3,d=0 60 180 0.31 s 0.21 s
T5.4g=1,d=0 44 48 0.09 s 0.10 s
Tabela 5.4: Comparac¸a˜o dos resultados dos Teoremas 5.3 e 5.4 com os me´todos apresentados em
[CGTV05b] e [HAPL04] para o Exemplo 3 (n = 2, N = 4) em termos de esforc¸o computacional.
K e´ o nu´mero de varia´veis escalares, L e´ o nu´mero de linhas de LMIs.
Exemplo 4
Considere um sistema polito´pico a tempo cont´ınuo de dimensa˜o n = 3 com N = 4 ve´rtices
dados por
A1 =

 −0.789 −0.533 0.353−0.469 −0.390 0.676
−0.970 −0.914 0.053

 , A2 =

 −1.091 −0.349 0.4980.498 −0.772 0.223
−0.113 0.640 −0.493

 ,
A3 =

 −0.419 0.896 −0.854−0.198 −0.417 0.592
0.574 0.113 −0.970

 , A4 =

 −0.646 −0.875 −0.997−0.732 −0.993 −0.126
0.707 0.289 0.019


A Tabela 5.5 mostra uma comparac¸a˜o nume´rica dos resultados dos Teoremas 5.2 e 5.4 com
os me´todos apresentados em [CGTV05b] e com abordagem polinomial de [HAPL04]. Todos os
me´todos identificaram o politopo como esta´vel mas, claramente, os Teoremas 5.2 e 5.4 apre-
sentam os melhores resultados (medidos pelo esforc¸o computacional significativamente menor).
Exemplo 5
Considere os exemplos de coˆmputo de custos garantidos H∞ do artigo [CGTV05a]. A Ta-
bela 5.6 mostra uma comparac¸a˜o nume´rica entre os resultados do Teorema 5.5 e os resultados
de [CGTV05a] em termos de esforc¸o computacional. Embora para [CGTV05a, Exemplo 1], o
me´todo proposto em [CGTV05a] fornec¸a uma caracterizac¸a˜o exata com um pouco menos de
varia´veis e linhas de LMIs, no [CGTV05a, Exemplo 2], o Teorema 5.5 alcanc¸ou a norma H∞ de
pior caso com muito menos esforc¸o computacional (em termos de K3L). Note que a relaxac¸a˜o
no grau da func¸a˜o de Lyapunov (g = 3, d = 0) forneceu um resultado um pouco melhor do que
as relaxac¸o˜es em d para g = 2.
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Me´todo K L Tempo [GNLC95] Tempo [Stu99]
[CGTV05b]m=2 414 48 > 600 s 78.9 s
[HAPL04]k=4 494 385 – 19.07 s
T5.2g=2,d=3 60 420 5.82 s 0.99 s
T5.2g=3,d=1 120 273 2.01 s 0.50 s
T5.2g=4,d=0 210 273 1.35 s 0.65 s
T5.4g=2,d=0 240 150 3.99 s 0.61 s
Tabela 5.5: Comparac¸a˜o dos resultados dos Teoremas 5.2 e 5.4 com [CGTV05b] e [HAPL04]
para o Exemplo 4 (n = 3, N = 4) em termos de esforc¸o computacional. K e´ o nu´mero de
varia´veis escalares, L e´ o nu´mero de linhas de LMIs.
Exemplo Me´todo K L γ∗ Tempo [Stu99]
[CGTV05a]m=2 100 25 6.201 –[CGTV05a, Exemplo 1]
T5.5g=2,d=0 115 41 6.201 0.66 s
[CGTV05a]m=2 1066 74 1.215 –
T5.5g=2,d=0 361 124 1.405 2.28 s
T5.5g=2,d=1 361 190 1.271 3.30 s
T5.5g=2,d=2 361 270 1.246 4.72 s[CGTV05a, Exemplo 2]
T5.5g=2,d=3 361 364 1.231 7.04 s
T5.5g=2,d=4 361 472 1.221 9.96 s
T5.5g=2,d=5 361 594 1.215 11.38 s
T5.5g=3,d=0 601 190 1.215 9.79 s
Tabela 5.6: Comparac¸a˜o dos resultados do Teorema 5.5 com o me´todo de [CGTV05a] para os
exemplos [CGTV05a, Exemplo 1] (κ = 3.5) e [CGTV05a, Exemplo 2] em termos de esforc¸o
computacional. K e´ o nu´mero de varia´veis escalares, L e´ o nu´mero de linhas de LMIs. As
normas H∞ de pior caso para [CGTV05a, Exemplo 1] e [CGTV05a, Exemplo 2] sa˜o γ
∗
1 = 6.201
e γ∗2 = 1.215, respectivamente. O me´todo proposto em [CGTV05a] na˜o foi implementado.
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5.7 Observac¸o˜es Finais
Deve ser enfatizado que, diferentemente das outras abordagens para resolver LMIs dependen-
tes de paraˆmetros na literatura, como relaxac¸o˜es SOS (do ingleˆs, Sum of Squares) [SH06, Par03],
matrizes de Gram [CGTV05b] e representac¸o˜es pela matriz de Hermite [HAPL04], os me´todos
propostos neste cap´ıtulo (e de modo geral, nesta tese) exploram a estrutura das LMIs dependen-
tes de paraˆmetros e trabalham diretamente com as matrizes coeficientes da matriz de Lyapunov
polinomial homogeˆnea candidata. As principais vantagens desta abordagem sa˜o a extensa˜o ime-
diata para resolver outras LMIs dependentes de paraˆmetros, como as obtidas com especificac¸o˜es
IQCs e, mais importante, a habilidade de escrever as LMIs a serem programadas diretamente em
termos dos ve´rtices do politopo em ana´lise e dos elementos do conjunto K(g). Uma comparac¸a˜o
entre o me´todo baseado em relaxac¸o˜es SOS proposto em [SH06] para testar a positividade de
matrizes polinomiais (que, em princ´ıpio, pode ser aplicado a`s condic¸o˜es dos Lemas 1.1. 1.2, 1.5
e 1.6) e o me´todo proposto neste cap´ıtulo e´ deixada para investigac¸a˜o futura.
Limitantes para g
Em [CGTV05b] e´ mostrado que o grau da func¸a˜o de Lyapunov polinomial homogeˆnea na˜o
precisa ser maior que n(n + 1)/2 − 1 para caracterizar a estabilidade Hurwitz de um sistema
polito´pico a tempo cont´ınuo (A(α)′P (α) + P (α)A(α) = −Q(α) < 0). Em [HAPL04], o grau
da func¸a˜o de Lyapunov e´ limitado por 2nN para esse mesmo problema. A partir dos exemplos
nume´ricos apresentados, nota-se que esses limitantes esta˜o longe de serem acurados. Esse to´pico
de pesquisa e´ um problema em aberto, principalmente no caso de LMIs dependentes de paraˆ-
metros com estruturas mais complexas, como as que caracterizam IQCs, coˆmputo de normas
H2 e H∞, etc.
Limitantes para d
Limitantes para d podem ser encontrados na literatura para o caso de polinoˆmios escala-
res com coeficientes conhecidos [dLS96], [PR01]. Mesmo nesses casos, os resultados sa˜o muito
conservadores quando consideram-se polinoˆmios com grau maior do que dois. Como pode ser
notado no Teorema 2.2, a estimativa do limitante para d (fornecida em [PR01]) depende dos
coeficientes do polinoˆmio. No caso das condic¸o˜es propostas nesta tese, os coeficientes dos po-
linoˆmios sa˜o matrizes a determinar, proibindo completamente o uso dessa estimativa. Este e´
outro problema em aberto.
5.8 Conclusa˜o
Este cap´ıtulo apresentou procedimentos de relaxac¸o˜es LMIs para a ana´lise de estabilidade
robusta de sistemas polito´picos invariantes no tempo. A metodologia proposta e´ baseada na
5.8. Conclusa˜o 85
existeˆncia de uma func¸a˜o de Lyapunov com dependeˆncia polinomial homogeˆnea de grau arbi-
tra´rio, que pode caracterizar completamente LMIs dependentes de paraˆmetros, com paraˆmetros
que pertencem ao simplex unita´rio. As relaxac¸o˜es propostas tendem, com o aumento de g e do
n´ıvel de relaxac¸a˜o d, a`s condic¸o˜es necessa´rias para a existeˆncia de uma soluc¸a˜o dependente de
paraˆmetros e podem ser usadas para procurar tanto uma func¸a˜o de Lyapunov polinomial homo-
geˆnea de grau dado quanto uma func¸a˜o de Lyapunov polinomial de grau arbitra´rio, fornecendo
duas estrate´gias diferentes para lidar com a relac¸a˜o custo-benef´ıcio entre esforc¸o computacional
e resultados precisos. A metodologia pode ser aplicada para obter soluc¸o˜es dependentes de
paraˆmetros de grau arbitra´rio para qualquer problema de ana´lise robusta descrito em termos
de uma LMI dependente de paraˆmetros definida no simplex unita´rio, como por exemplo, espe-
cificac¸o˜es na forma de IQCs. Va´rios exemplos ilustram que a metodologia proposta fornece os
melhores resultados (em termos de um menor esforc¸o computacional para atingir o mesmo n´ıvel
de precisa˜o) do que outros me´todos da literatura.
Capı´tulo 6
Concluso˜es e Perspectivas
A principal contribuic¸a˜o desta tese e´ propor uma metodologia sistema´tica para solucionar
LMIs dependentes de paraˆmetros que pertencem ao simplex unita´rio. Esta metodologia e´ sus-
tentada por dois resultados importantes: (a) LMIs dependentes de paraˆmetros que pertencem
ao simplex unita´rio podem ser completamente caracterizadas por soluc¸o˜es polinomiais homo-
geˆneas de grau arbitra´rio; (b) polinoˆmios homogeˆneos que sa˜o definidos positivos no simplex
unita´rio podem ser representados por polinoˆmios homogeˆneos de graus maiores cujos coeficien-
tes sa˜o todos definidos positivos, sendo esta propriedade derivada diretamente do Teorema de
Po´lya. Essas duas propriedades permitem que as LMIs dependentes de paraˆmetros possam ser
solucionadas em termos da existeˆncia de uma matriz de Lyapunov com dependeˆncia polinomial
homogeˆnea de grau arbitra´rio nos paraˆmetros, obtida por meio de relaxac¸o˜es LMIs que sa˜o
suficientes e progressivamente tornam-se necessa´rias.
A primeira relaxac¸a˜o proposta consiste na busca de uma soluc¸a˜o parametrizada em termos
de uma matriz de Lyapunov polinomial homogeˆnea de grau fixo. Essa relaxac¸a˜o explora o
resultado em (b) aumentando o grau do polinoˆmio, resultante da LMI dependente de paraˆmetros,
de maneira sistema´tica. Sempre que uma soluc¸a˜o existe, a relaxac¸a˜o encontra uma soluc¸a˜o
fact´ıvel. A segunda relaxac¸a˜o proposta aumenta o grau da func¸a˜o de Lyapunov e tambe´m
apresenta factibilidade sempre que uma soluc¸a˜o existe. No Cap´ıtulo 5 essas duas relaxac¸o˜es sa˜o
colocadas em uma u´nica abordagem, fornecendo um me´todo de soluc¸a˜o para LMIs dependentes
de paraˆmetros com dois graus de liberdade que permite ao usua´rio balancear o compromisso
entre a necessidade de resultados precisos e o esforc¸o computacional demandado pelos me´todos.
A parametrizac¸a˜o das relaxac¸o˜es torna a metodologia proposta uma ferramenta eficiente e
gene´rica para buscar soluc¸o˜es polinomiais homogeˆneas para qualquer LMI dependente de paraˆ-
metros no simplex unita´rio. Para as LMIs dependentes de paraˆmetros resultantes da ana´lise de
estabilidade robusta de sistemas lineares polito´picos invariantes no tempo, as relaxac¸o˜es propos-
tas surgem como alternativa interessante frente a outras relaxac¸o˜es existentes que tratam esse
mesmo problema de maneiras diferentes [CGTV05b] (matrizes de Gram), [HAPL04] (matriz de
Hermite) e [Bli04a] (matrizes de Lyapunov polinomiais gerais). Os experimentos nume´ricos mos-
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tram que as relaxac¸o˜es propostas fornecem o melhor compromisso entre esforc¸o computacional
e resultados precisos. Ale´m dos bons resultados nume´ricos, a metodologia proposta apresenta
maior flexibilidade em relac¸a˜o aos me´todos da literatura, pois permite extensa˜o imediata para
abordar outros problemas como coˆmputo de custos garantidosH2 eH∞ e o tratamento de IQCs.
Perspectivas
(a) Um ponto importante para ser investigado relaciona-se com as varia´veis dependentes de
paraˆmetros X(α) que aparecem nas condic¸o˜es estendidas por meio do Lema de Finsler.
Embora as condic¸o˜es estendidas sejam completamente equivalentes a`s condic¸o˜es originais
(formuladas apenas em termos da matriz de Lyapunov P (α)), quando uma estrutura
e´ imposta para P (α) e X(α) as condic¸o˜es estendidas resultantes (suficientes) fornecem
avaliac¸o˜es menos conservadoras para g e d dados. Ale´m disso, as condic¸o˜es estendidas
resultantes tendem para a necessidade mais ra´pido do que as condic¸o˜es formuladas so-
mente em termos de P (α). Entretanto, as varia´veis X(α) surgem a partir do Lema de
Finsler e poderiam ter uma estrutura especial, por exemplo, X(α) = X (g = 0) ou
X(α) =
∑N
i αiXi (g = 1), reduzindo drasticamente o nu´mero de varia´veis de decisa˜o
nos problemas. O impacto destas escolhas na avaliac¸a˜o dos resultados na˜o e´ conhecido
e merece investigac¸a˜o. Um estudo interessante foi feito para a s´ıntese de controladores
para sistemas polito´picos discretos em [dOG05], no qual foi mostrado que X(α) deve ser
independente dos paraˆmetros (g = 0) para fornecer condic¸o˜es convexas para existeˆncia
de um controlador robusto. Nesse caso, a matriz de Lyapunov P (α) pode ser restrita a
g = 1 sem perda de generalidade. Como outras escolhas de X(α) afetam a existeˆncia de
uma soluc¸a˜o dependente de paraˆmetros no caso geral e como o projeto de controladores
robustos pode ser investigado dentro da abordagem proposta nesta tese sa˜o questo˜es em
aberto.
(b) Outras extenso˜es poss´ıveis seriam considerar paraˆmetros variantes no tempo, levando em
considerac¸a˜o essa variac¸a˜o no coˆmputo da derivada da func¸a˜o de Lyapunov e impor limi-
tantes para α˙. Seguindo essas condic¸o˜es de ana´lise para paraˆmetros variantes no tempo
que pertencem a um politopo, o pro´ximo passo seria derivar condic¸o˜es LMIs para compu-
tar controladores de ganho escalonado (em ingleˆs, gain-scheduling) baseados em func¸o˜es
de Lyapunov com dependeˆncia polinomial homogeˆnea nos paraˆmetros.
(c) Uma frente de trabalho promissora e´ considerar novas estruturas para a func¸a˜o de Lyapu-
nov v(x, α). Uma estrate´gia interessante e´ trabalhar na˜o somente com x e x˙, mas tambe´m
com as derivadas sucessivas x¨,
...
x , etc. Por meio do Lema de Finsler, e´ poss´ıvel gerar novas
LMIs dependentes de paraˆmetros que podem caracterizar de forma equivalente a estabi-
lidade do sistema, coˆmputo de normas H2 e H∞, etc. Um resultado preliminar pode ser
encontrado em [OLdOP05].
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polito´pica pertencem a uma regia˜o convexa D no plano complexo sa˜o apresentadas. As
condic¸o˜es sa˜o baseadas em func¸o˜es de Lyapunov com dependeˆncia afim nos paraˆmetros e
fornecem resultados menos conservadores do que outros me´todos da literatura.
(b) MOLP05b: “Gain scheduled state feedback control of discrete systems with time-varying
uncertainties: an LMI approach” — Este trabalho aborda o problema de estabilizac¸a˜o e
controle H∞ de sistemas lineares polito´picos variantes no tempo a tempo discreto por meio
de ganhos dependentes de paraˆmetros.
(c) MOLP05a: “LMI approach for H∞ linear parameter-varying state feedback control” —
Condic¸o˜es LMIs para a existeˆncia de ganhos dependentes de paraˆmetros estabilizantes
para sistemas lineares polito´picos variantes no tempo a tempo cont´ınuo sa˜o apresentadas.
As condic¸o˜es sa˜o adequadas para tratar sistemas com taxas de variac¸a˜o ilimitadas, como
sistemas chaveados.
(d) MLOP06: “State feedback control of switched linear systems: An LMI approach”— Este
artigo aborda o problema de controle por realimentac¸a˜o de estados de sistemas chaveados
cont´ınuos no tempo com regras de chaveamento arbitra´rias. As condic¸o˜es de projeto
propostas sa˜o formuladas em termos de LMIs e fornecem resultados menos conservadores
do que as estrate´gias baseadas na estabilidade quadra´tica que usam ganho fixo.
(e) OLdO+04: “Coˆmputo de custo garantido H∞ por meio de func¸o˜es de Lyapunov depen-
dentes de paraˆmetros” — Condic¸o˜es LMIs para o coˆmputo de custos garantidos H∞ por
meio de func¸o˜es de Lyapunov com dependeˆncia afim nos paraˆmetros sa˜o apresentadas
neste trabalho.
Submisso˜es
Relacionadas diretamente com a tese: [OP05d], [OP06a].
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