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Based on probing electronic transport properties, we propose an experimental test for the recently
discovered rich topological phase diagram of one-dimensional Floquet topological insulators with
Rashba spin-orbit interaction [Kennes et al., Phys. Rev. B 100, 041104(R) (2019)]. Using the
Keldysh-Floquet formalism, we compute electronic transport properties of these nanowires, where
we propose to couple the leads in such a way, as to primarily address electronic states with a large
relative weight at one edge of the system. By tuning the Fermi energy of the leads to the center of the
topological gap, we are able to directly address the topological edge states, granting experimental
access to the topological phase diagram. Surprisingly, we find conductance values similar or even
larger in magnitude to those corresponding to topological edge states, when tuning the lead Fermi
energy to special values in the bulk, which coincide with bifurcation points of the dispersion relation
in complex quasimomentum space. These peaks reveal the presence of narrow bands of states whose
wave functions are linear combinations of delocalized bulk states and exponentially localized edge
states, where the amplitude of the edge-state component is sharply peaked at the aforementioned
bifurcation point, resulting in an unusually large relative edge-weight. We discuss the transport
properties of these non-topological edge states and explain their emergence in terms of an intuitive
yet quantitative physical picture. The mechanism giving rise to these states is not specific to the
model we consider here, suggesting that they may be present in a wide class of systems.
I. INTRODUCTION
One of the main goals in the field of topological phases
of matter is to connect the abstract notion of topolog-
ical invariants with physical observables, as e.g. in the
quantum Hall effect (QHE) [1,2] where the Hall conduc-
tance can be linked to the integer (TKNN) topological
invariant. Floquet topological insulators (FTIs) are pe-
riodically driven systems in which nontrivial topological
properties of the bandstructure can be induced by the
drive, allowing for a high degree of controllability. Such
systems have been classified [3-15] and experimentally
realized in photonic crystals [16-21], cold atom systems
[22-24], and solid-state materials [25-31]. Among the pre-
dicted topological properties are the emergence of Majo-
rana edge modes [32–35] and parafermions [36] in one-
dimensional (1D) FTIs, the photoinduced QHE in 2D
materials [37-41], topological surface states in 3D FTIs
[42] and Weyl semimetals and fractional FTIs in coupled
Rashba nanowires [43].
In the context of FTIs the topological invariant, which
is associated with the topology of the quasienergy spec-
trum of the Floquet Hamiltonian, is not as meaningful as
e.g. in the QHE case, as it is sensitive to the truncation
of the Floquet Hamiltonian in Floquet space. If the driv-
ing frequency is small compared to the bandwidth of the
static system (i.e. with vanishing driving amplitude) a
large number of coupled Floquet replicas has to be taken
into account, leading to a dramatic extension of the topo-
logical phase diagram with many stable topological edge
states (TESs) [44]. Every additional Floquet replica leads
to additional quasienergy bands and therefore additional
gaps in the quasienergy spectrum at increasing quasi-
momenta, which can potentially host TESs. Thus, by
increasing the truncation order, the degenerate subspace
of TESs, and thus the value of the topological invariant,
grows indefinitely. Since gaps at larger quasimomenta de-
crease rapidly in size, however, the corresponding TESs
are increasingly less well localized, such that their con-
tribution to observables which measure the local density
of states (LDOS) at the edge of the system may be sim-
ilar to trivial bulk states. Fixing a scale L on which the
LDOS is probed one can thus converge the truncation
until convergence in these observables is reached. It is in
this sense, that the invariant itself is not as meaningful,
as it (in contrast to observables) does not converge as a
function of the cutoff in Floquet space.
In order to specifically address edge states with local-
ization lengths on a scale . L, we propose to couple the
leads only to the edge of the wire on a scale L. We thus
effectively probe the LDOS at the edge of the nanowire,
which is large if well-localized edge states are present.
This gives experimental access to the predicted phase di-
agram, which does not only contain information on the
number of TESs at any given truncation order in Floquet
space but is also supplemented by the corresponding lo-
calization lengths [44].
Edge state transport in FTIs has been studied using ef-
fective Floquet Boltzmann methods (taking into account
occupations of TESs) in 2D systems [45], Floquet-Green’s
function methods in 2D [46-49] and 1D systems [50] and
Floquet scattering theory [51] in 2D systems. In con-
trast to these works, we compute the full ac-conductance
(not just the dc-component) and we consider system sizes
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2which are realistic for solid-state implementations. It is
only on these scales that we find a significant contribu-
tion from non-topological edge states which are discussed
further below.
The intrinsic non-equilibrium nature of FTIs poses
many challenges. One such challenge is the fact that the
occupation of Floquet states shows a high degree of de-
pendence on details of fermionic and bosonic baths cou-
pled to the system [45,52-55]. We circumvent these dif-
ficulties by concentrating on observables, which do not
depend on the occupation of states, but rather just on
the spectral properties or LDOS [46-50]. By employing
the weak-coupling approximation we show that the dif-
ferential conductance can be used to probe the LDOS in
the driven case and is thus a convenient observable for
our purposes.
A topic that has gained very little attention in the
context of topological phases of matter concerns non-
topological edge states (NTESs). These novel states live
at energies which overlap with the bulk bands and are
linear combinations of exponentially localized edge states
and delocalized bulk states, where the amplitude of the
edge state component is sharply peaked around special
quasienergies. Here, we report the discovery of (nar-
row) bands of such states in the model under consid-
eration. Since the bulk- and edge state contributions
to the wavefunction of these states are normalized with
factors 1/
√
N, 1/
√
`, where N, ` denote the number of
unit cells of the nanowire and the localization length of
the edge state component respectively, a significant por-
tion of the weight of a NTES can still be located at the
edge of a (large enough) system, making its contribu-
tion to (edge-)transport properties very similar to that
of a TES. Indeed, our simulations show, that the signal
in the differential conductance due to NTESs is much
more pronounced than the signal due to the conventional
(topological) edge states.
Predicting the existence and analyzing the properties
of NTESs numerically is challenging because they are not
linked to topological invariants and their contribution to
observables is indistinguishable from pure bulk states un-
til the system size N considerably exceeds the localiza-
tion length ` of the edge state component. We over-
come this challenge by employing an efficient algorithm
with complexity O(N) (instead of the usual O(N2...3))
for the computation of the differential conductance in
the framework of the Keldysh-Floquet formalism, which
allows us to treat extremely large system sizes of up to
N = 107 unit cells. We attempt to explain the existence
of NTESs in terms of an intuitive yet quantitative pic-
ture involving bifurcation points of the dispersion rela-
tion in the complex quasimomentum plane, discuss their
contribution to the transport properties of the nanowire
and thereby propose a method for observing them ex-
perimentally. Finally, we state those properties of the
model under consideration which are responsible for the
emergence of NTESs, opening a route for the systematic
investigation of other models with regard to NTESs.
II. MODEL AND EXPERIMENTAL SETUP
In this section we present the models of both the driven
Rashba nanowire and the leads that carry current to and
from the wire. Using the wide-band limit and Keldysh-
Green’s functions, we compute the self-energy contribu-
tion of the leads to the wire Hamiltonian. The sum
of the Hamiltonian and the self-energy defines the ef-
fective Hamiltonian, from which the spectral/transport
properties are computed. If the scale of the lead-induced
self-energy is small compared to the topological gap, the
topological edge states are unaltered by this coupling and
thus the topological properties of the wire Hamiltonian
also manifest in the effective Hamiltonian.
A. Wire Hamiltonian
The model we consider here was introduced in [36] and
a detailed study of its topological properties was con-
ducted in [44]. This one-dimensional two-band Rashba
nanowire features TESs if a transverse Zeeman field ∆Z
and a periodic drive of the inter-band transition tF is
applied. Denoting Pauli-matrices in band/spin space
by ηi/σi respectively the single-particle Hamiltonian in
quasimomentum space reads
hk(t) = (k + α sin k σz)ηz + ∆Zσx + 2tF cosωt ηx, (1)
where k = Ek+
∆g
2 and Ek = W sin
2 k
2 . Here, W denotes
the bandwidth, −pi < k ≤ pi is the quasimomentum, ∆g
is the (intrinsic) bandgap (not to be confused with the
topological gap ∆ that emerges in the quasienergyspec-
trum of the Floquet Hamiltonian), α is the Rashba con-
stant and ω denotes the driving frequency. Such a model
could be realized in curved bilayer graphene, where both
the bandgap and strength of the Rashba coupling can be
controlled [56].
We perform the following exact unitary transforma-
tion in order to work in the rotating wave approximation
(RWA) basis
hk(t)→ h¯k(t) = U†(t)hk(t)U(t)− iU†(t)U˙(t), (2)
where U(t) = e−i
ωt
2 ηz =
∑
η=± Pηe
−iη ωt2 and Pη = 1+ηηz2
is a projector on band η. At resonance, (ω = ∆g) the
transformed Hamiltonian reads
h¯k(t) = h
R
k + tF (e
iΩtη+ + e
−iΩtη−) (3)
with the RWA Hamiltonian
hRk = (Ek + α sin k σz) ηz + ∆Zσx + tF ηx, (4)
the effective driving frequency Ω = 2ω and rais-
ing/lowering operators η± =
ηx±iηy
2 . The corresponding
Floquet Hamiltonian reads
(h¯Fk )ll′ = (h
R
k − lω)δll′ + tF (δl,l′−2 η+ + δl,l′+2 η−), (5)
3V
Γp
p
Γs
s
L
FIG. 1: Schematic diagram depicting the experimental setup.
A bias voltage V is applied between the two reservoirs, the
probe (p) which couples only to the edge of the wire on a
scale L and the substrate (s), which couples to the whole wire.
The microscopic details of the coupling between the reservoirs
and the wire are encoded in the hybridization functions Γp/s
respectively.
where l, l′ ∈ Z. In the following we truncate this Hamil-
tonian symmetrically in Floquet space at |l|, |l′| ≤ lm and
increase lm until we find convergence in the observables
that are computed from the effective Floquet Hamilto-
nian. Furthermore, we transform back from momentum
to real space by substituting e±ik → δn,n′±1 to obtain
a [4(2lm + 1)N ]-dimensional tight-binding Hamiltonian
with N unit cells and open boundary conditions. Note
that we set the lattice spacing to unity here.
Finally, we note some properties of the Floquet Hamil-
tonian defined in Eq. (5): it features a local chiral symme-
try S for every (symmetric) truncation −lm ≤ l, l′ ≤ lm,
i.e. Sh¯Fk S = −h¯Fk with the chiral symmetry operator
Sll′ = δl¯l′ηyσz, where l¯ = −l, and is thus a representative
of the BDI symmetry class [3-15]. Also note, that this
Hamiltonian can be decomposed into a sum of two com-
muting parts, acting only on the odd and even Floquet
indices respectively. Both of these properties are crucial
in determining the topological properties and computing
the topological invariant of the system. Here, however,
the coupling to leads destroys both of these features. Fi-
nally, we note that the Rashba-term breaks inversion-
symmetry, i.e. h¯F−k = σxh¯
F
k σx 6= h¯Fk . As we will see, this
property is crucial for the emergence of non-topological
edge states.
B. Reservoirs and self-energy
We aim at probing the spectral properties of the Hamil-
tonian introduced in the previous section via electronic
transport measurements. It is thus necessary to couple
reservoirs to the wire which serve as leads for the current
flowing to and from the system. The setup we have in
mind is depicted in Fig. 1: we consider two reservoirs,
one is called the probe (p) and the other the substrate
(s) in the following. In order to induce a current these
reservoirs are kept at chemical potentials µs = µ0 and
µp = µ0 + eV with electric charge e, voltage difference V
and lead Fermi energy µ0. Additionally, we assume the
zero temperature limit for both reservoirs. Note that this
setup is unconventional in the sense that the transport
does not occur along the wire, but rather via its edge.
All (renormalized) single-particle states of the wire
serve as channels for the current, we are however ex-
clusively interested in the signal due to topological (and
non-topological) edge states. These states are character-
ized by the fact that the weight of their wavefunctions
is concentrated near the edges of the wire. If the probe
only couples to the first L  N unit cells, the contri-
bution of delocalized bulk states to the differential con-
ductance is suppressed by a factor L/N compared to the
topological and non-topological edge states. This is true
both in the bulk, where the signal of non-topological edge
states thus dominates over the background of delocalized
bulk states, but also in the gap, where the topological
edge states thus dominate over bulk states leaking into
the gap (this is of course only relevant if the reservoir-
induced broadening is of the order of the gapsize). Thus,
in contrast to other works on transport in FTIs, here,
(delocalized) bulk states will only contribute an insignif-
icant background to the total differential conductance,
which allows for the observation of states with large rela-
tive edge-weight at bulk energies, i.e. NTESs. Finally, we
assume that the coupling between probe and wire is much
weaker than the substrate-wire coupling (weak-coupling
approximation). Under this assumption the differential
conductance is independent of the occupation of single-
particle states in the wire, as will be shown in the next
section.
In order to describe the effect of the coupling between
the wire and the reservoirs, we refer to the Keldysh-
Floquet formalism (see Appendix A for a brief review),
in which the influence of the reservoirs is encoded in the
reservoir-induced self-energy Σ = Σs + Σp, with indi-
vidual contributions from the substrate and probe lead
respectively. In the following we derive expressions for
a single reservoir, dropping the s/p index for notational
convenience.
Assuming the reservoirs to be non-interacting and
static, i.e. not affected by the external driving, the di-
agrammatic expansion of the self-energy is given by
Σ(t, t′) = V†g(t, t′)V, where the matrix elements of the
vertex V describe the overlap between single-particle
states of reservoir and wire respectively, and where g de-
notes the (non-interacting) Green’s function of the reser-
voir. We define the hybridization function as Γ(E) =
2piV†δ(E−h)V where h denotes the single-particle Hamil-
tonian of the reservoir. Since we are interested in the
universal physics irrespective of microscopic details of
the reservoirs and the reservoir-wire couplings, we em-
ploy the wide-band limit (WBL), i.e. , we assume Γ to
be independent of the energy argument, which is reason-
able as long as the spectrum of the reservoir varies slowly
on the scale on which E is evaluated.
Using the definitions of the non-interacting Green’s
functions defined in Eqs. (A13)-(A15) and assuming the
4WBL, we find the following expressions for the retarded,
lesser and greater self-energy components:
ΣR(t, t′) = − i
2
Γδ(t− t′), (6)
Σ<(t, t′) = iΓ
∫
dE
2pi
e−iE(t−t
′+i0+)Θ(µ− E), (7)
Σ>(t, t′) = iΓ
∫
dE
2pi
e−iE(t−t
′−i0+) [Θ(µ− E)− 1] , (8)
where we have replaced the Fermi-functions with step-
functions Θ due to the zero-temperature limit, and where
e±E0
+
are convergence factors.
We anticipate, that topological properties of the effec-
tive Hamiltonian will be lost, if the scale of Γ becomes
comparable to the scale of the topological gap ∆, and
thus assume Γ ∆ in the following. This can of course
only be ensured locally in parameter space, since the gap
becomes arbitrarily small near the phase boundaries. In
order to still achieve a smooth density of states we choose
the scale of Γ on the order of (or larger than) the level
spacing, i.e. Γ ' ω/N . For the large system sizes we are
considering this scale is tiny, such that the detailed struc-
ture of Γ in band-, spin- and position space does not have
a strong influence on the results presented in the follow-
ing. We thus choose a particularly convenient structure,
where the hybridization function is diagonal in position
space, i.e. does not induce hopping between distinct unit
cells 〈n |Γ|n′〉 ∼ δnn′ . As we will see, this property of the
hybridization function is crucial with regard to the effi-
cient (O(N)) numerical evaluation of the differential con-
ductance. For the structure in band-spin space we con-
sider two alternatives, the first being a uniform coupling
of both bands and spin components 〈ησ |Γ| η′σ′〉 ∼ 1 and
the second being a diagonal structure in these subspaces
〈ησ |Γ| η′σ′〉 ∼ δηη′δσσ′ . Any experimental configuration
should lie somewhere between these two limiting cases.
III. METHODS
In this section we present the methods used for the
computation of the observables that we will use in or-
der to probe the LDOS at the edge of the nanowire. We
give a derivation of the expression for the current flow-
ing through the edge of the wire in terms of Floquet
Green’s functions, assuming the geometry introduced in
the previous section. Furthermore, we present the algo-
rithm used for the computation of the Green’s functions,
where we exploit the aforementioned diagonal structure
of the hybridization function in position space in order
to greatly reduce the computational effort and allow for
the efficient treatment of extremely large system sizes of
up to 107 unit cells.
A. Differential conductance formula
The current flowing from the probe reservoir into the
wire can be expressed as
I(t) = −e
t∫
−∞
dt′ Tr (9)
× {Σ>p (t, t′)G<(t′, t)− Σ<p (t, t′)G>(t′, t) + (t↔ t′)},
(10)
where Tr denotes the trace over all single-particle states
in the wire, Σ
≷
p is the probe-induced greater/lesser self-
energy and G≷ is the fully dressed greater/lesser wire
Green’s function. Employing the weak coupling approxi-
mation we assume that the substrate-induced self-energy
is much larger than the probe-induced self-energy, i.e. we
neglect the contribution of Σp in G
≷. Thus, the Green’s
functions are independent of the bias voltage V , i.e. , the
occupation of single-particle (Floquet) states in the wire
are solely controlled by the substrate. From Eqs. (7) and
(8) we find ∂V Σ
≷
p (t, t′)|V→0 = ieΓp2pi e−iµ0(t−t
′). Denoting
the differential conductance at zero bias voltage in units
of the conductance quantum e
2
pi =
2e2
h as g(t) we find
g(t) ≡ pi
e2
∂V I(t)|V→0 = −
t∫
−∞
dt′ Tr Γp (11)
× {eiµ0(t−t′)G
>(t, t′)−G<(t, t′)
2i
+ (t↔ t′)} (12)
= −=
t∫
−∞
dt′ eiµ0(t−t
′) Tr ΓpG
R(t, t′), (13)
where we have used the identities in Eqs. (A9) and (A10),
where GR denotes the retarded Green’s function, which
only depends on the spectral properties of the substrate-
dressed wire, and where we have used natural units, set-
ting Planck’s constant ~ = h2pi to unity.
Next, we transform the retarded Green’s function into
the RWA basis [GR(t, t′) = U(t)G¯R(t, t′)U†(t′)] and sub-
stitute this form into Eq. (13). Using the cyclic property
of the trace we find
g(t) = −=Tr
∑
η=±
(
PηΓpPη + e
iηωtPηΓpPη¯
)
(14)
×
t∫
−∞
dt′eiµη(t−t
′)G¯R(t, t′), (15)
where η¯ = −η and where we have defined the effective
chemical potential µη = µ0 − η ω2 . Expressing the real-
time Green’s function via its frequency-Floquet space
analogue [see Eq. (A22)] and performing the integration
5over t′, we find
g(t) = −=
∑
l∈Z
e−ilωt
∑
η=±
(16)
× Tr (PηΓpPη + eiηωtPηΓpPη¯) G¯Rl0(µη) = ∑
l∈Z
e−ilωtgl,
(17)
where l¯ = −l and where the components gl = g∗¯l are
given by
gl =
1
2i
∑
η=±
Tr
{
PηΓpPη
[(
G¯R−l0(µη)
)∗ − G¯Rl0(µη)] (18)
+PηΓpPη¯
[(
G¯Rη−l,0(µη)
)∗ − G¯Rη+l,0(µη)]}. (19)
Note that since we have assumed the probe hybridiza-
tion function to be diagonal in position space, the trace
only picks out the diagonal elements (in position space)
of the Green’s functions. It thus suffices to compute these
diagonal elements, which is computationally much more
feasible for the large system sizes we are aiming at. Fur-
thermore, we would like to stress, that since the differen-
tial conductance as a function of the lead Fermi energy
µ0 is given by the sum of two terms, which are sym-
metric with respect to µ0 = ±ω2 respectively, the chiral
symmetry that is present in the Floquet Hamiltonian in
the RWA basis is no longer present in this observable,
i.e. the differential conductance is neither symmetric with
respect to µ0 − ω2 → −(µ0 − ω2 ), nor with respect to
µ0 +
ω
2 → −(µ0 + ω2 ).
Finally, we give rough estimates for the bulk and TES-
contribution to the differential conductance at resonance,
i.e. with the Fermi energy tuned to the gap center: Ev-
ery single-particle Floquet state ψ with quasienergy 
roughly contributes ∼ 〈ψ |Γp|ψ〉 Γs(µ−)2+Γ2s to the total
(time-averaged) differential conductance. For a TES with
localization length ` we find 〈ψTES |Γp|ψTES〉 ∼ LΓp` ,
i.e. gTES ∼ L` ΓpΓs . For a (delocalized) bulk state we find
〈ψbulk |Γp|ψbulk〉 ∼ LΓpN and Γs(µ−)2+Γ2s ∼
Γs
2 . Integrat-
ing all of these contributions from the topological gap ∆
up to the bandwidth B ∼ ωlm  ∆ (assuming a finite
driving frequency ω) and assuming a uniform density of
states ∼ NlmB ∼ Nω we find gbulk ∼ LΓpΓsω∆ . We thus
conclude, that the TES contribution to the total differ-
ential conductance at resonance dominates over the bulk
contribution if ∆  `Γ2sω , which can always be achieved
for small enough broadening Γs. Note that in this es-
timate Γp/s denote the scale of the matrix elements of
the hybridization functions, not the hybridization func-
tions themselves, and that we have assumed convergence
in Floquet space, i.e. lm  Wω .
B. Inversion algorithm
As was shown in the previous section, in order to com-
pute the differential conductance, we need to compute
the diagonal blocks GRnn (in position space) of the re-
tarded Green’s function. The retarded Floquet Green’s
function is given by the inverse of the matrix T =
E− h¯F + i2 Γ¯s, where Γ¯s denotes the substrate hybridiza-
tion function in the RWA basis. Because we assumed
the hybridization function to be diagonal in position
space, T has a block-tridiagonal structure, i.e. Tnn = a,
Tn,n+1 = b, Tn,n−1 = b†, Tnm = 0 if |n − m| > 1
and n,m = 1, . . . , N . Here, a, b, b† are [4(2lm + 1)]-
dimensional matrices which can easily be read off from
the definitions of the truncated Floquet Hamiltonian and
the hybridization function.
There exist algorithms with an O(N) complexity (see
e.g. [57]) for computing the main diagonal of the Green’s
function for a 1D tridiagonal (effective) Hamiltonian with
a single channel. In the following, we present a multi-
channel generalization of this algorithm.
In a first step we perform a (block-)UDL decomposition
of the inverse of the Green’s function, i.e. T = UDL,
where the matrices U and L take the following forms:
U =

1 U1
1 U2
. . .
. . .
. . . UN−1
1
 , (20)
L =

1
L1 1
L2
. . .
. . .
. . .
LN−1 1
 , (21)
with all other matrix elements being zero. Here, D is
a block-diagonal matrix D = diag({Di}i=1...N ). The
([4(2lm + 1)]-dimensional) matrices Ui, Li and Di can
be computed in O(N)-time given a, b and b† using the
following recursion relations:
DN = a, (22)
Di−1 = a− bD−1i b†, (23)
Ui = bD
−1
i+1, (24)
Li = D
−1
i+1b
†. (25)
Next, we compute the inverses of U and L, which are
given by
U−1 =

1 −U1 U1U2 . . . (−1)N−1U1 . . . UN−1
1 −U2 . . .
...
. . .
. . . UN−2UN−1
. . . −UN−1
1

(26)
6and
L−1 =
1
−L1 . . .
L2L1
. . .
. . .
...
. . . −LN−2 1
(−1)N−1LN−1 . . . L1 . . . LN−1LN−2 −LN−1 1

,
(27)
where, again, all other matrix elements are zero. Multi-
plying the inverses back together we find that the diago-
nal blocks of G = T−1 = L−1D−1U−1 obey the following
recursion relation
G11 = D
−1
1 , (28)
Gn+1,n+1 = D
−1
n+1 + LnGnnUn (29)
= D−1n+1 +D
−1
n+1b
†GnnbD−1n+1. (30)
The algorithm thus consists of the following steps:
1. Iterate Eqs. (22) and (23) N times, saving only the
last L matrices {D1, . . . , DL}.
2. Compute the first L diagonal blocks of the Green’s
functions via Eqs. (28)-(30).
The complexity of this algorithm is O(Nl3m) (due to step
1.), while the memory cost only scales as O(Ll2m). This
allows us to efficiently and numerically accurately treat
extremely large system sizes of up to N = 107 unit cells,
which is necessary in order to rule out finite-size arte-
facts and to observe significant signals from the non-
topological edge states.
IV. RESULTS AND DISCUSSION
In this section, we analyze the differential conductance
defined in the previous section. Our goal here is twofold:
(a) we want to extract the topological phase diagram,
i.e. address the TESs which live in the topological gap,
and (b) probe the system at finite energies relative to the
gap center, which reveals the NTESs.
In order to achieve goal (a) we tune the Fermi energy
to the center of the topological gap, vary the driving am-
plitude and Zeeman energy, and compute the differential
conductance in this two-dimensional phase space. We
compare these results to the previously predicted topo-
logical phase diagram (see [44]). In a second step, in
order to achieve goal (b), we keep the driving amplitude
constant and vary the Fermi level and Zeeman energy,
probing NTESs at finite energies relative to the gap cen-
ter. We discuss the properties of the NTESs and explain
their emergence in terms of an intuitive yet quantitative
picture.
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FIG. 2: Components of the differential conductance Lg at
µ0 =
Ω
4
as a function of tF and ∆Z for the case of a hybridiza-
tion function which uniformly mixes between band- and spin-
indices. The vertical lines in the upper left subplot indicate
the values of tF [tF = 0.1(0.5) Ω for the dashed (dotted) line
respectively] that are used in all corresponding plots of Fig. 5
(dashed line) and Fig. 6 (dotted line) respectively. The dot
on the dashed line represents the values of tF and ∆Z used
in Fig. 7.
All simulations are performed for N = 107 unit cells
and with a cutoff in Floquet space at lm = 5, at which
point we find convergence in all quantities to the percent
regime. We set Γs = 10
−3 Ω and L = 500. For the band-
width and Rashba constant we choose W = 20 Ω and
α = 34Ω. To enhance the fine structure that is present in
the data we present results in terms of the quantity
Lgl ≡ log
(
Γs
Γp
|gl|
)
, (31)
i.e. we first rescale the absolute value of the Fourier com-
ponents of the differential conductance by the ratio of
substrate to probe broadening, such that the contribu-
tion of a well localized state at resonance is of order
unity. Subsequently, we take the logarithm of this quan-
tity. This is convenient since the (scaled) differential con-
ductance varies over several orders of magnitude depend-
ing on the system parameters.
A. Topological phase diagram and TESs
In order to address the TESs, the Fermi energy of the
reservoirs µ0 must be tuned to the center of the topolog-
ical gap that emerges in the spectrum of the truncated
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FIG. 3: Components of the differential conductance Lg at
µ0 =
Ω
4
as a function of tF and ∆Z for a hybridization func-
tion which is diagonal in band- and spin-space. Type A phase
boundaries from Fig. 4 are shown as dashed lines.
Floquet Hamiltonian. Choosing a symmetric truncation
in the RWA basis this corresponds to µ0 =
ω
2 =
Ω
4 in
the canonical basis. The effective Fermi energy entering
the formula for the differential conductance Eqs. (18) and
(19) is thus µη = 0 and µη = ω for η = ± respectively.
We consider two different types of reservoirs with re-
gard to the structure in band-/spin-space of the cor-
responding hybridization functions: uniform mixing of
both band-/spin-indices, and no mixing. There is one
intrinsic difference between these two cases, which is the
fact that for a diagonal hybridization function there are
no terms in the effective Floquet Hamiltonian coupling
even and odd Floquet indices, i.e. G¯Rll′ = 0 if l − l′ is
an odd integer. From the differential conductance for-
mula Eqs. (18) and (19) one can see that in this case
the odd Fourier components of the differential conduc-
tance identically vanish. This is related to the fact that,
without mixing, the effective Hamiltonian in the RWA
basis is Ω-periodic, while the mixing terms introduce an
ω-periodicity upon being transformed into the RWA ba-
sis.
Varying tF ,∆Z ∈ (0,Ω] we compute the components
{Lgl}l=0,1,2,3 for the uniform mixing case and {Lgl}l=0,2
for the diagonal case and show the corresponding data in
Fig. 2 and Fig. 3 respectively. Comparing these two fig-
ures we conclude that, besides the fact that band-mixing
reservoirs induce ω-periodic terms in the (otherwise Ω-
periodic) differential conductance, there is no qualita-
tive difference between (a) the uniform mixing and non-
mixing cases, and (b) between the various Fourier com-
FIG. 4: Topological phase diagram of the system, cf. [44]
for the subspace of even (left) and odd (right) Floquet in-
dices respectively. The truncations of these correspond to a
decomposition of the truncation of the full Hamiltonian cho-
sen for the data shown in Figs. 2 and 3. The numbers in
boxes represent the topological invariant, i.e. the number of
TESs for the given truncation. Colorbars represent the lo-
calization length of the best-localized topological edge state,
where no color corresponds to either no TESs or all states
having localization length larger than 2000 unit cells. Phase
boundaries are denoted by black lines (here, the topological
invariant changes by an odd number and the gap closing oc-
curs at quasimomentum k = 0) and orange lines (here, the
topological invariant changes by an even number and the gap
closing occurs at finite quasimomentum) respectively.
ponents in each of these two cases.
Next, we compare the differential conductance data
to the topological phase diagram. For technical de-
tails on the calculation of the latter the reader is re-
ferred to [44]. Note that here, the aforementioned de-
composition into even/odd Floquet subspaces can be
performed, i.e. the Hamiltonian can be represented as
the sum of two terms projected onto the subspaces
of even (l, l′ ∈ {0,±2, . . . ,±2b lm2 c}) and odd (l, l′ ∈
{±1,±3, . . . ,±(2b lm+12 c − 1)}) Floquet indices respec-
tively. The total phase diagram is then given by the sum
of the two diagrams corresponding to the given odd/even
truncations. Fig. 4 shows the phase diagrams corre-
sponding to the five (left subplot) and six (right subplot)
RWA-replica phase diagrams, which together constitute
a truncation at lm = 5. Note that there are two types
of phase boundaries in Fig. 4, which correspond to phase
transitions of type A (black lines) and type B (orange
lines) respectively. Type A phase transitions correspond
to gap closings at the center of the Brillouin zone (BZ),
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FIG. 5: Components of the differential conductance Lg at
tF = 0.1 Ω as a function of µ0 and ∆Z , corresponding to the
dashed vertical line in Fig. 2. The arrows on top of the upper
plots indicate the positions of the TES peaks. A cut of the
data along the horizontal line is shown in Fig. 7.
i.e. at k = 0, where the change of the topological in-
variant is given by odd integer, while phase transitions
of type B correspond to gap closings at finite quasimo-
menta, where the change of the topological invariant is
given by an even integer.
Comparing Figs. 2 and 3 with Fig. 4 one can clearly
see that all type A phase boundaries and some of the
type B phase boundaries are reproduced in the conduc-
tance data. Furthermore, regions with strongly local-
ized TESs are associated with a larger conductance com-
pared to regions with weakly localized or no TESs. We
have thus quantitatively related the topological phase di-
agram, computed from topological invariants, and the
observable transport properties of this Floquet system.
Furthermore, we note that the microscopic details of the
reservoirs only quantitatively influence the simulation re-
sults. The two cases we consider here are of course ideal-
ized limits and in experiments we anticipate to see some
intermediary behaviour. In what follows we consider the
uniformly mixing case.
B. Finite energy conductance and non-topological
edge states
Since TESs can only exist inside of topological gaps,
tuning the Fermi energy away from the value used in
the previous section, one expects to see no additional
peaks with comparable height to the TES peak. Fixing
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FIG. 6: Components of the differential conductance Lg at
tF = 0.5 Ω as a function of µ0 and ∆Z , corresponding to the
dotted vertical line in Fig. 2. The arrows on top of the upper
plots indicate the positions of the TES peaks.
3
2
1
0
1
g l
l=0 l=1
0.5 0.25 0 0.25 0.5
0/
3
2
1
0
1
g l
l=2
0.5 0.25 0 0.25 0.5
0/
l=3
FIG. 7: Components of the differential conductance Lg at
tF = 0.1 Ω and ∆Z = 0.3 Ω as a function of µ0, corresponding
to the horizontal line in Fig. 5. Arrows indicate some of the
maxima of bands of NTESs.
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FIG. 8: (a) Section of the quasienergyspectrum of the Flo-
quet Hamiltonian for tF = 0.1 Ω and ∆Z = 0.3 Ω. Note the
(on this scale) tiny gap around  = 0. (b) Lg0 component at
tF = 0.1 Ω and ∆Z = 0.3 Ω on the energy interval correspond-
ing to the spectrum shown on the left [c.f. upper left subplot
of Fig. 7]. Note that the TES peak in the conductance data
occurs at µ0 =
Ω
4
, which corresponds to an effective chem-
ical potential of µη = 0, ω, while the topological gap of the
Floquet Hamiltonian is located at  = 0. This is the reason
why there is an offset between the y-axes of the two subplots.
Also note that, as discussed above, we do not expect the dif-
ferential conductance to respect the chiral symmetry of the
Hamiltonian, i.e. the quantity Lg0(µ0) is not symmetric with
respect to µ0 − Ω4 → −
(
µ0 − Ω4
)
.
tF = 0.1 Ω and tF = 0.5 Ω respectively, we compute the
components {Lgl}l=0,1,2,3 as functions of µ0 ∈ [−Ω2 , Ω2 ]
and ∆Z ∈ (0,Ω] and show the corresponding data in
Figs. 5 and 6 respectively.
There are several interesting features to note in these
plots: At µ0 =
Ω
4 we find a contribution from the TESs
with a gap surrounding this peak (marked by arrows
on top of the upper subplots). From the phase dia-
grams shown in the previous section we find that at
tF = 0.1(0.5) Ω the system undergoes four phase tran-
sitions of type A as ∆Z is varied between 0 and Ω.
These phase transitions are reproduced by the gap clos-
ings which are visible as diagonally traversing peaks in-
tersecting the TES peak in the gap-center (i.e. at µ0 =
Ω
4 )
when ∆Z corresponds to a phase transition point. Note,
however, that not all components Lgl show all of the gap
closings, which motivates the investigation of the full ac-
conductance.
There is also a (slightly weaker) signal from the first
replica of the TESs at µ0 = −Ω4 (also marked by arrows),
which shows identical features, i.e. gap closings at type
A phase transition points, a central TES peak and a gap
surrounding this peak.
Finally, the diagonally traversing peaks, which often
show even stronger signals than the TES peak, must be
interpreted as narrow bands of states with a large rel-
ative edge weight, living at finite energy relative to the
gap center. These are what we call non-topological edge
states. Cuts along the dashed line in Fig. 5 are shown
in Fig. 7, clearly demonstrating the strong signal of the
NTESs (strongest peaks are marked by arrows) and the
fact that they do not correspond to discrete states, but
rather to extended (albeit narrow) bands.
Subplot (a) of Fig. 8 shows a section of the quasiener-
gyspectrum of the truncated Floquet Hamiltonian in mo-
mentum space at tF = 0.1 Ω and ∆Z = 0.3 Ω. In subplot
(b) we show the corresponding part of the conductance
data Lg0 [also shown in Fig. 7]. Note that, as discussed
above, we do not expect the differential conductance to
respect the chiral symmetry of the Floquet Hamiltonian,
which explains why the lineshape is not symmetric with
respect to µ0 =
Ω
4 . We report that the NTES peaks
coincide with extremal points of bands, i.e. with bifurca-
tion points of the dispersion relation, which occur both
at k = 0 and at finite momenta. Those NTESs which are
related to bifurcation points at finite momenta are also
visible in Figs. 5,6 as peaks which do not follow straight
lines in ∆Z−µ0 space, but rather follow curved trajecto-
ries. In the following we will concentrate our discussion
on those NTESs, which are related to k = 0 bifurcation
points, since those are easier to analyze and usually show
stronger signals.
C. Emergence of NTESs
In this section we attempt to explain the emergence of
NTESs in terms of a theory explaining all the properties
we observed in the previous section.
We begin by noting that at type A phase transition
points, i.e. gap closings at quasimomentum k = 0, the
NTESs emerge at energies corresponding to the (former)
gap-center. We thus suspect that their physics is related
to properties of the Hamiltonian at the center of the BZ.
We note that at k = 0 the Floquet Hamiltonian takes the
following form
(h¯Fk=0)ll′ =(∆Zσx + tF ηx − lω)δll′ (32)
+ tF (δl,l′−2 η+ + δl,l′+2 η−). (33)
One can easily see, that the corresponding spectrum
is given by E±i = ±∆Z + fi(tF , ω), where fi are uni-
versal functions that only depend on the truncation of
the Floquet Hamiltonian. Since the spectrum is sym-
metric with respect to k → −k, every (non-flat) band
features a local extremal point, and thus a bifurcation
point, at k = 0. Furthermore, at type A phase tran-
sition points the gap closes and two of the eigenvalues
E±i vanish identically. This suggest, that NTESs emerge
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near these eigenvalues of the Floquet Hamiltonian at
k = 0, which also happen to be bifurcation points of
the dispersion relation. The results shown for the special
case of tF = 0.1 Ω,∆Z = 0.3 Ω in Fig. 8 clearly support
this claim. Note however, that the converse in not true,
i.e. not every bifurcation point is associated with a band
of NTESs.
To better understand the connection between eigen-
states of the finite-size tight-binding Hamiltonian and the
physics of momentum space we consider a half-infinite
system in real space with unit cells n ∈ N and vanish-
ing boundary conditions of all components of the wave-
function on the 0th unit cell. A (delta-function) nor-
malizable eigenstate ψ(n) at energy  of the correspond-
ing Hamiltonian hk can be constructed as follows: We
first determine the (complex) roots ki of the polynomial
det (hk − ) and the corresponding eigenvectors χki obey-
ing hkiχki = χki . We then construct the linear combi-
nation ψ(n) =
∑
i cie
ikinχki where we only include roots
with =ki ≥ 0 in order to ensure (delta)-normalizability.
Finally, we impose the vanishing boundary condition at
the 0th unit cell on the coefficients ci, i.e. we solve the
linear system of equations
∑
i ciχki = 0. If such a set
of coefficients exists, we found an eigenstate of the (real-
space) half-infinite Hamiltonian at energy .
The number of boundary conditions that need to be
fulfilled is equal to the dimension of the Hamiltonian D
[for our model we have D = 4(2lm + 1)]. The number
of roots ki is given by 2D, where, due to hermiticity,
every root on the upper half-plane has a partner on the
lower half-plane with equal real part, i.e. D = M0 + M
where 2M0 denotes the number of purely real roots (note
that if k ∈ R is a root, so is −k) and 2M denotes the
number of roots with finite imaginary part. The number
of available roots for the construction of a normalizeable
state (i.e. roots which obey =ki ≥ 0) is thus given by
2M0 + M = D + M0, which implies that there is a M0-
fold degeneracy at energy  if this energy intersects with
M0 bands.
At energies which do not intersect with all bands (in
our model this is always the case due to chiral symme-
try) the degenerate subspace of eigenstates will contain
at least one state with a finite contribution eikinχki with
=ki > 0, i.e. an edge state component. In general, there
is no reason why the coefficient associated with this com-
ponent would be large compared to the coefficients corre-
sponding to purely oscillating roots. This may, however,
not be true near bifurcation points, i.e. points where sev-
eral roots meet at the origin of the complex k-plane. As
one approaches such a point from the side with a larger
value of M0 the eigenvectors χ±k corresponding to the
smallest inflowing real roots (i.e. those which meet in the
origin at the bifurcation point) gradually become colin-
ear, making it necessary to give some edge state compo-
nent an increasingly larger weight in order to still fulfill
the boundary condition. After crossing the degeneracy
point the two real roots which met at the origin start
to flow out into the upper and lower half planes respec-
tively, reducing the degeneracy by one and providing an
additional edge state component. Note that this mech-
anism relies on the aforementioned breaking of inver-
sion symmetry: if the system were inversion-symmetric,
i.e. h−k = hk, the eigenvectors χ±k would always be co-
linear and nothing abrupt would happen at bifurcation
points. Indeed, for vanishing Rashba constant α, where
inversion symmetry is restored, we report the absence of
NTES peaks in the conductance data.
The Floquet model we consider here is too intricate for
a detailed analytic examination of the properties near bi-
furcation points (for lm = 5 we have D = 44 quasienergy
bands and thus 88 roots). For this reason we conclude our
analysis here and leave more general discussions of NT-
ESs (both corresponding to bifurcation points at k = 0
and also finite momenta) as subject for future works [58].
We would like to stress however, that our discussion of
the origin of NTESs in the model under consideration
solely rests on the breaking of inversion symmetry, sug-
gesting that this is the only requirement for a multi-
channel 1D model to feature NTESs.
V. SUMMARY AND CONCLUSIONS
In this work we proposed an experimental test for the
topological properties of a one-dimensional Floquet topo-
logical insulator based on electronic transport probing
the local density of states at the edge of the system.
As a testbed we used a recently studied model involving
Rashba spin-orbit coupling, a static Zeeman term and a
coherent drive of the inter-band transition for which the
topological phase diagram is known. Using the Keldysh-
Floquet formalism and the weak-coupling approximation
we derived an expression for the differential conductance
between the wire and additional leads coupled to it.
These expressions only contain the effective Hamiltonian,
rendering them independent of the occupation of Floquet
states. In order to evaluate the differential conductance
we generalized an inversion algorithm for tridiagonal ma-
trices to the multichannel case, allowing us to compute
the conductance for large system sizes (up to 107 unit
cells) efficiently.
Probing the center of the topological gap we repro-
duced the topological phase diagram via the conductance
data as expected, thus demonstrating that transport ex-
periments allow for a verification of topological properties
in one-dimensional Floquet topological insulators. Sur-
prisingly, we found unexpected peaks in the differential
conductance at special energies corresponding to the bulk
of the system, hinting at the presence of narrow bands
of states centered around bifurcation points of the dis-
persion relation (i.e. extremal points of bands), which
feature a large relative weight at the edge of the system.
These states are linear combinations of delocalized bulk
states and exponentially localized edge states, where the
amplitude of the edge state component is sharply peaked
at aforementioned bifurcation points. We explained the
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FIG. 9: Diagram depicting the Keldysh-contour, which runs
from −∞ to +∞ on the lower branch (γ+) and then back to
−∞ on the upper branch (γ−).
emergence of these non-topological edge states in terms
of an intuitive yet quantitative physical picture. Since
this picture is not specific for the model we consider
here (apart from a broken inversion-symmetry), we rea-
son that the emergence of such states should be a more
general phenomenon, which may be present in a larger
class of systems.
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Appendix A: Keldysh-Floquet formalism
In this section we review some details of the Keldysh-
Floquet formalism which are necessary for the computa-
tion of the transport properties. For more detailed refer-
ences the reader is referred to e.g. [59-61].
1. Contour-ordered Green’s function and Dyson
equation
The central object of interest in Keldysh formalism is
the contour-ordered Green’s function
Gαα′(t, t
′) = −i
〈
Tγcα(t)c
†
α′(t
′)
〉
. (A1)
Here, the time arguments t, t′ do not live on the real
number line, but rather on the Keldysh contour, which
is depicted in Fig. 9. The operators cα(t)/c
†
α(t) anni-
hilate/create a fermion in the single-particle state α at
time t. Tγ denotes the contour-ordering operator, which
orders the succeeding operators with respect to the po-
sition of their time-arguments on the Keldysh contour,
taking into account anti-commutation for fermionic op-
erators and 〈•〉 denotes averaging with respect to the
initial (equilibrium) density matrix.
The two time arguments t, t′ of the contour-ordered
Green’s function can live on either of the two branches
of the Keldysh contour, defining four distinct but related
Green’s functions:
t ∈ γ+, t′ ∈ γ+ : Gcαα′(t, t′) = −i
〈
Tcα(t)c
†
α′(t
′)
〉
,
(A2)
t ∈ γ+, t′ ∈ γ− : G<αα′(t, t′) = i
〈
c†α′(t
′)cα(t)
〉
, (A3)
t ∈ γ−, t′ ∈ γ+ : G>αα′(t, t′) = −i
〈
cα(t)c
†
α′(t
′)
〉
,
(A4)
t ∈ γ−, t′ ∈ γ− : Gc˜αα′(t, t′) = −i
〈
T˜ cα(t)c
†
α′(t
′)
〉
,
(A5)
where T/T˜ denote the usual time-/anti-time-ordering op-
erators. The objects in Eqs. (A2)-(A5) are known as
the chronological, lesser, greater and anti-chronological
Green’s functions. In addition, we define:
GRαα′(t, t
′) = −iΘ(t− t′)
〈{
cα(t), c
†
α′(t
′)
}〉
, (A6)
GAαα′(t, t
′) = iΘ(t′ − t)
〈{
cα(t), c
†
α′(t
′)
}〉
, (A7)
GKαα′(t, t
′) = −i
〈[
cα(t), c
†
α′(t
′)
]〉
, (A8)
which are known as the retarded, advanced and Keldysh
Green’s functions. Note the following useful relations:(
G> −G<)
αα′ (t, t
′) =
(
GR −GA)
αα′ (t, t
′), (A9)
GA(t′, t) =
(
GR(t, t′)
)†
. (A10)
Using a diagrammatic expansion in terms of the self-
energy Σ one can derive the Dyson equation for the re-
tarded Green’s function
[i∂t − h(t)]GR(t, t′) = δ(t−t′)+
∫
dt1Σ
R(t, t1)G
R(t1, t
′)
(A11)
with the single-particle Hamiltonian h(t) and the re-
tarded self-energy ΣR. Using Eqs. (A10) and (A11) and
some approximation to ΣR, one can compute GR/A. The
greater and lesser Green’s functions can then be com-
puted as follows
G≷(t, t′) =
∫ ∫
dt1dt2G
R(t, t1)Σ
≷(t1, t2)GA(t2, t′).
(A12)
Finally, in order to compute the various components of
the self-energy, we need to give explicit expressions for
the corresponding free Green’s functions g for a static
system:
gR(t, t′) =
∫
dE
2pi
e−iE(t−t
′)
E − h+ i0+ , (A13)
g<(t, t′) =
∫
dE
2pi
e−iE(t−t
′)2piiδ(E − h)nF (E), (A14)
g>(t, t′) =
∫
dE
2pi
e−iE(t−t
′)2piiδ(E − h) [nF (E)− 1] ,
(A15)
where h denotes the static single-particle Hamiltonian
and nF (E) denotes the Fermi function.
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2. Floquet Green’s functions
We will now solve the Dyson equation for the re-
tarded Green’s function for a time-periodic single-particle
Hamiltonian h(t) = h(t+ T ) with period T = 2piω . In or-
der to keep the problem as simple as possible we assume
a time-local self-energy ΣR(t, t′) = ΣRδ(t − t′). Using
this restriction the Dyson equation [see Eq. (A11)] reads[
i∂t − h(t)− ΣR
]
GR(t, t′) = δ(t− t′). (A16)
Defining the Floquet Hamiltonian and Floquet Green’s
function as
hFll′ =
T∫
0
dt
T
ei(l−l
′)ωth(t)− lωδll′ , (A17)
GRll′(E) ≡ GRl−l′(E + l′ω), (A18)
GRl (E) =
T∫
0
dt
T
eilωt
∫
dt′eiE(t−t
′)GR(t, t′) (A19)
we can rewrite Eq. (A16) as follows
∑
l1
(Eδll1 − hFll1 − ΣRδll1)GRl1l′(E) = δll′ , (A20)
whose solution reads
GRll′(E) =
(
1
E − hF − ΣR
)
ll′
. (A21)
Having inverted the matrix in Eq. (A21) we can then
express the real-time retarded Green’s function as
GR(t, t′) =
∑
l
e−ilωt
∫
dE
2pi
e−iE(t−t
′)GRl0(E). (A22)
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