ABSTRACT As the dependency on wireless services becomes considerably high, it is quite essential to achieve high-quality coverage of wireless signal in real-time. Meanwhile, radio map construction has great significance when realizing reasonable deployment of the base station (BS) or other airborne alternatives without the need for full site-specific ray-tracing simulation. Based on limited received signal strength (RSS) measurements, an effective system is proposed to reconstruct the BS-to-ground channel and then obtain a good estimation of signal values, which constructs the radio map for all the BS-user pairs in this area. Our system relies on the segmented propagation structure, consisted of line-of-sight (LOS) and non-line-of-sight (NLOS) models. An unsupervised classification method is proposed first to divide all the BS-to-ground links into two propagation models according to their signal values. Then, model parameters are computed by maximum likelihood estimation (MLE). The 3D obstacle map of this area can also be obtained based on category information, which provides a good description of obstacles layout. With this map, the signal blockage of an arbitrary BS-user pair and its class label can be confirmed. The corresponding channel is reconstructed and the value of RSS is then obtained. The performance of our system is verified by both simulation data and measured data. Compared with the methods in related works and the baseline, our classification method owns higher accuracy and the obstacle map captures most of the environmental characteristics. Our proposed system also has better RSS estimation performance.
I. INTRODUCTION
As the rapid popularity of mobile terminal (MT) and the better coverage of cellular base station (BS), the dependency on such wireless networks and their services is considerably high. In dense urban areas, wireless signals may be blocked by buildings or other obstacles, and the demand for data traffic is high, resulting in bad communication quality. In addition, when current networks are disrupted due to some natural disasters, it is urgent to realize the recovery of wireless networks using other alternatives [1] , [2] . In that case, to meet the request for communication and ensure service quality, the reasonable deployment of BSs or other airborne base stations [3] such as unmanned aerial vehicle (UAV), is of great necessity in needed areas. What's more, the radio source
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is quite limited, especially in aerial networks [4] - [6] , which needs good planning.
However, such an application is challenging because the radio map of objective area, which offers reliable received signal strength (RSS) estimation for arbitrary BS-user location pairs, is not known in advance. Therefore, the reconstruction of BS-to-ground channel is needed. Besides, this reconstruction also makes it possible to obtain RSS in inaccessible locations and then provides augmentation of signal fingerprints. Signal fingerprinting method has been extensively studied because of low complexity and relatively high accuracy, especially in localization. However, its performance directly depends on the size of fingerprint database, so radio map assists to improve accuracy [7] , [8] . Besides fingerprinting, more and more researches are based on large-scale RSS databases to ensure enough effective information. However, the requirements for the bandwidth and data rate to access the memory are too costly to be satisfied. To reduce the size of large RSS database and maintain data quality, spectrally compressed RSS images are studied in [9] , which is able to achieve considerable data compression of up to 70 percent. On the other hand, [10] reviews the prospects and enabling technologies for high-efficiency device positioning and location-aware communications in emerging 5G networks. It can provide the positioning accuracy in the order of one meter or even below and outperform commercial global navigation satellite system (GNSS). This network-centric positioning technique also provides significant power consumption improvement and reduces heavy computational burden on MT, compared with current device-centric positioning. In this work, we use global positioning system (GPS) to obtain the locations of MTs, and [10] gives us good enlightenment for our future work.
There have been some related works on radio map construction. References [11] - [13] are all kernel-based methods with differences in data transformation and matching algorithm. This kind of methods needs to maintain a big table for all the measurement data, because it predicts RSS by comparing with prior data measured at nearby locations. Reference [13] proposes a joint indoor localization and radio map construction scheme, which exploits the inherent spatial correlation of RSS measurements. Compared with [11] and [12] , it can achieve RSS estimation in a lower dimensional space based on manifold alignment. Reference [14] proposes an interpolation method for scattered data by using higher-order Voronoi tessellation. Different from conventional interpolation methods, such as Radial Basis Function (RBF) [15] , Linear [16] and Inverse Distance Weighting [17] , it adopts the Log-Distance Path Loss model and takes signal fading into account. However, the usage of the whole database costs much in memory and matching computation. To decrease the complexity of storage and computation, model-based solutions are proposed. In [18] , support vector regression (SVR) is applied to perform path loss prediction. Nonetheless, above methods do not exploit the underlying segmented structure in radio map. In practical scenarios, RSS is the comprehensive outcome of path loss and shadowing effect caused by buildings or vegetations, so a single model can not describe the characteristics of signal values well. A better radio map is constructed by exploiting segmentation in [19] - [21] . As for any given location pair of BS and user, [19] confirms the model label of the BS-to-ground link by K nearest neighbor (KNN). It is not accurate because of the dependency on the size of training set. Reference [20] partitions individual macro-environments into smaller subregions and estimates the channel characteristics restricted to each smaller subregions. This method effectively decreases variance of signal values in each channel model, but when performing propagation segment classification, all the measurements are needed. Reference [21] also proposes a multi-class model and establishes a simplified stochastic model to obtain the class probability, as a function of the environmental properties and the elevation angle of each BS-to-ground link. However, such a stochastic model can not guarantee precise performance. As mentioned before, the signal values are affected by geographical conditions and obstacles layout, so environment reconstruction can better capture the dynamic information of objective area and then help improve accuracy. This kind of methods also avoids the storage of raw data because the reconstructed environment map can be seen as the features extracted from data. We only need to save this map, which has relatively low dimensions. Reference [22] proposes a map-based method and uses clutter height data to perform path loss predictions. Compared with other conventional models, much improvements can be achieved because it considers the layout of buildings. However, its prediction accuracy does not satisfy current requirements. Similar idea is applied in [23] , which proposes a likelihood approach to confirm the class labels and construct the virtual obstacle map. To solve the likelihood function of virtual obstacle estimation, it is firstly approximated to the upper bound of original function and alternating algorithm is used because the result can not be expressed as an analytical solution. In that case, the final result of this method depends heavily on the initial values and is likely to be trapped in local optimum. Reference [24] reconstructs a city map only by using line-of-sight (LOS) links, which ignores some effective information.
In this paper, we develop a BS-to-ground channel reconstruction system to generate the radio map of objective area. Reference [10] introduces different types of radio data, such as angle-based data and delay-based data. The usage of richer radio data may help obtain more information, which provides a good research idea for our future work. In this paper, only limited RSS measurements are used because they are easily accessed and used without extra hardware and precise adjustment. The flow diagram of this system is shown in Fig. 1 , which includes effective unsupervised classification method, channel parameter estimation, 3D obstacle map reconstruction and RSS estimation. Here, we suppose all the links between BSs and users follow one of two path loss profiles, i.e., LOS link and non-line-of-sight (NLOS) link. It's also natural to extend current two-class model to multi-class model. For example, according to the extent of signal blockage and attenuation, NLOS links can be further subdivided into more subclasses. Our proposed system is also easy to adjust to this case. We compare our classification method with the approach in [24] and ours has higher accuracy, especially when the variance of signals is large or data size is small. We also propose a reconstruction method to obtain the 3D obstacle map of objective area. In our method, we use both LOS and NLOS links, fill in missing values of this map based on KNN and introduce a smoothing procedure to improve performance. Distance weighted KNN (WKNN) is chosen as the baseline. Compared with the methods in [19] , [24] and baseline, our BS-to-ground channel reconstruction system shows higher RSS estimation accuracy.
The rest of this paper is organized as follows. Section II introduces the segmented channel model and the computation of radio map. Section III presents the primary content of proposed BS-to-ground channel reconstruction system, including unsupervised classification method, channel parameter estimation, 3D obstacle map reconstruction and RSS estimation. The data used to verify system performance, experimental results, and corresponding analyses are all shown in Section IV. Section V concludes this paper.
II. SEGMENTED CHANNEL MODEL AND RADIO MAP
Consider an area of interest, where BSs and users are surrounded by a number of buildings or other obstacles. Denote the location coordinate of BS as x B = (x B , y B , H B ) and that of user as x U = (x U , y U , 0), where H B is the height of BS. Then, the location pair can be written as x = (x B , x U ), where x ∈ R 6 . We focus on the BS-to-ground channel reconstruction with arbitrary BS and user location pairs. Conventionally, the RSS from a specific BS can be written as
where α is the path loss exponent, d is the distance between BS and user. β 0 is the value of RSS at reference point d = 1m and ξ is a Gaussian random variable representing the shadowing effect. Usually, assume that ξ is modeled as N (0, σ 2 ). However, a single model can not fit the characteristics of signal values well. To obtain a fine-grained radio map, we adopt the K -segmented channel model [19] , which can be described as
For an arbitrary location pair x, it should be classified into one of K classes and each class owns a specific model. D k is the kth partition, in which the location pairs belong to class k. I{·} is the indicator function to confirm the class label. β 0 (x) is the referenced RSS, which is unique for different BS. α k is the path loss exponent of the kth model and ξ k ∼ N (0, σ 2 k ). Compared with (1), K models can better describe the channel characteristics of different partitions with lower variances.
As depicted in Fig. 1 , the BS-to-ground channel reconstruction is roughly composed of four steps. The first one is to classify training data into K classes. Next, use the data with class labels to estimate the channel parameters, i.e., α k , σ k , and then reconstruct the 3D obstacle map. Based on this map, test data can be assigned with proper class labels and corresponding RSS can also be obtained using
In subsequent parts, we set K as 2, which represents the LOS channel and NLOS channel respectively. As mentioned before, it is natural to extend to situations with larger K .
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For example, NLOS links can be subdivided into more subclasses, according to the blockage and attenuation in signal propagation. Our methods are also easily extended and suitable for this case.
III. BS-TO-GROUND CHANNEL RECONSTRUCTION A. UNSUPERVISED CLASSIFICATION
This classification is an unsupervised issue. Unsupervised learning is a type of machine learning algorithm. It is used to draw inferences from data sets consisting of input data without labeled responses. As for our data, we have RSS values of all the BS-to-ground links without corresponding LOS or NLOS class labels. In that case, we propose an unsupervised classification algorithm to classify all the links into two classes, which can be seen as clustering. Reference [24] proposes a method based on K-means clustering and support vector machine (SVM) [25] . However, there are some intrinsic problems existing in this method and the specific explanations are given later. In that case, we put forward another algorithm with better performance. For each BS, its users can be thought to locate on different narrow concentric rings, as shown in Fig. 2 . Then, for users from the same ring, the distance effect on signal attenuation can be excluded and their signal values are only affected by channel differences. That's the basic assumption of our method. Algorithm 1 shows the specific content of our proposed method. Suppose there are T BSs and for each of them, we use Hierarchical Clustering (or Hierarchical Cluster Analysis, HCA) to classify the users on each ring into S classes (line 3). To be specific, agglomerative hierarchical clustering is used, which is a bottom-up method. Each observation starts in its own cluster and pairs of clusters are merged as one to move up the hierarchy. We set two stopping criterions, i.e., the number of clusters decreases to one; there are two clusters left and the difference of average RSS is larger than threshold.
Algorithm 1 Pseudocode for LOS and NLOS Classification
1: for t = 1 to T do 2: Divide users of the tth BS based on concentric rings; 3: Classify users on ring into S (S ≤ 2) classes with HCA; 4: S = 1, denote radius as R; S = 2, denote radius as R * ; 5: DefineR * 0 = 0 and sortR * inascendingorder:
6:
Initialize γ 1 , γ 2 to average RSS of 2 classes on R * j ;
9:
for l = 1 to N j do 10: Average RSS on ring R l is γ ;
11:
|γ − γ 1 | < |γ − γ 2 | → class label of R l is LOS; 12: |γ − γ 1 | ≥ |γ − γ 2 | → class label of R l is NLOS; 13: Update γ 1 and γ 2 ;
14:
end for 15: end for 16 :
Initialize γ 1 , γ 2 to average RSS of 2 classes on R * M ;
18:
for l = 1 to O do 19: repeat line 10 -line 13;
20:
end for 21: end for
Once one of them is satisfied, the process of clustering completes. For the rings with two clusters, the users on them can be easily classified into LOS or NLOS based on the average RSS of each cluster. However, for rings with only one cluster, the definite class labels can not be confirmed. Therefore, we use other two-class rings to determine the labels of them. That's the main content of Algorithm 1, which can be seen as a dynamic nearest neighbor method.
Suppose there are M rings with S = 2 and their radiuses are sorted in ascending order, which are named as R * 1 , R * 2 , · · · , R * M respectively (line 5). The ring with radius R * j (j = 1, 2, · · · , M ) is responsible for N j one-class rings, each of which owns the radius R and satisfies R * j−1 < R < R * j . Furthermore, if there are one-class rings satisfying R > R * M , their class labels should be determined by ring R * M . Aimed at above two cases, the general processes are similar, but small differences still exist in details. For the first case (line 6 -line 15), the moving direction between rings is from the bigger one to the smaller one. The class label of each one-class ring is assigned according to the rules of line 11 and line 12. γ 1 , γ 2 are initially set as the average RSS of LOS and NLOS on ring R * j and then updated during this process. The updating rules of case 1 (line 13) can be written as:
Because as radius gets smaller, the average RSS of two classes should be larger. What's more, RSS of a NLOS user often has larger change between adjacent rings compared with that of a LOS user. As for the second case (line 16 -line 20) , the moving direction between rings is from the smaller one to the larger one and the updating rules (line 13) are expressed as:
Because as radius gets larger, the average RSS of both two classes should be smaller, which is different from case 1. These above disposals are repeated for each BS in turn. After that, all the location pairs x in training set can be assigned with proper class labels.
B. CHANNEL PARAMETER ESTIMATION
After confirming class labels, we can estimate the channel parameters of LOS and NLOS models respectively. Suppose k = 1 represents LOS and k = 2 represents NLOS. Based on (2), RSS of the ith location pair x i from class k can be written as
where
Because ξ k is a Gaussian variable, the distribution of RSS conditioned class k can be written as
where θ k = {α k , σ k }. Based on that, maximum likelihood estimation (MLE) can be used to estimate these parameters of different channel models. The likelihood function of parameters θ k can be denoted as
where C k is the total number of location pairs belonging to class k. Then, the optimization problem is shown in (9) .
For convenience, this optimization function L(θ k ) usually is converted to logarithmic form, which can be written as
This problem is convex and then the optimum value of θ k can be obtained by In other words, θ k is the solution of this equation:
C. 3D OBSTACLE MAP RECONSTRUCTION
Based on the classification result in Section III-A, we can construct a description of objective area, including buildings or other obstacles. We depict the whole area of interest using grid map, where each grid is a square region with certain size. In [24] , only the location pairs belonging to LOS class are used to construct a city map. To better capture the regional characteristics, we propose a more effective algorithm, which uses propagation links of both two classes, utilizes KNN to interpolate more proper values and introduces a smoothing procedure for refinement. Algorithm 2 shows the specific content of our method.
To begin with, we define two grid mapsĝ = (x, y,ẑ) and g = (x, y,r), constructed by LOS and NLOS links respectively. However, only the mapĝ acts as the final reconstructed result. Each grid i (i = 1, 2, · · · , G) inĝ can be written asĝ i = (x i , y i ,ẑ i ), where x i , y i are position coordinates, and z i represents the height of obstacle located in this grid. The expressive method for mapĝ is in the same way. Initially, all the componentsẑ i inĝ are assigned with H max , which is larger than the maximum height of obstacles. For another map, values ofr i are initialized to 0. Suppose the number of the tth BS's users is D t . For each location pair, a 3D line L passing from BS to user can be obtained and its projection on the ground passes through some grids. As shown in Fig. 3 , there are both LOS and NLOS links. Here, we take ground base station as example, while other alternatives such as UAV, are also applicable. It is easy to compute the value of Z axis on L, given the 2D coordinate (x i , y i ) of gridĝ i , x B , and x U , which is written as 3D line passes through (
Grids which are on the projection of L →Ĝ
4:
for i ∈Ĝ do 5 : If one location pair belongs to LOS, there must be no obstacle blocking its signal propagation. In that case, we update the values of grids, which line L passes through inĝ (line 6). Similarly, for a NLOS link, the corresponding disposal for g is given in line 7. This process ensures no blockage for LOS links in mapĝ and the existence of obstruction for each NLOS path inĝ . Then, mapĝ is used to supplement the values of grids, where there is no line passing through inĝ. For the missing values in both maps, KNN is used to achieve reasonable interpolation forĝ (line 12), instead of filling in with average height used in [24] . After that, we make some adjustments to grid values inĝ, making them accord with practical situations better. First, for grids with heightsẑ i lower than the threshold H min , their values are modified as 0 to represent streets (line 14 -line 17) . Second, we propose a smoothing procedure to eliminate the stair-step roofs of obstacles. To be specific, for nearby grids with height changes less than threshold, the obstacles in them may be different parts of the same one and then height values are all adjusted to the minimum value of original ones (line 18). Based on above disposals, reconstructed 3D obstacle mapĝ is obtained.
D. RSS ESTIMATION
Based on the reconstructed 3D obstacle map, we can easily classify an arbitrary location pair x into LOS or NLOS class, according to signal propagation. Even if the location of BS or user has never existed in training set, this classification can also be realized. As long as the wireless signal is blocked by any obstacle, this location pair is classified as NLOS. If not, corresponding class label is LOS. After confirming the class labels and using the channel parameters obtained in Section III-B, (3) can be directly used to estimate the RSS of any user received from a specific BS.
IV. DATA AND RESULTS

A. INTRODUCTION TO DATA
To better verify the performance of our system, both simulation data and measured data are used. We consider a 250m × 250m simulation area, composed of buildings or other obstacles. However, we don't care about the specific shapes of obstacles, so they can be abstracted to cuboids with different length, width and uniform random height in the range of [5m, 40m]. The additional effects of trees, lampposts and so on are neglected, while they can also be taken into consideration by modifying the height range of obstacles. All the simulated obstacles have fixed locations and random heights in each experiment. Fig. 4 shows the top view of obstacles layout and the dots represent users of one BS, which distribute randomly outside all the obstacles. The number of users is changed in different experiments. Suppose there are 11 BSs (or other airborne alternatives) in this area with random locations and the heights of them are assumed to be 50m. 10 BSs and their users form training set and the rest are test data. Path loss exponents α 1 and α 2 are set as 2.27 and 3.64 separately. The RSS from each BS at reference point d = 1m is randomly generated in the range of [-50dBm, -20dBm]. As for the variances σ 2 1 and σ 2 2 , they are set as various values for performance comparison. The measured data are collected from the dormitory area in campus of Tsinghua University using War driving technique [26] . At each sampling point, both the location of MT and corresponding downlink RSS from different BSs are recorded. The whole area is 1050m × 384m, which is composed of dense building group and wide playground. We use 8 BSs in total and 7 of them act as training data. The number of users belonging to each BS is 1035. Similarly, the signal values at reference points are known and different for each BS. 
B. NUMERICAL RESULTS AND ANALYSIS
Based on simulation data, the performance of our proposed classification method and obstacle map reconstruction method are verified. The RSS estimation accuracy is used to represent the validity of channel reconstruction system, on the basis of both simulation data and measured data.
First, we use proposed classification method to divide all the BS-to-ground links of training set into LOS or NLOS classes. Our method is compared with the one in [24] . With different values of σ 2 1 and σ 2 2 , Table. 1 provides the average accuracy after 100 random experiments. Without loss of generality, the number of users for each BS is set as 500, while the heights of obstacles, the locations of BSs, the users distribution, and the signal values at reference points are all randomly generated in each experiment. Table. 1 shows that as the values of variances get larger, our proposed method always provides a higher classification accuracy. Fig. 5 depicts the average accuracy and 95% confidence interval (CI) with different number of users. In this experiment, σ 2 1 and σ 2 2 are set as 8 and 11 respectively. It's obvious that our method always has better performance, especially when user quantity is small. Here, we give some explanations for these results. As mentioned before, there exit some problems in [24] and our method avoids them. Firstly, as for the clustering on each ring, we use Hierarchical Clustering to group users into one or two classes, depending on the class gap. Reference [24] uses K-means clustering to realize it. However, this disposal is not encouraged because users practically belonging to one class are compulsively grouped into two classes. Obviously, it is not correct. The second point is the specific method of assigning class labels. Our method has been presented in Algorithm 1 acting like a dynamic nearest neighbor algorithm. We use it to label all the data. In subsequent parameter learning, the whole training set is used. While in [24] , a target ring is selected according to its proposed criterion and users on it are assigned with labels based on foregoing clustering results. Then, these labeled data are used to carry out supervised learning, which means using them as the input data to train SVM and classifying other users based on this trained model. Subsequent estimation of channel parameters is also only based on these data. As we can see, these labeled data play a key role in all the rest work, so it is quite important to ensure that these data are classified accurately and sufficient enough to learn the patterns hidden in the whole data set. However, we find that the criterion used to select target area cannot ensure above-mentioned points. This criterion tries to find a ring, where the RSS difference between two classes is large and these two classes are as balanced as possible. It has no requirements for user quantity, so it may result in obtaining a target area with very few users. It will be difficult to exact patterns from these data, because either model training or maximum likelihood estimation needs enough input data to eliminate the effect of noise. In that case, this criterion works well only if data distribute uniformly with low variance and are rich in quantity. Otherwise, follow-up work will be affected.
In subsequent experiments, σ 2 1 , σ 2 2 are set as 1 and 4 invariably. The reconstruction error of 3D obstacle map is computed by comparing the reconstructed height of each grid with its true value. Different evaluation indexes are used to ensure the correctness of results. Their corresponding calculation formulas are (14) , (15) , and (16), where G is the total number of grids in obstacle map,ẑ i is the reconstructed height of grid i, z i is the true value of this grid and σ 2 z is the height variance of the real obstacle map. Table. 2 shows the effectiveness of smoothing procedure (line 18 in Algorithm 2) and the usage of this procedure reduces mean absolute error (MAE) by Table. 3, it is obvious that our proposed classification method with higher accuracy brings about more accurate reconstructed map. With fixed classification method, our reconstruction method reduces MAE by 27.73%. The comparison of simulated obstacle map and reconstructed one is shown in Fig. 6 . As we can see, the layout of obstacles is reconstructed with relatively high accuracy.
After obtaining the map, an arbitrary location pair can be classified into LOS or NLOS class, according to whether the signal propagation is blocked. combinations of methods. From the results in this table, we can see that the usages of our proposed classification method and obstacle map reconstruction method improve this accuracy.
At last, we use both simulation data and measured data to estimate RSS for all the test data. The evaluation index is MAE and the unit of RSS is dBm. We compare with the method in [19] and use WKNN [27] as the baseline. The method in [19] uses KNN to confirm class labels of test data, so its estimation is restricted by nearby training data and shows worse performance. Our method improves performance by 13.23% for simulated data and 20.56% for measured data compared with the method in [24] . There are much more improvements in contrast to [19] and the baseline.
V. CONCLUSION
In this paper, an effective system is proposed to realize BSto-ground channel reconstruction. Our method bases on the segmented propagation models, including LOS and NLOS classes. We propose an unsupervised classification method to assign class labels for BS-user location pairs in training set. Based on the classified data, MLE is used to learn the parameters of channel models. We also use them to reconstruct the 3D obstacle map in the area of interest. This map provides a good description of the obstacles layout, so it gives us an insight into confirming the class label for an arbitrary location pair, even if the BS or user has never existed in training set. Then, the BS-to-ground channel is reconstructed and the corresponding RSS can be directly estimated. Compared with the baseline and methods in related works, our system shows better performance. 
