A high speed 3-D flow visualization system is synchronized with a 2-D particle image velocimetry (PIV) system to simultaneously capture instantaneous 3-D images with a 2-D PIV slice through the center of the measurement volume. Trials were performed on a zero pressure gradient (ZPG) turbulent boundary layer (Re θ ~ 4900) on the wall of a 2 ft x 2 ft open circuit wind tunnel. The experimental setup, including the two lasers, two cameras, wind tunnel, seeding technique, and synchronization is described. In this experiment the turbulent boundary layer is investigated using complementary proper orthogonal decomposition (POD) and linear stochastic estimation (LSE) on a set of 440 flow visualization and PIV images. The correlation between flow visualization POD modes and velocity POD modes is used with LSE to give a rough estimate of the velocity field given only a flow visualization image. Limited success has been achieved in this regard, though a larger data set and a higher resolution flow visualization camera could yield more accurate results. Future experiments will be enhanced by the use of a higher resolution flow visualization camera and will explore adverse pressure gradient turbulent flows.
I. Introduction
n improved understanding of a turbulent boundary layer and its structures will improve the understanding of many different fields of fluid dynamics. Understanding the organized motion in a turbulent boundary layer and its dynamics is important as researchers attempt to effectively model, predict, and control wall bounded flows. Many aspects of fluid dynamics depend upon the knowledge of the underlying physics of turbulent boundary layer, such as the areas of boundary layer separation, flow control, skin friction, and heat. However, these fields could be more effective if we can learn more about the complex, highly three-dimensional dynamics of a turbulent boundary layer.
This work presents a preliminary effort to analyze structures in a turbulent boundary layer using a newly developed simultaneous 3-D flow visualization and 2-D PIV measurement technique to provide a better framework on which the analysis of 3-D flow visualization images can be based. Complementary POD and LSE analysis of the simultaneous flow visualization and velocity field is used to estimate a velocity field, given only a flow visualization image.
Flow visualization trials (such as seeding smoke into the boundary layer) have historically served an important role in determining details of the underlying structure of a turbulent boundary layer. Much of our present day understanding of these structures has simple flow visualization experiments at its roots. More detailed quantitative measurements have often come about after qualitative observations were made. Many papers provide detailed descriptions of structures within turbulent boundary layers including Robinson, 1 Smits & Delo, 2 Panton, 3 and Adrian. 4 A brief description is that near wall structure consists of relatively long streaks of high and low momentum fluid generated by streamwise vortices attached to the wall. In the log layer, the organized motion consists of mainly hairpin-type vortices. Hairpins are generally described as a symmetric structure inclined at a 45 degree angle, but they are also frequently asymmetric or one-legged structures and can occur at a multitude of orientations, 5 which makes their detection difficult. These vortices are frequently organized and may travel in packets, which connects their dynamics with large-scale structures commonly observed in flow visualization experiments (e.g. inclined turbulent bulges, pockets, etc.).
II. Background

A. Proper Orthogonal Decomposition
Many observations can be made by studying individual snapshots of the flow. There are, however, some efficient ways to decrease the data into more manageable sets, while still being able to make observations about the structures in the flow. The proper orthogonal decomposition (POD) extracts a basis for modal decomposition from a group of signals. Lumley 11 first introduced POD in terms of turbulence in 1967. POD in other disciplines is also known as Karhunen-Loeve decomposition or principal components analysis, and has been independently discovered and rediscovered many times in the 1940's and 50's.
POD provides a way to extract coherent structures. Coherent structures are organized features that have a size and temporary life that repeatedly appear in the flow. They were first written about by Liepmann 13 and Townsend 14 in the 1950's. The first experimental investigation of coherent structures was not until 1970. 15 It is also useful in low-dimensional modeling, using only the most basic modes to describe the flow. Lumley proposed the POD to identify large scale structures in the turbulent flow. Lumley suggested that the lowest order eigenfunction represented the large-scale structure. However, in 1987, Glauser & George hypothesized that the mode (or eigenfunctions) represented a basis for the life cycle of the coherent structures. 16 Sirovich, in 1977 , developed the method of snapshots which uses a correlation of instantaneous snapshots of the flow. This method, which is used in the present experiment, reduces the order of the eigenvalue problem to the number of the snapshots, instead of the number of data points.
POD, which is also called empirical eigenfunction decomposition, effectively compresses the data so the most useful information can be studied. Using the snapshot method 12 of the POD, as developed by Sirovich in 1977, the POD modes are derived by first correlating the fluctuations of all images to get a covariance matrix, C. The covariance gives an indication of how similar two images are.
where u is the velocity (or smoke intensity for flow visualization), the prime indicates fluctuating quantities, and n is the number of images in the dataset. Then the eigenvectors, , and eigenvalues,, of the covariance matrix are calculated. It can be mathematically proven that the largest eigenvalues correspond to the most common modes. In the case of velocity, the most common modes indicate the largest levels of turbulent kinetic energy (u'^2). For flow visualization modes, the most common modes indicate the largest values for intensity variance (i'^2).
To calculate the first mode (m=1), or the mode with the most common structure, the eigenvector with the largest eigenvalue is multiplied like coefficients to all the images and summed together. All other modes are calculated similarly using the next largest eigenvalue. The energy, or the relative importance, or frequency of each mode is related to the magnitude of the eigenvalue.
Sirovich proposed that the number of modes used be that which has captured 90% of the total energy and such that no neglected modes have on average more than 1% of the energy. Many observations can be made by looking at the modes from the POD, specifically the first few modes that represent the most common structures. However, there are some limitations to POD. Laminar flow may be well captured by the first 10 modes, however, the less deterministic the flow is -with many different length scales and structures -the more modes are required to capture the energy of the flow. Sometimes, hundreds of modes are required to capture a large portion of the turbulent kinetic energy. Also, infrequent events (bursts, sweeps, and ejections) are minimized even though they can be very dynamically significant.
POD has been used extensively in studies in turbulent boundary layers. Jet mixing layers, the wake behind a cylinder, turbulent channel flow, and a transitioning boundary layer are just a few examples of experiments that have used POD to help identify and investigate structures in the flows. For a review of some early POD experiments see Berkooz, Holmes, & Lumley. 17 Our goal in this work is to relate the structures observed in the flow visualization images to the structures observed in the velocity field. As the POD is thought to represent the most energetic features of this structure, it is important to show that flow visualization images resemble the POD velocity modes quite well.
B. Linear Stochastic Estimation
Linear stochastic estimation (LSE) is the approximation of a random variable in terms of some other, known, variable(s). First proposed by Adrian in 1977 in terms of turbulence 18 , LSE can be used to estimate velocity fields given some other variables. Estimating the velocity field given surface pressure measurements has been widely used application of LSE. The estimate of u' given a known event variable, E, is
where M is the chosen number of events and L is the estimation coefficients. The estimation coefficients are chosen such that the mean square error is a minimum.
(1)
(4)
The orthogonality principle states that the difference, ⟨ ̂ | ⟩ ∑ , is statistically orthogonal to the data, therefore,
Manipulating this equation leads to the Yule-Walker equations, which is an M x M system of linear algebraic equations.
The coefficients L ij are simply correlations between the each event data point and every other event data point, and the correlations between the event data point and the quantity being estimated, u i '.
C. Complementary POD/LSE Approach
In the current trial, there are too many data points to correlate every pixel in the smoke intensity (flow visualization) images with every vector in the velocity field realizations. There are 43,800 pixels in every flow visualization image, and 5,292 velocity vectors (with an x and y component) in each velocity field. However, by using POD, these can be reduced to 30 flow visualization mode time coefficients, and 30 velocity mode time coefficients. Using just these 30 coefficients still captures greater than 90% of the information in the images. The time coefficients from the modes in POD can be used as the known variables for use in LSE. The POD decreases the data into manageable modes. Then, the coefficients of the modes can be used as the event data, E, in which they are correlated to other POD mode coefficients, pressure measurements, or other variables. In this experiment, the known POD mode coefficients from flow visualization are correlated with the known POD mode coefficients from velocity field. The correlation is used as the L matrix coefficients to use LSE to estimate the velocity mode coefficients given some known flow visualization mode coefficients.
There have been some promising experiments which use a complementary POD/LSE approach to reconstruct an estimated velocity field given some known variables. Bonnet et. al (1994) used the POD proposed by Lumley, and LSE proposed by Adrian in a complementary technique to estimate the velocity field. 19 First, the experiment uses POD to calculate the eigenfunctions and eigenvalues using the spectral tensor in both flows. Then, the linear stochastic estimation is applied to the cross-correlation tensor and estimates are computed. Third, the estimated velocity field is projected onto the eigenfunctions to compute the estimated random coefficients.
Taylor, in 1994, looked at a backward facing step at different pressure gradients by means of adjusting a flap. 20 He uses the correlation between surface pressure and POD expansion coefficients, along with the surface pressure measurements to estimate the velocity field in an incipiently separating flow. Boree has proposed a similar combined POD/LSE approach he calls extended POD. 
For this experiment we are using a similar complementary POD/LSE technique in which the relationship between the flow visualization modes and velocity modes is used to estimate a velocity field given a flow visualization image. First, the flow visualization images are used to calculate the flow visualization modes, and the PIV image pairs are used to calculate the velocity modes, as shown in Figure 1 . For each image, the modes coefficients are determined. The mode coefficients for all 440 images are then used to develop a correlation between the flow visualization modes and the velocity modes. This correlation is then used to convert from flow visualization to velocity.
Once the flow visualization modes, velocity modes, and correlation matrix are calculated, a flow visualization image can be used to approximate a velocity field. The flow visualization image is projected onto the flow visualization modes to calculate the time coefficients. These coefficients are then converted to velocity mode coefficients via the correlation matrix developed previously. The new velocity coefficients are then applied to the velocity modes and summed to calculate the approximated velocity field.
The accuracy of the approximated velocity field can be compared to the actual velocity field calculated at that same instant in time. If this technique can give a relatively accurate velocity field, this opens up the opportunity to use the LSE technique on the other slices of the flow -slices which no PIV information is available. Of course, the assumption would be that the behavior of the flow does not change in the direction of the scan. We are assuming that the flow visualization modes and the velocity modes would not change for a different slice. We are also assuming that the relationship between the modes is constant for each slice.
Under these simplifications, we can take a flow visualization image from a different slice and approximate a velocity field. Therefore, doing this for all slices of the 3-D flow visualization image would yield and estimated 3-D velocity field. We understand the limitations of these simplifications and assumptions, but an estimation of the 3-D velocity field, though only capturing flow visualization images (smoke velocity) could be potentially helpful, once the accuracy of this technique is improved. 
III. Experimental Arrangement
The Auburn University Advanced Laser Diagnostics Laboratory is in the initial stages of implementing the new 3-D imaging technique on a turbulent boundary layer. In the future, particular interest would be flow with an adverse pressure gradient, or flow on the verge of separation. Before implementing this imaging to separating flow, we are applying this to a simple turbulent boundary layer to make observations and improvements before imaging a separating boundary layer.
A. Facility and Particle Seeding
All experiments were conducted in the Auburn University Advanced Laser Diagnostics Laboratory's 2' x 2' wind tunnel. Trials were conducted, visualizing the boundary layer formed on the bottom wall of the wind tunnel. The flow on the wall was tripped to a turbulent flow by 60 grit sand paper 1 inch width in the streamwise direction. Twelve inches downstream of the sandpaper, smoke is introduced through a slit in a port at the bottom of the wind tunnel. The smoke travels along the bottom of the tunnel 52 inches downstream to the measurement location as shown in Figure 3 . For the speed of this trial (73.4 ft/s), the average boundary layer thickness at this location is approximately 2.2 inches based on PIV results.
The smoke machine used for this experiment is a ViCount Compact 1300 oil-based smoke generator that produces particles 0.2-0.3 micrometers in size. The smoke fills a reservoir below the tunnel and then is pulled into the wind tunnel via a four inch slit that is 1/8 inch thick. The smoke flows along the bottom of the wind tunnel and seeds the boundary layer. The open circuit wind tunnel allows the room to fill up with smoke so as to seed the freestream flow at a much lower density than the seeded boundary layer. This is important so that PIV can be taken on the whole flow field while still filling the boundary layer for flow visualization. The slit has no adverse effects on the flow as demonstrated by performing pitot probe measurements of the boundary layer thickness with and without the slit.
B. 2-D Particle Image Velocimetry
For this trial, we used a camera and laser to capture PIV measurements in a plane through the center of the measurement volume. A New Wave Research Solo III PIV laser at a wavelength of 532 nm was used for the PIV measurements. It provides 50 mJ of energy per pulse with a duration of 3-5 nsec. The laser was directed from the top of the tunnel down to illuminate a plane of the flow. The camera for the PIV portion of the trial is a Cooke Corp. Sensicam QE Doubleshutter 12 bit CCD camera. As shown in Figure 3 , a mirror is placed as close to the flow visualization camera as possible, so as to capture approximately the same field of views. The PIV images are slightly offset, therefore, a second order image mapping algorithm was used to correct for this slight distortion of the field of view. Each PIV image is 1376 by 1040 pixels. The field of view was approximately .95 by 1.1., where is the boundary layer thickness. For the PIV, Fluere, an open source PIV software algorithm, was used for processing. Trials were run through 5 cross-correlation passes, with the last pass with a 32 by 32 pixel window size with 50% overlap. Files were converted to MatLab compatible matrices for calculations.
Special attention was paid to the seeding of the boundary layer and the freestream flow, where a proper balance in their relative intensities is necessary for the PIV algorithms to work properly. Flow visualization images work well with a fully seeded boundary layer; however, PIV processing requires detection of individual particles. For this trial, the boundary layer was seeded with enough smoke for quality flow visualization images, which could have negatively affected the quality of the flow visualization images. It should be noted that modern PIV algorithms are fairly robust with respect to the dynamic range associated with the particle image. A robust post-processing technique can be used to replace missing and spurious vectors and to smooth the data.
22
C. 3-D Flow Visualization
In this paper, we use the term flow visualization images to represent the intensity images that result when smoke is introduced into the boundary layer through a slit, as is done in a traditional fashion. Three-dimensional flow visualization is accomplished by scanning a high-repetition rate laser light sheet through the desired flow field and acquiring 2-D images of the flow throughout the scan. The resulting sequence of 2-D images can then be reconstructed to form a 3-D image of the flow field. The unique aspect of this 3-D technique is its high speed capabilities which are made possible using a third generation pulse burst laser system with a galvanometric scanning mirror and a high framing rate CCD camera. A more detailed description of the technique can be found in previous papers 23, 24 with only a brief description here. The main piece of instrumentation used in this technique is a home-built pulse burst laser system that is capable of producing laser pulses at repetition rates in excess of 1 MHz over a 1 msec long window. 25 For 3-D flow visualization, a burst of 68 laser pulses is produced at 500 kHz (camera limited) repetition rate and deflected off of a 6 mm aperture galvanometric scanning mirror. A long focal length spherical lens and a cylindrical lens located in front of the scanning mirror are used to form an approximately 1 mm thick laser sheet whose position is determined by the momentary angle of the scanning mirror. For this experiment, the laser will be directed from the bottom of the wind tunnel up through the flow to illuminate planes for image reconstruction. The mirror scans the planes from front to back in a nearly instantaneous fashion. Images are acquired for each successive laser pulse using a DRS Hadland Ultra68 intensified camera. The Ultra68 is capable of acquiring 68 images with 220 x 220 pixel resolution at framing rates up 500,000 frames per second. Thus, a sequence of 68 images can be acquired in 136 microseconds. For this trial, only 43 of the images were used for 3-D reconstruction due to the poor quality of smoke seeding in the first and last slices of the flow visualization. This was due to the limited length of the slit used for smoke seeding. For the speed in this experiment (73.4 ft/s), the maximum displacement of the flow from the first image to the last image is less than 0.1 inch.
D. Synchronization
One difficulty in this experiment lies in the synchronization of the 3-D flow visualization and the PIV. The trial is designed so as to capture the PIV immediately after the 3-D flow visualization images are captured. Figure 4 illustrates the timing of the system. The pulse burst laser system continuously sends a 2Hz signal to the scanning mirror and the 68 laser pulses. The pulse generator will be manually armed each time a sequence is desired to be captured. Once armed, the pulse generator outputs a one-time signal to the flow visualization camera, PIV laser, and PIV camera. The delays for each signal from the pulse generator can be adjusted to ensure that the cameras and lasers are firing at the appropriate times. Detection of the firing of the cameras and lasers was monitored on an oscilloscope to ensure appropriate synchronization. The first PIV image is acquired 2 microseconds after the last slice of the 3-D image, therefore the overall structure of the flow has a negligible displacement between last frame of the 3-D flow visualization sequence and the first frame of the PIV. Figure 5 is an example from a previous experiment that shows the middle slice of the flow visualization sequence and the image used for PIV calculation. One can note the similarity of the flow indicating that these images were taken at nearly the same instant in time, verifying the proper timing of the system. Figure 5a is the middle slice out of the 68 slices for the 3-D flow visualization image which corresponds with the image for use in PIV measurements in Figure 5b . A noticeable difference in the images is the resolution as the flow visualization images are 220 by 220 pixels whereas the PIV images are 1376 by 1040 pixels. A high resolution MHz rate camera is being acquired to improve upon the image quality for flow visualization for future trials. Although it is not apparent in the images, the particle density is sufficiently high in the free stream for reliable determination of the local velocity.
IV. Experimental Results
Trials will were run in the 2' by 2' wind tunnel in the Auburn University Laser Diagnostics Laboratory. In all, 440 3-D flow visualization sequences were captured for use in this investigation, along with 440 simultaneous PIV images. Each sequence is composed of 43 images to reconstruct a 3-D flow visualization image and one double pulsed image at the center of the measurement volume to use for PIV.
A. 3-D Flow Visualization Images
The scanning flow visualization system in the Laser Diagnostics Laboratory can capture the smoke intensity of a seeded flow and reconstruct a 3-D flow visualization image. For 3-D reconstruction, each sequence of 43 images is converted to a compatible format for use in Tecplot. Using this software, the visualization can be rotated, dissected into slices, fit with multiple iso-surfaces, and manipulated to better investigate structures. The most common approach for flow visualization is to fit a surface through a constant value of intensity in the image (i.e. an iso- surface). By appropriate choice of the intensity value, one can view different layers within the boundary layer. Generally, an intensity corresponding to the edge of the boundary layer is chosen such that the outer structure of the boundary layer can be observed. One area of concern is the determination of the edge of the boundary layer. For flow visualization it is assumed that the smoke stays in the boundary layer and does not diffuse into the freestream flow. In flow visualization, therefore, the edge of the smoke is picked to be the edge of the boundary layer; however, it is not clear if the underlying turbulence structure that convected the smoke to this location in the first place remains intact between the smoke injection point and the measurement volume. The simultaneous acquisition of velocity and intensity data, however, allows us to directly compare the edge of the boundary layer as determined in flow visualization and velocity fields. It should be noted that the choice of intensity for marking the boundary layer's edge is somewhat arbitrary and only used here for illustrative purposes. From previous trials, a general observation is that there is fairly good agreement between the velocity and the flow visualization edge. In referring to the boundary layer edge, we are referring to the edge of the rotational and irrotational fluid, not necessarily the point of 99% of the freestream velocity. By simultaneously capturing flow visualization with PIV, it has been shown that the edge of the smoke in flow visualization images does coincide with the edge of vorticity in PIV measurements. 26 Figure 6 shows the outer 3-D structure at 6 moments in time.
These six sequences show a variety of shapes and structures. For these realizations, the field of view is 1 boundary layer thickness (2.2 in.) in height (starting at 0.2 at the bottom of the image to 1.2 at the top of the image), and 1.2 boundary layer thicknesses in width and depth. In Figure 6a , the smoke fills a large portion of the volume with features extending beyond the borders of the visualized volume indicating the presence of a large-scale structure with dimensions greater than one boundary layer thickness in height, length and depth. This is contrasted with the image shown in Figure 6b , which seems to depict a shallow region of smoke not as dominated by one large structure. The presence of a large feature at the front corner of the volume may be the result of a larger structure having just passed through the volume. Figure 6c shows a tall and narrow structure. In this instance, the length of f) e) the structure is relatively short, but the depth spans the entire volume. Figure 6d shows a structure with a convoluted boundary layer edge. It illustrates how this 3-D flow visualization can give an indication of the depth of the structures. By looking at a slice perpendicular to the flow direction, on can tell that the structure reaches a height of about 1.2 and has a depth of about 0.5 at the center portion of its thickness. Figure 6e , like in part a, spans the entire volumetric field of view. Most structures inclined in the flow direction; however, some are the opposite as shown in Figure 6f . This 3-D snapshot shows the decreasing boundary layer thickness in the streamwise direction, with an eruption of fluid towards the right end of the volume. The flow visualization captures these large scale coherent structures in the flow. Further observations and insights could be developed by looking at these 3-D images, however, that is not the focus of this paper. Techniques such as POD help to extract the most important and energetic features of the sequences. .
B. 3-D Flow Visualization POD
For each of the 3-D realizations, we captured a simultaneous snapshot of the 3-D smoke intensity (for flow visualization) and 2-D velocity field (from PIV). POD was performed on many different aspects of this trial, and the full modes can be viewed in Appendices A through I. POD was performed on the 3-D flow visualization volume. Due poor lighting of the first and last images of the 3-D sequence, only the middle 43 slices were used for POD. Using 440 snapshots, the first 6 modes of the 3-D flow visualization are shown in Figure 7 and Appendix A presented in 3-D. Appendix A also shows the higher modes, depicting just the middle slice. Looking at the modal energy in Appendix A, the first mode captures about 43% of the total energy, and the second mode captures about 18%. These first two modes are the most prevalent structures found in the flow visualization images. Figure 7 shows the first eight modes calculated by performing POD on the 3-D flow visualization sequences. Mode 1 shows a large structure that spans the whole flow field, which is over a boundary layer thickness in length, height and depth. This structure is similar to that shown in Figure 6a . The general shape is the same across all slices, however, the energy of each slice does decrease from the middle to the front and back. One other viewpoint is that mode 1 is capturing the general thickness of the boundary layer which fluctuated with time. In Figure 7 Each image can be projected onto all the modes, and its mode coefficients calculated. These coefficients can highlight which modes are most active for each image. To better illustrate the structures in each mode, an image with a relatively large mode coefficient can be investigated. For example, Figures 8a-8c show an images with relatively large mode 1, 2, and 3 coefficients, respectively. Figure 8a , depicts large scale structures approximately one boundary layer thickness in length and height. Images with large mode 2 coefficients are those with structures occupying about half of the field of view, inclined at slightly greater than 45 degrees, as shown in Figure 8b . Mode 3 detects structures thinner than 0.5 boundary layer thicknesses that extend beyond the field of view, much larger than 1.5 boundary layer thicknesses in height. Looking at instantaneous images with large mode coefficients helps demonstrate what structures each mode is depicting and is another example of the benefit of proper orthogonal decomposition for structure identification.
Mode 1, as illustrated in an instantaneous image in
C. 2-D Flow Visualization POD
It is beneficial to investigate the 3-D modes, however, since we also captured velocity at the middle slice, it is important to look solely at the middle slice and perform POD on just that slice. Close inspection of the flow visualization images and velocity images showed that slice 31 out of the 68 flow visualization images was the slice that corresponded to the velocity images. Therefore, POD was performed on slice 31 as shown fully in Appendix B, with the first 8 modes shown in Figure 9 . Again, the first two modes dominate the structure. Mode 1 is a structure approximately one boundary layer thickness in width, and with a height less than a boundary layer thickness. In order to advance towards estimating the 3-D velocity, one assumption we are to make is that the relationship between the velocity and flow visualization does not change as we move in the spanwise direction. This seems to be an accurate assumption since the tunnel width and height is constant and there would be no end wall effect in the area we are looking. One approach is to take the POD of different slices of the flow visualization and compare. Appendix C and Appendix D show the POD from a slice behind (slice 20) the middle slice, and a slice in front of (slice 42) the middle slice. The modes look similar to each other as shown in Figure 10 .
All 16 modes can be perused in Appendices B through D. They are similar, with notable differences in the modes of slice 20. Mode 2 is negative of modes 2 for the other slices; however, the sign of the mode is arbitrary. Slice 20 modes appear shifted down compared to the other modes. This is possibly due to the increasing angle of the laser sheet is scans from front to back. Also, due to limitations in our scanning mirror and laser sheet setup for this trial, the intensity of the light was significantly lower for the first 20 slices. However, given the limited number of sequences (only 440), the similarities support the assumption that the modes should not significantly change in the spanwise direction. Therefore, to obtain more accurate modes for use in the complementary POD/LSE approach, we string together 3 trials of 440 sequences from these three slices, into one trial of 1320 slices. The POD for this sequence is shown in Appendix E. We believe that this more accurately reflects the modes of one slice in the POD, as opposed to the modes from slices using only 440 sequences. These are the modes that will be used to find the correlation between the flow visualization and velocity for use in the complementary POD/LSE technique.
D. Velocity POD
In addition to dissecting the flow visualization modes, the velocity modes can also be shown. First proper orthogonal decomposition was performed on the 440 PIV velocity fields that were taken simultaneously with the flow visualization. The first 16 modes are shown in Appendix F. In calculating the velocity POD, both components (u and v) were used. For viewing the POD, only the u component is shown to give a better description of the modes, as the u component of velocity is the most prominent, though it is acknowledged that the v component could be investigated as well. As seen in flow visualization, the first modes describe larger structures, whereas the higher modes show smaller and smaller structures until the POD breaks down. Generally, the modes show structures inclined at a larger angle from vertical, as compared to the flow visualization modes.
Because we could perform PIV easier and quicker without the simultaneous flow visualization snapshot, a larger set of PIV was performed under the same conditions and at the same location for better POD modes. The reader can refer to Appendices F and G to compare all the modes calculated using 440 images to those calculated from 1500 images. The first few modes look very similar, but the higher modes clearly show the improvement in using a larger data set. Figure 11 illustrates the similar, but improved POD modes when using 1500 images as compared to using 440 images for modes 5 through 8.
Looking closer at the velocity modes, we see some similar structures as in flow visualization. Figure 12 shows the decreasing size as the mode number increases. Mode 1 shows a large structure, about 1 boundary layer thickness wide inclined at approximately 30 degrees from horizontal. This could be the boundary layer thickness, with a drop off at the edges due to possible noise or quality of the images. It appears that modes 1 and 2 could be a similar structure at two different points in time. Together, modes 1 and 2 could show the passage of a large structure. It appears that the structure in mode 2 could be the same as the structure in mode 3 be viewed Modes 4 through 6 are similar in size, with different orientations. Modes 7 through 10 seem to be the same size and spacing at different orientations. Again, mode 7 which is inclined in the flow direction is more common than 8 through 10. At higher and higher modes, the structures are getting smaller and the percent energy is decreasing and the POD is breaking up as illustrated by Figure 12 and Appendix G. The difficulty in interpreting these 2-D modes is that the structures are very three-dimensional and 2-D modes cannot completely describe all the structures in the flow.
Though not the focus of this paper, other PIV trials were run to consider the effect of flow speed and smoke intensity of the velocity measurements. The same PIV trial was run with the same field of view and number of images with the flow at a velocity of 42.3 ft/s. The modes are shown in Appendix H, and can be compared to the velocity modes of the flow at a velocity of 73.4 ft/s as shown in Appendix G. Generally the modes are similar, with the structures in the modes at the lower velocity being slightly larger than the modes at a higher velocity, which could be expected. Also, the same PIV trial was run by simply filling the room with smoke and injecting no smoke in the boundary layer. From previous trials we are confident that injecting the smoke in the boundary layer does not affect the flow, however, this trial without smoke was run to compare the POD modes. These modes are shown in Appendix I. As expected, the modes are very similar to the modes for the trials with smoke (Appendix G), which further validates our assertion that the smoke in the boundary layer does not affect the velocity measurements from PIV. 
E. Complementary POD and LSE technique
As described in the Background section, we are using a complementary POD/LSE technique to find the relationship between the flow visualization modes and velocity modes. This correlation is used to convert between flow visualization modes to velocity modes for a given image. We are using the 2-D flow visualization modes calculated from stringing together slices 20, 31, and 42 (shown in Appendix E) and using the 2-D velocity modes calculated from the larger dataset of PIV (as shown in Appendix G). Figure 13 illustrates some of the first few modes from each case. Generally, looking at the modal energy in the appendices, the first mode for most of the velocity trials captured around 20% of the total energy in the flow, whereas, the first mode for flow visualization generally captured about 40% of the total energy. There are significant differences in the modes for flow visualization and velocity as can be seen in Figure 13 and the appendices. For the first mode in both flow visualization and velocity, the feature is large and covers most of the field of view. This could indicate a large structure in both. The second mode for both has a positive feature and negative feature, inclined at different angles. Modes 5 and 6 for flow visualization seem to correspond to mode 6 and 7 for velocity, respectively. There are also some similarities, but it is notable that there is not a one-to-one correlation between the modes. Therefore, to transform between flow visualization and velocity, the correlations must be measured between all modes with each other. The time coefficients of the 440 simultaneous sequences of flow visualization and velocity are used to find the correlation of the modes. Each image is decomposed into its flow visualization modes velocity modes. The coefficients of those modes are then correlated over the entire set to get a stochastic estimation of their connection. Figure 14 shows the correlation between the first 30 velocity modes and the first 30 flow visualization modes. One can notice the largest correlations are between the first few modes. However, it is not a one-to-one correlation as could be inferred from looking at the shapes of the modes. It is this correlation matrix that we will use to perform linear stochastic estimation to convert from flow visualization modes. The next step is to take a flow visualization image, project it onto the flow visualization modes, to calculate the time coefficients of the modes for that image. Next, using this correlation matrix, the flow visualization time coefficients are transformed into velocity mode coefficients. These new coefficients are then applied to the velocity modes to construct an approximated velocity field. Figure 15 shows some samples of the initial flow visualization image, the approximated velocity using the complementary POD/LSE technique, and the actual velocity from PIV. Note that the velocity fields have u and v components, however, the u component is the only one shown for better presentation and comparison.
The estimated velocity results are somewhat promising. The estimated velocity fields, of course, do not capture all the structures in the actual velocity, but the overall shape and large structure can be seen in the estimated field. The overall shape of the velocity field was captured by taking the flow visualization image (smoke intensity) and converting it to velocity. The results show that the smoke effectively highlights the edge of the boundary layer such that the large scale structures observed in flow visualization images correspond to large scale structures in the velocity. More work can be done investigating and interpreting these estimated velocities to attempt better accuracy. The next step in our attempt at connecting flow visualization and velocity is to expand to 3-D, using all slices that were taken in flow visualization. The premise is that we took one slice of the flow visualization and estimated the velocity using the modes and correlation. Assuming that the 2-D modes are constant with changing spanwise position, and assuming that the correlation between the modes would not change, we can take a different slice of the flow visualization and convert it to velocity measurements. These slices, however, we will not be able to compare to the actual velocity measurements, because velocity measurements were only taken at one 2-D plane. Figure 16 shows the result of taking a 3-D flow visualization and converting multiple planes of smoke intensity to velocity using the complementary POD/LSE approach. 
Original flow viz
We are not ready to determine the accuracy of this estimated 3-D velocity field, but it is shown here as an indication of the future direction and capabilities of this POD/LSE approach. Figure 16 shows 3 planes of velocity vectors; however, all 68 planes of flow visualization could be transformed to velocity fields. We understand the limitations of this approach and the very simple and qualitative nature of this estimated field, however, when a system is not capable of PIV, flow visualization can be a tool to help detect and investigate structures.
V. Summary and Conclusions
Simultaneous 3-D flow visualization and 2-D PIV sequences can give multiple observations of a turbulent boundary layer for investigation. In this experiment, 440 simultaneous snapshots of 3-D smoke intensity and 2-D velocity measurements were captured of a turbulent boundary layer in an open circuit wind tunnel. In addition, larger datasets of velocity measurements were taken due to the ease of PIV measurements.
Observation of the 3-D smoke intensity volumes showed large coherent structures on the order of one boundary layer thickness in width and height, with varying orientations. Bursts and ejections were frequently captured in the flow visualization volumes. Due to limitations of the experimental arrangement and easier processing, 3-D volumes of 43 slices were taken, though the camera was capable of capturing 68 slices. Proper orthogonal decomposition of the 3-D volumes extracted the most common features, including large coherent structures about 1 boundary layer thickness in length and height. Also, smaller structures at different orientations were represented in the modes. Higher modes captured smaller structures which occurred less frequently. Smoke seeding for flow visualization appears to accurately capture the large scale motions and structures, but smaller scale structures are washed out.
To connect the flow visualization and velocity, POD was performed on the middle slice of the flow visualization, which corresponds to the same field of view as the velocity measurements. The POD modes of the middle slice were very similar to middle slice of the flow visualization modes, with some exceptions. Modes which were very three-dimensional did not translate to modes from the 2-D flow visualization slice.
Velocity measurements were performed using PIV on the middle slice of the 440 simultaneous trials, as well as a larger trial of just velocity measurements. The velocity modes showed structures of decreasing size and differing orientations. Velocity modes could be grouped together with comparable sizes but different orientations.
Comparison of the smaller and larger datasets revealed very similar POD modes, with the larger dataset more well defined and more accurate. Two PIV trials run at different velocities were compared to see what if any difference the POD modes. The POD modes for the trial at a lower velocity generally showed modes which indicated larger structures than those of the mode at a higher velocity. The trial was also run with no smoke in the boundary layer to see the effect of introducing smoke into the boundary layer. We found no difference in the trials with and without smoke, enhancing our assertion that the smoke injected into the boundary layer does not affect the velocity measurements. The velocity modes were correlated to the flow visualization modes to generate a relationship between the two. There were some similarities and differences between the modes. Using linear stochastic estimation, the correlation matrix was used to convert flow visualization mode coefficients to velocity mode coefficients which could then be used to reconstruct a velocity field. After the flow visualization modes, velocity modes, and correlation matrix were generated for the trial, a given flow visualization image could be converted to a velocity field. These reconstructed velocity fields generally had the same overall shape of the boundary layer on the actual velocity field, with most of the small structures washed out in the approximation. Overall, the ability of the estimation to correctly illustrate the large scale boundary layer shape without any velocity measurements is promising.
The goal of our attempt at connected flow visualization to velocity measurements is two-fold. If simultaneous velocity and flow visualization research can further validate flow visualization as a tool for structure detection, then with arrangements which prohibit the use of PIV, smoke intensity flow visualization images could be used instead. Also, in our research lab, we are able to acquire a scan of flow visualization images, but not a scan of double pulsed velocity images. However, if we can use simultaneous velocity and flow visualization to get a correlation between the two, then for the slices that we cannot acquire PIV measurements, we can take the flow visualization and estimate a simplified velocity field for qualitative 3-D velocity images. Our first attempt at this 3-D velocity is shown in Figure 15 with promising results, however the main conclusion from this trial is not that this technique should be used for 3-D velocity estimation. Instead, we are advocating for the validity of flow visualization trials such as this, where the smoke is seeded via a slit in the flat plate. 
