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ABSTRACT
Estuaries are biogeochemical hotspots connecting terrestrial and coastal
ecosystems. Anthropogenic disturbances, including increased nitrogen loading and plastic
pollution, may have significant impacts on estuarine carbon and nitrogen cycling by
altering microbiome structure and functions. The overarching goal of this dissertation
was to examine how microbiomes and their associated biogeochemical processes are
influenced by natural variation and anthropogenic disturbances in the York River Estuary
(YRE). In chapter 2, spatial and temporal variation in benthic microbiomes and the rates
of denitrification, anaerobic ammonium oxidation (anammox), and dissimilatory nitrate
reduction to ammonium (DNRA) were examined to determine biotic and abiotic drivers
of nitrogen removal and retention. In the YRE, nitrogen removal, largely in the form of
denitrification, dominated at the head of the estuary while nitrogen retention through
DNRA dominated at the mouth. Denitrification was linked to a large community of
denitrifying organisms, sediment organic matter, nitrate/nitrite concentrations, salinity,
and chlorophyll a, while DNRA was best predicted by the abundance of specific taxa,
Desulfobacterales and Sphingobacteriales, as well as temperature and the concentration
of ammonium. The impacts of the harmful algal blooms of Margalefidinium
polykrikoides and Alexandrium monilatum that occur in the lower portion of the estuary
were examined in Chapter 3. Blooms of both species altered the water column
microbiome of the YRE. The M. polykrikoides bloom, with its higher concentration of
dissolved organic carbon and close associations with heterotrophic bacteria, likely has a
greater impact on the estuarine carbon cycle than the A. monilatum bloom. The A.
monilatum bloom did not impact the overall prokaryotic community, but appeared to
selectively enhance a small group of prokaryotes in the particle-associated fraction.
Chapters 4 and 5 investigated plastic pollution in the YRE. A method was developed to
isolate, quantify, and identify the polymer type of plastic particles in wastewater
treatment plant effluents using Raman microspectroscopy (chapter 4); microplastic
particles composed of polyethylene were found to be the most common. Microplastics
composed of polyethylene, polyvinyl chloride, and polylactic acid were deployed to the
YRE and the microbial biofilm communities growing on each type of plastic were
examined over time to determine their taxonomic and functional profiles (chapter 5). All
three microplastic types were found to contain potential hydrocarbon degrading bacteria,
as well as nitrogen cycling bacteria capable of performing nitrification, denitrification,
and DNRA. Overall, this dissertation investigated how microbially mediated nitrogen
cycling processes can remove or retain fixed nitrogen, how algal blooms can change an
estuary’s microbiome, and how the addition of microplastic pollution can provide new
habitat for microbes that can perform nitrogen cycling and hydrocarbon degradation in
the water column.
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Estuarine Microbiomes and Biogeochemistry:
Impacts of Spatiotemporal Variation, Algal Blooms, and Microplastics

Chapter 1: Introduction

Estuaries are critical ecosystems, in part due to their role connecting terrestrial
and marine environments. Terrestrially derived nutrients enter the estuarine system and
are used by numerous autotrophic and heterotrophic microorganisms before being
exported to the ocean. Temperate estuaries experience a wide range of salinity and
temperature throughout the year due to seasonal changes in rainfall, riverine input, and
air temperatures. Physical and chemical parameters like salinity and nutrient
concentrations also vary along the estuarine gradient from the head to the mouth of the
estuary. This leads to shifts in the microbial communities and their associated
biogeochemical processes in the benthic and water column systems (Schultz and
Ducklow, 2000). These biogeochemical changes can affect the concentration of organic
matter and nutrients, generally leading to higher concentrations of allochthonous organic
carbon and dissolved inorganic nitrogen at the head of the estuary and more
autochthonous organic matter at the mouth (Schultz and Ducklow, 2000).
The microbial communities and biogeochemical processes in estuarine
ecosystems are greatly impacted by human activities including the increased loading of
inorganic and organic nitrogen from agricultural fertilizer runoff and effluent from
wastewater treatment plants (WWTPs), as well as the introduction of numerous pollutants
including persistent organic pollutants and plastic debris (Countway et al., 2003; Kemp et
al., 2005; Yonkos et al., 2014). These human impacts have drastically changed estuarine
biogeochemical cycling, leading to eutrophication, larger and more intense algal blooms,
and increased bottom water hypoxia (Kemp et al., 2005). Chesapeake Bay and its
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tributaries are among the anthropogenically impacted estuaries. The Bay has seen an
increase in phytoplankton and microbially produced organic carbon for the last 200 years,
a decrease in water quality for the past century, and an increase in bottom water hypoxia
for the past 60 years, corresponding with increased land development and a growing
human population residing on its shores (Kemp et al., 2005; Zimmerman and Canuel,
2000). These symptoms of eutrophication are expected to intensify in the coming years as
climate change increases rainfall, storms, and temperatures in Chesapeake Bay (Najjar et
al., 2010). These climate change impacts may also effect the estuarine salinity and
nutrient gradients as increased rainfall can be associated with an increase in riverine
delivery of freshwater, terrestrial nutrients, and organic matter (Najjar et al., 2010).
The processing of the increased nitrogen loading is in part controlled by benthic
microbial communities which oxidize and reduce nitrogen species as part of their
metabolic processes. These benthic nitrogen cycling processes are driven by the
availability of labile organic carbon, the availability of their substrates, including nitrate
and ammonium, the presence of microbial taxa who utilize those substrates as part of
their metabolism, and environmental factors including salinity, temperature, and
dissolved oxygen (Babbin and Ward, 2013; Giblin et al., 2013; Herbert, 1999; Song et al.,
2014). Microbially mediated nitrogen removal processes include denitrification, the
stepwise reduction of nitrate to nitrous oxide (N2O) or dinitrogen gas (N2), and anaerobic
ammonium oxidation (anammox), the coupled oxidation of ammonium and reduction of
nitrite resulting in the production of N2 (Bohlen et al., 2011; Herbert, 1999). Both of
these anoxic processes take biologically available fixed nitrogen species and turn them
into N2, a form of nitrogen that is not readily available for most organisms including the
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majority of phytoplankton. Therefore, high rates of denitrification and anammox in an
estuary can lead to a reduction in primary production, as well as decrease the total
nitrogen concentration exported to the coastal ocean. Nitrogen recycling processes
include nitrification and dissimilatory nitrate reduction to ammonium (DNRA). While
nitrification produces nitrate, DNRA consumes nitrate to produce ammonium. Therefore,
nitrification is often coupled to denitrification while DNRA competes with denitrification
and anammox for the available nitrate present in estuarine sediments (Giblin et al., 2013;
Herbert, 1999). High rates of DNRA decrease the microbially mediated removal of fixed
nitrogen, likely leading to increase in primary production and a higher concentration of
fixed nitrogen exported to the coastal ocean. The controls on denitrification, anammox,
and DNRA, including the abundance of organisms mediating these processes, can change
throughout estuarine ecosystems leading to spatial and temporal variation in the rates of
denitrification, anammox, and DNRA.
Regional algal blooms, driven by the availability of nitrogen and phosphorus, and
optimal parameters of temperature, salinity, water column stability, and riverine
discharge for a particular algal species, can influence carbon fixation and primary
production (Behrenfeld et al., 2005; Gameiro et al., 2007; Mengesha et al., 1998;
Toseland et al., 2013). These blooms of pelagic microbes consume available nitrogen and
produce biomass that can then be remineralized by heterotrophic bacteria as part of the
estuarine microbial loop, recycling nutrients and allowing for the production of further
microbial biomass (Azam et al., 1983; Buchan et al., 2014). Blooms of different algal
species produce different organic compounds and have been found to differentially
influence the pelagic prokaryotic community (Buchan et al., 2014). Intense algal blooms
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not only produce large amounts of organic carbon, but also deplete the fixed nitrogen
pools in their vicinity leading to a decrease in algal production (Van Den Meersche et al.,
2004) and eventually resulting in a decline or crash of the bloom. Since regional algal
blooms are linked to the overall availability of nitrogen in estuarine systems, the
increasing concentrations of nitrogen entering coastal systems, which are often linked to
changes in human activities, have led to an increase in the number, duration, and intensity
of algal blooms and contributed to eutrophication in many estuaries (Anderson et al.,
2008; Heisler et al., 2008).
Increased nitrogen input is not the only anthropogenic impact to estuarine
ecosystems. Plastic debris, including macro- and microplastics, have been entering
coastal waterways through rivers, litter, and wastewater treatment plants (WWTPs) in
increasing amounts over the last few decades (Jambeck et al., 2015). Microplastics, small
plastic particles between 1µm and 5mm (Arthur et al., 2009; Cole and Galloway, 2015)
have been found in high concentrations in the open ocean (Eriksen et al., 2014) and in
coastal estuaries (Yonkos et al., 2014). Despite the large number of studies striving to
understand the true degree of microplastic pollution in different environments, a complete
understanding of the number, size, and polymer type of microplastics is lacking in most
environments, especially when examining the smallest, and likely most numerous (Carr
et al., 2016), size fraction of microplastics. This is further complicated by the various
methodologies employed to collect and count microplastics, as well as the necessity of
using advanced spectroscopic techniques, like Raman spectroscopy or Fourier transform
infrared spectroscopy (FTIR), to not only confirm that suspected particles are actually
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microplastics but to also determine the polymer composition of the microplastic particles
(Kappler et al., 2016; Song et al., 2015).
In addition to understanding the degree of microplastic pollution in different
environments, many scientists are working to understand the impacts microplastics have
on ecosystems. Microplastics have been found to negatively impact the health of
organisms that consume them (Galloway and Lewis, 2016; Sussarellu et al., 2016; Wright
et al., 2013), sorb and release harmful chemical contaminants (Hartmann et al., 2017),
and provide novel habitats for microbial organisms in the water column (Zettler et al.,
2013). These biofilm communities, which have been dubbed the plastisphere (Zettler et
al., 2013), are unique from free-living microbial communities and from biofilm
communities living on natural substrates (McCormick et al., 2014; Miao et al., 2018).
They have been found to harbor pathogenic organisms (Keswani et al., 2016; Zettler et
al., 2013), carbon and nitrogen cycling organisms, and possible hydrocarbon and plastic
degrading microbes (Bryant et al., 2016; Zhang et al., 2021). However, more research is
needed to understand how the plastisphere community interacts with water column
communities in estuarine systems and what contributions they may make to the overall
biogeochemistry of estuarine ecosystems.
The York River is a temperate, microtidal, partially mixed, riverine estuary that is
fed by both the Pamunkey and Mattaponi Rivers (Reay, 2009). The estuary receives
runoff from a watershed that is primarily forested and agricultural with smaller areas of
developed land; the majority of nutrient loading comes from agricultural runoff with
WWTPs making up a smaller proportion (Reay, 2009). Additionally, the industrial
wastewater treatment plant at a large paper mill in West Point, VA delivers nutrients,
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largely in the form of ammonia, chemicals, and organic matter to the head of the York
River (EPA Toxics Release Inventory Program). Overall, riverine runoff delivers the
majority of nutrients, increasing the concentrations of dissolved inorganic nitrogen
(DIN), as well as marsh and terrigenous particulate organic matter, at the head of the
estuary (Kim et al., in press; Countway et al., 2007; Reay, 2009). In contrast, the lower
York River has higher levels of dissolved organic nitrogen (DON) and autochthonous
organic matter, mostly produced by algae (Countway et al., 2007; Reay, 2009). The York
River has been experiencing an increase in primary production, despite decreased
nitrogen loading (Kim et al., in press), with algal blooms common in the late winter and
early spring (Sin et al., 1999). The location and timing of these blooms are largely
controlled by riverine discharge and the intensity is controlled in part by benthic fluxes of
nitrogen (Sin et al., 1999). In recent years, harmful dinoflagellate blooms consisting of
Margalefidinium polykrikoides (formerly Cochlodinium polykrikoides) and Alexandrium
monilatum, and to a lesser degree Prorocentrum minimum, have appeared in the summer
months in the lower portion of the York River (Marshall and Egerton, 2009; Reay, 2009).
Therefore, the York River Estuary is an ideal location to investigate how microbial
communities are impacted by spatiotemporal variation, algal blooms, and microplastics.
The overarching goal of this dissertation is to examine how microbial
communities and their associated biogeochemical processes are affected by natural
variation and anthropogenic disturbances to an estuarine ecosystem, specifically the York
River Estuary. In order to achieve this overarching goal, this dissertation consists of four
research chapters with the following specific objectives.
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Chapter 2: Microbially Mediated Nitrogen Removal and Retention in the York River
Estuary
•

Determine biotic and abiotic factors driving microbially mediated nitrogen
removal and retention throughout the estuarine ecosystem.

Chapter 3: Blooms of the Harmful Algae Margalefidinium polykrikoides and
Alexandrium monilatum Alter the York River Estuary Microbiome
•

Identify changes in the York River water column microbiome and the
accompanying changes in biogeochemistry associated with blooms of
Margalefidinium polykrikoides and Alexandrium monilatum.

Chapter 4: Quantifying and Identifying Microplastics in the Effluent of Advanced
Wastewater Treatment Systems Using Raman Microspectroscopy
•

Develop a method to isolate microplastic particles from WWTP samples and to
quantify and identify the polymer composition of microplastic particles > 1µm
using Raman microspectroscopy.

Chapter 5: Metagenomic Investigation of Biofilm Communities on Microplastics
•

Identify early colonizing microbial members of plastisphere communities on
polyethylene, polyvinyl chloride, and polylactic acid and determine their
functional potential with an emphasis on hydrocarbon degradation and nitrogen
cycling.
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Chapter 2: Microbially Mediated Nitrogen Removal and Retention
in the York River Estuary

2.1. Abstract
Denitrification, anaerobic ammonium oxidation (anammox), and dissimilatory
nitrate reduction to ammonium (DNRA) are important microbial processes determining
the fate of nitrogen (N) in estuaries. This study examined these processes in sediments of
the York River Estuary, a tributary of Chesapeake Bay, and investigated environmental
and microbial drivers of the rates of denitrification and DNRA. Despite seasonal changes
in the magnitude of the rates, nitrate reduction followed a consistent pattern across the
estuary with nitrogen removal, primarily through denitrification, decreasing from the
head of the estuary to the mouth and nitrogen retention, through DNRA, following the
opposite pattern. At the mouth of the estuary nitrogen retention was consistently higher
than nitrogen removal. Denitrification and DNRA rates showed strong linear
relationships with sediment microbial community structure and concentrations of organic
matter, nitrate, and ammonium. Denitrification rates were correlated with the
overall nirS carrying community whereas DNRA rates were correlated with
specific nrfA carrying taxa including Sphingobacteriales and Desulfobacterales. The
controls responsible for retention or removal of N from an estuary are complex, involving
both geochemical and microbial factors. The N retained within estuaries may support
primary production and seasonal algae blooms and result in estuarine eutrophication.
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2.2. Introduction
Estuaries are important ecosystems where freshwater, transporting terrestrially
derived nutrients and organic matter, mixes with seawater. Estuaries typically display
large salinity gradients, varying with freshwater discharge, with fresher water at the head
and brackish water at the mouth. The terrestrially derived nutrients entering the estuarine
system are used by numerous autotrophic and heterotrophic microorganisms throughout
the estuary, creating geochemical gradients of salinity, carbon (C), nitrogen (N), and
other nutrients. These gradients lead to shifts in the community structure of
phytoplankton, bacteria, and other microbial organisms along the estuarine continuum
(Schultz and Ducklow, 2000). Furthermore, C and nutrient cycling in estuaries can play
an important role in determining what concentrations and types of nutrients are exported
to coastal and open ocean ecosystems.
Estuaries are often hotspots for N cycling processes, especially as growing coastal
populations intensify anthropogenic impacts and lead to greater nutrient additions to
estuarine systems (Kemp et al., 2005). These watershed-delivered nutrients, along with
autochthonous and allochthonous organic matter, are processed throughout estuaries. In
particular, the nitrate (NO3-) delivered to the estuary through run-off and point sources is
consumed by benthic microbes in one of three processes. Denitrification, the reduction of
fixed nitrogen such as NO3- and nitrite (NO2-) to gaseous N including nitric oxide (NO),
nitrous oxide (N2O), and dinitrogen gas (N2), is the major nitrogen removal pathway
mediated by benthic microbial communities. Anammox, the oxidation of ammonium
(NH4+) coupled to the reduction of NO2- to N2, is another N removal pathway present in
estuarine sediments, generally accounting for 10 to 20% of the N2 production in estuaries
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(Rich et al., 2008). Dissimilatory nitrate reduction to ammonium (DNRA), which reduces
NO3- to NH4+, retains N within the ecosystem. These competing NO3- reduction processes
are mediated by specific prokaryotic functional groups, which are influenced by the
geochemical conditions of the benthic environment (Dong et al., 2009; Song et al., 2014).
Geochemical controls on denitrification, anammox, and DNRA have been
explored in a number of estuaries and other coastal ecosystems. DNRA is favored over
denitrification in ecosystems with high organic carbon (OC) to NO 3- ratios (Hardison et
al., 2015; Song et al., 2014) and high levels of sulfate reduction and sulfide oxidation
(Bohlen et al., 2011; Giblin et al., 2013), as well as when temperatures are high (Giblin et
al., 2013). Salinity has also been found to be a large factor, negatively affecting rates of
denitrification and positively correlating with DNRA (Giblin et al., 2013, 2010).
Furthermore, salinity has been found to be a driver of microbial community structure for
those microbes performing DNRA (Song et al., 2014). However, understanding regarding
the relative importance of these N removal and retention processes across estuarine
gradients is limited by the small number of studies examining DNRA and its controlling
factors in estuarine systems (Giblin et al., 2013).
This paper investigates the microbial and geochemical controls on benthic N
cycling in a temperate, microtidal, river driven estuary that receives large inputs of N and
dissolved organic C. Specifically, this study examines changes in the rates of
denitrification, anammox, and DNRA over spatial and temporal scales while determining
biotic and abiotic drivers. Furthermore, this study identifies specific microbial taxa
associated with N cycling processes to better understand the conditions and locations in
which N retention outpaces N removal in estuarine sediments.
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2.3. Methods
2.3.1. Sampling
The York River is the 5th largest tributary to Chesapeake Bay and receives water
from the Mattaponi and Pamunkey Rivers. Nutrient loading is dominated by forested and
agricultural runoff (61 and 21% land cover of the watershed, respectively) that is
delivered to the estuary through river flow (Reay, 2009). Wastewater treatment plants,
both residential and industrial, make up a smaller proportion of nutrient loading (Reay,
2009). This results in a geochemical gradient in which the head of the estuary has the
lowest salinity and, generally, the highest NO3- concentrations, while the mouth of the
estuary has the highest salinity (Reay, 2009). Harmful algal blooms and hypoxia are
common in the lower portion of the estuary in the summer months (Marshall and
Egerton, 2012; Reay, 2009).
Sampling took place at 5 stations (Figure 1), 1 m in depth (mean sea level) along
the length of the York River Estuary in June, August, and October of 2018, and February
and April of 2019. At each station, a YSI took measurements of water column
temperature, salinity, chlorophyll a, turbidity, and dissolved oxygen at a depth of 0.5 m.
Further water column data, including nutrient concentrations, were obtained from
samples taken at the same stations the previous day. All dissolved (0.45 µm filtered)
inorganic N (DIN) in the water column was analyzed using a Latchat QuikChem FIA+
8000 in duplicate (detection limits: 0.2 µM nitrate and nitrite, 0.36 µM ammonium). Two
sediment cores (5.6 cm diameter, 10 cm deep) were collected at each station and
transported to the Virginia Institute of Marine Science (VIMS) where the top 2 cm were
separated from the rest of the core for further analysis. The top 2 cm from both replicate
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cores were composited, split into two 50 mL tubes, centrifuged, and the resulting pore
water was frozen for nutrient analysis as described above. One of the 50 mL sediment
tubes was stored for one day at 5 oC for nitrogen cycling rate analysis; the other was
frozen at -80 oC for molecular and percent organics analyses. The frozen sediment was
freeze-dried, homogenized and analyzed with an elemental analyzer (Model 1040,
Costech) attached to an isotope ratio mass spectrometer (Model Delta V,
ThermoScientific) for determination of total carbon and nitrogen content.
2.3.2. Slurry Incubation Experiments
One gram of sediment from each composited sample was weighed into 5
exetainer tubes. After flushing for 5 minutes with helium (He) gas to create anoxic
conditions, the tubes were incubated at in situ temperatures overnight to remove all
background nitrate and re-flushed with He gas. One tube for each sample was frozen for
analysis to check that all background NO3-/NO2- was removed by the overnight
incubation. The remaining four tubes were used, in duplicate, as the initial timepoint (T0)
and the final timepoint (TF) for the potential rate measurement incubations.
Denitrification and anammox potential rate measurements were performed
following established protocols (Semedo and Song, 2020; Song and Tobias, 2011);
DNRA potential rate measurements followed a modified protocol from Yin et al. (2014).
Each gram of sediment was spiked with 100 nmol of 15NO3- (99 atom%, Cambridge
Isotopes) and incubated at in situ temperatures. The addition of 50% zinc chloride (0.5
ml) was used to stop all microbial activity immediately after spiking with 15NO3-, for T0,
or after a 1-hour incubation, for TF. The amount of accumulated 30N2 and 29N2 was then
measured in the gas fraction using an isotope ratio mass spectrometer (IRMS, Model
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Delta V, ThermoScientific). Immediately following IRMS analysis, the exetainers were
frozen until analyzed for DNRA.
Ammonium was extracted from the sediment incubation samples using 5 mL of 2
M potassium chloride (KCl). For each sample, 4mL of the KCl extract were diluted with
22 mL of autoclaved, Milli-Q filtered water and poured into two new exetainer tubes.
One tube was left as a control and run on a membrane inlet mass spectrometer (MIMS,
Pfeiffer Balzers Prisma) without any further additions; the second tube was spiked with
200 µL of a hypobromite solution that converts all NH4+ to N2 (Yin et al., 2014), inverted,
and incubated for at least 15 minutes before being run on the MIMS. The concentration
of excess 29N2 and 30N2 produced by the addition of the hypobromite solution was
calculated for each sample based on the method of Risgaard-Petersen and Rysgaard
(1995) with the exception that a single air equilibrated DI water standard, held at the
same temperature as the samples, was used. The concentrations of excess 29N2 and 30N2
were used to calculate the concentration of 15NH4+ present in the samples.
Rates of denitrification and anammox were calculated from the amount of 30N2
and 29N2, respectively, produced between T0 and TF (1 hour). DNRA rates were
calculated based on the concentrations of 15NH4+ produced between T0 and TF (1 hour).
Since DNRA, denitrification, and anammox took place simultaneously in the vials, the
15NH +
4

produced by DNRA could have been used by anammox bacteria in combination

with the 15NO3- to produce 30N2, leading to a potential overestimation of denitrification
rates and underestimation of anammox rates. To account for this, the anammox and
denitrification rates were corrected based on equations found in Salk et al. (2017). The
concentration of 30N2 produced by anammox was calculated as:
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where A29 is the concentration of 29N2 measured on the IRMS and r14a is the ratio of
14NH +:15NH +
4
4

found in the final timepoint of each DNRA sample. The AMX30

calculation was determined for each sample individually and was added to or subtracted
from the measured concentrations of 29N2 and 30N2, respectively at TF, when calculating
rates of anammox and denitrification. The highest and lowest rates of denitrification,
anammox, and DNRA were extrapolated from nmoles g-1 hr-1 to µmoles m-2 hr-1 by
multiplying them by the bulk density of the sediment, the thickness of the sediment layer
(2 cm) homogenized for rate measurements, and the conversion factor between
centimeters and meters. Bulk density was measured at one timepoint by dividing the
sediment dry weight by the sediment volume in the top 2 cm of sediment cores from each
station.
2.3.3. Quantitative PCR and 16S rRNA Gene Sequencing Analyses
DNA was extracted from each sample using 0.5 g of sediment and the DNeasy
PowerSoil Kit (Qiagen) following manufacturer protocols. The abundance of specific
genes was measured using SYBR Green qPCR. The DNRA marker gene nrfA was
measured using the primers nrfA2F/nrfA1R (Mohan et al., 2004; Welsh et al., 2014) and
the following qPCR reaction: 6 µL of GoTaq qPCR Master Mix (Promega), 0.03 µL of
CXR Reference Dye (Promega), 0.6 µL of each primer, 0.25 µL of MgCl2, and 4 µL of
sample DNA (at 1 ng/µL) with the remainder of the 12 µL reaction volume made up with
DNAase-free water. The nrfA qPCR protocol included an initial 10 minute step at 95 oC
followed by 50 cycles of: 95 oC for 15s, 52 oC for 45s, 72o C for 1 minute, and 80 oC for
35s (Song et al., 2014). The qPCR reaction for nirS, the denitrification marker gene,

22

included: 6 µL of GoTaq qPCR Master Mix, 0.03 µL of CXR Reference Dye, 0.6 µL of
the forward primer nirScdaF (Kandeler et al., 2006), 0.6 µL of the reverse primer
nirSR3cd (Kandeler et al., 2006), 0.12 µL of BSA, and 4 µL of sample DNA (at 1 ng/µL)
with the remainder of the 12 µL reaction volume made up DNAase-free with water; the
protocol was: 95 oC for 10 minutes, followed by 45 cycles of 95oC for 15s, 57 oC for 1
minute, 72 oC for 1 minute, and 80 oC for 35s. The 16S rRNA qPCR reactions were set
up in the same way as the nirS reactions, with the exception that the primers 515F-Y
(Parada et al., 2016) and 806R (Caporaso et al., 2011) were used. The 16S qPCR protocol
is as follows: 95 oC for 10 minutes with 40 cycles of 95 oC for 15s, 55 oC for 30s, 70 oC
for 30s, with a melting curve analysis at the end. All qPCR samples were run in triplicate,
with two no-template negative controls for each run. Gene abundance was calculated
based on a standard curve produced with known quantities of the target gene (R2 values:
0.997, 0.996, 0.993, for nrfA, nirS, and 16S, respectively). Specificity of qPCR reactions
was confirmed with melting curves, and efficiencies were calculated (48.95, 107.67, and
79.68% for nrfA, nirS, and 16S, respectively).
Microbial community composition was examined using Illumina sequencing of
16S rRNA genes amplified with 515F-Y (Parada et al., 2016) and 806R (Caporaso et al.,
2011) and the following protocol: 95 oC for 3 minutes, followed by 25 repetitions of 95
oC

for 30s, 55 oC for 1 minute, and 72 oC for 1 minute with a final elongation step of 72

oC

for 5 minutes. PCR took place in 25 µL reactions containing 12.5 µL of GoTaq Master

Mix (Promega), 1 µL of each primer, 515F-Y and 806R (10 mM), and 2 µL of sample
DNA (1 ng/µL concentration) with the rest of the volume made up with water. Amplified
genes were then indexed with Nextera XT index primers during a second PCR with the
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following protocol: 95oC for 3 minutes, followed by 8 repetitions of 95 oC for 30s, 55 oC
for 30s, and 72 oC for 30s with a final elongation step of 72 oC for 5 minutes. Following
amplification, 16S rRNA genes were purified with Mag-Bind TotalPure NGS (Omega),
following manufacturer protocols, before being sequenced on an Illumina MiSeq.
All bioinformatic processing and sequence analyses were performed with R
version 3.6.1 (R Core Team, 2018). Sequences were processed using the DADA2
pipeline (Callahan et al., 2016). Trimmed sequences that passed the quality control and
chimera checks were identified using the SILVA taxonomic database version 132
(Yilmaz et al., 2014). Further analysis was performed with phyloseq (McMurdie and
Holmes, 2013), and graphics were produced using ggplot2 (Wickham, 2016). Specific
amplicon sequence variants (ASVs) that appeared fewer than 10 times across all samples
were removed. ASVs likely to carry the nrfA gene were identified based on the metabolic
predictions from PICRUSt2 (Douglas et al., 2019). Only ASVs carrying predicted nrfA
genes that were classified at the family level were included for further analysis.
Sequences can be found in NCBI GenBank under BioProject PRJNA665972.
2.3.4. Statistical Analysis
All statistical analyses were performed with R version 3.6.1 (R Core Team, 2018).
The factors impacting dissimilarity between entire microbial communities were tested
using a PERMANOVA. A Bray-Curtis distance matrix of the microbial community
samples was calculated using phyloseq (McMurdie and Holmes, 2013); the
PERMANOVA test was performed with the adonis function in vegan (Oksanen et al.,
2018) as was a test for the homogeneity of dispersion of the samples using the betadisper
function. A canonical analysis of principle components (CAP) was used to identify
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environmental factors driving differences in microbial community structure using the
same Bray-Curtis distance matrix used for the PERMANOVA test. An analysis was also
performed to determine which of the predicted nrfA containing organisms drove
differences in beta diversity using the SIMPER function in vegan (Oksanen et al., 2018).
Multiple linear regressions were used to determine what environmental and
molecular characteristics explained variations in denitrification and DNRA rates. All
explanatory variables were checked for covariance using a variance inflation factor test.
If covariance was found, single linear regressions were performed for the covarying
variables; the one with a lower AICc was kept in the multiple linear regression. In the
case of overlapping variables, for example water column versus pore water nutrients,
variables with the better single linear regressions, based on AICc, were selected for each
modeled process. Normality was tested with Normal Q-Q and residual plots; where
necessary variables were log transformed. The AICc and adjusted R2 of each possible
multiple linear regression model were calculated using the Mu-MIn package (Barton,
2009); only models with a delta AICc less than 2 were considered.
2.4. Results
2.4.1. Geochemical Characteristics of Water and Sediments
Water temperatures in the York River remained consistent throughout the estuary
and followed typical seasonal trends for temperate estuaries with higher temperatures in
June, August, and October of 2018, and lower temperatures in February and April of
2019 (Table 1). Salinity, which varied spatially and temporally, was generally lowest in
the upper portion of the estuary and increased steadily moving down estuary (Table 1).
June 2018 had higher than average precipitation and fresh water discharge resulting in the
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lowest salinity observed during the course of the study in the upper portion of the estuary.
Water column dissolved oxygen was highest in February and April of 2019 and was
depressed in the warmer months (Table 1). Water column DIN, both NO x- (NO3- + NO2-)
and NH4+, followed a similar spatial pattern, a decrease from the head of the estuary to
the mouth, except during August in which NH4+ increased in the Lower and Mouth
estuary stations. DIN was much higher, especially at the head of the estuary, during June
2018, likely due to the higher than average river flow, and was dominated by NOx
throughout most of the year (Table 1).
Sediment in the York River was muddy at the head and became sandier near the
mouth of the estuary. The sediment percent organic content was highest at the head of the
estuary and decreased down estuary (Table 1). Sediment organic content dropped rapidly
down estuary from the Upper Estuary station in February and April 2019 but exhibited a
more gradual decrease during other sampling periods. Sediment C:N was more varied,
though it was highest in the lower portion of the estuary in a majority of the samples
(Table 1). Pore water NOx concentrations remained fairly consistent throughout the
estuary except for spikes at the Upper Estuary and Lower Estuary stations in February of
2019 whereas pore water NH4+, which was higher than pore water NOx-, varied widely
across the estuary (Table 1).
2.4.2. Potential Rate Measurements of Anammox, Denitrification and DNRA
Potential denitrification rates ranged from 0.75 nmoles N per gram of sediment
per hour (nmoles N g-1 h-1) to 75.75 nmoles N g-1 h-1 (Table 1) or 18.36 to 618.93 µmoles
N m-2 hr-1. Denitrification rates followed a consistent spatial pattern with the highest rates
in the upper estuary and a sharp drop in rates down estuary from the Mid Estuary station.
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Mouth and Lower Estuary stations had consistently lower rates of denitrification (Figure
2). Overall, denitrification rates were highest in June and lowest in February (Table 2).
Potential anammox rates were lower than denitrification rates and ranged from 0.03
nmoles N g-1 h-1 to 6.62 nmoles N g-1 h-1 (0.74-54.13 µmoles N m-2 hr-1); anammox
followed the same spatial pattern as denitrification (Table 2). Anammox made up
between 1.3 and 13.6% of total nitrogen removal (denitrification + anammox). Potential
DNRA rates, which ranged from 0.11 nmoles N g-1 h-1 to 15.15 nmoles N g-1 h-1 (0.90368.87 µmoles N m-2 hr-1), were consistently lowest at the Upper Estuary station and
highest at the Mouth station (Figure 2). For October, February, and April, the second
highest DNRA rates were found at the Lower Estuary station (Table 2). Temporally,
DNRA rates remained fairly consistent throughout June, August, and October, and were
lowest in February (Table 2).
2.4.3. Microbial Community Composition and Abundance of NO3- Reducing
Communities
Sediment microbial communities were dominated by Proteobacteria (Delta and
Gamma) and Bacteroidia regardless of month or station (Figure 3). Oxyphotobacteria
increased whereas Anaerolinaea decreased in relative abundance down estuary. Alpha
diversity, as measured by Shannon Index, remained consistent across the estuary each
month, with the exception of the Mouth Estuary station in June of 2018, which was lower
than any other timepoint. Alpha diversity was higher in the warmer months, June,
August, and October (2018), than in the colder months, February and April (2019) (Table
2).
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Beta diversity of the sediment microbial community was primarily driven by
spatial separation (PERMANOVA, p<0.05, F=3.6505) (Figure 4). The lower estuarine
stations (Mouth and Lower) separated out from the upper estuarine stations (Mid, Upper,
Head). Mid Estuary separated out slightly from Upper and Head Estuary, though to a
lesser degree than the separation between the upper and lower estuarine stations. Beta
diversity was also driven, to a lesser degree, by time (PERMANOVA, p<0.05,
F=2.9554). For all stations, August and October grouped together as did February and
April. June samples showed a slight separation from August and October for Mouth,
Lower, and Mid Estuary. June, August, and October samples from Head and Upper
Estuary clustered very closely together with a greater shift in the February and April
samples for Upper Estuary than Head (Figure 4).
Microbial community beta-diversity was not only driven by spatiotemporal
variation, but also by environmental factors. A canonical analysis of principle
components showed that water column salinity, water column temperature, and sediment
percent organic matter were major drivers of sediment microbial communities in the
York River (Supplementary Figure 1). Salinity was a major driver of sediment
communities in the lower portion of the estuary while sediment percent organics was
associated with the Head and Upper estuarine station communities (Supplementary
Figure 1). Temperature was associated with the warmer months of June, August, and
October. Water column concentrations of NOx, NH4, and chlorophyll a were less
important drivers of sediment microbial community structure (Supplementary Figure 1).
The abundance of nirS genes in the York River sediment ranged from 6.63x102
gene copies per gram of sediment (copies g-1) to 3.46x106 copies g-1 with a lower
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abundance of nirS genes in the lower estuary (Table 2). The abundance of nrfA genes
ranged from 4.50x103 to 3.64x106 copies g-1 and showed no spatial patterns across the
estuary (Table 2). Amplicon sequence variants (ASVs) predicted to carry the nrfA gene
by PICRUSt2, hereafter referred to as predicted DNRA organisms, made up less than
10% of the overall microbial community and were composed of 74 different genera in 86
families. The relative abundance of predicted DNRA organisms was consistent across the
estuary, except for an increase at Mouth Estuary during June 2018 and February 2019,
and were dominated by the orders Desulfobacterales, Bacteroidales, and
Desulfuromonadales (Figure 5). The beta diversity of the predicted DNRA organisms
followed the same pattern as the overall community (Supplementary Figure 2) with both
spatial (PERMANOVA, p<0.05, F=5.7024) and temporal separation (PERMANOVA,
p<0.05, F=1.9681); a clear separation existed between the upper and lower estuary and
the colder months (February and April) separated out from the warmer months (June,
August, and October) across the estuary. Based on a SIMPER analysis, predicted DNRA
organisms belonging to the orders Desulfobacterales, Bacteroidales,
Desulfuromonadales, and Sphingobacterales were the primary drivers of dissimilarity in
predicted DNRA communities between the upper and lower estuary.
2.4.4. Drivers of Nitrogen Cycling Processes
Linear modeling was performed to determine the drivers of nitrogen removal and
retention in the estuary, in the form of denitrification and DNRA rates, respectively;
anammox was not modeled due to its low contribution to overall nitrogen removal.
Sediment denitrification rates were best predicted by a combination of environmental
factors and denitrification gene abundance. The top multiple linear regressions (delta
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AICc<2), which included 7 different models that explained an average of 87% of the
variation in denitrification rates, included the following variables: percent sediment
organic matter (7 of the top models), water column NOx- concentrations (7), water
column Chl a (4), nirS gene abundance (3), and water column salinity (3). The best
model included only percent sediment organic matter and water column NO x(Supplementary Table 1). Since denitrification rates were well predicted by the entire
nirS carrying community, further efforts to determine the effects of individual nirS
carrying taxa were not conducted. Sediment chlorophyll was not measured in June and,
therefore, could not be included in the multiple linear regressions; based on single linear
regressions, sediment chlorophyll was significantly, negatively correlated with
denitrification rates (p<0.05, R2=0.33).
DNRA rates were best predicted by a suite of variables including abundances of
specific nrfA carrying taxa and environmental characteristics. The top multiple linear
regressions, which included 3 models that explained an average of 69% of the variation
in DNRA rates included the following variables: relative abundance of Desulfobacterales
(3) and Sphingobacteriales (3), water column temperature (1), and the concentration of
NH4+ in pore water (1). The best model for DNRA rates included only the relative
abundance of Desulfobacterales and Sphingobacteriales (Supplementary Table 1). The
abundance of nrfA was not a good predictor of DNRA rates in the York River. Sediment
chlorophyll, based on single linear regressions that excluded June samples, had a
significant positive relationship with DNRA rates (p<0.05, R2=0.17).
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2.5. Discussion
Potential denitrification rates found in the York River, especially those in the
upper region of the estuary, were, for the most part, higher than rates of denitrification
previously reported for other estuaries, including in the Chesapeake Bay, which ranged
from 5 to 160 µmoles N m-2 hr-1 (Dong et al., 2009; Gardner et al., 2006; Giblin et al.,
2010; Owens, 2009; Rich et al., 2008). However, rates exceeding 100 nmol N mL-1 wet
sediment hr-1 have been reported from the Thames River, UK (Trimmer et al., 2003)
(Supplementary Table 2). A positive relationship with water column NO x- and a negative
relationship with salinity were among the top correlations with denitrification rates in the
York River, supporting past studies in which low salinity and high NO3- concentrations
have been found to increase denitrification (Giblin et al., 2010; Kemp et al., 1990;
Owens, 2009). Therefore, the high rates of denitrification observed in the York River
were likely influenced by the above average freshwater input in June of 2018, which both
lowered salinity to levels not normally seen in the York River and delivered high
concentrations of NO3- and organic matter.
Rates of anammox were higher in the York River Estuary than previously
reported for the Chesapeake Bay and its tributaries (Rich et al., 2008), the New River and
Cape Fear Estuaries in North Carolina, USA (Dale et al., 2009; Lisa et al., 2014), and the
Thames River, UK (Trimmer et al., 2003) (Supplementary Table 2). The increase in
freshwater, which delivered NO3- and organic C in June of 2018, may have increased
anammox rates in the York River, though they were still below those previously reported
for the Colne River Estuary, UK, which reached 157 µmoles N m-2 hr-1 (Dong et al.,
2009).
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This study is the first reported measurement of DNRA in the Chesapeake Bay
region. York River potential DNRA rates, especially in the lower estuary, were higher
than or comparable to those previously reported for estuaries in Massachusetts, USA
(Giblin et al., 2010), Texas, USA (Gardner et al., 2006), North Carolina, USA (Song et
al., 2014), and Colne, UK (Dong et al., 2009) which ranged from 4 µmoles N m-2 hr-1 to
just over 300 µmoles N m-2 hr-1 (Dong et al., 2009; Giblin et al., 2010) (Supplementary
Table 2).
Nitrate reduction in the York River Estuary was dominated by N removal through
denitrification in the upper estuary, and shifted to N retention through DNRA in the
lower estuary. While denitrification, and N removal in general, was higher overall, the
increase in N recycling in the lower portion of the estuary increased N availability in that
portion of the river and could increase the amount of NH4+ exported to the Chesapeake
Bay. The lower portion of the York River often experiences intense harmful algal blooms
during the summer months (Marshall and Egerton, 2012), which could be driven in part
by an increased flux of NH4+ from DNRA in lower estuarine sediments, though no
harmful algal blooms took place in the lower York River during the study period.
Denitrification, anammox, and DNRA have previously been found to decrease from the
head to the mouth of an estuary, though patterns of DNRA rates tend to be more varied
(Dong et al., 2009; Lisa et al., 2014; Song et al., 2014).
The shift between denitrification in the upper estuary to DNRA in the lower
estuary seems to be driven by geochemical and microbial variables. Sediment organic
content showed a strong positive relationship with denitrification rates, and was likely the
source of substrate for the denitrifying bacteria to respire. DNRA has been found to be
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favored when the ratio of OC to NO3- is high (Giblin et al., 2013; Hardison et al., 2015),
though sediment C:N ratios showed no clear relationship with either denitrification or
DNRA in this study. Denitrification was driven by water column nutrients, while DNRA
was more associated with pore water nutrients. Nitrogen cycling process rates are
typically related directly to substrate concentrations (Kemp et al., 1990; Owens, 2009), as
was seen in this study with denitrification. However, DNRA did not increase with pore
water NOx- but instead had a positive relationship with pore water NH4+, the product of
the DNRA reaction.
The abundances of functional genes encoding for the enzymes in N metabolic
processes have been found to increase the predictive power of N cycling models,
including those for denitrification and DNRA (Graham et al., 2016, 2014; Semedo and
Song, 2020), especially when the gene in question is carried by a small subset of bacteria
(Graham et al., 2016), and have shown positive correlations with the associated process
rates (Dong et al., 2009). In the York River, while denitrification activity was linked to
nirS gene abundance, DNRA was not linked to nrfA gene abundance. Since nrfA genes
are more diverse with a wider distribution among archaeal and bacterial lineages than
nirS genes, the nrfA qPCR may not have captured all DNRA organisms. Instead of
having a strong relationship to the abundance of a functional gene, DNRA was more
strongly linked to the abundance of specific taxa predicted to have the capacity to
perform DNRA. The abundances of those taxa, primarily Desulfobacterales and
Sphingobacteriales, were among the top predictors for DNRA. Beta diversity, as well as
the abundance of specific groups of bacteria, have been found previously to increase the
predictive capabilities of models (Graham et al., 2016; Semedo and Song, 2020). The
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change in these taxa, as well as the shift in the overall nrfA containing communities was
spatial and temporal, mirroring the change in overall community structure. The spatial
shift in community structure was linked to percent sediment organic matter and water
column salinity. The impact of salinity on microbial community structure as has been
found previously in temperate estuaries, including the Chesapeake Bay (Francis et al.,
2013; Song et al., 2014). The temporal change in beta-diversity was in part driven by
temperature, a known driver of community composition in temperate estuaries.
Many microbial taxa can perform similar functions, and not all microbes capable
of performing a specific function always utilize that pathway. This makes understanding
which of the many microbial taxa in complex microbial assemblages is contributing to a
specific community function challenging. In this study we observed a clear spatial shift in
beta diversity between the upper and lower estuary that corresponded with a shift from
NO3- removal, largely in the form of denitrification, to NO3- retention through DNRA. To
better understand the shifts in taxa that were driving the shift in NO 3- reduction processes,
especially since nrfA gene abundances were not good predictors of DNRA rates, we
utilized the functional gene predictive program PICRUSt2 to identify specific ASVs
carrying the nrfA gene. With that data set, we were able to identify which taxa in the
microbial community were capable of performing DNRA, and determine whether that
community followed the same shifts over space and time as the larger microbial
community.
The strong positive relationships observed between the relative abundances of
Sphingobacteriales and Desulfobacterales and DNRA potential rates suggests that these
taxa were primarily responsible for DNRA in the York River sediments, and that DNRA
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activity was largely driven by only a few bacterial orders. Alternatively, the abundance of
nirS was a top predictor for denitrification implying that in the York River, denitrification
activity was driven and performed by a large group of denitrifying microbes rather than
individual taxa. This disparity between the microbial drivers of denitrification and DNRA
could be due to the physiology of the taxa involved in these processes. Denitrifying
microbes are most commonly capable of using only oxygen or NO3- in their metabolism
while DNRA bacteria have a variety of energy metabolism options including
fermentation, sulfate reduction, denitrification, and anammox in addition to DNRA
(Giblin et al., 2013; Helen et al., 2016). Therefore, the nirS carrying microbes were likely
to be performing denitrification in the estuarine sediments, leading to the strong
relationship observed between nirS gene abundance and denitrification, while the nrfA
carrying microbes could have been performing a number of different processes with only
certain taxa, in this case primarily Desulfobacterales and Sphingobacteriales, actively
performing DNRA.
Understanding variation in N removal and retention across estuaries is important
to determine the availability of N for use by primary producers. The competition between
denitrification and DNRA has previously been found to vary seasonally (Kelly-Gerreyn
et al., 2001) and be controlled along estuaries by environmental characteristics (Gardner
et al., 2006; Giblin et al., 2013, 2010; Hardison et al., 2015; Song et al., 2014). The shift
from denitrification in the upper estuary to DNRA in the lower estuary that is persistent
throughout all seasons observed in this study is different from previously reported
patterns. The dominance of DNRA in the lower estuary increases the amount of
bioavailable N in the lower portion of the York River system, possibly supporting the
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seasonal harmful algal blooms and subsequent hypoxia in bottom water that occur in the
lower estuary most years (Marshall and Egerton, 2012; Reay, 2009). Understanding the
switch in dominant NO3- reduction pathways requires an understanding of the impacts of
environmental gradients, as well as shifts in microbial community structure that exist in
an estuarine system. In the York River, changes in sediment organic matter and water
column and pore water nutrient concentrations were strongly linked to denitrification and
DNRA. The York River sediment microbial community experiences a large shift in
community structure at the same location that DNRA begins to outcompete
denitrification for available nitrate. This shift, which is linked to the overall nirS carrying
microbial community and specific taxa capable of performing DNRA, is an important
regulatory aspect that is often ignored in studies examining N cycling in ecosystems.
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2.8. Tables

Table 1. Environmental characteristics from the York River Estuary. Salinity,
chlorophyll a (Chl a, g/L), water column concentrations of ammonium (WC NH4, M)
and nitrate/nitrite (WC NOx, M), temperature (Temp, oC), and dissolved oxygen (DO,
mg/L) were all sampled at a depth of 0.5m. Percent organic content (% organic) and total
carbon to nitrogen ratio (C:N) were both obtained from sediment samples. Concentrations
of pore water ammonium and nitrate/nitrite (PW NH 4, PW NOx, M) were measured
from pore water samples obtained from the sediment at time of sample processing.
Month and
Station

Salinity

Chl a

WC
NH4

WC
NOx

Temp

DO

%
Organic

C:N

PW
NH4

PW
NOx

June Head
June Upper
June Mid
June Lower
June Mouth
August Head
August Upper
August Mid
August Lower
August Mouth
October Head
October Upper
October Mid
October Lower
October Mouth
February Head
February Upper
February Mid
February Lower
February Mouth
April Head
April Upper
April Mid
April Lower
April Head

3.03
6.23
8.77
12.04
13.99
6.90
9.88
13.33
14.72
16.35
6.43
9.59
12.11
14.12
15.02
4.18
7.00
8.55
11.01
12.63
5.28
6.41
8.70
11.56
12.34

8.10
9.80
13.10
6.00
8.90
16.70
14.30
13.60
15.10
8.00
17.00
32.30
12.30
9.00
12.00
3.50
3.80
4.40
13.40
15.40
4.60
10.90
49.50
27.90
6.40

18.42
7.22
2.78
2.01
0.06
6.20
3.00
0.60
1.14
2.23
1.77
1.22
0.72
0.30
0.46
1.03
0.64
0.50
0.44
0.42
8.77
8.91
5.18
0.09
0.09

61.21
50.67
38.79
30.28
22.18
31.80
29.19
24.61
23.76
28.72
23.32
11.48
8.46
10.68
0.44
2.51
0.01
0.03
0.05
0.08
16.68
16.29
12.18
1.59
5.00

23.96
24.09
23.79
24.19
23.79
28.85
29.31
29.46
29.08
29.53
25.02
25.61
35.38
25.80
25.75
4.61
5.14
5.60
5.73
5.76
12.07
12.45
12.32
11.70
12.55

4.47
4.93
6.72
5.38
7.34
4.08
4.52
4.97
6.55
8.21
4.74
5.88
6.11
6.48
6.71
11.24
11.32
12.57
14.09
14.50
8.37
8.97
11.03
10.79
10.30

16.91
12.60
1.97
0.40
0.53
18.32
13.66
5.35
0.51
0.78
18.51
13.45
8.00
0.94
0.65
26.85
0.85
0.99
0.36
0.85
17.14
1.45
1.46
0.32
0.83

10.96
16.68
9.80
7.50
9.00
12.78
11.33
8.71
15.00
6.33
11.86
11.76
10.33
22.00
24.71
13.32
16.00
11.00
6.50
21.83
12.80
11.11
10.83
8.50
24.38

44.82
45.03
83.94
90.39
54.26
75.48
40.53
89.43
12.95
69.69
39.97
50.68
76.69
35.38
72.89
44.07
8.00
14.22
51.20
105.12
67.12
22.58
39.35
27.43
25.58

0.56
0.62
0.80
2.18
1.36
0.71
0.56
0.56
1.01
1.63
0.44
0.68
0.64
1.20
0.98
0.54
16.70
0.90
16.36
2.45
0.52
2.07
1.13
1.76
1.43
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Table 2. Rates of nitrate reduction processes across the York River Estuary from June of 2018 to April of 2019 and associated
sediment microbial functional gene abundances as measured with qPCR. All nitrogen cycling process rates are in nmoles N g-1 hr-1.
DNF stands for denitrification; AMX stands for anammox. Rates are an average of two analytical replicates (± standard deviation);
gene copies are an average of three analytical replicates (± standard deviation).

Month and
Station

DNF

AMX

DNRA

nirS

nrfA

16S

June Head
June Upper
June Mid
June Lower
June Mouth
August Head
August Upper
August Mid
August Lower
August Mouth
October Head
October Upper
October Mid
October Lower
October Mouth
February Head
February Upper
February Mid
February Lower
February Mouth
April Head
April Upper
April Mid
April Lower
April Head

67.38±0.93
75.75±5.88
60.53±3.61
10.60±0.48
6.52±0.10
57.94±0.75
32.53±5.28
39.57±1.80
3.33±0.00
3.15±0.00
47.49±1.18
32.46±1.33
35.52±0.08
9.91±1.24
4.85±0.43
34.08±3.00
4.05±0.50
6.93±0.07
1.45±0.02
2.48±0.08
39.67±1.75
9.23±1.09
29.20±0.27
0.75±0.17
1.24±0.32

3.68±0.04
6.62±0.01
2.32±0.29
0.50±0.05
0.24±0.03
3.07±0.32
2.82±0.29
1.54±0.12
0.09±0.00
0.04±0.01
4.24±0.07
3.88±0.19
2.70±0.11
0.39±0.02
0.16±0.01
3.81±0.23
0.65±0.03
0.83±0.11
0.17±0.01
0.13±0.01
2.07±0.01
0.95±0.07
2.10±0.07
0.03±0.001
0.04±0.01

8.79±1.69
1.66±1.13
9.33±0.97
5.43±1.70
14.42±0.49
3.85±0.24
1.46±0.24
6.02±0.22
3.89±0.24
15.15±0.12
3.18±0.53
1.40±0.09
4.25±0.17
8.40±0.34
14.70±0.46
1.97±0.06
0.11±0.02
1.18±0.39
2.15±0.13
5.32±0.24
3.61±0.10
0.5±0.11
3.49±0.55
5.22±0.16
10.94±0.40

3.46•106± 1.86•105
3.36•105± 5.90•104
9.41•104±1.92•104
1.84•105±6.99•104
6.63•102±1.37•102
1.92•106±2.08•104
2.32•106±3.20•105
2.24•106±7.05•105
6.62•105±2.23•104
7.42•105±6.09•104
8.82•105±2.08•105
1.92•106±3.06•104
1.33•106±4.83•105
4.93•105±2.12•104
8.88•105±1.12•105
2.05•106±2.53•105
3.12•105±5.50•104
5.51•105±1.50•105
2.64•105±1.50•104
5.49•105±6.38•104
1.92•106±2.04•105
7.15•105±1.54•104
2.04•106±2.86•105
6.39•105±1.83•105
5.23•105±1.51•105

3.21•106±5.11•105
1.72•105±2.05•103
1.81•105±9.38•103
3.32•105±2.49•104
4.50•103±7.60•102
1.44•106±9.09•103
2.40•106±1.26•105
3.55•106±5.01•105
2.95•106±7.19•104
2.21•106±2.08•105
8.33•105±1.42•105
1.19•106±1.62•105
2.11•106±4.11•105
7.21•106±2.40•105
1.05•106±5.99•105
2.27•106±2.44•105
3.17•106±3.31•104
9.13•105±3.51•104
7.20•105±2.68•104
2.24•106±4.50•105
1.68•106±1.14•105
1.60•106±1.34•105
3.64•106±8.62•105
1.31•106±2.40•105
1.17•106±1.44•105

3.41•107±4.36•106
3.84•106±9.44•105
1.10•106±1.47•105
1.70•106±1.36•105
2.13•104±8.15•102
2.16•107±2.55•106
3.60•107±8.37•106
3.39•107±8.12•106
2.68•107±6.64•106
2.06•107±2.20•106
1.33•107±4.20•106
2.52•107±1.48•106
2.55•107±1.39•106
1.70•107±2.34•106
3.10•107±7.15•106
3.41•107±1.68•106
4.35•106±1.19•105
6.61•106±8.87•105
8.49•106±1.09•106
3.37•107±4.44•106
4.59•107±8.91•106
1.85•107±7.21•106
2.56•107±4.69•106
2.18•107±1.96•106
2.62•107±5.46•105
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Shannon
Diversity
Index
6.36
6.11
6.06
6.09
4.12
6.37
5.81
5.95
6.20
6.31
6.25
5.91
5.82
6.42
6.14
4.95
4.75
4.71
4.33
4.88
5.61
4.67
5.29
5.12
5.20

2.9. Figures

Figure 1. A map of the York River Estuary, Virginia, USA. Stations are represented by
black dots and range the length of the York River Estuary from the head (Head Estuary
Shoal) to the mouth (Mouth Estuary Shoal). All stations were located on the shoal of the
estuary (1 m in depth).
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Figure 2. The yearly average of nitrogen removal and recycling processes across 5 stations in the York River Estuary ranging from
the head of the estuary (Head) to the mouth (Mouth). A) Average (of 5 months) rates of denitrification, DNRA, and anammox (nmoles
N g-1 hr-1). Error bars represent standard error. B) Average (of 5 months) percent of nitrate reduced by a nitrogen removal process
(denitrification and anammox) or a nitrogen recycling process (DNRA) at each station.
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Figure 3. A stacked bar plot showing the relative abundance, greater than 1%, of classes
present in each of the samples. Stations range from the head of the York River Estuary to
the mouth. Samples are separated into months ranging from June of 2018 to April of
2019.
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Figure 4. Principle component analysis (PCoA) representing the York River Estuary
sediment microbial communities. Colors represent stations in the estuary ranging from
the head of the estuary to the mouth. Shapes represent months from June 2018 to April
2019.
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Figure 5. Relative abundances of microbes predicted to contain the nrfA gene for DNRA.
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2.10. Appendix A

Supplementary Figure 1. A canonical analysis of principle components (CAP) plot
showing the environmental drivers of sediment microbial communities. Stations, ranging
from the head of the York River to the mouth, are represented by colors and months,
ranging from June 2018 to April 2019, are represented by shapes. Environmental
characteristics include: water temperature (Temp), water column salinity (Salinity), water
column concentrations of chlorophyll a (Chl_a), ammonium (NH4) and nitrate/nitrite
(NOx), and sediment percent organic matter (organics).
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Supplementary Figure 2. Principle component analysis (PCoA) representing the beta
diversity of predicted DNRA organisms (based on nrfA gene predictions). Colors
represent stations from the head of the York River to the mouth. Shapes represent months
from June 2018 to April 2019.
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Supplementary Table 1. Top (delta AICc<2) multiple linear regression models using
environmental and molecular characteristics to predict rates of denitrification and DNRA
rates in the York River Estuary. Each model set was run with 25 observations. All
parameters were tested for covariance with a variance inflation factor test; when
covariance was detected the parameter with the better AICc for that process in a single
linear regression was kept. Tested parameters followed by (*) were log transformed to fit
normality assumptions.

Denitrification

Process

Sediment:
percent organic*,
abundance of nirS,
Shannon diversity index,
C:N
Water Column:
NOx concentrations, NH4
concentrations*, salinity,
dissolved oxygen,
temperature, Chl a
concentration*

Sediment:
percent organic*,
abundance of nrfA,
Shannon diversity index,
C:N, pore water NOx
concentration, pore water
NH4 concentration*

DNRA

Model

Adj R2

AICc

y = a0 + a1(percent organic) +
a2(NOx)

0.847

190.94

y = a0 + a1(percent organic) +
a2(NOx) + a3(salinity)

0.859

192.13

y = a0 + a1(percent organic) +
a2(NOx) + a3(salinity) + a4(Chl a)

0.877

192.17

y = a0 + a1(percent organic) +
a2(NOx) + a3(salinity) + a4(Chl a)
+ a5(nirS)

0.895

192.20

y = a0 + a1(percent organic) +
a2(NOx) + a3(Chl a)

0.858

192.29

y = a0 + a1(percent organic) +
a2(NOx) + a3(nirS)

0.858

192.32

y = a0 + a1(percent organic) +
a2(NOx) + a3(Chl a) + a4(nirS)

0.875

192.53

y = a0 + a1(Desulfobacterales) +
a2(Sphingobacteriales)

0.680

126.75

y = a0 + a1(Desulfobacterales) +
a2(Sphingobacteriales) +
a3(temperature)

0.698

128.47

y = a0 + a1(Desulfobacterales) +
a2(Sphingobacteriales) + a3(NH4)

0.696

128.62

Parameters Tested

Water column:
salinity, dissolved
oxygen, temperature, Chl
a concentration*
Relative Abundance of:
Bacteroidales,
Sphingobacteriales,
Desulfuromonadales,
Desulfobacterales
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Supplementary Table 2. A comparison of rates of denitrification, anammox, and DNRA
in coastal estuaries.

Denitrification

Process

Rate
µmol/m2/hr

Rate
nmol/g/hr

18.4-618.9

0.7-75.8

25-160

Location

Citation

15N Slurry

Incubations

York River,
USA

This study

N2:Ar Whole Core
Flux Incubations

Chesapeake
Bay, USA

Owens 2009

Texas, USA

Gardner et al 2006

Incubations

Chesapeake
Bay, USA

Rich et al 2008

Whole Core 15N
Incubations

Parker River,
USA

Giblin et al 2010

15N Slurry

Incubations
15N Slurry
Incubations

York River,
USA
Chesapeake
Bay, USA

Whole Core 15N
Incubations

Colne River,
UK

Dong et al 2009

Slurry
Incubations

New River
Estuary, USA

Lisa et al 2014

15N Slurry

Cape Fear
River, USA

Dale et al 2009

York River,
USA

This study

Texas, USA

Gardner et al 2006

Incubations

New River,
USA

Song et al 2014

Whole Core 15N
Incubations

Parker River,
USA

Giblin et al 2010

15N Whole

Core
Continuous-Flow
Incubations

5-47a
1.1-1.8b
8.3-41.6c
0.7-54.1

0.03-6.6
0.8-16b

Anammox

Method

0-157
0.02-1.4
0.07-0.7
0.9-368.9

0.1-15.2

15N Slurry

15N

Incubations
15N Slurry

Incubations

This study
Rich et al 2008

DNRA

15N Whole

Core
Continuous-Flow
Incubations

13-99a

2.2-25.1
4.2-83.3c

15N Slurry

aRates

presented are seasonal averages
were presented in the original paper in nmol/cm 3/day
cRates were presented in the original paper in µmol/m2/day
bRates
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Chapter 3: Blooms of the Harmful Algae Margalefidinium
polykrikoides and Alexandrium monilatum Alter the York River
Estuary Microbiome

3.1. Abstract
Harmful algal blooms (HABs) cause damage to fisheries, aquaculture, and human
health around the globe. An understanding of how HABs can impact an environment’s
microbiome and what prokaryotic taxa are associated with various HAB species is
lacking for many ecosystems and many species. This study examined the impact of
consecutive blooms of the ichthyotoxic dinoflagellates Margalefidinium polykrikoides
and Alexandrium monilatum on the surface water microbiome in the York River Estuary,
Chesapeake Bay, USA. Bloom waters dominated by each species of dinoflagellate, and
by a mix of the two dinoflagellates, had different microbiomes than water samples with
low levels of both of these species. M. polykrikoides bloom samples had increased
concentrations of dissolved organic carbon and the microbiomes in the M. polykrikoides
bloom samples, both the whole community (>0.22µm) and the particle-associated
community (>3µm), were enriched for heterotrophic bacteria. Bloom samples dominated
by A. monilatum, while having an altered microbiome compared to samples dominated by
M. polykrikoides or samples with few dinoflagellates, had little impact on prokaryotes in
the whole community but instead were associated with a specific group of prokaryotes in
the particle-associated fraction. Blooms of these two algal species impacted the estuarine
microbiome in different ways, likely leading to shifts in estuarine carbon and nutrient
cycling, with M. polykrikoides having a greater potential impact on the overall
functioning of the estuarine ecosystem than A. monilatum.
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3.2. Introduction
Harmful algal blooms (HABs) that produce toxins or harm the aquatic
environment by causing hypoxic or anoxic conditions are increasing in number and effect
worldwide (Heisler et al., 2008; Sellner et al., 2003). Some HABs pose a public health
risk by inducing paralytic, amnesiac, diarrheic, and neurotoxic shellfish poisoning in
people consuming shellfish containing HAB toxins. HABs are also an economic concern
as they can lead to mass fish and shellfish mortality or the closure of industry operations
due to human health risks, devastating aquaculture and commercial fisheries (Kudela and
Gobler, 2012). Despite our growing knowledge of the ecology and causes of blooms,
which include eutrophication and nutrient loading (Heisler et al., 2008; Sellner et al.,
2003), there is still much scientists do not understand about bloom formation and the
environmental controls on specific algal species.
One of the major areas of HAB research that requires more study is how blooms
impact the overall community of prokaryotes and microbial eukaryotes, that is the
microbiome, of estuaries and rivers. Free-living, attached, and intracellular prokaryotes
associated with algae, both harmful and non-harmful, are essential to algal physiology
and growth (Buchan et al., 2014; Croft et al., 2005; Kodama et al., 2006) and aquatic
prokaryotes and eukaryotes are impacted by large blooms of any phytoplankton (Azam et
al., 1983), including those classified as harmful algae (Hattenrath-Lehmann et al., 2019;
Hattenrath-Lehmann and Gobler, 2017; Koch et al., 2014). In general, algal blooms are
hotspots of primary production and produce large amounts of organic matter,
encouraging the growth of heterotrophic microbes and the remineralization of that
organic matter (Azam et al., 1983; Buchan et al., 2014). HABs are no exception to this
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rule, but also have additional interactions with prokaryotic species; various prokaryotic
species have been found to produce algicidal compounds that impact HABs and in some
cases prokaryotes have been found to aid in the production of phycotoxins or to produce
the toxins themselves (Doucette, 1995). Additionally, many harmful algae, including
dinoflagellates, are mixotrophic, allowing them to consume prokaryotes or other
microbial eukaryotes as food (Jeong et al., 2010; Stoecker et al., 2017). The change in
estuarine microbiomes related to blooms can lead to further changes in overall estuarine
carbon and nutrient cycling as blooms consume inorganic carbon and nitrogen and
produce organic matter.
Phytoplankton blooms are common throughout many estuaries across the globe,
including in Chesapeake Bay. The York River Estuary, the 5th largest tributary to
Chesapeake Bay (Reay, 2009), experiences near annual summer blooms of HAB species
in the lower portion of the estuary (Marshall and Egerton, 2009; Reay, 2009). For more
than 50 years, those blooms were dominated by the ichthyotoxic dinoflagellate
Margalefidinium polykrikoides, formerly classified as Cochlodinium polykrikoides
(Marshall and Egerton, 2009). In 2007, a second toxic dinoflagellate Alexandrium
monilatum began to bloom after the crash of the M. polykrikoides bloom, setting up a
near-annual cycle of two consecutive HABs in the late summer and early fall (Marshall
and Egerton, 2009). Both HAB species are thought to be mixotrophic dinoflagellates that
have been associated with fish and shellfish kills in the Chesapeake Bay and elsewhere
(Anderson et al., 2012; Harding et al., 2009; Kudela and Gobler, 2012; May et al., 2010;
Mulholland et al., 2009).
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Margalefidinium polykrikoides has been studied extensively off the coast of South
Korea where it has devastated fisheries and aquaculture efforts for decades (Kudela and
Gobler, 2012), though the North American variants present on the East Coast of the
United States, including in the Chesapeake Bay, have not been as well studied (Gobler et
al., 2012; Mulholland et al., 2009). Previous studies examining the impact of M.
polykrikoides blooms on water column microbiomes have determined that M.
polykrikoides bloom communities are dominated by Gammaproteobacteria,
Rhodobacteriales, and Flavobacteriales, though those studies used a wide variety of
molecular tools to determine the members of the bloom microbiomes (HattenrathLehmann et al., 2019; Koch et al., 2014; Shin et al., 2018).
Alexandrium monilatum, a thecated dinoflagellate, has formed blooms in the
Chesapeake Bay (Marshall and Egerton, 2009) and throughout Florida and the Gulf of
Mexico (Hsia et al., 2006) leading to fish and shellfish mortalities (Espiña et al., 2016;
Hsia et al., 2006); however, it is not as widely studied as other toxic Alexandrium species
like A. tamarense and A. catenella. In fact, the bacterial assemblage associated with
blooms of A. monilatum has not previously been examined. Previous studies on blooms
dominated by members of the genus Alexandrium, including A. fundyense (now
synonymized with A. catenella) and A. tamarense, have found the associated bacterial
community to be dominated by Flavobacteriales, Rhodobacteriales, and SAR11
(Hattenrath-Lehmann and Gobler, 2017; Jasti et al., 2005; Shin et al., 2018).
Despite the previous research examining changes in microbiomes associated with
blooms, few studies have examined consecutive blooms in the same location (HattenrathLehmann and Gobler, 2017) and only a few microbiome studies have taken advantage of
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the large amount of data provided by next generation sequencing (Garcés et al., 2007).
Furthermore, past studies examining the impact of blooms on microbiomes have focused
on the bloom as a whole rather than individually examining the impact that specific
biogeochemical variables associated with the bloom have on the microbiome. To address
these remaining questions, we examined consecutive harmful algal blooms, specifically a
bloom of M. polykrikoides and a bloom of A. monilatum, as well as a mixed bloom of the
two species and a transition period between blooms, in the York River Estuary. In
addition to examining the entire and the particle-associated portion of the microbiome in
water samples with high concentrations and very low or no concentration of the blooming
organisms using next generation sequencing, this study linked changes in the abundances
of important prokaryotic and microbial eukaryotic taxa to changes in the biogeochemical
features associated with intensive blooms of algae.
3.3. Methods
3.3.1. Field Sampling
The York River Estuary receives the majority of its nutrients through runoff from
forested and agricultural land and a smaller proportion from wastewater treatment plants
(Reay, 2009). The lower portion of the estuary experiences harmful algal blooms most
years (Reay, 2009). Harmful algal blooms were sampled four times between August 1,
2017 and August 22, 2017 in the lower York River Estuary. During each sampling,
surface water samples were taken for microbial community analysis, phytoplankton cell
counts, and nutrient analyses at 6 locations: 3 replicate in-bloom patches characterized by
increased in situ chlorophyll levels and discoloration of the water and 3 replicate out-ofbloom patches characterized by lower in situ chlorophyll levels and a lack of
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discoloration in the water. In-bloom and out-of-bloom samples were confirmed based on
phytoplankton cell counts with a bloom defined as having a cell count of at least 1,000
cells/mL. YSI readings were taken at each station to record salinity, temperature, in situ
chlorophyll levels, dissolved oxygen (DO) concentrations, and turbidity.
Surface water samples for microbial community analysis were filtered
immediately through 0.22 µm Sterivex filters until 300 mL of water were filtered or the
filter clogged, whichever came first. The filters were then frozen on dry ice, brought back
to the lab, and stored at -80 oC until processing. Phytoplankton samples were taken in
four 120 mL sterile bottles. One bottle was immediately fixed by adding 1 mL of Lugol’s
iodine fixative for visual analysis, the other three were brought back to the lab where 50100 mL of the sample, depending on the concentration of chlorophyll noted in the field,
were filtered onto 3 µm Isopore™ membrane filters (Millipore Corp., Darmstadt,
Germany) and stored at -20 oC until processing. Samples for nutrient analysis, including
dissolved nitrate/nitrite (NOx), dissolved ammonium (NH4), dissolved organic nitrogen
(DON), and dissolved organic carbon (DOC) were brought back to the lab and frozen
until analysis after being filtered through 0.45 µm PES cartridge filters. Ammonium and
NOx concentrations were measured using a Latchat QuikChem FIA+ 8000 in duplicate
(detection limits: 0.2 µM nitrate and nitrite, 0.36 µM ammonium). DON was also run on
the Latchat using a persulfate reduction method. DOC samples were analyzed using a
Shimadzu TOC-Vcsn analyzer. Samples for dissolved inorganic carbon (DIC) were
placed in Exetainer tubes and spiked with a 10x dilution of saturated mercuric chloride
solution in the field. All DIC samples were run on an Apollo SciTech AS-C3 DIC
analyzer mated with a Licor LI-7000 CO2/H2O analyzer. Samples for active chlorophyll
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were collected in the field and filtered on GF/F filters before being frozen prior to
analysis. Chlorophyll was extracted with a DMSO/acetone solution and run on a Turner
10-AU fluorometer.
3.3.2. Microbial Community Analysis
DNA was extracted from the 0.22 µm and 3 µm filters using the QIAamp DNA
Stool Kit (Qiagen) following the manufacturer’s protocol modified to increase cell lysis
with a 95 oC incubation step and the use of an additional 50 µL of Proteinase K.
Extracted DNA from both filters was amplified using the primers 515F-Y and 926R
(Parada et al., 2016) which are designed to amplify both 16S and 18S rRNA gene
fragments, allowing both prokaryotic and eukaryotic microbes in the collected samples to
be examined. The PCR program included a 95 oC step for 3 minutes followed by 30
cycles of 95 oC for 30s, 55 oC for 1 minute and 72 oC for 1 minute with a final 5 minute
step at 72 oC. All PCR reactions consisted of 12.5 µL of GoTaq Master Mix (Promega), 1
µL of each primer (10 mM), and 1ng of DNA with the rest of the 25 µL reaction made up
of water. Amplified genes were indexed using a Nextera XT index primer kit and cleaned
using a Mag-Bind Total Pure NGS Kit (Omega) and manufacturer protocols before being
sequenced on an Illumina MiSeq.
The concentration of the targeted HAB species present in the samples was
determined with TaqMan quantitative PCR assays using DNA extracted from the 3 µm
filters following the qPCR protocols described in Vandersea et al. (2017) and Wolny et
al. (2020) for A. monilatum and M. polykrikoides, respectively. Samples were run in
triplicate and concentrations were calculated as genomes mL-1 based on standard curves
from microscopic cell counts, assuming an average of one genome per cell, of in vitro
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cultures assumed to be growing asexually that are maintained at the Virginia Institute of
Marine Science (VIMS).
All bioinformatic and statistical analyses were performed using R version 4.0.3 (R
Core Team, 2018) and figures were made using ggplot2 (Wickham, 2016). Microbial
rRNA sequences, excluding chloroplast and mitochondrial sequences, that passed quality
control and chimera checks were trimmed and identified using SILVA version 132
(Yilmaz et al., 2014) and the DADA2 package (Callahan et al., 2016). Amplicon
sequence variants (ASVs) that were not present in at least three samples, accounting for
the three replicate in- and out-of-bloom samples at each timepoint, were not included in
analysis. Microbial community data was analyzed using the phyloseq package
(McMurdie and Holmes, 2013) including principle component analyses (PCoA) and
heatmap analysis. Replicates were combined for the heatmap analysis using the
phylosmith package (Smith, 2019). PERMANOVA tests were run on data that was
homogeneously dispersed, based on the betadispr function in the vegan package
(Oksanen et al., 2018), using the adonis function in vegan and a Bray-Curtis distance
matrix calculated with phyloseq. Spearman correlations between the relative abundance
of taxa and concentrations of NOx, NH4, DON, DIC, and DOC were calculated using the
microbiomeSeq package (Ssekagiri et al., 2017) with p-values adjusted for multiple
comparisons following the Benjamin and Hochberg method.
3.4. Results
3.4.1. Bloom and Environmental Conditions
Triplicate samples from in-bloom patches and from out-of-bloom patches were
collected once a week from Aug. 1 through Aug. 22 during the 2017 harmful algal bloom
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(HAB) cycle. The first week of the bloom cycle had cells belonging to both HAB species,
Margalefidinium polykrikoides and Alexandrium monilatum. During this week, the inbloom average of M. polykrikoides was 13,177 (± 5,514, standard error) and of A.
monilatum was 4,118 (± 2,581) genomes mL-1, an equivalent for cells mL-1 depending on
the reproductive stage of the algal cells, while the out-of-bloom samples had less than
100 genomes mL-1 of either species (Table 1). This first bloom week was designated as a
mixed bloom (MIX) due to the presence of both species. The second week of the bloom
cycle was dominated by M. polykrikoides with in-bloom cell counts averaging 37,200
(±6,604) while A. monilatum cell counts were an average of 249 (±67) in the in-bloom
samples; this week was designated an M. polykrikoides bloom (MARG). In the third
week of the bloom cycle, M. polykrikoides cells were an average of 1 genome mL-1 and
A. monilatum cells were increasing slightly with an average of 3,907 (±1,877) genomes
mL-1 in in-bloom samples; this week was designated the transition week (TRAN) as the
HAB was transitioning from an M. polykrikoides dominated to an A. monilatum
dominated bloom. By the fourth sampling A. monilatum cells were an average of 220,129
(±41,618) genomes mL-1 in the in-bloom samples (Table 1); this week was designated an
A. monilatum bloom (ALEX).
Active chlorophyll was higher in in-bloom patches than in out-of-bloom patches
for every week of the bloom cycle, though to a lesser degree in TRAN. The highest active
chlorophyll was found during MARG (Table 1). NOx, NH4, and DON were generally
lower in out-of-bloom patches, though to a small degree in most weeks (Table 1). NOx
and NH4 were highest in TRAN in the in-bloom samples, and DON was highest in MIX
in-bloom samples, followed by the MARG in-bloom samples (Table 1). DIC was fairly
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consistent across the weeks, with the exception of a decreased concentration in the inbloom MIX samples; in all weeks but TRAN, DIC was slightly lower in the in-bloom
samples (Table 1). DOC was higher in in-bloom patches than in out-of-bloom patches,
especially during MIX and MARG (Table 1).
3.4.2. Changes in the Estuarine Microbiome
Sequencing was performed on 16S and 18S rRNA gene fragments amplified from
DNA from the 0.22 µm filters and 3 µm filters (Table 2). The DNA extracted from the
0.22 µm filters was used to examine the whole microbiome, including prokaryotes and
eukaryotes. The microbiome was dominated by prokaryotes except for the ones collected
from the in-bloom samples during MIX and ALEX. Alpha diversity was lower in inbloom samples compared to the out-of-bloom samples for all weeks except for TRAN,
where there was no difference in alpha diversity (Table 3). The blooming species of
dinoflagellate dominated the microbiome for MIX and ALEX in-bloom samples (Figure
1). M. polykrikoides was one of the dominating taxa in the MARG in-bloom samples,
which were co-dominated by Flavobacteriales and Opitutales (Figure 1). The in-bloom
samples for MIX, MARG, and ALEX bloom weeks had a different microbiome structure
than their corresponding out-of-bloom samples, whereas the TRAN in- and out-of-bloom
samples were similar (Figure 1). All out-of-bloom and TRAN in-bloom samples had
similar microbiome structures and were dominated by cyanobacteria (Synechococcales),
followed by taxa from the SAR11 clade, Flavobacteriales, and Rhodobacterales (Figure
1).
Beta diversity of the microbiome changed depending on both bloom condition
and patch (in-bloom vs out-of-bloom samples) (Figure 2). Patterns were the same in the
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whole community and the particle-associated fraction when considering prokaryotes and
eukaryotes together with all out-of-bloom samples clustering with the TRAN in-bloom
samples while in-bloom samples from MIX, MARG, and ALEX separated out from the
out-of-bloom cluster and from each other (Figures 2A & 2C). In-bloom samples from
MIX, which contained both M. polykrikoides and A. monilatum cells, fell between the
clustered in-bloom samples from MARG and ALEX (Figures 2A & 2C). A
PERMANOVA test (F=2.3133, p=0.004) confirmed that bloom condition (MIX, MARG,
ALEX, TRAN) was a significant factor driving the difference in the whole community,
though the effect of patch (in-bloom vs. out-of-bloom) on the whole community was
unable to be tested using a PERMANOVA, as was any factor on the particle-associated
fraction, due to a lack of homogeneously dispersed data.
When only the prokaryotic portion of the microbiome was considered, the
patterns in beta diversity differed between the whole community and the particleassociated fraction (Figure 2B & 2D). In the whole community, there were three distinct
clusters with MARG in-bloom samples and one out-of-bloom sample separating out from
both the MIX in- and out-of-bloom samples and a cluster containing the rest of the
MARG out-of-bloom samples along with in- and out-of-bloom samples from ALEX and
TRAN (Figure 2B). Unlike when eukaryotes were considered along with the prokaryotes,
ALEX in-bloom samples no longer showed a separation from the TRAN and out-ofbloom samples in the whole community. A PERMANOVA test confirmed that both
bloom condition (MIX, MARG, ALEX, TRAN) (F=2.4942, p=0.003) and patch (inbloom vs out-of-bloom) (F=5.5722, p=0.001) were significant factors contributing to the
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difference in beta diversity observed in the prokaryotic portion of the microbiome in the
whole community samples.
In the particle-associated fraction, the ALEX in-bloom samples clustered with the
MIX in-bloom samples away from the out-of-bloom samples and TRAN samples (Figure
2D). The MARG in-bloom samples separated out from both the ALEX and MIX inbloom samples and the out-of-bloom/TRAN sample cluster (Figure 2D). Therefore,
prokaryotes associated with particles, and with the algal species themselves, responded
differently than the overall prokaryotic community, especially during MIX and ALEX.
The data considering prokaryotes in the particle-associated fraction was not
homogeneously distributed, so no PERMANOVA test could be performed.
Synechococcales, an order of cyanobacteria, was the dominant prokaryotic group
in both the whole community and the particle-associated fraction for all out-of-bloom
samples and TRAN and MIX in-bloom samples (Figure 3). SAR11 clade prokaryotes
were highly abundant in the whole community for all samples, but were not abundant in
the particle-associated fraction except for the ALEX in-bloom samples and one MIX inbloom sample (Figure 3). Flavobacteriales was also higher in abundance in the whole
community than in the particle-associated community, with the exception of samples
where M. polykrikoides was present; in MARG in-bloom samples, and one out-of-bloom
sample, as well as in one of the MIX in-bloom samples Flavobacteriales was the
dominant member of the prokaryotic community in both the whole community and the
particle-associated fraction (Figure 3). Opitutales was present in all in-bloom samples,
especially in the whole community, though it was in highest abundance in MARG in-
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bloom samples (Figure 3). In one sample, an ALEX out-of-bloom, the prokaryotic
community was dominated by Vibrionales (Figure 3).
3.4.3. Particle-associated Prokaryotes
Differences between observed patterns in prokaryotic beta diversity in the
particle-associated fraction and the whole community, especially during ALEX, show
that the algae themselves, or particles or aggregates present in the water column, have a
different microbiome structure than the overall microbiome in the estuarine water
column. A heatmap based on the relative abundance of prokaryotes, with triplicates
averaged together, was used to identify prokaryotes associated with the different bloom
conditions and patches (Figure 4). One ALEX in-bloom particle-associated sample was
highly dominated by A. monilatum, with it making up almost 80% of the sequences.
Because the prokaryotic sequences made up less than 25% of the total number of
sequences, this sample was removed from the heatmap analysis of the prokaryotic
community.
The heatmap analysis showed that different prokaryotes were associated with inand out-of-bloom samples, as well as with in-bloom samples dominated by different algal
species (Figure 4). Synechococcales was highest in abundance across the prokaryotic
community and was associated with out-of-bloom samples and TRAN in-bloom samples
(Figure 4). Several prokaryotic orders, including Rhodobacterales and Flavobacteriales,
were associated with in-bloom samples during bloom weeks with high concentrations of
algal cells, i.e. MIX, MARG, and ALEX; Flavobacteriales was strongly associated with
the in-bloom samples from MARG (Figure 4). Opitutales was also associated with M.
polykrikoides, and was present in the MIX and MARG weeks, especially the in-bloom
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samples. Vibrionales, on the other hand, was associated with out-of-bloom samples,
especially during ALEX. A. monilatum appears to have a unique group of prokaryotes
associated with it that were only present in high abundances in ALEX and MIX in-bloom
samples when A. monilatum was present. Those prokaryotes belonged to the SAR11
clade, Holosporales, Puniceispirillales, and Nitrosopumilales (Figure 4).
3.4.4. Associations between Microbial Taxa and Environmental Characteristics
Spearman correlations were used to determine which microbial orders in each
week of the bloom, combining in- and out-of-bloom samples, were associated with
concentrations of DOC, DIC, DON, NOx, and NH4 (Figure 5). The order Gymnodiniales,
which includes M. polykrikoides, was negatively correlated with DIC in all weeks except
TRAN and positively correlated with DOC, DON, NOx, and NH4, though it was only
significantly correlated with NH4 during ALEX; since M. polykrikoides itself had a very
low cell count during ALEX, it is likely this correlation was due to other dinoflagellate
species in the same order (Figure 5). Gonyaulacales, which includes A. monilatum, was
negatively correlated with DIC in the MIX and ALEX bloom weeks; the order was
positively correlated with DOC, DON, NOx, and NH4, in MIX, TRAN, and ALEX weeks
with a significant positive correlation with NOx and NH4 in the MIX bloom week (Figure
5). Peridiniphycidae, an order of dinoflagellates which co-occurred with M.
polykrikoides, had significant positive correlations with DIC in the MIX bloom week and
DOC and DON in the MARG bloom week; it also had significant negative correlations
with DOC and DON in the MIX bloom week (Figure 5).
Prokaryotic autotrophs belonging to the order Synechococcales had significant
positive and negative correlations during MIX with DIC and DOC, respectively (Figure

68

5). The majority of prokaryotic orders were comprised of heterotrophic bacteria which
generally followed a similar pattern of strong positive correlations with DIC throughout
MIX, MARG, and ALEX, with weaker correlations present in TRAN (Figure 5). The
majority of heterotrophic prokaryotic orders also had strong negative correlations with
DOC and DON and weak correlations with NOx and NH4 (Figure 5). There were,
however, exceptions to this pattern. Flavobacteriales had positive correlations with NOx,
NH4, DOC, and DON during MARG and TRAN, and weak negative correlations with
DOC, DON, and NOx and a significant negative correlation with NH4 during MIX and
ALEX (Figure 5). Nitrosopumilales, an order of ammonium oxidizing archaea, had a
significant positive relationship with NOx and a strong positive relationship with NH4
during TRAN (Figure 5).
3.5. Discussion
The blooms dominated by M. polykrikoides and A. monilatum changed the overall
microbiome present in the surface water of the York River Estuary. Four distinct
microbiome compositions were observed during the 2017 York River harmful algal
bloom cycle, one when no large dinoflagellate bloom was present (i.e. during TRAN and
in the out-of-bloom samples), one when M. polykrikoides was dominant, one when A.
monilatum was dominant, and one when the bloom was dominated by a mix of M.
polykrikoides and A. monilatum. Blooms of the two different HAB species had similar
impacts on the overall prokaryotic and microbial eukaryotic communities, including a
switch from prokaryotic dominated primary production performed by cyanobacteria to
eukaryotic primary production dominated by the dinoflagellate species in the in-bloom
samples. A decrease in cyanobacteria during M. polykrikoides blooms has been seen
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previously in other estuaries (Koch et al., 2014). Cyanobacteria were also present in the
particle-associated fraction in high abundance for all samples except for MARG and
ALEX in-bloom samples where they were present in a lower abundance, despite being
too small for the 3µm filter to capture if they were free-living. Cyanobacteria have been
observed previously in particle-associated fractions in association with M. polykrikoides
blooms which could imply attachment or the consumption of cyanobacteria by the
mixotrophic dinoflagellate species (Hattenrath-Lehmann et al., 2019; Jeong et al., 2010).
All in-bloom samples during bloom weeks (excluding TRAN) also had a decreased alpha
diversity, a trend that has been previously reported in studies of HAB associated
microbiomes (Hattenrath-Lehmann et al., 2019). However, blooms of M. polykrikoides
and A. monilatum, and the mix of the two algal species, resulted in different microbiomes
and appear to drive those community changes in different ways.
Prokaryotic communities in the MARG in-bloom samples were different from
out-of-bloom samples as well as from the in-bloom samples during MIX and ALEX in
both the whole community filter (0.22 µm) and the particle-associated filter (3 µm). The
changes in prokaryotic communities appear to be linked to DOC produced by M.
polykrikoides. During MIX and MARG, the highest concentrations of DOC were
observed in the in-bloom samples, despite having lower concentrations of algae than
ALEX in-bloom samples. In addition, the bacterial taxa with increased abundances in the
whole community during MARG, Flavobacteriales and Opitutales, had positive
correlations with DOC during MARG and TRAN. Flavobacteriales and Opitutales, as
well as Rhodobacterales, were associated with in-bloom samples, especially during
MARG, in the particle-associated fraction. The increase in Rhodobacterales and
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Flavobacteriales during blooms of M. polykrikoides and other harmful algal species has
been seen previously (Hattenrath-Lehmann et al., 2019; Hattenrath-Lehmann and Gobler,
2017; Koch et al., 2014).
Heterotrophic bacteria, like Flavobacteriales, remineralize the excess DOC
produced by the large concentration of algae (Azam et al., 1983). The higher increase in
DOC in in-bloom samples when M. polykrikoides is present, despite the lower cell counts
present in the M. polykrikoides bloom, combined with the increase in heterotrophic
bacteria during MIX and MARG, implies that M. polykrikoides releases more DOC than
A. monilatum, leading to a greater impact on the overall prokaryotic community. M.
polykrikoides is an athecated dinoflagellate and lyses more easily than the thecated A.
monilatum (data not shown), likely leading to more cell lysis in the water column and
increasing the release of DOC into surface water.
Unlike M. polykrikoides, A. monilatum did not impact the overall prokaryotic
community when the whole community was considered, but did have a strong impact on
the prokaryotic community in the particle-associated fraction. This is the first report of
microbiomes present in an A. monilatum bloom, though previous studies on other
Alexandrium species including A. minutum, A. tamarense, and A. catenella, have been
performed using a variety of molecular tools (Garcés et al., 2007). The previous studies
have seen increases in Flavobacteriales, Rhodobacterales, SAR11, Altermonadaceae, and
Oceanospirillales during Alexandrium sp. blooms (Garcés et al., 2007; HattenrathLehmann et al., 2019; Hattenrath-Lehmann and Gobler, 2017; Jasti et al., 2005). While
Flavobacteriales and Rhodobacterales had associations with every in-bloom sample in
the particle-associated fraction and were present in all collected samples, they were more
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strongly associated with M. polykrikoides than A. monilatum. Since A. monilatum did not
have a different prokaryotic community structure in the whole community, there was not
a large overall increase of any heterotrophic prokaryotes during ALEX. Instead, A.
monilatum appears to selectively drive prokaryotic associations in the particle-associated
fraction of the microbiomes, with both the MIX in-bloom and ALEX in-bloom samples
grouping together in the particle-associated fraction.
There were several specific associations seen in the particle-associated fraction
that were only present for ALEX and, to a lesser degree, MIX in-bloom samples where A.
monilatum was present. Associations of other species in the Alexandrium genus with
Alphaproteobacteria in general and the SAR11 clade in particular have been previously
reported (Garcés et al., 2007; Hattenrath-Lehmann and Gobler, 2017; Jasti et al., 2005;
Shin et al., 2018) so the association of SAR11, Holosporales, and Puniceispirillales with
A. monilatum is no surprise. Associations between Alexandrium species and the
ammonium oxidizing archaea Nitrosopumilales have not been previously reported,
though this could be due to the methods used in previous studies, many of which looked
for specific bacterial lineages predicted to be associated with algal blooms (Garcés et al.,
2007). The relative abundance of Nitrosopumilales was also correlated with NOx
concentrations, especially during TRAN when concentrations of NOx were highest;
Nitrosopumilales could have played an important role in the availability of different
nitrogen species while the A. monilatum bloom was developing. The close association
between A. monilatum and the above-mentioned taxa could indicate that these
prokaryotes perform important roles in A. monilatum’s lifecycle and physiology or that
these prokaryotes are better able to use extracellular material produced by A. monilatum;
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both possibilities require further research to better understand A. monilatum and its bloom
forming tendencies but were outside the scope of this study.
When considering the overall impact of HABs on estuarine systems, it is
important to include not only the effect of toxins produced by the HABs, but also the
effect of the localized increase in primary production. The introduction of high
concentrations of organic matter to the estuarine system is expected to encourage the
growth of heterotrophic bacteria (Azam et al., 1983). This was indeed the case with the
bloom dominated by M. polykrikoides, but not for the bloom dominated by A. monilatum.
The disparity in microbiome responses between these different species appears to be
linked to the amount of DOC produced by the species and the responses of prokaryotes to
that DOC. Since the M. polykrikoides bloom appears to produce a greater amount of
DOC, despite having a lower cell count, and was closely tied to the increase in
heterotrophic bacteria, blooms of this species are more likely to impact overall estuarine
carbon cycling and lead to hypoxic or anoxic events than blooms of A. monilatum. Often,
all phytoplankton blooms or all HABs are considered to impact the environment
similarly. However, this study shows that this is not always the case and that blooms of
different species can affect the microbiome of a system in different ways, likely changing
the impact of these blooms on estuarine carbon and nitrogen cycling.
3.6. Conclusion
This study was not only the first to examine the microbiome of blooms dominated
by the harmful algae A. monilatum, but also one of the few studies to identify changes in
estuarine microbiomes associated with consecutive algal blooms. By examining both
algal blooms, and the transition period in-between the blooms, this study was able to
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observe differential changes in the microbiomes between the two blooms, and observe
the changes in microbial response to the presence or absence of blooming organisms.
Furthermore, by comparing the relative abundance of microbes to biogeochemical
characteristics that change throughout the blooms, more information on how algal blooms
and the associated microbiomes relate to nutrient cycles in estuaries was obtained.
Overall, the two blooms of dinoflagellates led to changes in the estuarine
microbiome, impacting both eukaryotic and prokaryotic microorganisms. The bloom
dominated by M. polykrikoides was characterized by increased DOC concentrations and a
large increase in the relative abundance of heterotrophic prokaryotes, while the larger
bloom dominated by A. monilatum had almost no impact on the overall prokaryotic
community but instead appears to have a selective, closely associated group of
prokaryotes found in the particle-associated fraction. This study illustrates the impact
large algal blooms can have on the estuarine ecosystem, while emphasizing the need to
examine blooms of different algal species individually and to consider the impact of
changing estuarine biogeochemistry related to large algal blooms on the overall
microbiome and biogeochemical cycling of the estuarine water column.
3.7. Acknowledgements
I would like to thank Hunter Walker, Stephanie Wilson, Shanna Williamson, and
Mark Brush for assistance in the field, and Gail Scott, Alanna Macintyre, Clara Robison,
and William Jones for their assistance in the lab. Funding for this study was provided by
the National Science Foundation [OCE 1737258] and the National Oceanographic and
Atmospheric Administration [ECOHAB NA17NOS4780182].

74

3.8. References
Anderson, D.M., Alpermann, T.J., Cembella, A.D., Collos, Y., Masseret, E., Montresor,
M., 2012. The globally distributed genus Alexandrium: Multifaceted roles in marine
ecosystems and impacts on human health. Harmful Algae 14, 10–35.
https://doi.org/10.1016/j.hal.2011.10.012
Azam, F., Fenchel, T., Field, J., Gray, J., Meyer-Reil, L., Thingstad, F., 1983. The
ecological role of water-column microbes in the sea. Mar. Ecol. Prog. Ser. 10, 257–
263. https://doi.org/10.3354/meps010257
Buchan, A., LeCleir, G.R., Gulvik, C.A., González, J.M., 2014. Master recyclers:
Features and functions of bacteria associated with phytoplankton blooms. Nat. Rev.
Microbiol. 12, 686–698. https://doi.org/10.1038/nrmicro3326
Callahan, B.J., Mcmurdie, P.J., Rosen, M.J., Han, A.W., Johnson, A.J.A., Holmes, S.P.,
2016. DADA2: High resolution sample inference from Illumina amplicon data. Nat.
Methods 13, 581–583. https://doi.org/10.1038/nmeth.3869.DADA2
Croft, M.T., Lawrence, A.D., Raux-Deery, E., Warren, M.J., Smith, A.G., 2005. Algae
acquire vitamin B12 through a symbiotic relationship with bacteria. Nature 438, 90–
93. https://doi.org/10.1038/nature04056
Doucette, G., 1995. Interactions between bacteria and harmful algae: A review. Nat.
Toxins 3, 65–74.
Espiña, B., Cagide, E., Louzao, M.C., Vilariño, N., Vieytes, M.R., Takeda, Y., Sasaki,
M., Botana, L.M., 2016. Cytotoxicity of goniodomin A and B in non contractile
cells. Toxicol. Lett. 250–251, 10–20. https://doi.org/10.1016/j.toxlet.2016.04.001

75

Garcés, E., Vila, M., Reñé, A., Alonso-Sáez, L., Anglès, S., Lugliè, A., Masó, M., Gasol,
J.M., 2007. Natural bacterioplankton assemblage composition during blooms of
Alexandrium spp. (Dinophyceae) in NW Mediterranean coastal waters. Aquat.
Microb. Ecol. 46, 55–70. https://doi.org/10.3354/ame046055
Gobler, C.J., Burson, A., Koch, F., Tang, Y., Mulholland, M.R., 2012. The role of
nitrogenous nutrients in the occurrence of harmful algal blooms caused by
Cochlodinium polykrikoides in New York estuaries (USA). Harmful Algae 17, 64–
74. https://doi.org/10.1016/j.hal.2012.03.001
Harding, J.M., Mann, R., Moeller, P., Hsia, M.S., 2009. Mortality of the Veined Rapa
Whelk, Rapana venosa, in Relation to a Bloom of Alexandrium monilatum in the
York River, United States. J. Shellfish Res. 28, 363–367.
https://doi.org/10.2983/035.028.0219
Hattenrath-Lehmann, T.K., Gobler, C.J., 2017. Identification of unique microbiomes
associated with harmful algal blooms caused by Alexandrium fundyense and
Dinophysis acuminata. Harmful Algae 68, 17–30.
https://doi.org/10.1016/j.hal.2017.07.003
Hattenrath-Lehmann, T.K., Jankowiak, J., Koch, F., Gobler, C.J., 2019. Prokaryotic and
eukaryotic microbiomes associated with blooms of the ichthyotoxic dinoflagellate
Cochlodinium (Margalefidinium) polykrikoides in New York, USA, estuaries. PLoS
One 14, 1–26. https://doi.org/10.1371/journal.pone.0223067
Heisler, J., Glibert, P.M., Burkholder, J.M., Anderson, D.M., Cochlan, W., Dennison,
W.C., Dortch, Q., Gobler, C.J., Heil, C.A., Humphries, E., Lewitus, A., Magnien,

76

R., Marshall, H.G., Sellner, K., Stockwell, D.A., Stoecker, D.K., Suddleson, M.,
2008. Eutrophication and harmful algal blooms: A scientific consensus. Harmful
Algae 8, 3–13. https://doi.org/10.1016/j.hal.2008.08.006
Hsia, M.H., Morton, S.L., Smith, L.L., Beauchesne, K.R., Huncik, K.M., Moeller,
P.D.R., 2006. Production of goniodomin A by the planktonic, chain-forming
dinoflagellate Alexandrium monilatum (Howell) Balech isolated from the Gulf Coast
of the United States. Harmful Algae 5, 290–299.
https://doi.org/10.1016/j.hal.2005.08.004
Jasti, S., Sieracki, M.E., Poulton, N.J., Giewat, M.W., Rooney-Varga, J.N., 2005.
Phylogenetic diversity and specificity of bacteria closely associated with
Alexandrium spp. and other phytoplankton. Appl. Environ. Microbiol. 71, 3483–
3494. https://doi.org/10.1128/AEM.71.7.3483-3494.2005
Jeong, H.J., Yoo, Y. Du, Kim, J.S., Seong, K.A., Kang, N.S., Kim, T.H., 2010. Growth,
feeding and ecological roles of the mixotrophic and heterotrophic dinoflagellates in
marine planktonic food webs. Ocean Sci. J. 45, 65–91.
https://doi.org/10.1007/s12601-010-0007-2
Koch, F., Burson, A., Tang, Y.Z., Collier, J.L., Fisher, N.S., Sañudo-Wilhelmy, S.,
Gobler, C.J., 2014. Alteration of plankton communities and biogeochemical cycles
by harmful Cochlodinium polykrikoides (Dinophyceae) blooms. Harmful Algae 33,
41–54. https://doi.org/10.1016/j.hal.2014.01.003
Kodama, M., Doucette, G.J., Green, D.H., 2006. Relationships between bacteria and
harmful algae, in: Graneli, E., Turner, J.T. (Eds.), Ecology of Harmful Algae.

77

Springer, New York, pp. 243–255.
Kudela, R.M., Gobler, C.J., 2012. Harmful dinoflagellate blooms caused by
Cochlodinium sp.: Global expansion and ecological strategies facilitating bloom
formation. Harmful Algae 14, 71–86. https://doi.org/10.1016/j.hal.2011.10.015
Marshall, H.G., Egerton, T.A., 2009. Phytoplankton blooms: Their occurence and
composition within Virginia’s tidal tributaries. Va. J. Sci. 60, 149–164.
May, S.P., Burkholder, J.A.M., Shumway, S.E., Hégaret, H., Wikfors, G.H., Frank, D.,
2010. Effects of the toxic dinoflagellate Alexandrium monilatum on survival,
grazing and behavioral response of three ecologically important bivalve molluscs.
Harmful Algae 9, 281–293. https://doi.org/10.1016/j.hal.2009.11.005
McMurdie, P.J., Holmes, S., 2013. Phyloseq: An R package for reproducible interactive
analysis and graphics of microbiome census data. PLoS One 8.
https://doi.org/10.1371/journal.pone.0061217
Mulholland, M.R., Morse, R.E., Boneillo, G.E., Bernhardt, P.W., Filippino, K.C.,
Procise, L.A., Blanco-Garcia, J.L., Marshall, H.G., Egerton, T.A., Hunley, W.S.,
Moore, K.A., Berry, D.L., Gobler, C.J., 2009. Understanding causes and impacts of
the dinoflagellate, Cochlodinium polykrikoides, blooms in the Chesapeake Bay.
Estuaries and Coasts 32, 734–747. https://doi.org/10.1007/s12237-009-9169-5
Oksanen, J., Blanchet, F.G., Friendly, M., Kindt, R., Legendre, P., McGlinn, D., Minchin,
P.R., O’Hara, R.B., Simpson, G.L., Solymos, P., Stevens, M.H.H., Szoecs, E.,
Wagner, H., 2018. vegan: Community ecology package.
Parada, A.E., Needham, D.M., Fuhrman, J.A., 2016. Every base matters: Assessing small

78

subunit rRNA primers for marine microbiomes with mock communities, time series
and global field samples. Environ. Microbiol. 18, 1403–1414.
https://doi.org/10.1111/1462-2920.13023
R Core Team, 2018. R: A language and environment for statistical computing.
Reay, W.G., 2009. Water quality within the York River Estuary. J. Coast. Res. 10057,
23–39. https://doi.org/10.2112/1551-5036-57.sp1.23
Sellner, K.G., Doucette, G.J., Kirkpatrick, G.J., 2003. Harmful algal blooms: Causes,
impacts and detection. J. Ind. Microbiol. Biotechnol. 30, 383–406.
https://doi.org/10.1007/s10295-003-0074-9
Shin, H., Lee, E., Shin, J., Ko, S.R., Oh, H.S., Ahn, C.Y., Oh, H.M., Cho, B.K., Cho, S.,
2018. Elucidation of the bacterial communities associated with the harmful
microalgae Alexandrium tamarense and Cochlodinium polykrikoides using nanopore
sequencing. Sci. Rep. 8, 4–11. https://doi.org/10.1038/s41598-018-23634-6
Smith, S., 2019. phylosmith: an R-package for reproducible and efficient microbiome
analysis with phyloseq-objects. J. Open Source Softw. 4, 1442.
https://doi.org/10.21105/joss.01442
Ssekagiri, A., Sloan, W.T., Ijaz, U.Z., 2017. microbiomeSeq: An R package for analysis
of microbial communities in an environmental context, in: ISCB Africa ASBCB
Conference. https://doi.org/10.13140/RG.2.2.17108.71047
Stoecker, D.K., Hansen P.J., Caron, D.A., Mitra, A., 2017. Mixotrophy in the marine
plankton. Annu. Rev. Mar. Sci. 9, 311-335.
Vandersea, M.W., Kibler, S.R., Van Sant, S.B., Tester, P.A., Sullivan, K., Eckert, G.,

79

Cammarata, C., Reece, K., Scott, G., Place, A., Holderied, K., Hondolero, D.,
Litaker, R.W., 2017. qPCR assays for Alexandrium fundyense and A. ostenfeldii
(Dinophyceae) identified from Alaskan waters and a review of species-specific
Alexandrium molecular assays. Phycologia 56, 303–320. https://doi.org/10.2216/1641.1.qPCR
Wickham, H., 2016. ggplot2: Elegant graphics for data analysis.
Wolny, J.L., Tomlinson, M.C., Schollaert Uz, S., Egerton, T.A., McKay, J.R., Meredith,
A., Reece, K.S., Scott, G.P., Stumpf, R.P., 2020. Current and future remote sensing
of harmful algal blooms in the Chesapeake Bay to support the shellfish industry.
Front. Mar. Sci. 7, 1–16. https://doi.org/10.3389/fmars.2020.00337
Yilmaz, P., Parfrey, L.W., Yarza, P., Gerken, J., Pruesse, E., Quast, C., Schweer, T.,
Peplies, J., Ludwig, W., Glöckner, F.O., 2014. The SILVA and “all-species Living
Tree Project (LTP)” taxonomic frameworks. Nucleic Acids Res. 42, 643–648.
https://doi.org/10.1093/nar/gkt1209

80

3.9. Tables
Table 1. Environmental characteristics of surface water collected in and out of harmful algal bloom patches in August 2017 in the
York River. Bloom describes the bloom condition (MIX: mix of M. polykrikoides and A. monilatum; MARG: bloom dominated by M.
polykrikoides; TRAN: transition between blooms; ALEX: bloom dominated by A. monilatum) at the time of collection. Patch refers to
in-bloom (IN) versus out-of-bloom (OUT) samples. All variables are averages of three replicates (standard error) including: a count of
Margalefidinium polykrikoides cells determined by qPCR (Marge Count), a count of Alexandrium monilatum cells determined by
qPCR (Alex Count), active chlorophyll a extracted from filtered water (Active chl a), water temperature (Temp), dissolved inorganic
nitrogen concentrations including nitrate/nitrite (NOx) and ammonium (NH4), dissolved organic nitrogen (DON), dissolved inorganic
carbon (DIC), and dissolved organic carbon (DOC).
Date

Bloom

Patch

Marge Count
(genomes/mL)

Alex Count
(genomes/mL)

Active chl a
(µg/L)

Temp (oC)

NOx
(µM)

NH4
(µM)

DON
(µM)

DIC
(mM)

DOC
(µM)

8/1/17
8/1/17
8/9/17
8/9/17
8/16/17
8/16/17
8/22/17
8/22/17

MIX
MIX
MARG
MARG
TRAN
TRAN
ALEX
ALEX

IN
OUT
IN
OUT
IN
OUT
IN
OUT

13,177 (5,514)
22 (11)
37,200 (6,604)
1 (0)
1 (0)
1 (0)
1 (0)
0 (0)

4,118 (2,581)
27 (3)
249 (67)
18 (13)
3,907 (1,877)
1 (0)
220,129 (41,618)
394 (358)

109.6 (39.8)
10.4 (2.5)
247.9 (27.0)
9.0 (1.7)
20.7 (5.7)
6.8 (0.2)
171.7 (17.6)
10.7 (2.5)

27.4 (0.3)
27.3 (0.2)
26.9 (0.2)
26.2 (0.2)
27.6 (0.2)
27.7 (0.1)
29.0 (0.2)
28.4 (0.3)

1.1 (0.7)
0.3 (0.0)
0.3 (0.0)
0.3 (0.0)
2.9 (0.4)
0.6 (0.1)
1.1 (0.3)
0.7 (0.2)

1.3 (0.7)
0.3 (0.1)
0.3 (0.1)
0.1 (0.1)
1.7 (0.6)
0.2 (0.0)
0.4 (0.0)
0.3 (0.0)

85.2 (36.5)
16.4 (1.0)
46.2 (5.0)
23.2 (0.7)
25.2 (0.9)
22.4 (0.1)
29.8 (3.5)
22.1 (1.6)

1.3 (0.1)
1.6 (0.0)
1.6 (0.0)
1.7 (0.0)
1.6 (0.0)
1.6 (0.0)
1.5 (0.0)
1.6 (0.0)

1,182.7 (427.6)
231.5 (9.0)
750.9 (62.2)
317.5 (8.3)
360.9 (2.8)
302.4 (27.7)
419.1 (36.3)
317.0 (40.0)
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Table 2. The number of sequences obtained from Illumina sequencing for each sample.
Bloom describes the bloom condition (MIX: mix of M. polykrikoides and A. monilatum;
MARG: bloom dominated by M. polykrikoides; TRAN: transition between blooms;
ALEX: bloom dominated by A. monilatum) at the time of collection. Patch refers to inbloom (IN) versus out-of-bloom (OUT) patches. Filter describes the filter size for each
sample with the 0.22 µm filter representing the whole community and the 3 µm filter
representing the particle-associated fraction. Original is the original number of raw
sequence reads. Post Filtering is the number of sequence reads after quality control and
trimming. Final is the number of sequence reads after denoising and chimera checks.
Date

Bloom

Patch

Filter

Original

Post Filtering

Final

8/1/17

MIX

IN

0.22

69,423

63,922

62,410

8/1/17

MIX

IN

0.22

57,738

51,545

50,702

8/1/17

MIX

IN

0.22

62,880

55,997

55,375

8/1/17

MIX

OUT

0.22

77,712

70,241

68,428

8/1/17

MIX

OUT

0.22

40,072

36,763

36,148

8/1/17

MIX

OUT

0.22

24,304

21,524

21,131

8/9/17

MARG

IN

0.22

32,159

29,676

29,069

8/9/17

MARG

IN

0.22

67,774

62,036

61,440

8/9/17

MARG

IN

0.22

157,921

145,773

143,580

8/9/17

MARG

OUT

0.22

50,895

46,921

46,200

8/9/17

MARG

OUT

0.22

30,779

28,472

27,802

8/9/17

MARG

OUT

0.22

65,952

60,226

59,320

8/16/17

TRAN

IN

0.22

34,853

31,433

31,134

8/16/17

TRAN

IN

0.22

120,208

107,806

106,500

8/16/17

TRAN

IN

0.22

83,684

77,560

76,970

8/16/17

TRAN

OUT

0.22

83,347

77,300

75,457

8/16/17

TRAN

OUT

0.22

14,279

12,936

12,201

8/16/17

TRAN

OUT

0.22

86,977

79,595

78,474

8/22/17

ALEX

IN

0.22

15,303

13,867

13,637

8/22/17

ALEX

IN

0.22

36,093

33,714

33,136

8/22/17

ALEX

IN

0.22

36,304

33,647

32,882

8/22/17

ALEX

OUT

0.22

36,563

33,711

32,891

8/22/17

ALEX

OUT

0.22

176,337

162,354

161,136

8/22/17

ALEX

OUT

0.22

32,843

29,854

29,379

8/1/17

MIX

IN

3

77,404

71,838

71,153

8/1/17

MIX

IN

3

51,873

47,907

47,108

8/1/17

MIX

IN

3

18,829

17,183

16,774

8/1/17

MIX

OUT

3

43,603

39,588

38,714

8/1/17

MIX

OUT

3

13,364

12,180

11,807

8/1/17

MIX

OUT

3

32,272

29,894

29,366
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8/9/17

MARG

IN

3

193,037

178,519

177,171

8/9/17

MARG

IN

3

1,231,300

1,129,498

1,120,669

8/9/17

MARG

IN

3

22,747

20,116

19,370

8/9/17

MARG

OUT

3

104,731

97,537

96,576

8/9/17

MARG

OUT

3

51,530

47,249

46,376

8/9/17

MARG

OUT

3

45,792

42,554

41,743

8/16/17

TRAN

IN

3

46,202

42,316

41,204

8/16/17

TRAN

IN

3

42,530

38,767

37,717

8/16/17

TRAN

IN

3

29,175

26,532

25,608

8/16/17

TRAN

OUT

3

158,866

147,117

145,613

8/16/17

TRAN

OUT

3

111,818

101,674

99,243

8/16/17

TRAN

OUT

3

64,168

59,193

58,067

8/22/17

ALEX

IN

3

427,590

393,701

390,083

8/22/17

ALEX

IN

3

17,745

16,066

15,808

8/22/17

ALEX

IN

3

32,300

29,494

28,968

8/22/17

ALEX

OUT

3

39,395

36,361

35,286

8/22/17

ALEX

OUT

3

151,642

137,430

135,424

8/22/17

ALEX

OUT

3

17,040

15,218

15,048
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Table 3. Alpha diversity indices describing evenness and richness of the whole microbial
communities (0.22 µm filter) during each bloom condition (MIX: mix of M.
polykrikoides and A. monilatum; MARG: bloom dominated by M. polykrikoides; TRAN:
transition between blooms; ALEX: bloom dominated by A. monilatum) that occurred in
the York River in August 2017. Patch refers to in-bloom (IN) versus out-of-bloom (OUT)
patches. All values are averages of three replicates (standard error).

Date

Bloom

Patch

Chao1

ACE

8/1/17
8/1/17
8/9/17
8/9/17
8/16/17
8/16/17
8/22/17
8/22/17

MIX
MIX
MARG
MARG
TRAN
TRAN
ALEX
ALEX

IN
OUT
IN
OUT
IN
OUT
IN
OUT

159.1 (47.9)
243.1 (49.3)
150.8 (25.4)
217.4 (6.1)
353.4 (157.1)
301.7 (49.5)
179.9 (12.7)
269.7 (46.4)

160.1 (48.9)
244.3 (51.8)
151.1 (25.5)
217.0 (7.6)
347.9 (150.3)
303.5 (51.9)
176.7 (14.9)
267.9 (43.4)
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Shannon
Diversity
Index
3.0 (0.3)
3.8 (0.1)
3.7 (0.2)
4.1 (0.0)
4.2 (0.2)
4.1 (0.1)
3.0 (0.2)
4.1 (0.1)

Inverse
Simpson
Index
7.0 (1.3)
15.3 (0.8)
18.3 (2.4)
24.1 (0.6)
24.9 (1.2)
22.8 (0.5)
6.5 (1.4)
22.2 (2.7)

3.10. Figures

Figure 1. Relative abundance of microbial orders (>1%) present in whole community (0.22 µm filter) samples collected from inbloom (In) and out-of-bloom (Out) patches in each of the conditions during the 2017 bloom cycle (MIX: mix of M. polykrikoides and
A. monilatum; MARG: bloom dominated by M. polykrikoides; TRAN: transition between blooms; ALEX: bloom dominated by A.
monilatum).
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Figure 2. Principle component analysis showing all samples collected during the 2017
harmful algal bloom cycle including (A) the whole community (0.22 µm filter) including
prokaryotes and eukaryotes, (B) the whole community (0.22 µm filter) including only
prokaryotes, (C) the particle-associated fraction (3 µm) including prokaryotes and
eukaryotes, and (D) the particle-associated fraction (3 µm filter) including only
prokaryotes. In-bloom (In) and out-of-bloom (Out) patches are designated by shape;
bloom condition, mix of M. polykrikoides and A. monilatum (MIX), M. polykrikoides
dominated bloom (MARG), transition between blooms (TRAN), and A. monilatum
dominated bloom (ALEX), is represented by different colors.
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Figure 3. Relative abundance of prokaryotic orders (>1%) present in whole community (0.22) and particle-associated (3) samples
collected from in-bloom (In) and out-of-bloom (Out) patches during each bloom condition in the 2017 bloom cycle (MIX: mix of M.
polykrikoides and A. monilatum; MARG: bloom dominated by M. polykrikoides; TRAN: transition between blooms; ALEX: bloom
dominated by A. monilatum).
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ALEX OUT

ALEX IN

TRAN OUT

TRAN IN

MARG OUT

MARG IN

MIX OUT

MIX IN

Figure 4. A heatmap of the relative abundance of prokaryotic orders (>1%) in the
particle-associated fraction. Taxa abundances for each bloom and patch are averages of
the three replicates for each in-bloom and out-of-bloom condition (MIX: mix of M.
polykrikoides and A. monilatum; MARG: bloom dominated by M. polykrikoides; TRAN:
transition between blooms; ALEX: bloom dominated by A. monilatum).
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Figure 5. Spearman correlation heatmap representing the correlation between the relative
abundance of microbial orders (>5%) and concentrations of dissolved inorganic carbon
(DIC), dissolved organic carbon (DOC), dissolved organic nitrogen (DON), ammonium
(NH4), and nitrate/nitrite (NOx). Six samples (3 in-bloom, 3 out-of-bloom) were
averaged together for each bloom condition (MIX: mix of M. polykrikoides and A.
monilatum; MARG: bloom dominated by M. polykrikoides; TRAN: transition between
blooms; ALEX: bloom dominated by A. monilatum). Stars represent significance using
adjusted p-values from multiple comparisons of spearman correlations.
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3.11. Appendix B

Supplementary Figure 1. A canonical analysis of principle components (CAP) plot
showing the environmental drivers of microbiome samples collected during the 2017
harmful algal bloom cycle including (A) the whole community (0.22 µm filter) including
prokaryotes and eukaryotes, (B) the whole community (0.22 µm filter) including only
prokaryotes, (C) the particle-associated fraction (3 µm filter) including prokaryotes and
eukaryotes, and (D) the particle-associated fraction (3 µm filter) including only
prokaryotes. In-bloom (In) and out-of-bloom (Out) patches are designated by shape;
bloom condition, mix of M. polykrikoides and A. monilatum (MIX), M. polykrikoides
dominated bloom (MARG), transition between blooms (TRAN), and A. monilatum
dominated bloom (ALEX), is represented by different colors. Environmental
characteristics include: water column concentrations of nitrate/nitrite (NOx), ammonium
(NH4), dissolved organic nitrogen (DON), dissolved organic carbon (DOC), dissolved
inorganic carbon (DIC), and dissolved oxygen (DO), concentrations of active chlorophyll
a (Act_chla), and qPCR-based cell counts of M. polykrikoides (MargeCount) and A.
monilatum (AlexCount).
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Supplementary Table 1. Table of relative abundances (%) of eukaryotic taxa at the
genus level in the whole community (0.22 µm filter). IN and OUT refer to in-bloom and
out-of-bloom patches for each bloom condition: MIX, MARG, TRAN, and ALEX.

Genus

Rel
Abund
MIX
IN

Rel
Abund
MIX
OUT

Rel
Abund
MARG
IN

Rel
Abund
MARG
OUT

Rel
Abund
TRAN
IN

Rel
Abund
TRAN
OUT

Rel
Abund
ALEX
IN

Rel
Abund
ALEX
OUT

Alexandrium

34.85

0.56

0.18

0.53

4.66

0.01

51.18

0.98

Amoebophrya

0.00

0.05

0.00

0.02

0.05

0.06

0.01

0.02

Amphidiniopsis

0.00

0.00

0.00

0.00

0.02

0.02

0.00

0.00

Arcocellulus

0.08

0.05

0.06

0.13

0.04

0.10

0.02

0.07

Aspergillus

0.01

0.00

0.00

0.00

0.00

0.00

0.00

0.00

Biecheleria

0.00

0.00

0.00

0.00

0.00

0.00

0.00

0.01

Chaetoceros

0.02

0.50

0.10

0.19

0.27

0.53

0.38

0.79

Chrysochromulina

0.00

0.00

0.00

0.00

0.04

0.06

0.01

0.06

Coscinodiscus

0.00

0.00

0.01

0.00

0.05

0.01

0.01

0.00

Cryptocaryon

0.01

0.04

0.01

0.02

0.08

0.02

0.00

0.01

Cyclotella

0.30

0.63

0.07

0.04

0.14

0.05

0.11

0.05

Cylindrotheca

0.01

0.00

0.00

0.01

0.02

0.00

0.00

0.00

Cymatocylis

0.00

0.00

0.00

0.01

0.00

0.00

0.00

0.00

Didinium

0.00

0.00

0.00

0.00

0.03

0.00

0.00

0.00

Dolichomastix

0.00

0.01

0.00

0.00

0.00

0.00

0.00

0.00

Eucampia

0.00

0.03

0.00

0.00

0.00

0.00

0.03

0.00

Eutintinnus

0.03

0.01

0.00

0.04

0.04

0.03

0.00

0.05

Fragilariopsis

0.00

0.00

0.01

0.00

0.00

0.00

0.00

0.00

Geminigera

0.00

0.04

0.00

0.00

0.00

0.00

0.00

0.00

Guinardia

0.00

0.02

0.00

0.00

0.00

0.01

0.00

0.00

Gymnodinium

0.71

0.28

3.39

0.58

2.30

0.02

1.00

0.00

Gyrodiniellum

0.00

0.16

0.00

0.08

0.15

0.01

0.00

0.10

Gyrodinium

0.33

0.40

0.00

0.04

0.19

0.08

0.07

0.14

Haplozoon

0.00

0.00

0.00

0.01

0.02

0.02

0.04

0.03

Haptolina

0.00

0.06

0.00

0.00

0.00

0.03

0.00

0.00

Hemiselmis

0.00

0.04

0.00

0.00

0.02

0.02

0.03

0.02

Heterocapsa

0.00

0.30

0.00

0.14

0.51

0.02

0.08

0.02

Heterosigma

0.00

0.00

0.00

0.00

0.00

0.00

0.01

0.00

Karlodinium

0.00

0.00

0.00

0.00

0.01

0.00

0.00

0.00

Leptocylindrus

0.00

0.07

0.00

0.00

0.01

0.02

0.00

0.00

Leucocryptos

0.00

0.12

0.02

0.17

0.08

0.20

0.04

0.13

Lithodesmium

0.00

0.00

0.01

0.00

0.02

0.01

0.01

0.02

Mamiella

0.00

0.00

0.00

0.00

0.00

0.02

0.00

0.00
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Margalefidinium

21.16

1.01

8.71

0.11

0.04

0.02

0.00

0.03

Metacylis

0.00

0.03

0.00

0.01

0.00

0.00

0.00

0.00

Micromonas

0.00

0.00

0.00

0.03

0.01

0.08

0.01

0.07

Neoceratium

0.08

0.04

0.05

0.03

0.22

0.01

0.03

0.02

Nephroselmis

0.00

0.00

0.00

0.00

0.00

0.01

0.00

0.01

Nitzschia

0.00

0.01

0.00

0.01

0.00

0.02

0.00

0.02

Ochromonas

0.00

0.02

0.00

0.00

0.00

0.00

0.00

0.00

OLI51059

0.00

0.00

0.00

0.00

0.00

0.00

0.01

0.00

Ostreococcus

0.00

0.00

0.00

0.00

0.02

0.05

0.01

0.01

Paragymnodinium

0.00

0.14

0.00

0.04

0.05

0.08

0.00

0.02

Parallelostrombidium

0.00

0.00

0.00

0.00

0.00

0.01

0.00

0.00

Paraphysomonas

0.00

0.00

0.00

0.00

0.00

0.01

0.00

0.00

Pedinella

0.01

0.00

0.00

0.00

0.00

0.00

0.00

0.00

Pelagodinium

0.00

0.04

0.00

0.00

0.00

0.01

0.00

0.01

Pelagostrobilidium

0.00

0.04

0.00

0.01

0.00

0.01

0.00

0.03

Picochlorum

0.02

0.02

0.00

0.01

0.00

0.02

0.00

0.01

Picomonas

0.00

0.05

0.01

0.04

0.04

0.09

0.06

0.06

Pithites

0.02

0.00

0.00

0.00

0.00

0.00

0.00

0.00

Polykrikos

0.00

0.00

0.00

0.00

0.01

0.00

0.01

0.00

Proteomonas

0.00

0.00

0.00

0.00

0.00

0.02

0.00

0.01

Prymnesium

0.00

0.00

0.00

0.00

0.00

0.00

0.00

0.01

Pseudo-nitzschia

0.00

0.00

0.00

0.00

0.00

0.01

0.00

0.00

Pseudoscourfieldia

0.00

0.00

0.00

0.00

0.00

0.02

0.00

0.01

Pseudotontonia

0.12

0.30

0.00

0.00

0.11

0.04

0.05

0.07

Pycnococcus

0.00

0.00

0.00

0.00

0.00

0.01

0.00

0.00

Pyrocystis

0.06

0.29

1.61

0.42

0.02

0.00

0.06

0.00

Pyrodinium

0.01

0.00

0.00

0.00

0.02

0.00

0.00

0.00

Rhizosolenia

0.00

0.00

0.00

0.00

0.00

0.01

0.00

0.00

Rhodomonas

0.00

0.00

0.00

0.00

0.01

0.00

0.00

0.01

Rhogostoma

0.02

0.00

0.00

0.00

0.00

0.00

0.00

0.00

Schizosaccharomyces

0.00

0.00

0.00

0.00

0.00

0.00

0.01

0.00

Scrippsiella

0.03

0.00

0.00

0.00

0.00

0.00

0.00

0.00

Sinophysis

0.00

0.00

0.00

0.00

0.03

0.01

0.00

0.00

Skeletonema

0.07

0.22

0.10

0.03

0.01

0.01

0.03

0.00

Spirostrombidium

0.00

0.12

0.00

0.03

0.30

0.16

0.06

0.14

Spirotontonia

0.05

0.11

0.00

0.00

0.17

0.01

0.00

0.00

SS1-E01-69

0.00

0.00

0.00

0.02

0.00

0.05

0.00

0.02

Stoeckeria

0.00

0.00

0.05

0.00

0.00

0.00

0.00

0.00

Strombidinopsis

0.05

0.05

0.69

0.09

0.00

0.00

0.00

0.03

Strombidium

0.01

0.02

0.00

0.01

0.13

0.18

0.00

0.09
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Teleaulax

0.04

0.33

0.02

0.09

0.19

0.04

0.05

0.08

Telonema

0.00

0.07

0.00

0.02

0.00

0.04

0.00

0.01

Thalassiosira

0.29

0.78

0.05

0.12

0.24

0.12

0.19

0.12

Tintinnidium

0.00

0.02

0.00

0.03

0.14

0.04

0.01

0.03

Tintinnopsis

0.02

0.02

0.03

0.11

0.08

0.09

0.00

0.07

Uroglena

0.00

0.00

0.00

0.00

0.00

0.00

0.00

0.01
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Chapter 4: Quantifying and Identifying Microplastics in the
Effluent of Advanced Wastewater Treatment Systems Using
Raman Microspectroscopy

4.1. Abstract
Microplastics in wastewater treatment plant (WWTP) effluent have been
identified and quantified, but few studies have examined the microplastics in advanced
treatment systems. A new method for isolating, quantifying, and determining the polymer
type of microplastics was developed that included chemical digestion coupled with
Raman microspectroscopy to investigate microplastics in the effluent of reverse osmosis
nanofiltration and activated carbon filtration systems. This method allows for the removal
of organics and the quantification and identification of all microplastics present in the
sample. A large number of microplastics, the majority of which were smaller than 10µm,
were identified in the effluent of the advanced filtration systems with polyethylene the
most common polymer identified. This study not only reports a new method for
microplastic identification and quantification but also shows the importance of measuring
the smallest fraction of microplastics, those smaller than 20µm, which have previously
been understudied.
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4.2. Introduction
Microplastics, plastic debris less than 5 mm (Arthur et al., 2009) and greater than
or equal to 1 µm (Cole and Galloway, 2015), are an emerging contaminant of concern in
marine and freshwater environments. They are ubiquitous in the aquatic environment,
present in ecosystems from the deep sea (Van Cauwenberghe et al., 2013) to Chesapeake
Bay (Yonkos et al., 2014). Furthermore, microplastics have the potential to detrimentally
impact many populations of organisms in a variety of environments. Organisms of all
sizes, from larvae and zooplankton to bivalves, crustaceans, and fish, can consume
microplastics directly (Cole et al., 2013; Cole and Galloway, 2015; Li et al., 2015;
Rochman et al., 2015; Setälä et al., 2016) and pass those microplastics up the food chain,
potentially to humans (Farrell and Nelson, 2013). The ingestion of microplastics has been
linked to starvation, internal organ damage, changes in energy allocation, and decreased
reproductive success in numerous organisms including oysters, copepods, polychaetes,
and mussels (Galloway and Lewis, 2016; Sussarellu et al., 2016; Wright et al., 2013).
Other concerns include the leaching of chemical additives from, or the sorption of
persistent organic pollutants to, microplastic particles leading to the increased exposure
of organisms to these harmful chemicals as the microplastic particles are ingested
(Hartmann et al., 2017). The plastisphere, the name given to the microbial community
associated with microplastics (Zettler et al., 2013), is another potential concern of
microplastic contamination. These microbial communities, which are distinct from
microbial communities associated with both seawater (Zettler et al., 2013) and organic
particles (McCormick et al., 2016), have been found to contain high levels of potential
pathogens (Zettler et al., 2013).
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Since microplastics can be manufactured at a small size, as in the case of
microbeads for cosmetic and industrial products, or created through the breakdown of
larger plastic debris, sources of microplastics include litter, storms and natural disasters,
poor waste management, and wastewater treatment plants (WWTPs) (Jambeck et al.,
2015; Murphy et al., 2016). Despite the fact that wastewater treatment plants have been
estimated to remove up to 99.9% of microplastics greater than 45 µm (Carr et al., 2016),
WWTPs are a potentially significant source of microplastics to aquatic environments due
to the large volume of water that passes through these systems. A study in a river near
Chicago, USA, found a significantly higher concentration of microplastics downstream of
a WWTP compared to upstream (McCormick et al., 2014). Talvitie et al (2015) reported
25 times more fibers and 3 times more fragments greater than 20 µm in the effluent of a
WWTP than were present in the receiving body of water, indicating the WWTP was a
source of microplastics to the receiving water. Advanced treatments, such as
microfiltration and activated carbon filters, have been proposed as a method of reducing
microplastics. The effluents of microfiltration techniques, including membrane
bioreactors, micro-screen filtration, and sand filtration, were examined for microplastics
and, while the microfiltration techniques decreased the number of microplastics present
over more traditional WWTP methods, some microplastics remained (Talvitie et al.,
2017).
Microplastics in wastewater can be separated from organic particles using a
chemical digestion method. Many different methods of chemical digestion have been
developed including the use of hydrogen peroxide (H2O2), sodium hydroxide (NaOH),
hydrochloric acid (HCl), nitric acid (HNO3), and potassium hydroxide (KOH) (Avio et
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al., 2015; Kühn et al., 2017; Nuelle et al., 2014; Tagg et al., 2015). Digestion with NaOH
and HCl were found to be less effective than H2O2 digestion (Nuelle et al., 2014). Nitric
acid has been found to destroy microplastic particles in samples (Avio et al., 2015) while
KOH has been observed to negatively impact biopolymers and cellulose (Kühn et al.,
2017). A chemical digestion with 30% hydrogen peroxide was found to be sufficient to
remove most organic matter from WWTP samples without damaging the microplastic
particles present in the samples (Tagg et al., 2015).
After chemical digestion, particles are identified with light microscopy and visual
sorting, often followed by identification with spectroscopic methods on a subset of the
particles (Collard et al., 2015; Imhof et al., 2012; Li et al., 2016; Tagg et al., 2015; Van
Cauwenberghe et al., 2013). Spectroscopic methods provide more accurate information
than visual identification alone (Song et al., 2015). Two major spectroscopic methods are
used to identify microplastics: Fourier transform infrared spectroscopy (FTIR) and
Raman spectroscopy. Both methods use vibrational spectroscopy to obtain a particle’s
spectrum (Kappler et al., 2016). These spectra can then be compared to spectral databases
to determine the material the particle is composed of (Imhof et al., 2012; Tagg et al.,
2015). Spectroscopic methods not only allow the identification of microplastics, they can
determine the polymer composition of the microplastic. Kappler et al (2016) compared
the use of Raman spectroscopy and FTIR to identify microplastics. They determined that
Raman microspectroscopy takes longer to perform than FTIR but enables the
identification of smaller particles (theoretical detection limit 1 µm versus 10 µm with
FTIR). Raman microscopy, therefore, has an advantage over FTIR in the size range of
particles that can be processed. Though the smallest size fraction of microplastics tends to
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be the most numerous (Carr et al., 2016) microplastics smaller than 20 µm are rarely
examined or considered due to difficulties in identification and methodology. This could
lead to a drastic underestimation of the number of microplastics present in WWTPs and
aquatic environments in general.
The goal of this study was to develop a method to measure microplastic
contamination in the advanced systems of WWTPs. To that end this study was designed
to: 1) develop a simple method to isolate microplastic particles from wastewater, 2)
evaluate the ability to detect the smallest fraction (>1 µm) of microplastics using Raman
microspectroscopy, and 3) identify and quantify microplastics in a microfiltration and an
activated carbon filtration advanced wastewater treatment system.
4.3. Methods
4.3.1. Determining the Detection Limit of Microplastics with Raman
Microspectroscopy
The detection limit of microplastic particles using Raman microspectroscopy was
determined using Cospheric polyethylene microspheres ranging in size from 0.2 µm to 20
µm and Phosphorex polystyrene microspheres ranging in size from 1 µm to 10 µm. All
microspheres were examined with light microscopy and Raman microspectroscopy
(WiTec) and spectra were taken of individual micro-spheres. Raman spectra were
compared to known polymer spectra in a St. Japan Raman spectral database using an
ACD Labs program.
4.3.2. Wastewater Treatment Pilot System
The Hampton Roads Sanitation District (HRSD) York River Treatment Plant in
Seaford, Virginia treats wastewater with primary and secondary treatments to remove
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grit, sludge, and nutrients. Treated water is discharged to the nearby York River, a
tributary of the Chesapeake Bay. In 2016 as part of the Sustainable Water Initiative for
Tomorrow (SWIFT) project, two advanced treatment systems, an activated carbon and a
reverse osmosis based design, were initiated in the York River Plant as part of a pilot
program.
The pilot program was fed secondary effluent (post denitrification treatment)
water with return activated sludge added to increase the turbidity. This water, hereafter
referred to as the pilot feed, then branched into the two different advanced treatment
systems. The carbon train system was composed of a flocculation/sedimentation step
followed by an ozonation step and treatment with bacterial activated carbon and granular
activated carbon columns before undergoing UVD/UVA disinfection. The membrane
train consisted of a reverse osmosis nano-filtration step followed by UVD/UVA
disinfection.
4.3.3. Sample Collection and Preparation
Ten liters of water were collected in glass jars from three parts of the SWIFT
York River WWTP pilot system. The first sample was taken from the influent to the pilot
system, henceforth referred to as the pilot feed (PF). Two more samples were collected
from the effluents of carbon train (CT) and membrane train (MT). The glass jars of water
were covered with aluminum foil and transported to the Virginia Institute of Marine
Science (VIMS) where they were kept in a cold room until further processing.
All sample preparation was performed in a clean hood with minimal exposure to plastic
materials. Containers were covered by aluminum foil or glass as much as possible to
reduce microplastic contamination from the air. Glassware used in the experiments was
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rinsed three times with 0.2 µm filtered water before use and all reagents used in the
procedure were filtered with a 0.2 µm filter to minimize contamination.
One liter of WWTP sample water was filtered onto a 5 µm pore size
polycarbonate filter. The filter was then placed in a closed container with 5 ml of 30%
hydrogen peroxide (H2O2) (Nuelle et al., 2014; Tagg et al., 2015) and sonicated for 10
minutes to re-suspend all particles. The H2O2 was heated to about 50 oC and organic
matter in the sample was digested for 24 hours following the method of Zhao et al.
(2016). Due to a higher number of organic particles (shown by differences in coloration
of the sample) the PF sample required an additional 48 hours of digestion.
After digesting the organic matter, the remaining particles were filtered onto a 5
µm polycarbonate filter and were sonicated for 10 minutes to re-suspend them in 5 ml of
100% methanol. The methanol was allowed to evaporate (Zhao et al., 2016) until all
particles were concentrated in about 1 ml of methanol. The particle/methanol mixture
was then transferred to one grid in a clean Marienfeld McMaster 3 grid glass counting
chamber and the remaining methanol was allowed to evaporate leaving behind the
particles for Raman microspectroscopic analysis. Counting chambers were cleaned with
soap and water before being flushed 3 times with 0.22 µm filtered water and 3 times with
0.22 µm filtered methanol.
4.3.4. Quantifying and Identifying Particles
A WiTec Raman microscope with a 532 nm laser was used for all Raman
microspectroscopic analysis. The microscope allows both light and Raman microscopy to
occur simultaneously enabling a full examination of the particles.

100

Five areas of the counting chamber were randomly selected to subsample the total
counting chamber area. The size of the subsampled area was dependent on the number of
particles observed when first examining the sample with a goal of around 50 particles per
subsampled area. Each subsampled area was imaged with light microscopy using a 100x
lens and each particle greater than or equal to 1 µm was counted. The size of each
particle was estimated using these images. The Raman spectrum of each particle was
obtained using a 2 to 3 second acquisition time and 10 integrations. The particle spectra
were then matched with spectra from a St. Japan Raman spectral database using an ACD
Labs program which allowed the identification of the majority of particles. Some
particles remained unknown due to poor spectra or no match in the database, likely due to
impurities in the material of the particle.
After all particles (≥1 µm) in the subsampled area were counted and identified,
the average number of total particles ≥1 µm, the average number of plastic particles ≥1
µm, and the average number of total particles ≥10 µm were calculated. Using these
averages, the percentage of plastic particles ≥1 µm, as well as the percentage of total
particles ≥10 µm, was calculated. The percentage of total particles greater than or equal
to 10 µm was calculated in order to determine what percentage of particles would have
been measured if FTIR spectroscopy, which has a reported detection limit of 10 µm
(Kappler et al., 2016), was used instead of Raman microspectroscopy. The total number
of particles per liter was estimated by dividing the average number of particles in a
subsampled area by the percentage of the total area made up by the subsampled squares.
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4.3.5. Contamination Controls
During the preparation of each sample for Raman microspectroscopic analysis,
separate water blanks and air blanks were performed to test, identify, and control for
microplastic contamination. The water blanks consisted of 0.2 µm filtered water and were
designed to test for microplastic contamination occurring during sample processing.
Similarly to the samples, the filtered water was re-filtered on 5 µm polycarbonate filters
before suspension in H2O2 and later filtered and re-suspended in methanol, before being
transferred to a grid in the clean counting chamber. Microplastic analysis was performed
using Raman microspectroscopy as described above and the size of the subsampled
squares was kept consistent with the corresponding samples. Since each sample was
analyzed at a different time, and therefore potentially exposed to different microplastic
contamination, a separate water blank with newly filtered water was used for each
sample.
In order to identify any air contamination, one grid on the clean counting chamber
was left exposed to the air at all times in which the counting chamber contained the
sample and water blank, controlling for any microplastics deposited on the counting
chamber during Raman analysis. After the sample was completely processed, the air
blank was examined and all microplastics were counted and categorized. The air
contamination was minimal, so the numbers are not presented here.
4.4. Results
4.4.1. Microplastic Detection Limit
Clear spectra with well-defined peaks and little spectral noise were obtained for
all micro-spheres of both polyethylene and polystyrene that were greater than or equal to
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1 µm. The spectra obtained from these standards were compared to the known Raman
spectra of polyethylene and polystyrene and were identified as the appropriate polymer.
Micro-spheres smaller than 1 µm did not result in clear Raman spectra; characteristic
peaks were weak and difficult to differentiate from background spectral noise for both
polyethylene and polystyrene. Comparison of these spectra to the Raman spectra of
polyethylene and polystyrene using ACD Labs program did not result in an accurate
identification. Therefore, the detection limit of microplastics using Raman
microspectroscopy was determined to be 1 µm.
4.4.2. Microplastic Isolation Method
After digestion with H2O2, the yellow and brown coloration observed in the
samples had disappeared and no large aggregates of organic and non-organic particles
were observed in the final sample. These aggregates had been observed previously (data
not shown), when H2O2 digestion was not used. The glass counting chamber was found to
be a better surface for Raman characterization of small microplastics than glass fiber or
other filters. While glass fiber filters had no spectral interference in the Raman spectra of
microplastics, the uneven surface of the filter made it difficult to focus all small
microplastics in the same plane. By resuspending particles in methanol, which evaporates
much faster and more completely than water, the particles could be easily transferred to
the glass counting chamber. Once the methanol was fully evaporated, they were evenly
distributed on the surface of the glass counting chamber. Overall, the microplastic
isolation method successfully concentrated and separated the particles of interest from the
WWTP water samples.
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4.4.3. Detection and Quantification of Microplastics in Different Wastewater
The method developed in this study enabled the quantification of total particles
(≥1 µm) remaining after organic matter digestion while simultaneously allowing for the
identification of the particles. All of the WWTP samples contained numerous particles.
Unsurprisingly, the PF sample contained the greatest number of particles greater than or
equal to 1 µm with the CT and MT samples showing a reduction in the total number of
particles (Table 1). The CT sample had an order of magnitude fewer particles than the
MT and PF samples. The water blanks for each sample followed the same pattern though
the estimated particles per liter was always smaller in the water blanks than in the
samples.
The PF sample consisted of black and white particles in a variety of shapes and
sizes (Figure 1) with almost 90% of the particles smaller than 10 µm. Ninety-five percent
of the total particles (≥1 µm) identified in the PF sample were made of polyethylene
(Figure 2). The water blank for PF contained small white particles that were found to be
composed mostly of glycerol monostearate. Only 3% of the PF water blank particles were
larger than 10 µm.
The CT sample had much larger particles with 54% of the total particles larger
than 10 µm. The sample contained irregularly shaped particles in a range of colors
including black, white, blue, and yellow (Figure 1). Only 22% of the particles in the CT
sample were identified as plastic, with the most common polymer again being
polyethylene (Figure 2). Other common components of the CT sample were cellulose and
aluminum hydroxide which was likely left from the flocculation/sedimentation step of the
process. The water blank for the CT sample showed a similar trend in that the majority of
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the particles (52%) were larger than 10 µm (Figure 1). However, the particles were all
either black or white and the most common polymer was a styrene-ethylene-butylene
copolymer (Figure 2) with polyethylene particles representing a smaller portion of the
particles.
Unlike the PF and CT samples, the MT sample showed a very homogeneous
assortment of particles (Figure 1). All of the particles were spherical in shape and black
in color ranging between 1 µm and 10 µm, though over 90% of the particles were smaller
than 10 µm. Polyethylene particles made up 94% of all particles (≥1 µm) observed in the
MT sample (Figure 2). No other polymer type was found and the remaining 6% of
particles did not provide a spectrum of good enough quality to be identified. The water
blank for the MT sample contained irregularly shaped particles, both black and white in
color, that were primarily 1 µm in size. Polyethylene was again the most common
polymer type in this sample, though only 69% of the particles were identified as plastic.
4.5. Discussion
The detection limit for microplastic particles using Raman microspectroscopy was
determined to be 1 µm. Identifying particles down to this detection limit has advantages
over previous studies in that all microplastics >1 µm are identified. This decreases the
chance of underestimating the total number of microplastics in any environmental
samples. However, obtaining the clear Raman spectra with little noise or background
interference necessary to identify microplastic polymer types is difficult when measuring
particles at the detection limit. Furthermore, when examining particles at 1 µm in size,
there are higher chances of contamination from the air and other sources. Improved ways
of decreasing contamination from microplastic and other particles will need to be
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developed when examining microplastics down to the 1 µm size than are necessary when
examining larger particles.
The methodology presented in this study is an improvement over previous
methods for several reasons. A simple, one step organic matter digestion combined with
methanol resuspension allows for the isolation and concentration of non-organic particles
on a glass counting chamber from any water-based matrix. The Raman spectroscopic
method enables the identification of most of the remaining particles. This is an
improvement over visual sorting because microplastics can be confidently identified and
more accurate microplastic counts can be obtained (Song et al., 2015). Furthermore, the
spectroscopic identification of all particles, rather than just a subset, leads to a better
understanding of which polymers are present in the sample. Since different polymers
have different properties, for example density, knowing the polymer type can give
researchers a better understanding of the ultimate fate of microplastics and their
availability to organisms. Without the use of spectroscopy on all particles, the polymer
types would not be known and an understanding of the possible fate of the microplastics
would be lacking. In addition, the use of Raman microspectroscopy, as opposed to other
spectroscopic methods like FT-IR, allows all microplastics, including the smallest,
understudied fraction of microplastics <10 µm, to be counted, identified, and included in
microplastic studies.
Samples used in this study were initially filtered on 5 µm filters but the results
showed particles smaller than 5 µm remaining after digesting organics. This is likely due
to the aggregation of microplastics with organic matter in the original sample. The
aggregates collected on the 5 µm filters were digested with H2O2, generating particles
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with <5 µm sizes. However, the hydrophobic nature of microplastics still keep some of
the microplastics aggregated in the 30% H2O2 solution. These aggregates were eventually
separated in methanol, resulting in microplastics with <5 µm in the final samples
analyzed with Raman microspectroscopy.
The number of particles per liter, and the number of microplastics per liter,
estimated in the PF, CT, and MT samples in this study, are higher than those previously
reported from regular primary, secondary, and tertiary WWTP systems (Carr et al., 2016;
Murphy et al., 2016; Tagg et al., 2015; Talvitie et al., 2015) as well as advanced filtration
systems (Talvitie et al., 2017). Since this study examined all particles ≥1 µm in size and
previous studies, including the study that examined advanced filtration systems, have not
identified microplastics <20 µm, it is possible that the number of microplastics in
WWTPs from previous studies were severely underestimated. This is supported by the
low percentage of particles ≥10 µm in the PF and MT samples. Even the CT sample,
which had 54% of particles ≥10 µm would have had a large reduction in the number of
microplastic particles if particle detection was cut off at 20 µm.
Another possibility is that the pilot system, which was composed primarily of
plastic, was creating microplastics as the plastic containers and tubing wore down. This
seems to be the case especially for the MT sample. Unlike all of the other samples
examined in this study including the PF, which was the influent and supposed source of
microplastics, the MT sample had a homogeneous mixture of small, spherical, black
polyethylene particles. If a portion of the membrane train pilot system produced these
particles, it would account for the similarity of particles and the differences from the pilot
feed input.
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Contamination reduction strategies used in this study, including rinsing glassware
with filtered water, filtering solutions, keeping samples covered, and reducing the amount
of plastic used in sampling as much as possible, have been used in previous studies
(Barrows et al., 2017; Claessens et al., 2013; De Witte et al., 2014). The air blanks in this
study found minimal contamination from the air, showing that the efforts to reduce air
contamination were successful. The water blanks, however, which were designed to
check for possible microplastic contamination in the protocol, did find contamination.
However, based on particle appearance and composition, it is unlikely that the majority
of particles in the samples came from contamination. Contamination is a problem in
many microplastic studies (Barrows et al., 2017) and several other microplastic studies
have reported procedural microplastic contamination found using blanks (Duis and
Coors, 2016; Li et al., 2016, 2015; Talvitie et al., 2017). The amount of microplastic
contamination identified in the water blanks of this study is higher than those reported in
studies that have previously reported numbers; however, this study examined
microplastics of a much smaller size, the contamination of which would have been
ignored in those previous studies.
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4.8. Tables
Table 1. Estimated number of particles and microplastics in wastewater treatment plant samples, identified particle types, and
descriptions of observed particles.
Sample

Estimated
Number of
Particles
>1 µm per L

Percent of
Particles
≥10 µm

Percent of
Microplastic
Particles
>1 µm

Major Particle
Types

Description of Particles

Pilot Feed
(PF)

65,953

11%

95%

Polyethylene

Particles of varied size and
shape, black or white in color

PF Water
Blank

56,916

3%

1%

Glycerol
monostearate

Small, white particles

Carbon Train
(CT)

4,275

54%

22%

Polyethylene,
Cellulose

Particles of varied color,
irregular in shape, many
>10 µm
Particles of varying size,
mostly black or white in
color

CT Water
Blank

2,025

52%

52%

Styrene-ethylenebutylene copolymer,
Polyethylene

Membrane
Train (MT)

52,584

9%

94%

Polyethylene

Spherical black particles
from 1-10 µm

Polyethylene

Irregularly shaped, black and
white particles, primarily
1 µm in size

MT Water
Blank

20,499

3%

69%
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4.9. Figures

A

B

C

D

Figure 1. Example square areas (1 mm x 1 mm) of microplastic counting chambers from
(A) the pilot feed (PF) sample, (B) the carbon train (CT) sample, (C) the membrane train
(MT) sample, and (D) the membrane train water blank.
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Figure 2. Example Raman spectra from (A) the pilot feed sample, (B) the carbon train
sample, (C) the membrane train sample, and (D) the carbon train water blank. Panels A –
C show polyethylene while panel D shows styrene-ethylene-butylene copolymer. Sample
spectra are shown in green while St. Japan reference spectra are shown in red.
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Chapter 5: Metagenomic Investigation of Biofilm Communities on
Microplastics

5.1. Abstract
Microplastic pollution is an emerging contaminant in estuarine ecosystems with
the potential to negatively impact organisms, sorb and release chemicals, and provide a
novel habitat for microbial biofilms called the plastisphere. While the plastisphere has
been studied across many marine habitats and at different timepoints, little information is
available on the metabolic potential of plastisphere microbes. This study addresses that
lack of knowledge with a metagenomic analysis examining the taxonomic structure of the
biofilm communities and determining the metabolic potential for nitrogen cycling and
hydrocarbon degradation in the plastisphere community. Microplastics composed of
polylactic acid (PLA), polyethylene (PE), and polyvinyl chloride (PVC) were deployed in
the York River Estuary and were examined after 7, 14, and 28 days. This study was the
first to directly examine the metabolic potential of a biopolymer, PLA, and the first to
examine the early colonizers of the plastisphere on multiple plastics with metagenomics.
Surprisingly, hydrocarbon degradation genes were equally abundant on the biopolymer
PLA as they were on the petroleum-based polymers PE and PVC. The high number of
hydrocarbon degradation genes in the early stages of the plastisphere supports previous
suggestions that marine microbes may be able to use and degrade plastic. This study also
identified numerous nitrogen cycling genes for multiple pathways, including
denitrification, DNRA, and nitrification, that were abundant on the three polymer types,
especially as the plastisphere community matured. The biofilm community on
microplastics could potentially provide a habitat where the anaerobic processes of
118

denitrification and DNRA could occur in the oxic water column. Overall, microplastic
particles in the estuarine system provide a novel habitat for microbial communities and
nitrogen cycling, and encourage the growth of microbes with hydrocarbon degrading
capabilities.
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5.2. Introduction
Plastic pollution is an emerging contaminant of concern in marine and freshwater
ecosystems. Plastic has been found in every marine environment from the deep sea (Van
Cauwenberghe et al., 2013) to coastal estuaries (Yonkos et al., 2014). The impact of
microplastics, plastic particles between 1 µm and 5 mm in diameter (Arthur et al., 2009;
Cole and Galloway, 2015), on marine ecosystems has been the focus of an increasing
number of studies over the past decade; however, many questions and aspects of the
interaction between microplastics and the environment still need to be addressed.
Microplastics are known to be ingested by a wide range of marine organisms from
oyster larvae (Cole and Galloway, 2015) and zooplankton (Cole et al., 2013) to adult
bivalves, crustaceans, and fish (Rochman et al., 2015; Setälä et al., 2016) leading to
starvation, damage to internal organs, altered feeding behavior and energy allocation, and
decreased reproductive success (Galloway and Lewis, 2016; Sussarellu et al., 2016).
Further concerns about microplastics include leaching of chemical additives, sorption of
persistent organic pollutants, and the potential to carry pathogens and invasive species in
the biofilm communities that form on their surface while suspended in water (Hartmann
et al., 2017; Zettler et al., 2013).
The biofilm community on microplastics, dubbed the plastisphere (Zettler et al.,
2013), has been examined using 16S rRNA gene sequencing on microplastics collected
from many ecosystems including the open ocean, coastal ecosystems, and rivers, though
the majority of plastisphere studies haven been performed in open ocean environments
(Amaral-Zettler et al., 2015; McCormick et al., 2014; Oberbeckmann et al., 2015; Zettler
et al., 2013). Plastisphere communities form within days of plastic particles entering the
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marine environment (Lobelle and Cunliffe, 2011) with mature communities forming
within a month (Cheng et al., 2021) and have been found to be distinct from microbial
communities in the surrounding seawater, and from communities on other substrates
including organic matter, glass, wood, and stone (Cheng et al., 2021; McCormick et al.,
2016; Miao et al., 2018; Oberbeckmann et al., 2015; Zettler et al., 2013).
Mature plastisphere communities are generally dominated by a mix of microbial
eukaryotes, including diatoms and bryophytes, and prokaryotes, including
Alphaproteobacteria, Gammaproteobacteria, Bacteriodetes, and Cyanobacteria
(Oberbeckmann et al., 2014; Zhang et al., 2021). However, plastisphere communities
have been found to vary with geographic location, season, and environmental variables
like temperature and the presence of algal blooms, as well as the type of plastic polymer,
though the impact of polymer on the plastisphere community is still being debated and
numerous studies have found conflicting results (Amaral-Zettler et al., 2015; Cheng et al.,
2021; Dussud et al., 2018; Kirstein et al., 2019; Oberbeckmann et al., 2015, 2014; Zettler
et al., 2013; Zhang et al., 2021). In addition to the uncertainty regarding the impact of
polymer type on plastisphere communities, most of the focus in plastisphere research has
been on polyethylene (PE), polypropylene (PP), or polystyrene (PS) while other polymer
types, including the common polyvinyl chloride (PVC) and the increasingly prevalent
non-petroleum-based biopolymers like polylactic acid (PLA), have not been extensively
studied. In the few studies that have examined both petroleum-based polymers and
biopolymers slight differences have been observed in mature community composition
(Cheng et al., 2021; Dussud et al., 2018; Kirstein et al., 2019), though more research is
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needed to determine the true impact of polymer type on the plastisphere community,
especially when considering the less studied polymers.
The plastisphere has become a focus of research due to concerns regarding
pathogens and the spread of invasive species (Keswani et al., 2016; Kirstein et al., 2016;
Zettler et al., 2013) as well as a growing interest in identifying plastic degrading
organisms (Bryant et al., 2016; Zettler et al., 2013). However, few studies have actually
examined the metabolism and function of microbes residing on plastic polymers. In one
of the first studies examining the potential function of the organisms in the plastisphere,
PE and PP particles from the Pacific Ocean were found to have enriched genes for
hydrocarbon degradation, surface adhesion, secretion, nitrogen fixation, iron
transportation, and phosphonate utilization (Bryant et al., 2016). Further examination of
the same samples showed enrichment of metal and antibiotic resistance genes in the
plastisphere (Yang et al., 2019). Additional research has suggested that plastisphere
communities have higher levels of horizontal gene transfer than either free-living or
biofilm communities on natural aggregates (Arias-Andres et al., 2018). Functional gene
predictive software has been applied to 16S rRNA data from plastisphere communities,
with results showing that the plastisphere has a higher metabolic potential with a
predicted increase in genes for sulfur oxidation, aerobic anoxygenic phototrophy,
nitrification, and plastic, aromatic hydrocarbon, and hydrocarbon degradation when
compared to free-living communities and biofilm communities growing on glass
substrates (Miao et al., 2018; Zhang et al., 2021).
Despite understanding that the plastisphere has a distinct community structure and
evidence that supports a distinct metabolism, studies have yet to directly examine the
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function of microbes living in plastisphere communities on biopolymers through
metagenomic techniques or to consider the impact of early colonization when accounting
for the metabolic potentials of the plastisphere community. This study aims to address
that lack of knowledge by using metagenomic analysis to identify the microbial taxa and
their metabolic potentials, specifically hydrocarbon degradation and nitrogen cycling, of
the plastisphere communities on microplastics of PLA, PE, and PVC deployed in a
coastal estuary. Furthermore, this study examines changes in taxonomic structure and
metabolic potentials throughout the first month of colonization with samples examined
after 7, 14, and 28 days.
5.3. Methods
5.3.1. Deployment and Experimental Setup
Three plastic polymers, including the petroleum-based polymers high-density
polyethylene (PE; Rigidex HD6070EA, Goodfellow Cambridge Ltd.) and polyvinyl
chloride (PVC; Geon Vinyl Rigid Extrusion 6935, PolyOne Corp.), and the biopolymer
polylactic acid (PLA; 100% Natural Virgin IC3D, LLC), were selected for a deployment
experiment. Two grams of each polymer, in the form of 2-4 mm beads, were placed in
nine individual mesh bags and deployed in the York River estuary beginning on July 11,
2017. The bags were attached to a buoy line and placed underwater, in the photic zone,
according to the specific gravity of each plastic (i.e., PE was closest to the surface
followed by PLA, then PVC). Triplicate bags of each polymer were collected after 7, 14,
and 28 days. Once retrieved, the bags were rinsed with deionized water to remove debris
and the microplastic beads were removed, transferred to 15 mL Falcon tubes, and stored
at -20 oC.
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5.3.2. Metagenomic Sequencing and Bioinformatics
DNA extraction was performed on microplastic beads (PE: 20 beads, PVC: 15
beads, PLA: 10 beads) in triplicate for each polymer type and timepoint using the
DNEasy PowerSoil Kit (Qiagen) following the manufacturer’s protocols. Due to the large
size of the microplastic beads, the bead-beating step was modified and the microplastic
beads were placed in 15 mL Falcon tubes with the contents of two PowerSoil garnet
bead-beating tubes and vortexed for 10 minutes. Extracted DNA was then shipped to
Novogene Co, Ltd. for metagenomic sequencing on the Illumina platform. Ten samples
(PLA day 7 samples 1, 2, 3; PLA day 14 sample 2; PLA day 28 sample 3; PE day 7
samples 1, 2, 3; PE day 14 samples 1, 2) had low concentrations of DNA and were
concentrated at Novogene before sequencing.
Metagenomic sequences were assigned to taxonomic ranks based on results from
the Kaiju webserver (Menzel et al., 2016) and the NCBI Blast nr +euk database.
Taxonomic classifications and community structure were then analyzed, using the
phyloseq package (McMurdie and Holmes, 2013) and R version 4.0.3 (R Core Team,
2018), with a principal component analysis using a Bray-Curtis distance matrix.
Rarefaction curves were calculated using the vegan package (Oksanen et al., 2018) and
all figures were made using ggplot2 (Wickham, 2016).
All metagenomic sequences were uploaded to the KBase (Arkin et al., 2018)
platform for further analysis. Sequence quality was checked with FastQC version 0.11.5
(Andrews, 2010) and sequences were trimmed with Trimmomatic version 0.36 (Bolger et
al., 2014). Replicate samples were combined to create one contig assembly for each
polymer and timepoint with MEGAHIT version 1.2.9 (Li et al., 2015). Each assembly
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was annotated using DRAM (Shaffer et al., 2020). Gene counts were normalized (Tg) by
multiplying the number of mapped reads by the average length of mapped reads for each
assembled sample and dividing by the length of the specific gene (Baker et al., 2021;
Wagner et al., 2012).
Assembled contigs were binned using three different binning programs: MaxBin2
version 2.2.4 (Wu et al., 2014), MetaBAT2 version 1.7 (Kang et al., 2019), and
CONCOCT version 1.1 (Alneberg et al., 2014). The three sets of bins were then analyzed
using DAS Tool version 1.1.2 (Sieber et al., 2018) and a final set of bins, or metagenome
assembled genomes (MAGs), were selected. The completeness and contamination of
those MAGs were measured using CheckM version 1.0.18 (Parks et al., 2015); only highquality MAGs, that is those that were more than 70% complete and had less than 5%
contamination (Parks et al., 2015), were included for further analysis. DRAM was again
used to annotate genes present in the MAGs and the taxa represented by each MAG were
identified with GTDB-Tk Classify (Chaumeil et al., 2019). Genes in each MAG were
normalized as described above; nitrogen cycling MAGs were defined as any MAG with a
normalized count of at least 1 for any known nitrogen cycling gene.
5.4. Results
5.4.1. Plastisphere Community Composition
Plastisphere communities grew quickly on microplastics composed of PE, PVC,
and PLA in the York River with a visible biofilm layer present on all plastic polymers by
the day 7 sampling (data not shown). Day 7 plastisphere communities were dominated by
Bacilli and Sphingomonadales (Figure 1) and clustered closely together regardless of
polymer type when considering beta diversity (Figure 2). By day 14, the plastisphere
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communities were showing some divergence based on polymer type with PE and PLA
separating out from PVC, which remained clustered with the day 7 samples (Figure 2),
though PERMANOVA statistical tests were not able to be performed due to a lack of
homogeneously dispersed data. PE and PLA were heavily dominated by Bacilli on day
14, while PVC was dominated by Rhodobacterales and, in one replicate,
Pseudomonadales, with a smaller relative abundance of Bacilli (Figure 1). Day 28
samples, which represented a more mature biofilm community, were slightly separated
from the communities present on previous days, though all polymer types were clustered
together (Figure 2). Diversity and complexity of the plastisphere communities generally
increased over time, and were similar across the three different polymers (Figure 3).
5.4.2. Metabolic Potential of Plastisphere Communities
Assembled metagenomic contigs were annotated and the number of genes present
were normalized (Table 1). All genes found in plastisphere communities and identified as
either a nitrogen cycling or hydrocarbon degradation gene are described in Table 2.
Common marker genes for nitrogen cycling pathways, as well as genes indicative of
different hydrocarbon degrading pathways, were identified and examined across polymer
types and days. Nitrogen fixation and anaerobic ammonium oxidation (anammox)
pathways were not present in any assembled contigs. Genes in assimilatory (nasA) and
dissimilatory nitrate reduction (nirB) pathways were found in every sample and increased
in abundance from day 7 to day 28 (Figure 4). Nitrification genes (marker gene: nxrA)
were present during all sampling days for PE, with day 7 and 14 having low gene counts,
but were only present on day 14 and 28 in PLA and PVC plastispheres (Figure 4). Genes
for nitrite reductase (nirK/nirS) were present with increasing abundance for all samples of
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the PE plastisphere, though only appeared after day 14 for PLA and PVC. Nitrous-oxide
reductase (nosZ), a second common marker gene for denitrification, had a more varied
pattern, appearing only in day 28 samples for PLA, on days 7 and 28 for PE, and on days
14 and 28 for the PVC plastisphere (Figure 4).
Genes for multiple hydrocarbon degradation pathways were present on all
polymers beginning on day 7 and, overall, were much more abundant than those of the
nitrogen cycle (Figure 5). The abundance of hydrocarbon degrading genes generally
increased over time regardless of polymer type, with normalized gene counts for different
genes remaining similar across all plastic polymers. The most abundant genes were
praC/xylH and pcaC, which act on common intermediaries, including 2hydroxymuconate and carboxymuconolactone, in multiple hydrocarbon degrading
pathways; they increased in abundance from day 7 to day 28 on all polymers (Figure 5).
Genes in the catechol and protocatechuate degradation pathways (catE, catA, and
ligK/galC) were more abundant than genes for other pathways including benzoate
degradation, lignin degradation, toluene/xylene degradation, and phthalate degradation
(Figure 5). The xylC gene for benzaldehyde dehydrogenase was not present on day 7 for
any polymer, and did not appear in the PE plastisphere communities until day 28; the
pht3 gene for phthalate 4,5,-dioxygenase was not present in PLA and PE plastisphere
communities until day 14, though was present from day 7 onward for PVC (Figure 5).
5.4.3. Nitrogen Cycling Metagenomic Assembled Genomes (MAGs) in Plastisphere
Communities
Twenty-nine high quality MAGs contained at least 1 nitrogen cycling gene and
were considered for analysis (Figure 6). The majority of those MAGs were from PE day
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28, while no nitrogen cycling MAGs were found on plastisphere communities on PE day
14 or PLA day 7 (Table 1). PVC had the lowest number of nitrogen cycling MAGs.
Across all plastic types, MAGs were dominated by Alphaproteobacteria and
Gammaproteobacteria (Table 1). PE MAGs also included Actinobacteria and Bacilli
while PLA MAGs included Actinobacteria, Bacilli, and Bacteroidia in addition to the
Proteobacteria. MAGs in PVC belonged only to the phyla Proteobacteria and
Actinobacteriota (Table 1). Most of the nitrogen cycling MAGs belonged to known
groups of nitrogen cycling organisms, including common denitrifying and nitrifying
organisms. Only one of the nitrogen cycling MAGs (PVCw2B67, a Pseudomonas
species) did not contain any hydrocarbon degrading genes (Figure 6).
When considering MAGs from PLA, there was a high presence of nirB and nxrA
at day 14, with an increase in denitrification genes like nirK/S, norB, and nosZ in MAGs
from day 28; out of the three polymers, PLA contained the greatest number of MAGs
with nxrA genes and nirB genes present. The PLA MAG with the greatest number of
hydrocarbon degrading genes present (Rhodococcus) contained nirB, narV, and nxrA
(Figure 6). The hydrocarbon degradation genes catE and pcaC were present in the
greatest number of PLA MAGs (Figure 6).
While PE had the greatest number of nitrogen cycling MAGs, it had the lowest
number of MAGs with nxrA and nirB present with nxrA only appearing in MAGs from
day 7. PE was instead dominated by denitrifying MAGs (those containing either
nirK/nirS or nosZ). The gene praC/xylH was the most prevalent hydrocarbon degrading
gene across the PE MAGs (Figure 6). PE was the only polymer with MAGs containing
the badH gene.
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PVC nitrogen cycling MAGs included nitrifiers, DNRA organisms, and
denitrifying organisms, though none of the denitrifiers contained the nirK/S gene, instead
having nitrate reductases and norB and nosZ genes (Figure 6). The PVC MAG with the
greatest number of hydrocarbon degrading genes present (PVCw3B106, a Pseudomonas
species), which had more hydrocarbon degrading genes than MAGs found on either PE
or PLA, contained genes for periplasmic nitrate reductase (napB) and respiratory nitrite
reductase (nirB). MAGs found on PVC were also the only MAGs to contain the genes
pht3, nahD, bphH, and bbsH (Figure 6).
5.5. Discussion
The first colonizers of microplastics in the York River were similar regardless of
polymer type. PE and PLA plastisphere communities did differ from the PVC
plastisphere community on day 14 of the deployment, largely driven by the high
abundance of taxa in the order Bacilli in PLA and PE. However, by day 28 the more
mature biofilm communities were all similar in beta diversity. This similarity, between
PLA and PE at all timepoints and between all three polymers at two timepoints, was
unexpected since past research has shown differences in plastisphere communities
between petroleum-based polymers and biopolymers in general, and between PE and
PLA, specifically (Cheng et al., 2021; Dussud et al., 2018; Kirstein et al., 2019; Zhang et
al., 2021). However, the impact of polymer type on plastisphere community remains
under debate and often seems to be masked by changes driven by season and location
(Amaral-Zettler et al., 2015; Oberbeckmann et al., 2014); this study supports the idea that
mature biofilm community structure is less impacted by polymer type and more impacted
by the environmental characteristics of the ecosystem where the plastic resides.
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Early colonization was characterized across all plastic types by high abundances
of Bacilli and Sphingomonadales, with lower abundances of Pseudomonadales and
Rhodobacterales. The high relative abundances of Alphaproteobacteria and
Gammaproteobacteria have been observed previously in plastisphere communities
(Cheng et al., 2021; Oberbeckmann et al., 2014; Zettler et al., 2013; Zhang et al., 2021),
however, Bacilli has previously been found in only low concentrations (Kirstein et al.,
2019). This difference in dominant community members could be linked to location, as
this study took place in an estuarine ecosystem while the majority of plastisphere
community research has been performed in open ocean environments (Oberbeckmann et
al., 2015). Unlike the plastispheres in this study which were dominated by prokaryotes,
previous studies have found eukaryotes to be dominant members of the plastisphere
community (Bryant et al., 2016; Zhang et al., 2021); eukaryotes may be later colonizers
of microplastic particles and require longer than the 28 days of this study to become
dominant members of the biofilm community.
Hydrocarbon degradation genes were found on all the plastic polymers in this
study at every timepoint. These hydrocarbon degradation genes included many
oxygenases which often mediate the initial steps of plastic polymer biodegradation
(Jacquin et al., 2019). Previous studies have found hydrocarbon degradation genes in PE
and PP plastisphere communities, and they have been predicted to be found on PE, PP,
and PLA (Bryant et al., 2016; Zhang et al., 2021), however, this is the first report of
hydrocarbon degrading genes in plastisphere communities living on PVC. The high, and
equal, abundance of hydrocarbon degradation genes on PLA, PE, and PVC, was
unexpected. Since PLA is a biopolymer and therefore considered to be a more degradable
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alternative to more traditional petroleum-based polymers like PE and PVC, it was
expected that PLA would have a higher number of hydrocarbon degrading organisms and
genes and that those genes would appear at earlier timepoints. Instead, hydrocarbon
degrading genes from multiple pathways were present on all substrates from day 7, and
the patterns of abundance were consistent across polymer types. The similarity between
plastisphere hydrocarbon degrading genes, despite the differences in polymer base, may
mean that PLA is not any more easily degraded by microbes than PE or PVC in the oxic
marine water column environment or more organisms could be rapidly adapting to use all
plastic substrates. Since this study examined only the metagenomes and was not designed
to measure hydrocarbon degradation activities, more research will be needed to determine
if these organisms are capable of actively degrading plastic polymers or if hydrocarbon
degradation genes they carry to break down natural hydrocarbons can be used to degrade
plastic materials.
Little is known about plastic degrading organisms, their genetic make-up, and
their taxonomy, though research into these organisms is ongoing. Current research into
plastic degraders has found evidence that the genera Pseudomonas, Bacillus,
Cellulosimicrobium, Rhodococcus, Ideonella, Psychrobacter, and Tenacibaculum all
contain organisms capable of degrading plastics including petroleum-based low-density
polyethylene (LDPE) and polyethylene terephthalate (PET), and the biopolymer poly(εcaprolactone) (PCL) (Dang et al., 2018; Muhonja et al., 2018; Urbanek et al., 2018;
Yoshida et al., 2016). Members of the genera Pseudomonas, Bacillus,
Cellulosimicrobium, and Rhodococcus were among the MAGs carrying hydrocarbon
degradation genes identified by this study, along with taxa in the Moraxellaceae and
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Flavobacteriaceae families and the order Burkholderiales, which contain genera of the
known hydrocarbon degraders described above. Metagenomic studies, like the one
detailed in this chapter, provide information on potential hydrocarbon degraders that can
then be used to target specific genera and species for further study including culturing
and hydrocarbon/plastic degradation activity studies.
The metagenomes assembled from PE, PVC, and PLA show that all the
plastisphere communities have the potential to contribute to the estuarine nitrogen cycle.
Unlike previous reports from PE and PP microplastic particles found in the Pacific Ocean
(Bryant et al., 2016), no nitrogen fixation genes were present in the plastispheres from the
York River. It is likely that higher concentrations of fixed nitrogen are present in the
York River than in the middle of the Pacific Gyre, which could contribute to the lack of
nitrogen fixation genes in this study. Other research has predicted the presence of
nitrification genes in plastisphere communities on PE, PP and PLA (Zhang et al., 2021),
which agrees with the current study in which nitrification genes were found on all
examined plastic polymers. However, the high prevalence of genes for DNRA and
denitrification found in this study has not been previously reported.
The presence of genes for two anaerobic processes, denitrification and DNRA, in
the water column provides evidence that the plastisphere biofilm communities create
micro-environments, possibly decreasing the oxygen concentrations enough in small
areas to allow for denitrification and DNRA to occur in the water column, though more
research will be needed to determine if these processes are being actively performed on
the surface of microplastic particles. Since denitrification genes became more prevalent
in later timepoints and the number of MAGs containing denitrification genes increased
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over time, it likely takes time to build up the micro-anaerobic environments necessary for
their survival, making denitrification a more common feature of mature biofilm
communities than in the early stages of colonization. Early colonizing MAGs were more
likely to carry nirB or genes for nitrification, especially in PLA plastispheres, though a
common marker gene for nitrification, amoABC, was not found in any sample.
Nitrification is an aerobic process, and was likely able to be performed before the microenvironments became anaerobic; nitrification is often coupled with denitrification in
estuarine sediments (Herbert, 1999) and that coupling could potentially take place in the
plastisphere community as nitrogen species are passed between different organisms.
This metagenomic study was not only the first metagenomic study performed on
plastics from estuarine ecosystems, but also the first to examine the early development of
the plastisphere community and to investigate the plastisphere on PLA and PVC
polymers. Organisms with hydrocarbon degrading genes, and therefore the potential to
degrade plastic polymers, were found to be evenly distributed across all examined plastic
polymers with no distinction between petroleum-based polymers and biopolymers. The
development of the plastisphere community, and the potential for micro-anaerobic
environments created by the biofilm, allows microplastics to be home to a wide range of
nitrogen cycling organisms that have the genetic capacity to perform both aerobic and
anaerobic processes in the aerobic water column, potentially influencing nitrogen cycling
dynamics in estuarine surface waters. The majority of those nitrogen cycling organisms
contained hydrocarbon degradation genes, potentially enabling them to survive on plastic
substrates better than other competitors. This study highlights the importance of
understanding the interactions between plastics and their associated microbial
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communities to not only identify potential plastic degrading organisms, but to also better
understand that microplastic pollution may impact marine ecosystems in unexpected
ways, while showing the need for further research that can identify active members of the
plastisphere community and target microbes of interest, like those capable of degrading
the persistent plastic pollution.
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5.8. Tables
Table 1. Table of metagenomic characteristics for each timepoint (Day) and plastic type
(Polymer). Read count is the total number of paired reads from the three combined
replicates for each day/polymer. Contigs are the number of contigs identified from the
assembled reads. High quality metagenome assembled genomes (MAGs) were defined as
MAGs with a completeness >70% and <5% contamination.

a

Polymer

Day

Read Counta

Contigs

PLA
PLA
PLA
PE
PE
PE
PVC
PVC
PVC

7
14
28
7
14
28
7
14
28

157267808
152178628
153274822
158161640
140337250
145823398
146810186
154059166
155268612

36877
64930
114165
73061
80276
89145
82842
72472
126097

High Quality
MAGs
4
13
17
12
13
23
14
15
13

Read count from after initial quality check and trimming
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Table 2. Table of gene IDs and the name of the associated protein the genes code for
found in plastisphere communities and identified as either a hydrocarbon degradation or a
nitrogen cycling gene.
Gene ID
aliA
badH
badI
bbsH
benA/xylX
benD/xylL
bphH/xylJ/tesE
catA
catB
catC
catE
cmtAc
dmpH/xylI
hcaB
hcaD
hpaD/hpcB
hpaF/hpcD
hpaG
ligA
ligI
ligK
mhpA
mhpB
mhpC
mhpD
mhpE
mhpF
nahD
pcaC
pcaD
pcaH
pht3
praC/xylH
vanA
xylC
napB
narV
nirB
nirK/nirS

Protein Name
Cyclohexanecarboxylate-CoA ligase
2-hydroxycyclohexanecarboxyl-CoA dehydrogenase
2-ketocyclohexanecarboxyl-CoA hydrolase
E-phenylitaconyl-CoA hydratase
Benzoate/toluate 1,2-dioxygenase
1,6-dihydroxycyclohexa-2,4-diene-1-carboxylate dehydrogenase
2-oxopent-4-enoate/cis-2-oxohex-4-enoate hydratase
Catechol 1,2-dioxygenase
Muconate cycloisomerase
Muconolactone D-isomerase
Catechol 2,3-dioxygenase
P-cumate 2,3-dioxygenase
4-oxalocrotonate decarboxylase
2,3-dihydroxy-2,3-dihydrophenylpropionate dehydrogenase
3-phenylpropionate/cinnamic acid dioxygenase
3,4-dihydroxyphenylacetate 2,3-dioxygenase
5-carboxymethyl-2-hydroxymuconate isomerase
5-oxopent-3-ene-1,2,5-tricarboxylate decarboxylase
Protocatechuate 4,5-dioxygenase
2-pyrone-4,6-dicarboxylate lactonase
4-hydroxy-4-methyl-2-oxoglutarate aldolase
3-(3-hydroxy-phenyl)propionate hydroxylase
2,3-dihydroxyphenylpropionate 1,2-dioxygenase
2-hydroxy-6-ketonona-2,4-dienedioic acid hydrolase
2-keto-4-pentenoate hydratase
4-hydroxy 2-oxovalerate aldolase
Acetaldehyde dehydrogenase
2-hydroxychromene-2-carboxylate isomerase
4-carboxymuconolactone decarboxylase
3-oxoadipate enol-lactonase
Protocatechuate 3,4-dioxygenase
Phthalate 4,5-dioxygenase
4-oxalocrotonate tautomerase
Vanillate monooxygenase
Benzaldehyde dehydrogenase
Periplasmic nitrate reductase
Nitrate reductase
Respiratory nitrite reductase
Nitrite reductase (NO-forming)
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norB
nosZ
nxrA

Nitric oxide reductase
Nitrous-oxide reductase
Nitrite oxidoreductase
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Table 3. The characteristics of MAGs carrying nitrogen cycling genes including name (MAG), percent complete (Completeness),
percent contamination (Contamination), and taxonomic classification.

Polylactic Acid (PLA)

Polyethylene (PE)

Polymer

MAG

Completeness
(%)

Contamination
(%)

Phylum

PEw1B18

81.09

3.27

Actinobacteriota

Actinobacteria

Mycobacteriales

Mycobacteriaceae

Rhodococcus

PEw1B31

94.55

3.75

Proteobacteria

Alphaproteobacteria

Rhizobiales

Rhizobiaceae

Hoeflea

PEw3B1

93.95

7.05

Proteobacteria

Alphaproteobacteria

Caulobacterales

Caulobacteraceae

Brevundimonas

PEw3B12

99.16

0.14

Proteobacteria

Gammaproteobacteria

Pseudomonadales

Moraxellaceae

Acinetobacter

PEw3B21

96.1

1.91

Actinobacteriota

Actinobacteria

Mycobacteriales

Mycobacteriaceae

Rhodococcus

PEw3B56

78.32

1.64

Actinobacteriota

Actinobacteria

Actinomycetales

Cellulomonadaceae

Oerskovia

PEw3B60

98.46

2.51

Actinobacteriota

Actinobacteria

Actinomycetales

Micrococcaceae

Arthrobacter

PEw3B66

99.9

0.55

Proteobacteria

Gammaproteobacteria

Enterobacterales

Enterobacteriaceae

Leclercia

PEw3B83

95.74

2.11

Actinobacteriota

Actinobacteria

Mycobacteriales

Mycobacteriaceae

Mycolicibacterium

PEw3B123

99.53

0.47

Proteobacteria

Gammaproteobacteria

Burkholderiales

Burkholderiaceae

Achromobacter

PEw3B135

97.76

4.46

Firmicutes

Bacilli

Bacillales

Bacillaceae

Unknown Genus

PLAw2B3

99.94

0.5

Actinobacteriota

Actinobacteria

Mycobacteriales

Mycobacteriaceae

Rhodococcus

PLAw2B29

99.12

0.58

Actinobacteriota

Actinobacteria

Actinomycetales

Dermabacteraceae

Brachybacterium

PLAw2B45

99.42

2.7

Actinobacteriota

Actinobacteria

Actinomycetales

Cellulomonadaceae

Cellulosimicrobium

PLAw2B48

97.97

3.02

Firmicutes

Bacilli

Bacillales

Planococcaceae

Sporosarcina

PLAw2B51

88.8

2.39

Actinobacteriota

Actinobacteria

Actinomycetales

Microbacteriaceae

Agromyces

PLAw3B11

99.85

2.21

Proteobacteria

Gammaproteobacteria

Burkholderiales

Burkholderiaceae

Massilia

PLAw3B18

87.21

4.62

Proteobacteria

Alphaproteobacteria

Rhodobacterales

Rhodobacteraceae

Paracoccus

PLAw3B26

97.81

1.02

Proteobacteria

Gammaproteobacteria

Pseudomonadales

Pseudomonadaceae

Pseudomonas

PLAw3B86

97.85

3.51

Bacteroidota

Bacteroidia

Flavobacteriales

Flavobacteriaceae

Arenibacter

PLAw3B92

98.75

1.98

Proteobacteria

Alphaproteobacteria

Rhizobiales

Beijerinckiaceae

Microvirga

Class
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Order

Family

Genus

Polyvinyl Chloride (PVC)

PVCw1B67

99.55

1.36

Proteobacteria

Gammaproteobacteria

Burkholderiales

Burkholderiaceae

Massilia

PVCw2B30

100

0.14

Proteobacteria

Gammaproteobacteria

Pseudomonadales

Pseudomonadaceae

Pseudomonas

PVCw2B67

94.26

0.66

Proteobacteria

Gammaproteobacteria

Pseudomonadales

Pseudomonadaceae

Pseudomonas

PVCw2B71

98.47

2.31

Actinobacteriota

Actinobacteria

Actinomycetales

Micrococcaceae

Arthrobacter

PVCw2B72

94.36

2.16

Actinobacteriota

Actinobacteria

Actinomycetales

Micrococcaceae

Arthrobacter

PVCw2B117

98.98

2.08

Proteobacteria

Alphaproteobacteria

Rhizobiales

Rhizobiaceae

Nitratireductor

PVCw3B79

98.74

1.5

Proteobacteria

Gammaproteobacteria

Pseudomonadales

Pseudomonadaceae

Pseudomonas

PVCw3B106

100

1.69

Proteobacteria

Gammaproteobacteria

Pseudomonadales

Pseudomonadaceae

Pseudomonas
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5.9. Figures

Figure 1. Relative abundance of orders >1% in each triplicate at each timepoint (7, 14,
and 28 days) of the plastisphere communities present on polylactic acid (PLA),
polyethylene (PE), and polyvinyl chloride (PVC).
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Figure 2. Principle component analysis representing beta diversity of the plastisphere
community at each timepoint (7, 14, and 28 days) on polylactic acid (PLA), polyethylene
(PE), and polyvinyl chloride (PVC).
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Figure 3. Rarefaction curve showing the number of genera and sample size. Genera
identified base on Kaiju identification of raw sequence reads. PLA: Polylactic acid; PE:
Polyethylene; PVC: Polyvinyl chloride.
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Figure 4. Bubble plot of normalized gene counts (represented by the size of the points) of
a subset of the genes for nitrogen cycling pathways (shown in different colors) at each
timepoint (7, 14, and 28 days) in the plastisphere community of polylactic acid (PLA),
polyethylene (PE), and polyvinyl chloride (PVC). Missing points represent a normalized
gene count of zero.
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Figure 5. Bubble plot of normalized gene counts (represented by the size of the points) of
a subset of the genes for hydrocarbon degradation pathways (shown in different colors) at
each timepoint (7, 14, and 28 days) in the plastisphere community of polylactic acid
(PLA), polyethylene (PE), and polyvinyl chloride (PVC). Missing points represent a
normalized gene count of zero.
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Figure 6. Presence/absence (presence signified by black points) plot of nitrogen cycling and hydrocarbon degradation genes present in
metagenome assembled genomes (MAGs) in the plastisphere community of polylactic acid (PLA), polyethylene (PE), and polyvinyl
chloride (PVC).
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Chapter 6: Conclusions

The York River Estuary receives large dissolved inorganic nitrogen inputs from
agricultural and residential areas. That fixed nitrogen, in the form of nitrate, is mitigated
by the bacterial nitrogen removal processes denitrification and anammox, especially at
the head of the estuary. The rates of nitrogen removal decrease along the estuarine
gradient until DNRA, a nitrogen retention process, becomes the dominant nitrate
reduction process at the mouth of the estuary. The change in nitrate reduction from
nitrogen removal to nitrogen retention is linked to both biotic and abiotic characteristics
of the benthic system with denitrification being driven by the entire community of nirS
carrying denitrifiers, along with concentrations of nitrate/nitrite, chlorophyll a, salinity,
and percent organic matter, and DNRA best predicted by the relative abundance of
specific taxa, Desulfobacterales and Sphingobacteriales, temperature, and the
concentration of ammonium. The increase in DNRA rates, and the resulting increase in
ammonium, could help to support the summer algal blooms that form in the lower portion
of the York River Estuary most years.
An investigation of the water column during those algal blooms, which were
dominated by Margalefidinium polykrikoides and Alexandrium monilatum, revealed
changes in the estuarine microbiome, with both species influencing the microbiome in
different ways. The M. polykrikoides bloom was characterized by an increase in dissolved
organic carbon concentrations, despite the bloom having a lower cell count than the A.
monilatum bloom. There was also an increase in heterotrophic bacteria, especially
Flavobacteriales and Opitutales, in the whole community during the M. polykrikoides
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bloom. The A. monilatum bloom, on the other hand, did not impact the prokaryotic
portion of the whole community, but instead was characterized by a specific group of
prokaryotes in the particle-associated fraction, implying that A. monilatum has a specific
group of associated prokaryotes. Based on the differences in how the two dinoflagellate
species impact the water column microbiome, M. polykrikoides blooms likely play a
more important role in estuarine carbon cycling and would be more likely to induce
hypoxic or anoxic conditions in the York River than blooms of A. monilatum.
Increased nutrients and large algal blooms are not the only disturbances to
estuarine ecosystems; plastic pollution has become an increasingly important
contaminant to estuarine and coastal ecosystems in recent years. Understanding the
microplastic load in any estuary is difficult due to the lack of defined methodology and
the numerous inputs of microplastics into the environment. One of the known point
sources of microplastics is wastewater treatment plants (WWTPs), though many have yet
to be examined and in those that have been examined both the smallest microplastics, and
the polymer composition of the microplastics, are often not considered. Two advanced
treatment systems from a pilot plant in the York River WWTP were examined, and a
method to isolate, quantify, and identify microplastics down to 1µm in size was
developed. Microplastic particles were found in all samples, though a reduced number
were found in the carbon filtration treated samples, and polyethylene was determined to
be the most prevalent polymer present.
Determining the number and type of microplastics present in an environment is
only the first, though highly important, step in understanding how microplastic pollution
can affect an ecosystem. To date, little research has been performed examining how the
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microbial biofilm communities living on plastic, called the plastisphere, can impact and
interact with the microbiome of an estuary and influence water column biogeochemistry.
Three plastic polymers, two petroleum-based (polyethylene, PE, and polyvinyl chloride,
PVC) and one biopolymer (polylactic acid, PLA), were deployed in the York River and
their plastisphere communities were examined for taxonomic makeup and metabolic
potential after 7, 14, and 28 days. Plastisphere communities for all polymers were similar
in taxonomic makeup for the first week. PLA and PE communities differed in beta
diversity from PVC communities after 14 days, but by 28 days the plastisphere
communities on all polymers were similar. Hydrocarbon degrading genes were present on
all polymer types, as were genes for nitrification, denitrification, and DNRA, showing
that the plastisphere communities have the metabolic potential to use and degrade the
carbon substrates from the microplastics they are living on and to perform multiple
nitrogen cycling processes in the water column, including processes that are typically of
higher importance in the benthic system. Therefore, the presence of microplastics in an
estuarine system, and more specifically the potential activity of their associated biofilm
communities, can impact water column nitrogen cycling.
Overall, this dissertation examined how changing microbial communities
influenced biogeochemistry throughout an estuary and how the changes in microbial
communities were linked to anthropogenic disturbances and natural variation. More
research is needed to continue putting together how estuarine ecosystems, microbiomes,
and biogeochemistry will be impacted by further anthropogenic inputs, and how the
already impacted ecosystems will respond to climate change. This dissertation highlights
how much remains to be understood when considering the link between natural and
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anthropogenic variation, microbial communities, and biogeochemical processes, but also
how much knowledge and understanding of these vital and complicated interactions we
have gained over the years.

158

