The Ambient Compressive Strength (CS) of pellets, influenced by several factors, is regarded as a criterion to assess pellets during metallurgical processes. A prediction model based on Artificial Neural Network (ANN) was proposed in order to provide a reliable and economic control strategy for CS in pellet production and to forecast and control pellet CS. The dimensionality of 19 influence factors of CS was considered and reduced by Principal Component Analysis (PCA). The PCA variables were then used as the input variables for the Back Propagation (BP) neural network, which was upgraded by Genetic Algorithm (GA), with CS as the output variable. After training and testing with production data, the PCA-GA-BP neural network was established. Additionally, the sensitivity analysis of input variables was calculated to obtain a detailed influence on pellet CS. It has been found that prediction accuracy of the PCA-GA-BP network mentioned here is 96.4%, indicating that the ANN network is effective to predict CS in the pelletizing process.
Introduction
Iron-bearing materials should enable the reliable production of hot metal (HM) from a blast furnace (BF) or directly reduced iron (DRI) from a shaft furnace [1] , particularly at minimum cost and at a large scale. Pellets are roughly spherical, thermally and/or chemically bonded agglomerates with 10 to 16 mm in diameter. They have several preferred metallurgical properties [2] . For instance, the particle size of a pellet is relatively uniform, which is favorable for burden permeability in the BF process; the pellet iron-grade is higher, favorable for effective iron content input in burden column and enhancing production efficiency; the reduction of pellet is easy, favorable for increasing gas utilization rate of a BF/shaft furnace, etc. Therefore, the consumption of pellets in BF is gradually increasing in many ironmaking plants-20% in China and even 100% in some BFs in Europe and North America.
At present, the pellet induration processes can be carried out by a straight grate indurating machine or grate-rotary kiln [3] . However, no matter which induration facility is used, the production process of iron ore pellets can be summarized as the following four stages: agglomeration of green pellets, drying of green pellets, firing of green pellets obtaining fired pellets, and cooling of fired pellets. Generally, in the BF or shaft furnace process, the pellets undertake double forces containing the extrusion force from the top layer and the friction force by high-speed gas flow beneath the furnace [4] . Consequently, the compressive strength (CS) of fired pellets is often referred to as a principal metallurgical property that helps withstand these two forces. A lower pellet CS may lead to pellet disintegration in the BF process, negatively affecting the permeability of the burden The pellet is indurated with high CS, which is detected according to the standard ISO4700 [5] . The general method is this: 64 selected pellets with diameter of 10-12.5 mm are tested in a compressive tester, and the two maximum values and two minimum values are deleted; the average of the remaining 60 values is regarded as the final pellet CS. Several factors in a pelletizing unit can substantially affect CS. Therefore, the prediction of CS should highly consider influencing factors. Based on previous practical experience at the typical ironmaking plants of China, 19 factors were selected as the initial input variables, including particle size of ore, bentonite dosage, moisture of green pellet, CS of green pellet, dropping strength, pellet diameter, porosity of green pellet, FeO%, MgO%, CaO%, Al2O3%, basicity (CaO/SiO2), burst temperature of green pellet, CS of drying pellet, bed depth of burden, firing temperature, firing time, gas consumption, and charging rate. The annual averages (the typical ironmaking plants) of the input variables are listed in Table 1 . The pellet is indurated with high CS, which is detected according to the standard ISO4700 [5] . The general method is this: 64 selected pellets with diameter of 10-12.5 mm are tested in a compressive tester, and the two maximum values and two minimum values are deleted; the average of the remaining 60 values is regarded as the final pellet CS. Several factors in a pelletizing unit can substantially affect CS. Therefore, the prediction of CS should highly consider influencing factors. Based on previous practical experience at the typical ironmaking plants of China, 19 factors were selected as the initial input variables, including particle size of ore, bentonite dosage, moisture of green pellet, CS of green pellet, dropping strength, pellet diameter, porosity of green pellet, FeO%, MgO%, CaO%, Al 2 O 3 %, basicity (CaO/SiO 2 ), burst temperature of green pellet, CS of drying pellet, bed depth of burden, firing temperature, firing time, gas consumption, and charging rate. The annual averages (the typical ironmaking plants) of the input variables are listed in Table 1 . Charging rate, ton/h 600 15.0
Principal Component Analysis
The PCA is a method [16] used to achieve dimensionality reduction of initial variables (19 variables mentioned in Table 1 ). The new non-linear PCA variables can be brought out to substitute the initial variables. The PCA operation creates linear combinations of initial input variables, so all the input information is retained in the new variables. In order to achieve the dimensionality reduction, only a subset of new variables is chosen as the PCA variables, so there is a loss of initial variables. It is worthwhile mentioning that the lost information is very limited and thus will not affect the accuracy of the following results due to the fact that the cumulative contribution rate of the PCA variables is required to be more than 90%. In summary, the merit of the PCA is that the information, expressed by initial variables, will be retained in the new PCA variables as much as possible. It is acknowledged that copious factors could affect CS, and part of them are correlative, such as firing temperature match with fuel gas consumption, and basicity match with CaO%. Overabundant initial variables without PCA operation will make the model more complex and decrease prediction accuracy. In the present work, the new independent PCA variables based on the PCA operation were finalized as the input variables in the BP model. The flow chart of PCA operation is shown in Figure 2 . 
The PCA is a method [16] used to achieve dimensionality reduction of initial variables (19 variables mentioned in Table 1 ). The new non-linear PCA variables can be brought out to substitute the initial variables. The PCA operation creates linear combinations of initial input variables, so all the input information is retained in the new variables. In order to achieve the dimensionality reduction, only a subset of new variables is chosen as the PCA variables, so there is a loss of initial variables. It is worthwhile mentioning that the lost information is very limited and thus will not affect the accuracy of the following results due to the fact that the cumulative contribution rate of the PCA variables is required to be more than 90%. In summary, the merit of the PCA is that the information, expressed by initial variables, will be retained in the new PCA variables as much as possible. It is acknowledged that copious factors could affect CS, and part of them are correlative, such as firing temperature match with fuel gas consumption, and basicity match with CaO%. Overabundant initial variables without PCA operation will make the model more complex and decrease prediction accuracy. In the present work, the new independent PCA variables based on the PCA operation were finalized as the input variables in the BP model. The flow chart of PCA operation is shown in Figure 2 . (1) The sample matrix is collected as shown in Equation (1): 
where X is the sample matrix, n is number of samples, z = 1, 2, …., n, 300 days production date were used in present work, n = 300, p is the number of initial variables, p = 19. (1) The sample matrix is collected as shown in Equation (1):
where X is the sample matrix, n is number of samples, z = 1, 2, . . . , n, 300 days production date were used in present work, n = 300, p is the number of initial variables, p = 19.
(2) Date standardization of initial variable matrix (X) to normalization matrix (D) as shown in Equation (2):
where
Obtain the correlation coefficient matrix (R) based normalization matrix using Equation (3):
(4) Obtain the eigenvalue (λ z ) and the eigenvector (µ v ) based on the characteristic equation of R in Equation (4): 
The m is obtained based on the cumulative contribution rate. In addition, m is the new variable number after dimensionality reduction.
(6) Output the new sample matrix after PCA in Equation (6):
where U is the eigenvector matrix comprised m eigenvectors.
Artificial Neural Network
The new m variables obtained from the PCA were utilized as the input variables in the BP model. The BP network has a merit that the information feeds forward and the error is inverse propagation [18] . In order to make the model accurate and stable, the GA was adopted to optimize the initial weights and thresholds in the BP network. The flow chart of the ANN model is shown in Figure 3 . Three operations were adopted consisting of PCA, GA, and BP. 
Information Forward Propagation of BP Network
In the BP network mentioned here, a three-layer network structure, m~(m+1)~1 (where, m is the number of new PCA variables obtained by the PCA operation), used in the present modeling, has been shown in Figure 4 . The numbers of input variables here were m. The number of input neurons in the hidden layer, designed according a serial of model validations, is assured at m+1, and the neuron in output layer is 1, which represents the CS. In Figure 4 , the input to the neurons in the hidden layer and the output layer is the sum of all the input neurons as shown in Equation (7):
where Y i : input sum of ith neuron in the k layer, k = 2, 3. Y j : input sum of jth neuron in the k-1 layer. 
In the BP network mentioned here, a three-layer network structure, m~(m+1)~1 (where, m is the number of new PCA variables obtained by the PCA operation), used in the present modeling, has been shown in Figure 4 . The numbers of input variables here were m. The number of input neurons in the hidden layer, designed according a serial of model validations, is assured at m+1, and the neuron in output layer is 1, which represents the CS. 
where Y i : input sum of ith neuron in the k layer, k = 2, 3. Y j : input sum of jth neuron in the k-1 layer. In Figure 4 , the input to the neurons in the hidden layer and the output layer is the sum of all the input neurons as shown in Equation (7):
where Y i : input sum of ith neuron in the k layer, k = 2, 3.
Y j : input sum of jth neuron in the k−1 layer.
i: ith neuron in k layer (k = 2, 3), for k = 2, i = 1, 2, . . . , m+1; k = 3, i = 1. j: jth neutron in k−1 layer, j = 1, 2, . . . , m for input layer, j = m+1, m+2, . . . , 2m+1 for the hidden layer.
W j~i : weight of between jth neuron in k−1 layer and ith neuron in k layer.
Basing on preliminary experiments, it was found that the Tan-Sigmoid function [19] was accurate to obtain target results; thus, it was arranged as a candidate transfer function of adjacent neurons (Equation (8)):
where O i : output of ith in k layer (k = 2, 3). Therefore, using the weights and thresholds of the neurons in hidden, signals transferred by each neuron to the proceeding neuron can be estimated by Equation (9):
Thus, using transfer function O m+1 output Y m+1 . The total input of neuron in the output layer can be given by Equation (10):
Again, using transfer function O 2m+2 , Y 2m+2 can be converted to output CS.
Error Inverse Propagation of BP Network
All the weights (W) and thresholds (b) are randomized at the first training step. The network generates weights, while training and producing output. Its output is then compared with the target output of all the neurons of the output layer; the error is back propagated by changing the interconnect weights (W) and thresholds (b), in case of any discrepancy. In the BP method here, the least square error (E 2 k ) is given by Equation (11):
where t i : targeted output in k layer; O i : predicted output in k layer.
Optimize the BP Network with GA
It is acknowledged that the weights and thresholds of the BP network may stay at a local minimum in the training process, which may limit network convergence. In order to make the model accurate, the GA was conducted to optimize the initial weights and thresholds of the BP network. Generally, the GA includes selection operation, crossover operation, and mutation operation [20] . The details are listed as follows:
(1) The weights (W) and thresholds (b) of the whole neural network are regarded as a group of chromosomes, as shown in Equation (12):
where W whole is an assemblage of weights and thresholds.
(2) Obtain the fitness of the chromosomes (f i ) in Equation (13):
where M is a constant, ∆E i is the absolute error in the training model. (3) Select some individuals whose fitness is larger. The selection probability (P k ) is shown in Equation (14):
For the sake of preventing degradation of the best sample, individuals with the maximum f i are put to the next generation directly, without any genetic operations such as crossover and mutation.
(4) A new generation of sample will be generated after crossover and mutation operation.
(5) According to the GA operation, the weights and thresholds given the minimum error are picked up as the new weights and thresholds for the ANN network.
Results and Discussion

PCA
The 19 new components shown in Table 3 are produced basing on the PCA operation. It should be noted that the new 19 components here are different from the initial 19 variables, and the new components are numbered base on the eigenvalue (λ), from large to small. Besides, each new component is independent and contains one or more correlative initial variables information. In addition, the contribution rate and cumulative contribution rate of the new components are listed in Table 3 . The contribution rate is shown in Figure 5 . 
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Results and Discussion
PCA
The 19 new components shown in Table 2 are produced basing on the PCA operation. It should be noted that the new 19 components here are different from the initial 19 variables, and the new components are numbered base on the eigenvalue (λ), from large to small. Besides, each new component is independent and contains one or more correlative initial variables information. In addition, the contribution rate and cumulative contribution rate of the new components are listed in Table 2 . The contribution rate is shown in Figure 5 . In this paper, PCA variables are assured when the cumulative contribution rate of the new components is more than 90% (as mentioned in Equation (5)). From Figure 5 , it can be seen that the cumulative contribution rate of the first eight components is 95.80% (>90%), which means that the first eight components can adequately describe the information existing in the 19 initial variables. Other contribution rates are too small and therefore omitted. We chose the first eight components as the new PCA variables to serve the BP network. Thus, m = 8 in the following BP network. In this paper, PCA variables are assured when the cumulative contribution rate of the new components is more than 90% (as mentioned in Equation (5)). From Figure 5 , it can be seen that the cumulative contribution rate of the first eight components is 95.80% (>90%), which means that the first eight components can adequately describe the information existing in the 19 initial variables. Other contribution rates are too small and therefore omitted. We chose the first eight components as the new PCA variables to serve the BP network. Thus, m = 8 in the following BP network. The score coefficient matrix of the eight components (PCA i (i = 1~8) variables) is listed in Table 4 . It can be seen that (1) PCA 1 contains the initial variable information: bentonite%, CS of green pellet, dropping strength, and CS of drying pellet; (2) PCA 2 contains the initial variable information: FeO%, firing temperature, and gas consumption; (3) PCA 3 contains the initial variable information: pellet diameter, bed depth, firing time, and charging rate; (4) PCA 4 contains the initial variable information: particle size (−74 µm%), and porosity of green pellet; (5) PCA 5 contains the initial variable information: MgO%; (6) PCA 6 contains the initial variable information: CaO%, and basicity; (7) 
Training and Testing of the BP Network
For modeling purposes, operational data for 365 days were collected from the pellet plant. After preprocessing the data to eliminate noise and considering stable operating data, 300 data sets were finalized for training and testing of the network. The data were split into 260 for training and 40 for testing. The GA was conducted to optimize the initial weights and thresholds of the BP network. The training performance of the PCA-BP network and PCA-GA-BP network are shown in Figure 6 . One can conclude from Figure 6a that the training speed of the PCA-GA-BP network is faster than that of the PCA-BP. For the PCA-GA-BP network, it takes 60 training times to obtain the target, while 90 training times is needed to meet the target goal for the PCA-BP network. In addition, the output error of the PCA-GA-BP network is smaller than that of the PCA-BP network (Figure 6b) . Consequently, the GA operation for optimizing the BP network is virtually effective. 
For modeling purposes, operational data for 365 days were collected from the pellet plant. After preprocessing the data to eliminate noise and considering stable operating data, 300 data sets were finalized for training and testing of the network. The data were split into 260 for training and 40 for testing. The GA was conducted to optimize the initial weights and thresholds of the BP network. The training performance of the PCA-BP network and PCA-GA-BP network are shown in Figure 6 . One can conclude from Figure 6a that the training speed of the PCA-GA-BP network is faster than that of the PCA-BP. For the PCA-GA-BP network, it takes 60 training times to obtain the target, while 90 training times is needed to meet the target goal for the PCA-BP network. In addition, the output error of the PCA-GA-BP network is smaller than that of the PCA-BP network (Figure 6b) . Consequently, the GA operation for optimizing the BP network is virtually effective. The network was trained till the minimum desired error was achieved. After the training operation, the PCA-GA-BP neural network was used to predict the testing samples; the testing results of the CS are shown in Figure 7 . It has been found in Figure 7 that the prediction accuracy of the PCA-GA-BP network mentioned here is 96.4% and the regression coefficient (R 2 ) is 0.85, indicating that the ANN network can beneficially predict CS in the pelletizing process. The network was trained till the minimum desired error was achieved. After the training operation, the PCA-GA-BP neural network was used to predict the testing samples; the testing results of the CS are shown in Figure 7 . It has been found in Figure 7 that the prediction accuracy of the PCA-GA-BP network mentioned here is 96.4% and the regression coefficient (R 2 ) is 0.85, indicating that the ANN network can beneficially predict CS in the pelletizing process. 
Sensitivity Analysis of the Influence Variables of CS
Obtaining the sensitivity of influence variables is a target for the PCA-GA-BP network referred to here. Therefore, the sensitivity analyses of some variables were carried out to understand their effect. Based on these results, we can obtain the detailed influence of an input variable on CS. Therefore, it is useful to form a CS control strategy in advance for the pelletizing process.
In the present study, the PCA process revealed that some input variables have a correlative relationship and those variables can comprise of a set of correlative variables. Therefore, only one or two variables in a correlative variable set were chosen to carry out the sensitivity analysis. The 
In the present study, the PCA process revealed that some input variables have a correlative relationship and those variables can comprise of a set of correlative variables. Therefore, only one or two variables in a correlative variable set were chosen to carry out the sensitivity analysis. The variables using sensitivity analysis in the present work include CS green pellet, bentonite%, firing temperature, charging rate, MgO%, basicity, −74 µm%, and burst temperature. The sensitivity analysis results are shown in Figure 8 . 
In the present study, the PCA process revealed that some input variables have a correlative relationship and those variables can comprise of a set of correlative variables. Therefore, only one or two variables in a correlative variable set were chosen to carry out the sensitivity analysis. The variables using sensitivity analysis in the present work include CS green pellet, bentonite%, firing temperature, charging rate, MgO%, basicity, -74 μm%, and burst temperature. The sensitivity analysis results are shown in Figure 8 . Figure 9a) , the re-crystallization of Fe 2 O 3 was not complete. (III) A higher charging rate is found to decrease pellet strength. This can be attributed to a high charging rate, which can reduce the residence time of pellets in high temperature firing regions, resulting in low strength. Figure 9a) , the re-crystallization of Fe2O3 was not complete. (III) A higher charging rate is found to decrease pellet strength. This can be attributed to a high charging rate, which can reduce the residence time of pellets in high temperature firing regions, resulting in low strength. because the induration process of pellet includes the oxidation of Fe3O4 and re-crystallization of Fe2O3, while high firing temperature simultaneously accelerates the oxidation of Fe3O4 and re-crystallization of Fe2O3, and obtains high strength [21] . The pellet samples in different firing temperatures (1150 °C, 1250 °C, and 1350 °C) were observed using a metallographic microscope, and the results are shown in Figure 9 . For pellets indurated at higher temperatures (1250 °C, 1350 °C), the re-crystallization of Fe2O3 was completed; the crystalline grain of Fe2O3 compactly connected with each other and were evenly distributed. For pellets in lower indurated temperatures (at 1150 °C, Figure 9a ), the re-crystallization of Fe2O3 was not complete. (III) A higher charging rate is found to decrease pellet strength. This can be attributed to a high charging rate, which can reduce the residence time of pellets in high temperature firing regions, resulting in low strength. The high strength of a large portion of −74 µm iron ore can be attributed to the fact that it is easier for iron ore with low particle size to be pulled together and indurated adequately.
Fe2O3
In addition, from Figure 8d : (VI) Increase in pellet basicity has a major impact on CS. This could be attributed to the fact that higher CaO results in the formation of a stronger calcium ferrite phase by a reaction between calcium oxide and iron oxide [24] . The CaO-Fe 2 O 3 phase diagram [23] is shown in Figure 11 ; the calcium ferrite phase (CF) is thus generated, as the firing temperature is higher than 1200 • C.
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Discussion
The CS of a pellet is of significance in the BF process. Therefore, the influence factors and control strategy of a pellet's CS should be explored with comprehensive consideration. The model mentioned here has a high accuracy and can be well used in the industry to predict and control pellet CS. Based on the different sets of input variables (≤19, for the initial variables in Table 1 ), the model can predict pellet CS in advance. In addition, the model is available to optimize the existing pelletizing process, based on a target CS. For instance, if we set the target CS in 2500 N/pellet, the model will adjust the input variables to product pellets with desired CS. Also, the adjustment of the variables is permitted to a finite level to avoid operation fluctuations and maintain stable production. Moreover, the model can be used to deal with emergencies in production. Based on sensitivity analysis results of influence variables, we can tinker with high sensibility parameters to assure continuous production.
Conclusions
In order to provide a reliable control strategy in the production process and predict pellet CS, a prediction model based on the PCA-GA-BP network was proposed. The main findings are summarized as follows:
(1) The dimensionality influence factors of the CS were reduced by the PCA operation. The new independent PCA variables containing adequate information of the initial variables can also be brought out to substitute the initial variables.
(2) The GA was provided to offer accuracy and stability of the model and to optimize the initial weights and thresholds of the BP network. The prediction accuracy of the PCA-GA-BP network mentioned here is 96.4%, indicating that the ANN network was effective to predict CS in the pelletizing process.
(3) Sensitivity analyses of some variables were carried out to understand their effect on CS. Large bentonite dosage, high CS of green pellets, and high firing temperature increase the CS of pellets. Enhancing the charging rate and high MgO content of pellets are found to decrease pellet CS. Higher basicity, small particle size of iron ore (−74 µm%), and high burst temperature positively affect pellet CS.
