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Abstract. Effective Hamiltonians arise in multiple problems, including homogeniza-
tion of Hamilton-Jacobi equations, nonlinear control systems, Hamiltonian dynamics,
and Aubry-Mather theory. In Aubry-Mather theory, related objects, Mather measures,
are also of great importance. Here, we combine ideas from mean-field games with the
Hessian Riemannian flow to compute effective Hamiltonians and Mather measures si-
multaneously. We prove the existence and convergence of the Hessian Riemannian flow.
In addition, we explore the relation between the Hessian Riemannian flow and a variant
of Newton’s method that greatly improves the performance of our numerical methods.
In our numerical experiments, we see that our algorithms preserve the non-negativity of
Mather measures and are more stable than previous methods in problems that are close
to singular.
1. Introduction
Let Td be the unit d-dimensional torus. Given P ∈ Rd and a Hamiltonian H : Td×Rd →
R, the effective Hamiltonian, H(P ), is the unique real number for which there exists a
periodic viscosity solution, u : Td → R, of the Hamilton-Jacobi equation
H(x, P +Dxu) = H(P ), x ∈ Td. (1.1)
This problem, sometimes called the cell problem [19], appears in multiple applications, in-
cluding homogenization of Hamilton-Jacobi equations [19], front propagation [22], Bloch
wave-form expansion and WKB approximation of the Schro¨dinger equation [9, 10], homog-
enization of an integral function [27], Aubry-Mather theory [17, 28], nonlinear control sys-
tems [7], Hamiltonian dynamics [9, 10, 11, 15, 28] and in the study of the long-time behavior
of Hamilton-Jacobi equations [3].
For H(x, p) continuous, periodic in x and coercive in p, a well-known result in [19] gives
the existence and uniqueness of H(P ). However, explicit solutions of (1.1) are hard to find.
Thus, efficient numerical algorithms are of great interest.
As discussed in Section 2, previous methods, in contrast with the one in [13], compute
only H and u. However, in Aubry-Mather theory, in addition to H and u, it is also critical
to compute related objects, Mather measures, see [21, 23] or the survey [4]. Given a Tonelli
Lagrangian, L, a Mather measure is a probability measure, µ ∈ P (Td × Rd), that minimizes∫
Td×Rd
(L(x, v) + P · v) dµ(x, v), (1.2)
among all probability measures that satisfy the following holonomy constraint∫
Td×Rd
(v · ∇ϕ) dµ = 0, ∀ϕ ∈ C1(Td).
Let H be the Legendre transform of L,
H(x, p) = sup
v
(p · v − L(x, v)) .
Date: October 9, 2018.
2010 Mathematics Subject Classification. 65M22, 35F21, 35B27.
Key words and phrases. Mean Field Game; Effective Hamiltonian; Mather measure.
The authors were supported by King Abdullah University of Science and Technology (KAUST) baseline
funds and KAUST OSR-CRG2017-3452.
1
ar
X
iv
:1
81
0.
03
48
3v
1 
 [m
ath
.N
A]
  8
 O
ct 
20
18
2 DIOGO A. GOMES AND XIANJIN YANG
If H and u solve (1.1), the infimum of (1.2) is −H(P ), µ is supported on the graph
(x,−DpH(x, P +Dxu(x))) and the x-projection of µ, m(x), is a weak solution of
− div(mDpH) = 0. (1.3)
Here, we develop an algorithm that computes u,H, and the projected Mather measure, m,
simultaneously. For that, we draw inspiration from numerical methods for mean-field games
(MFGs).
MFGs study the behavior of rational non-cooperating agents or players in a large popula-
tion [6, 18]. A typical MFG model comprises a system of a Hamilton-Jacobi (HJ) equation
and a transport or Fokker-Plank (FP) equation. In MFGs, the FP equation is the adjoint
operator of the HJ equation. The following is a first-order stationary MFG:{
H(x, P +Dxu) = H + g(m),
− div(mDpH) = 0,
(1.4)
where u(x) determines the cost for an agent at x ∈ Rd, m is a probability density that gives
the agents’ distributions, and g determines the interaction between agents. When g = 0,
(1.4) is the cell problem, H the effective Hamiltonian, and m the projected Mather measure.
To approximate the cell problem, we consider a MFG that also arises in the study of
entropy penalized Mather measures [8]:{
H(x, P +Dxu
k) = H
k
(P ) + 1k lnm
k
−div(mkDpH(x, P +Dxuk)) = 0,
(1.5)
where k > 0 is an integer and
H
k
(P ) =
1
k
ln
(∫
Td
ekH(x,P+Dxu
k)dx
)
. (1.6)
Under Assumptions 1 and 2 in Section 3, as k → ∞, Hk(P ) converges to H, uk converges
to a viscosity subsolution of (1.1), and mk converges to a projected Mather measure [8]. To
solve (1.5), we construct the Hessian Riemannian flow, that preserves the non-negativity of
m. More precisely, we consider the system of PDEs:[
m˙
u˙
]
= −
[
m
(−H(x, P +Dxu) +H(P ) + 1k lnm)−div(DpH(x, P +Dxu)m)
]
, (1.7)
where
H(P ) =
∫
Td
(
mH(x, P +Dxu)− 1km lnm
)
dx∫
Tdm
. (1.8)
In Section 3, we establish the following convergence theorem:
Theorem 1.1. Suppose that Assumptions 1 and 2 (see Section 3) hold, and that (1.7) has
a solution, (m,u) ∈ C
(
[0,∞);W 1,2+ (Td)×W 1,∞(Td)
)
. Assume further that (m∗, u∗) is the
periodic smooth solution of (1.5). Then, there exists a sequence {ti} such that u(ti) → u∗
in W 1,2
(
Td
)
as i → +∞. Moreover, we have u(t) → u∗ in L2 (Td) and m(t) → m∗ in
L1(Td), as t→∞.
Next, in Section 4, we discretize (1.7) in space and obtain a system of ODEs:[
M˙
U˙
]
= −F
[
M
U
]
, (1.9)
where (M,U) ∈ RN ×RN , N is the number of grid points, and F is defined in (4.7). There,
we prove the following theorem:
Theorem 1.2. Suppose that Assumptions 3-6 hold (see Section 4) and that (M∗, U∗)
solves F (M,U) = 0, where M∗ = (m∗1, . . . ,m
∗
N ) and U
∗ = (u∗1, . . . , u
∗
N ). Then, (1.9)
admits a unique solution, (M(t), U(t)) = (m1(t), . . . ,mN (t), u1(t), . . . , uN (t)), on [0,+∞).
Furthermore, for each 1 6 j 6 N , we have
uj(t)→ u∗j
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and
mj(t)→ m∗j
as t→∞.
In Section 5, we explore the connection with a variant of Newton’s method that is equiva-
lent to the Crank-Nicolson scheme for (1.9). Numerical results and performance comparisons
follow in Section 6. In our numerical experiments, we get an accurate approximation for
u, H and m. In particular, our methods are stable for problems that are nearly singular.
Finally, conclusions and a brief discussion of future work are presented in Section 7.
Notation. We use |·| to represent the l2-norm of a matrix or a vector, and ‖·‖ to represent
the L2-norm of a function. Denote by W 1,p∗ (Td) and W 1,p+ (Td), respectively, the spaces of
nonnegative and strictly positive functions in W 1,p(Td), where p = 2,∞. For a Banach
space, Y , the set C ([0,+∞);Y ) is the space of continuous functions in t ∈ [0,+∞), with
values in Y . For f, g ∈ L2 (Td), the standard L2 inner product,〈f, g〉, is ∫Td fg. Besides,
we also denote the inner product of two vectors in a Euclidean space by 〈·, ·〉. We identify
the d-dimensional torus, Td, with [0, 1]d. Finally, RN+ is the subset of RN of vectors with
positive components.
2. Previous work
Multiple authors studied and proposed numerical methods for the computation of effective
Hamiltonians. Here, we give a brief overview of the various approaches in the literature.
Two approaches described in [25] use the asymptotic behavior of Hamilton-Jacobi equa-
tions to compute H. The first approach, called small-δ method, introduces a parameter,
δ > 0, and considers the stationary equation
δuδ +H(x, P +Dxuδ) = 0, x ∈ Td. (2.1)
According to [19], −δuδ converges uniformly to H(P ) on Rd as δ → 0. Thus, we can choose a
small δ and solve (2.1) numerically to get an approximation for H(P ). The second method,
called in [25] the large-T method, uses a large-time approximation{
ut +H(x, P +Dxu) = 0 in Td × (0,∞),
u = v in Td × {t = 0}, (2.2)
where v is a continuous, periodic function. Under suitable assumptions, (2.2) has a unique
viscosity solution on Td × [0, T ], see [26], and [25] established that −u(x, t)/t→ H(P ) for a
general, not necessarily convex, Hamiltonian, H.
Alternatively, the effective Hamiltonian can be computed using a representation formula
that arises as a dual problem of an infinite-dimensional linear programming problem [12, 14].
This is the idea used in [16], where H(P ) is computed through the formula,
H(P ) = inf
φ∈C1(Td)
sup
x
H (x, P +Dxφ) ,
by discretizing the spatial variable and solving the minimax problem.
The preceding approaches are slow from the computational point of view. Thus, signifi-
cant efforts were spent on developing fast algorithms. These include solving a homogeniza-
tion problem directly [20, 24] and employing a Newton-type method [5] to (1.1).
In [20, 24], given a function, f , the authors of [20] considered the oscillatory equation{
H(Du, x ) = f(x) x ∈ Ω\{0} ⊂ Rd,
u(0) = 0.
Then, the value of f at point x0, which is close enough to the minimum of u
−P · x, yields
an approximation of H(P ) [20]. However, f(x) has a formula that involves the minimum of
H, which may be hard to compute for general Hamiltonians.
The generalized Newton method in [5] uses a novel approach to compute the effective
Hamiltonian. There, (1.1) is discretized directly into a nonlinear system, F (X) = 0, where
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X encodes a discretized version of u and H. Then, the resulting system is solved by the
Newton method.
The focus of the preceding methods is the computation of the effective Hamiltonian and
the viscosity solution. Mather measures do not play a role. In contrast, the variational
method [8] approximates the projected Mather measure and the effective Hamiltonian by
mk = e
k
(
H(Dxu
k,x)−Hk(P )
)
,
H
k
(P ) =
1
k
log
(∫
Td
ekH(x,Dxu
k+P )dx
)
, (2.3)
where k ∈ N and uk is the minimizer of
Ik[u
k] =
∫
Td
ekH(x,Dxu
k+P )dx (2.4)
subject to ∫
Td
ukdx = 0.
We observe that (1.5) is the Euler-Lagrange equation corresponding to the functional in
(2.4). If H(x, p) satisfy Assumptions 1 and 2, the results in [8] imply that mk → m and
H
k
(P ) → H (P ) as k → ∞. Inspired by this, [13] proposed a numerical method, which
solves the Euler-Lagrange equation of (2.4) by finite-difference methods and gets H
k
(P )
using (2.3). Numerical experiments in [13] show that this approximation is more efficient
than the algorithm in [16] but with less accuracy. Besides, as pointed out in [13], this scheme
is unstable when k is too large for a fixed mesh. In contrast, our methods seem to be stabler
as illustrated in Section 6.
3. MFGs and Effective Hamiltonians
To solve the cell problem and compute the projected Mather measure, we combine (1.1)
and (1.3) into the system {
H(x, P +Dxu) = H,
− div(DpH(x, P +Dxu)m) = 0,
(3.1)
where m > 0 is a probability measure. Taking into account that
H =
∫
Td
H(x, P +Dxu)dx,
we define F : W 1,2∗ (Td)×W 1,∞(Td)→ L2(Td)× L2(Td) as follows:
F
[
m
u
]
=
[−H(x, P +Dxu) + ∫Td H(x, P +Dxu)dx−div(DpH(x, P +Dxu)m)
]
. (3.2)
We notice that if u is the viscosity solution of (3.1), so is u + C, where C is an arbitrary
constant. So, for the uniqueness of u, we require
∫
Td u = 0. Hence, our goal is to solve
F (m,u) = 0, subject to
∫
Td
m = 1,
∫
Td
u = 0. (3.3)
The previous equation may not have a solution, (m,u), in W 1,2∗
(
Td
) ×W 1,∞ (Td). For
example, m may be singular. We tackle this matter by introducing various approximation
procedures. First, we attempt to use a monotone flow as in [1] to approximate the solution
of (3.3). However, we observe that this flow may not preserve the non-negativity of m. This
leads us to introduce the Hessian Riemannian flow. Under the assumption of the existence
of a solution to (3.1) with m > 0, we prove the convergence for u. Unfortunately, the
convergence for m may not hold due to the non-uniqueness of solutions of (3.1) and the
possibility of m vanishing. Hence, we add an entropy penalization term to the Hessian
Riemannian flow that gives both the positivity and the convergence for m.
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3.1. The monotone flow. A way to compute the solution of (3.3) is the monotone flow
method introduced in [1]. First, we recall that the operator F defined in (3.2) is monotone
provided H (x, p) is convex in p; that is for (m,u) , (θ, v) ∈W 1,2∗ (Td)×W 1,∞(Td),
∫
Td m = 1
and
∫
Td θ = 1, F satisfies 〈
F
[
m
u
]
− F
[
θ
v
]
,
[
m
u
]
−
[
θ
v
]〉
> 0. (3.4)
The monotonicity of F suggests the monotone flow,[
m˙
u˙
]
= −F
[
m
u
]
, (3.5)
where (m,u) ∈ C ([0,∞);W 1,2(Td)×W 1,∞(Td)). If (m,u), (m˜, u˜) solve (3.5) and ∫Tdm =∫
Td m˜ = 1, we have
d
dt
(‖u− u˜‖2 + ‖m− m˜‖2) = −2〈F [m
u
]
− F
[
m˜
u˜
]
,
[
m
u
]
−
[
m˜
u˜
]〉
6 0, (3.6)
provided t > 0,m > 0 and m˜ > 0. Suppose that (m∗, u∗) is the solution of (3.3). Then,
(m∗, u∗) also solves (3.5), since ddtm
∗ = ddtu
∗ = 0. Thus, if we suppose further that m ∈
C ([0,∞);W 1,2(Td)), u ∈ C ([0,∞);W 1,∞(Td)), (m,u) solves (3.5), ∫Tdm = 1, m > 0,∫
Td u = 0 and m
∗ > 0, we have
d
dt
(‖u− u∗‖2 + ‖m−m∗‖2) = −2〈F [m
u
]
− F
[
m∗
u∗
]
,
[
m
u
]
−
[
m∗
u∗
]〉
6 0,
according to (3.6). In this case, (3.5) defines a contraction in the region where m is non-
negative.
However, there are several issues about the monotone flow. First, we do not know if it
is globally defined. Besides, the projected Mather measure may be singular. Finally, the
convergence is not guaranteed either. In Example 3.1 below, we show that the monotone flow
may not preserve the non-negativity of m. Hence, (3.5) may not give a global contraction.
Example 3.1. Let d = 1. We set H(x, p) = p
2
2 +sin (2pix) and P = 0. Then, the monotone
flow in (3.5) becomes [
m˙
u˙
]
=
[
u2x
2 + sin (2pix)−
∫ 1
0
u2x
2 dx
(mux)x
]
. (3.7)
Let (m0, 0) to be the initial point and
∫ 1
0
m0dx = 1. It is easy to check that (m,u) =
(m0 + sin (2pix) t, 0) is the solution for (3.7). However, m(t) becomes negative in some
regions as t→ +∞.
Another reason why the convergence may fail is that the solution of (3.1) may not be
unique, as the next example illustrates.
Example 3.2. Let d = 2 and H(x, p) = |p|
2
2 . Then, DpH(x, p) = p. Let x = (x1, x2). We
choose P = (1, 0). Accordingly, (3.1) becomes{ |P+Dxu|2
2 = H,
−div (m (P +Dxu)) = 0.
(3.8)
It is easy to see that H = 12 , u = 0 and m = f(x2), where f is any function that depends
only on the second component of x solving (3.8). Thus, m is not unique.
To guarantee the non-negativity of m in the monotone flow, we use the Hessian Riemann-
ian gradient flow introduced in [2].
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3.2. The Hessian Riemannian gradient flow. In [2], Alvarez et al. considered the
constrained minimization problem
min{f(x)|x ∈ E,Ax = b},
where E is the closure of an open, nonempty, convex set E ⊂ Rn, A ∈ Rm×n with m 6 n,
b ∈ Rn, and f ∈ C1(Rn). To solve this problem, the authors introduced a Riemannian
metric, g, derived from the Hessian matrix, ∇2h, of a Legendre-type convex function [2],
h, on E. Then, they used the steepest descent flow to generate trajectories in the relative
interior of the feasible set, F := E ∩ {x|Ax = b}. In the steepest descent method, the
authors sought a trajectory x(t) solving{
x˙+∇Hf|F (x) = 0,
x(0) = x0 ∈ F , (3.9)
where ∇Hf|F (x) is the projection w.r.t. g of the gradient of f into the admissible directions.
According to [2], (3.9) is well-posed. Moreover, this steepest descent flow never leaves the
admissible set and leads to a local minimum.
A similar idea can be used for monotone operators and lead us to the Hessian Riemannian
flow.
3.3. The Hessian Riemannian flow. To guarantee the non-negativity of m, we introduce
the Hessian Riemannian flow. More precisely, we define the convex function, h : W 1,2∗ (Td)×
W 1,∞(Td)→ R, such that
h(m,u) =
∫
Td
m lnm+
1
2
u2.
Thus, the Hessian of h corresponds to the matrix
∇2h =
[
1
m 0
0 1
]
.
Then, we consider the Hessian Riemannian flow,[
m˙
u˙
]
= −(∇2h)−1F
[
m
u
]
,
which can be rewritten as[
m˙
u˙
]
= −
[
m
(
−H(x, P +Dxu) +
∫
Td H(x,P+Dxu)m∫
Td m
)
−div(DpH(x, P +Dxu)m)
]
. (3.10)
The mass of m is preserved by this flow, because∫
Td
m˙ = −
∫
Td
m
(
−H(x, P +Dxu) +
∫
Td H(x, P +Dxu)m∫
Tdm
)
= 0.
Before proving the convergence of (3.10), we impose a convexity assumption on H.
Assumption 1. The Hamiltonian H : Td×Rd → R is strictly convex in p. More precisely,
there exists a constant ρ > 0 such that
Hpipj (x, p)ξiξj > ρ|ξ|2
for each p, ξ, x ∈ Rd.
Then, we have the following convergence results:
Proposition 3.3. Suppose that Assumption 1 holds and that (3.10) has a solution, (m,u) ∈
C
(
[0,∞);W 1,2+ (Td)×W 1,∞(Td)
)
. Assume further that
∫
Tdm(0) = 1 and
∫
Td u(0) = 0.
Moreover, suppose that (m∗, u∗) solves (3.3) and (m∗, u∗) ∈ W 1,2+ (Td) ×W 1,∞(Td). Then,
there exists a sequence, {ti}, such that
lim
i→+∞
∫
Td
|Dxu∗ −Dxu(ti)|2m∗dx→ 0.
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In addition, ∫
Td
m∗ lnm∗ 6
∫
Td
m∗ lnm(t) + C,
where C is a constant.
Proof. We notice that, if
∫
Td u(0) = 0, we have
∫
Td u(t) = 0, since
d
dt
∫
Td
u(t) =
∫
Td
div(DpH(x, P +Dxu)m)dx = 0,
by the periodicity of u(t) and m(t).
For the convergence, we define a Lyapunov function for t > 0,
φ(t) =
∫
Td
m∗ lnm∗ −m(t) lnm(t)− (1 + lnm(t)) (m∗ −m(t)) dx+ 1
2
‖u∗ − u(t)‖2 .
Because
∫
Td m
∗ =
∫
Tdm(t) = 1, φ(t) can be simplified as
φ(t) =
∫
Td
m∗ ln
m∗
m(t)
dx+
1
2
‖u∗ − u(t)‖2 .
We know that φ(t) > 0 since the mapping z 7→ z ln z is convex for all z > 0. Next, by
differentiating φ(t) and using the fact that m˙∗ = 0, u˙∗ = 0, and
∫
Td m˙ = 0, we get
d
dt
φ(t)
=
∫
Td
−m˙
m
(m∗ −m) dx− 〈u˙, u∗ − u〉
6
∫
Td
(
m˙∗
m∗
− m˙
m
)
(m∗ −m) dx+ 〈u˙∗ − u˙, u∗ − u〉
=−
∫
Td
(H (x, P +Dxu
∗)−H (x, P +Dxu)−DpH (x, P +Dxu) (Dxu∗ −Dxu))m
−
∫
Td
(H (x, P +Dxu)−H (x, P +Dxu∗)−DpH (x, P +Dxu∗) (Dxu−Dxu∗))m∗
6− ρ
∫
Td
|Dxu∗ −Dxu|2 (m∗ +m)dx,
where we apply Assumption 1 in the last inequality. Then, we have
d
dt
φ(t) + ρ
∫
Td
|Dxu∗ −Dxu|2 (m∗ +m)dx 6 0. (3.11)
Hence, u(t) is bounded in L2 and
∫
Td |Dxu∗ −Dxu|2 (m∗+m)dx ∈ L1 ([0,+∞)). By Lemma
3.4 below, we know that
0 = lim inf
t→+∞
∫
Td
|Dxu∗ −Dxu|2 (m∗ +m)dx.
So, there is a sequence, {ti} such that
lim
i→+∞
∫
Td
|Dxu∗ −Dxu(ti)|2m∗dx→ 0.
Beside, integrating (3.11) from 0 to t, we have∫
Td
m∗ ln
m∗
m(t)
6 φ(0).
So, ∫
Td
m∗ lnm∗ − φ(0) 6
∫
Td
m∗ lnm(t).

Lemma 3.4. Suppose that g(t) : [0,+∞) → [0,+∞) is continuous and ∫ +∞
0
g(t) < +∞.
Then, we have
lim inf
t→+∞ g(t) = 0.
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Proof. Suppose that lim inft→+∞ g(t) 6= 0. Then, we can find t0 > 0,  > 0, such that for
any t > t0, we have g(t) > . This contradicts the fact that
∫ +∞
0
g(t) < +∞. 
Unfortunately, the convergence of m for (3.10) may not hold since solutions of F (m,u) =
0 may not be unique and m∗ may fail to be positive as shown in Example 3.2. This
observation motivates us to introduce an entropy penalization that we discuss next.
3.4. Entropy penalization. To obtain uniqueness for the projected Mather measure, we
consider the entropy penalized model given by (1.5). Combining (1.6) and the first equation
of (1.5), we get
mk = e
k
(
H(x,P+Dxu
k)−Hk(P )
)
.
Thus, H
k
(P ) can be rewritten as
H
k
(P ) =
∫
Td
(
mkH(x, P +Dxu
k)− 1kmk lnmk
)
dx∫
Td m
k
.
To prove the convergence and the existence of the solutions of (1.5), we introduce another
assumption on H, in addition to Assumption 1.
Assumption 2. The Hamiltonian, H, satisfies the following natural growth conditions:
|D2pH(x, p)| 6 C,
|D2x,pH(x, p)| 6 C(1 + |p|),
|D2xH(x, p)| 6 C(1 + |p|2)
for some constant C > 0.
According to [8], under Assumptions 1 and 2, for each k, there exists a unique smooth
solution, (uk,mk), of (1.5). Besides, we have
mk ⇀m weakly as a measure on Td,
uk → u uniformly on Td,
and, for each 1 6 q <∞,
Dxu
k ⇀ Dxu weakly in L
q
(
Td;Rd
)
,
where (m,u) ∈W 1,2+ (Td)×W 1,∞(Td). In addition,
H(P ) = lim
k→∞
H
k
(P ).
Moreover,
H(Dxu, x) 6 H(P ) a.e. in Td.
Therefore, as k → +∞, we get that u is a subsolution for (1.1).
The monotone flow for (1.5) may not preserve the mass of m. Instead, we explore its
Hessian Riemannian flow, which is given in (1.7). We notice that the mass of m is constant
since ∫
Td
m˙ = 0.
Next, we prove the convergence for both m and u,
Proof (of Theorem 1.1). Since
∫
Td u(0) = 0, we have
∫
Td u(t) = 0. We also define the same
Lyapunov function for t > 0.
φ(t) =
∫
Td
m∗ lnm∗ −m(t) lnm(t)− (1 + lnm(t)) (m∗ −m(t)) dx+ 1
2
‖u∗ − u(t)‖2 .
HESSIAN STRUCTURES FOR EFFECTIVE HAMILTONIANS AND MATHER MEASURES 9
As before, φ(t) > 0. Differentiating φ w.r.t. t, we get
d
dt
φ(t)
=
∫
Td
−m˙
m
(m∗ −m) dx− 〈u˙, u∗ − u〉
6
∫
Td
(
m˙∗
m∗
− m˙
m
)
(m∗ −m) dx+ 〈u˙∗ − u˙, u∗ − u〉
=−
∫
Td
(H (x, P +Dxu
∗)−H (x, P +Dxu)−DpH (x, P +Dxu) (Dxu∗ −Dxu))m
−
∫
Td
(H (x, P +Dxu)−H (x, P +Dxu∗)−DpH (x, P +Dxu∗) (Dxu−Dxu∗))m∗
− 1
k
∫
Td
(lnm∗ − lnm) (m∗ −m)
6− ρ
∫
Td
|Dxu∗ −Dxu|2 (m∗ +m)− 1
k
∫
Td
(lnm∗ − lnm) (m∗ −m) ,
where we use Assumption 1 in the last inequality. Thus, φ(t) is decreasing, u(t) is bounded
in L2, and
∫
Td m
∗ lnm∗ − φ(0) 6 ∫Td m∗ lnm(t). Besides, we conclude that
ρ
∫
Td
|Dxu∗ −Dxu|2m∗ + 1
k
(lnm∗ − lnm) (m∗ −m) dx ∈ L1 ([0,+∞)) .
Then, by Lemma 3.4, we have
0 = lim inf
t→∞
∫
Td
ρ |Dxu∗ −Dxu|2m∗ + 1
k
(lnm∗ − lnm) (m∗ −m) dx.
Thus, we have a sequence, {ti}, satisfying∫
Td
|Dxu∗ −Dxu(ti)|2m∗ → 0.
Since m∗ is strictly positive on Td, we have∫
Td
|Dxu∗ −Dxu(ti)|2 → 0.
By the Poincare´ inequality, we obtain
‖u∗ − u(ti)‖2 6 C‖Dxu∗ −Dxu(ti)‖2 → 0.
Thus, we conclude that
‖u∗ − u(ti)‖W 1,2(Td) → 0.
Also, we have ∫
Td
(lnm∗ − lnm(ti)) (m∗ −m(ti)) dx→ 0.
Since
m∗ ln
m∗
m(t)
− (m∗ −m(t)) 6 (lnm∗ − lnm(ti)) (m∗ −m(ti)) ,
we get, ∫
Td
m∗ lnm∗ −m(ti) lnm(ti)− (1 + lnm(ti)) (m∗ −m(ti)) dx→ 0. (3.12)
So, we have φ(ti)→ 0. Since, φ is decreasing, we have
lim
t→+∞φ(t) = 0.
Accordingly, it follows that
u(t)→ u∗ in L2 (Td).
Besides, by rewriting (3.12), we obtain
lim
t→∞
∫
Td
(
m∗ ln
m∗
m(t)
− (m∗ −m(t))
)
= 0. (3.13)
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By Lemma 3.5 below, we get for any 0 <  < 1,

∫
Td
|m∗ −m(t)|
6
∫
Td
(
m∗ ln
m∗
m(t)
− (m∗ −m(t))
)
− (+ ln(1− ))
∫
Td
m∗.
Then, using (3.13), we obtain
lim
t→∞ 
∫
Td
|m∗ −m(t)| 6 − (+ ln(1− ))
∫
Td
m∗.
So, we have
lim
t→∞
∫
Td
|m∗ −m(t)| 6
(
−1− ln (1− )

)∫
Td
m∗. (3.14)
Because (3.14) holds for any  ∈ (0, 1), we consider the limit → 0, and get
lim
t→∞
∫
Td
|m∗ −m(t)| = 0.

Lemma 3.5. Suppose that a,  ∈ R with a > 0, 0 <  < 1, then for any z > 0, we have
a ln
a
z
− (a− z)− a (+ ln(1− )) >  |z − a| .
Proof. When z > a, we define
g(z) = a ln
a
z
− (a− z)− a (+ ln(1− ))− (z − a).
So, we have
dg(z)
dz
= −a
z
+ 1− .
Thus, g achieves its minimum when z = a1− . Since g
(
a
1−
)
= 0, we conclude that, when
z > a, g(z) > 0.
Similarly, when z < a, we define
f(z) = a ln
a
z
− (a− z)− a (+ ln(1− )) + (z − a).
We differentiate f with respect to z, and get
df(z)
dz
= −a
z
+ 1 + .
Thus, f achieves its minimum at z = a1+ . Evaluating f at z =
a
1+ , we obtain
f
(
a
1 + 
)
= a
(
ln
(
1 + 
1− 
)
− 2
)
> 0.
So, f(z) > 0 when z < a.
Therefore, we conclude that for any z > 0,
a ln
a
z
− (a− z)− a (+ ln(1− )) >  |z − a| .

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4. A numerical scheme for the Hessian Riemannian flow
Let Td∆ be a uniform grid on Td, and xi, i = 1, . . . , N the grid points. We discretize u
and m at the grid by U = (u1, . . . , uN ) and M = (m1, . . . ,mN ). In addition, we impose
periodicity of u and m using a straightforward convention; for d = 1, we set u0 = uN and
m0 = mN . Our difference scheme for H is
G(U) = (G1(U), . . . , GN (U))
T
, where Gi(U) ≈ H(xi, P +Dxu(xi)). (4.1)
An example of Gi is given in Section 6.
Let LU : RN → RN be the linearized operator of G at U ∈ RN and L∗U its adjoint
operator. We define F˜ : RN+ × RN → RN × RN as
F˜
[
M
U
]
=

−G1(U) + H˜(P ) + 1k lnm1
. . .
−GN (U) + H˜(P ) + 1k lnmN
(L∗UM)1
. . .
(L∗UM)N
 . (4.2)
Then, the space-discretized version of (1.5) is
F˜
[
M
U
]
= 0,
mi > 0,
1
N
N∑
i=1
mi = 1,
H˜(P ) =
N∑
i=1
(miGi(U)− 1kmi lnmi)
N∑
i=1
mi
,
(4.3)
where H˜ : R→ R is a numerical approximation of the effective Hamiltonian.
Before solving (4.3), we lay out the assumptions on G. To ensure the monotonicity of F˜ ,
we require each component of G(U) to be convex.
Assumption 3. For each 1 6 i 6 N , the map U 7→ Gi(U) is convex for U ∈ RN .
To prove the local existence of the Hessian Riemannian flow, we need to assume that each
partial derivative of Gi(U), 1 6 i 6 N , is locally Lipschitz.
Assumption 4. Let U ∈ RN , U = (u1, . . . , uN )T . For each 1 6 i, j 6 N , ∂jGi(U) is
locally Lipschitz.
Finally, to guarantee the convergence of the Hessian Riemannian flow, we require the
following property:
Assumption 5. Define an operator, Γ : {1, . . . , d} × R 7→ R, such that Γ(i, ·) is the
forward difference for a given grid vertex in the direction, i. Let U = {u1, . . . , uN} and
V = {v1, . . . , vN} be two sets of different values for the same grid on Td. Then, there exists
a constant % such that
1
h2
d∑
i=1
N∑
j=1
(Γ(i, uj)− Γ(i, vj))2 6 %
N∑
j=1
(
Gj(U)−Gj(V )−∇Gj(V )T (U − V )
)
. (4.4)
Remark 4.1. In particular, for d = 1, (4.4) is reduced to
N∑
j=1
(
uj − uj+1
h
− vj − vj+1
h
)2
6 %
N∑
j=1
(
Gj(U)−Gj(V )−∇Gj(V )T (U − V )
)
.
Under Assumption 3, F˜ is a monotone operator, as we prove below in Lemma 4.2.
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Lemma 4.2. Suppose that Assumption 3 holds. Let (M,U) , (Θ, V ) ∈ RN+ × RN , where
M = (m1, . . . ,mN )
T , U = (u1, . . . , uN )
T ,Θ = (θ1, . . . , θN )
T and V = (v1, . . . , vN )
T . More-
over, 1N
N∑
i=1
mi = 1 and
1
N
N∑
i=1
θi = 1. The operator F˜ in (4.2) satisfies〈
F˜
[
M
U
]
− F˜
[
Θ
V
]
,
[
M
U
]
−
[
Θ
V
]〉
> 0.
Proof. Let (M,U) , (Θ, V ) be as above. We have〈
F˜
[
M
U
]
− F˜
[
Θ
V
]
,
[
M
U
]
−
[
Θ
V
]〉
=
N∑
j=1
(Gj (V )−Gj (U)) (mj − θj) +
N∑
j=1
(
(L∗UM)j − (L∗V Θ)j
)
(uj − vj)
+
1
k
N∑
j=1
(lnmj − ln θj) (mj − θj)
+
N∑
j=1

N∑
i=1
(
miGi(U)− 1kmi lnmi
)
N∑
i=1
mi
−
N∑
i=1
(
miGi(V )− 1kθi ln θi
)
N∑
i=1
θi
 (mj − θj)
=
N∑
j=1
(
(Gj (V )−Gj (U))mj − (L∗UM)j (vj − uj)
)
+
N∑
j=1
(
(Gj (U)−Gj (V )) θj − (L∗V Θ)j (uj − vj)
)
+
1
k
N∑
j=1
(lnmj − ln θj) (mj − θj), (4.5)
taking into account that
N∑
j=1

N∑
i=1
(
miGi(U)− 1kmi lnmi
)
N∑
i=1
mi
−
N∑
i=1
(
miGi(V )− 1kθi ln θi
)
N∑
i=1
θi
 (mj − θj) = 0,
because 1N
N∑
i=1
mi =
1
N
N∑
i=1
θi = 1. Since z 7→ ln z is increasing, we get
1
k
N∑
j=1
(lnmj − ln θj) (mj − θj) > 0.
Because L∗U is the adjoint operator of LU , we have
N∑
j=1
(L∗UM)j (vj − uj) = 〈L∗UM,V − U〉 = 〈M,LU (V − U)〉 =
N∑
j=1
(LU (V − U))jmj .
Thus,
N∑
j=1
(
(Gj (V )−Gj (U))mj − (L∗UM)j (vj − uj)
)
=
N∑
j=1
(
Gj (V )−Gj (U)− (LU (V − U))j
)
mj > 0,
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because of the positivity of mj and of the convexity of Gj . Similarly,
N∑
j=1
(
(Gj (U)−Gj (V )) θj − (L∗V Θ)j (uj − vj)
)
> 0. (4.6)
Combining (4.5) and (4.6), we conclude that〈
F˜
[
M
U
]
− F˜
[
Θ
V
]
,
[
M
U
]
−
[
Θ
V
]〉
> 0.

Let (M,U) = (m1, . . . ,mN , u1, . . . , uN ), (M
0, U0) = (m01, . . . ,m
0
N , u
0
1, . . . , u
0
N ) ∈ RN+ ×
RN , 1N
N∑
i=1
m0i = 1, and
1
N
N∑
i=1
u0i = 0. To construct the Hessian Riemannian flow corre-
sponding to (4.3), we define F : RN+ × RN → RN × RN by
F
[
M
U
]
=

m1
−G1(U) + N∑i=1(miGi(U)− 1kmi lnmi)N∑
i=1
mi
+ 1k lnm1

. . .
mN
−GN (U) + N∑i=1(miGi(U)− 1kmi lnmi)N∑
i=1
mi
+ 1k lnmN

(L∗UM)1
. . .
(L∗UM)N

. (4.7)
Accordingly, the Hessian Riemannian flow is
[
M˙
U˙
]
= −F
[
M
U
]
,
M(0) = M0, U(0) = U0.
(4.8)
Under Assumptions 3 and 4, F is locally Lipschitz continuous on RN+ ×RN . Moreover, since
F depends only on (M,U), we have local existence of the solution for (4.8); that is, given
(M0, U0) ∈ RN+ × RN , the initial value problem in (4.8) has a unique solution on t ∈ (0, T ),
for some 0 < T 6 +∞.
Next, we prove the boundedness of (M,U) on (0, T ), which then implies T = +∞.
Proposition 4.3. Suppose that Assumption 3 holds, and that (4.8) has a solution, (M,U) ∈
RN+ × RN , on [0, T ), where T < +∞ , M = (m1, . . . ,mN )T and U = (u1, . . . , uN )T . Then, N∑
j=1
(
m2j (t) + u
2
j (t)
) 12
is bounded as t→ T .
Proof. Let (M0, U0) = (m01, . . . ,m
0
N , u
0
1, . . . , u
0
N ) ∈ RN+ ×RN , 1N
N∑
i=1
m0i = 1 and
1
N
N∑
i=1
u0i =
0. Since M(0) = M0, we have 1N
N∑
i=1
mi(t) = 1. In addition, due to mi(t) > 0, we have mi(t)
is bounded as t→ T . Let (M∗, U∗) = (m∗1, . . . ,m∗N , u∗1, . . . , u∗N ) be the solution of (4.3).
Define
φ(t) =
1
N
N∑
j=1
(
m∗j ln
m∗j
mj(t)
)
+
1
2N
N∑
j=1
(
uj(t)− u∗j
)2
. (4.9)
By the convexity of the mapping z 7→ z ln z, z ∈ R, we have
m∗j lnm
∗
j −mj(t) lnmj(t)− (1 + lnmj(t))
(
m∗j −mj(t)
)
> 0.
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Thus,
0 6 1
N
N∑
j=1
(
m∗j lnm
∗
j −mj(t) lnmj(t)− (1 + lnmj(t))
(
m∗j −mj(t)
))
=
1
N
N∑
j=1
(
m∗j ln
m∗j
mj(t)
)
,
(4.10)
taking into account that 1N
N∑
j=1
(
m∗j −mj(t)
)
= 0. So, we conclude that φ(t) > 0. Define
HU,M =
N∑
i=1
(
miGi(U)− mi lnmik
)
N∑
i=1
mi
and
HU∗,M∗ =
N∑
i=1
(
m∗iGi(U
∗)− m∗i lnm∗ik
)
N∑
i=1
m∗i
.
Differentiating φ and using m˙∗j = u˙
∗
j = 0, we get
dφ
dt
=
1
N
N∑
j=1
(
−m
∗
j
mj
m˙j
)
+
1
N
N∑
j=1
((
uj − u∗j
)
u˙j
)
=
1
N
N∑
j=1
((
m˙∗j
m∗j
− m˙j
mj
)(
m∗j −mj
))
+
1
N
N∑
j=1
((
uj − u∗j
) (
u˙j − u˙∗j
))
=
1
N
N∑
j=1
((
Gj(U
∗)−HU∗,M∗ − 1
k
lnm∗j −Gj(U) +HU,M +
1
k
lnmj
)(
m∗j −mj
))
− 1
N
N∑
j=1
((
u∗j − uj
) (
(L∗U∗M∗)j − (L∗UM)j
))
=
1
N
N∑
j=1
(
(Gj(U
∗)−Gj(U))m∗j −
(
u∗j − uj
)
(L∗U∗M∗)j
)
+
1
N
N∑
j=1
(
− (Gj(U∗)−Gj(U))mj +
(
u∗j − uj
)
(L∗UM)j
)
− 1
kN
N∑
j=1
(
lnm∗j − lnmj
) (
m∗j −mj
)
,
using, as before, the identity
1
N
N∑
j=1
(
HU∗,M∗ −HU,M
) (
m∗j −mj
)
= 0.
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Thus, using the definition of L and L∗, we have
dφ
dt
+
1
N
N∑
j=1
((
Gj(U)−Gj(U∗)− (LU∗ (U − U∗))j
)
m∗j
)
+
1
N
N∑
j=1
((
Gj(U
∗)−Gj(U)− (LU (U∗ − U))j
)
mj
)
+
1
kN
N∑
j=1
((
lnmj − lnm∗j
) (
mj −m∗j
))
= 0.
(4.11)
Due to the convexity of Gj and the monotonicity of z 7→ ln z, φ is decreasing. In addition,
due to (4.10), we have
1
2N
N∑
j=1
(
uj(t)− u∗j
)2 6 φ(t) 6 φ(0).
Therefore, we conclude that
(∑N
j=1
(
m2j (t) + u
2
j (t)
)) 12
is bounded as t→ T . 
Next, we prove (4.8) is well-posed.
Proposition 4.4. Suppose that Assumptions 3 and 4 hold, then (4.8) admits a unique
solution on [0,+∞).
Proof. Define
TM = sup{T > 0|∃! solution (M,U) of (4.8) on [0, T )}. (4.12)
Since (4.8) has local existence, we know TM > 0. Suppose that TM < +∞. Hence, as
t → TM , we have
N∑
j=1
(
m2j (t) + u
2
j (t)
)
bounded on [0, TM ). Let ω
0 be the set of limit
points of (M,U) on [0, TM ). Define Ω = {(M(t), U(t)) : t ∈ [0, TM )} ∪ ω0. Since (M,U)
is bounded, we know that ω0 is nonempty and that Ω is compact. Thus, by Lemma 4.5
below, Ω ⊂ RN+ × RN , we can extend (M,U) beyond TM . The extension contradicts with
the finiteness of TM . So, TM = +∞. 
We finish this section with the lemma used in the proof of the previous theorem.
Lemma 4.5. Suppose that Assumtions 3 and 4 hold and that (M(t), U(t)) is bounded on
[0, TM ), where TM is defined in (4.12). Assume TM < +∞. Define R = R ∪ {−∞,+∞}
and R+ = R+ ∪ {0,+∞}. Let
Ω = {(M(t), U(t)) : t ∈ [0, TM )} ∪ ω0,
where ω0 ⊂ RN+ × R
N
, be the set of limit points of (M(t), U(t)) on [0, TM ). Then Ω ⊂
RN+ × RN .
Proof. We prove Ω ⊂ RN+×RN by contradiction. Suppose that Ω 6⊂ RN+×RN . We can find a
sequence ti such that (M(ti), U(ti))→ (M∗, U∗), where ti < TM , ti → TM , and (M∗, U∗) ∈(
RN+ × RN
)\ (RN+ × RN). Let M(t) = (m1(t), . . . ,mN (t)) , U(t) = (u1(t), . . . , uN (t)) . From
(4.8), we know that
d
dt
(lnmj(t)) = Gj(U)−
N∑
l=1
(
mlGl(U)− 1kml lnml
)
N∑
l=1
ml
− 1
k
lnmj .
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Thus,
ln
mj(ti)
mj(0)
+
1
k
∫ ti
0
lnmjds =
∫ ti
0
Gj(U)−
N∑
l=1
(
mlGl(U)− 1kml lnml
)
N∑
l=1
ml
 ds. (4.13)
Since (M(ti), U(ti)) → (M∗, U∗), the left-hand side of (4.13) converges to −∞. However,
by Proposition 4.3, (M∗, U∗) is bounded. So, the right-hand side of (4.13) is finite, which
gives a contradiction. 
To guarantee that
N∑
j=1
uj is constant in the Hessian Riemannian flow, we require G to be
invariant by translation, as stated next.
Assumption 6. For any 0 6 j 6 N , we have Gj(U+s) = Gj(U), where U = (u1, . . . , uN ) ∈
RN , s ∈ R, and U + s = {u1 + s, . . . , uN + s}.
Remark 4.6. By the definition of LU and Gj(U + s) = Gj(U), we know LUI = 0, where
I ∈ Rn of which all components are 1. Then, for any M ∈ RN , we have
N∑
j=1
(L∗UM)j = 〈L∗UM, I〉 = 〈M,LUI〉 = 0.
Then,
N∑
j=1
uj(t) is invariant for all t > 0 in (4.8).
Next, we show that the flow defined by (4.8) converges to the solution of F (M,U) = 0,
which solves F˜ (M,U) = 0. Here, we show the convergence in one dimension. A similar
proof holds for higher dimensions.
Proposition 4.7. Let d = 1. Suppose that (M∗, U∗) is a solution of F (M,U) = 0, where
M∗ = (m∗1, . . . ,m
∗
N ), U
∗ = (u∗1, . . . , u
∗
N ). Under Assumptions 3-6, we have
uj(t)→ u∗j
and
mj(t)→ m∗j
as t→∞.
Proof. Let
φ(t) =
1
N
N∑
j=1
(
m∗j ln
m∗j
mj(t)
)
+
1
2N
N∑
j=1
(
uj(t)− u∗j
)2
.
Because of (4.10), φ > 0. According to (4.11), we have
dφ
dt
+
1
N
N∑
j=1
((
Gj(U)−Gj(U∗)− (LU∗ (U − U∗))j
)
m∗j
)
+
1
N
N∑
j=1
((
Gj(U
∗)−Gj(U)− (LU (U∗ − U))j
)
mj
)
+
1
kN
N∑
j=1
((
lnmj − lnm∗j
) (
mj −m∗j
))
= 0.
Using Lemma 3.4 and Assumption 5, we can find a sequence, {ti}, such that
N∑
j=1
(
uj(ti)− uj+1(ti)
h
− u
∗
j − u∗j+1
h
)2
→ 0 (4.14)
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and
N∑
j=1
(
lnmj(ti)− lnm∗j
) (
mj(ti)−m∗j
)→ 0.
Under Assumption 6, we have
N∑
j=1
(
uj(ti)− u∗j
)
= 0. Then, combining (4.14), and Lemma
4.8 below, we conclude that
lim
i→+∞
(
uj(ti)− u∗j
)2
= 0.
Thus, we have
φ(ti)→ 0.
Since φ is decreasing, we know
φ(t)→ 0.
Thus,
N∑
j=1
(
uj(t)− u∗j
)2 → 0
and
N∑
j=1
m∗j ln
m∗j
mj(t)
→ 0.
Thus,
uj(t)→ u∗j
and
mj(t)→ m∗j .

Lemma 4.8. Let {aj}, 0 6 j 6 N, be a sequence in RN such
N∑
j=1
aj = 0. Assume that
aN+1 = a1. Then, there exists a constant, C > 0, such that
N∑
j=1
a2j 6 C
N∑
j=1
(aj+1 − aj)2 . (4.15)
Proof. Assume that aN+1 = a1. We consider the linear subspace,
D =
a = (a1, . . . , aN ) ∈ RN |
N∑
j=1
aj = 0
 ,
equipped with the standard l2-norm. Then, D is isomorphic to the quotient space RN/R.
We notice that RN/R has another norm given by
|a| =
N∑
j=1
(aj+1 − aj)2 , a ∈ RN/R.
In addition, because all norms in a finite-dimensional linear space are equivalent, we conclude
that (4.15) holds. 
Finally, we record the proof of Theorem 1.2.
Proof (of Theorem 1.2). The global existence is given by Proposition 4.4 and the conver-
gence follows from Proposition 4.7. 
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5. Newton’s Method for Effective Hamiltonians
Here, we explore the connection between the Hessian Riemannian flow and Newton’s
method and construct a numerical scheme that, in our numerical tests, improves substan-
tially the speed of the Hessian Riemannian flow. To motivate our method, we begin by
discretizing (4.8) using the implicit Euler method. Let (M j , U j) represent the result of the
j−th literation, and (M0, U0) be the initial value. The implicit Euler method computes(
M j+1, U j+1
)
implicitly using the equation[
M j+1
U j+1
]
−
[
M j
U j
]
= −ξF
[
M j+1
U j+1
]
, (5.1)
where ξ is the step size. Adding ξ2F
(
M j+1, U j+1
)− ξ2F (M j , U j) to both sides of (5.1), we
get [
M j+1
U j+1
]
+
ξ
2
F
[
M j+1
U j+1
]
−
([
M j
U j
]
+
ξ
2
F
[
M j
U j
])
= −ξ
(
1
2
F
[
M j+1
U j+1
]
+
1
2
F
[
M j
U j
])
.
The prior identity is the Crank-Nicolson scheme with a step size ξ for the following ODE:
d
dt
([
M
U
]
+
ξ
2
F
[
M
U
])
= −F
[
M
U
]
. (5.2)
Let JF (M,U) be the Jacobi matrix of F at (M,U). Then, (5.2) is equivalent to[
M˙
U˙
]
= −
(
I +
ξ
2
JF
[
M
U
])−1
F
[
M
U
]
. (5.3)
Here, we fix two non-negative parameters κ and τ and consider the following generaliza-
tion of the explicit Euler method for (5.3):[
M j+1
U j+1
]
=
[
M j
U j
]
− (τI + κ∇F )−1 F [M j
U j
]
. (5.4)
When κ = 1 and τ = 0, we obtain Newton’s method. When κ = 0 and τ > 0, we obtain the
explicit Euler scheme for (1.9).
6. Numerical results
In this section, we discuss numerical results. Our algorithms were implemented in Mathe-
matica 10 on MacBook Air (CPU: 1.6 GHz Intel Core i5; Memory: 4 GB 1600 MHz DDR3).
For the Hessian Riemannian flow, we use the built-in routine, NDSolve, of Mathematica to
solve (4.8) with default settings. For Newton’s method, we use the iteration given in (5.4).
Remark 6.1. To improve the numerical stability, we solve (4.8) in the following equivalent
form. Let W = (w1, . . . , wN ) = (lnm1, . . . , lnmN ) and e
W = (m1, . . . ,mN ). Denote the
initial value by (M0, U0) =
(
m01, . . . ,m
0
N , u
0
1, . . . , u
0
N
)
. We transform (4.8) into
[
W˙
U˙
]
= −

−G1(U) + N∑i=1(ewiGi(U)− 1k ewiwi)N∑
i=1
ewi
+ 1kw1

. . .−GN (U) + N∑i=1(ewiGi(U)− 1k ewiwi)N∑
i=1
ewi
+ 1kwN

(L∗UeW )1
. . .(L∗UeW )N

,
W (0) =
(
lnm01, . . . , lnm
0
N
)
, U(0) = U0.
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This formulation has the advantage that M = eW is automatically positive. While the
Hessian Riemannian flow preserves positivity, small truncation errors sometimes give rise to
negative values of M . Without the above transformation, this would cause serious numerical
difficulties.
6.1. One-dimensional case. For d = 1, p ∈ R, and x ∈ T1, we set
H(x, p) =
|p|2
2
− sin(2pix).
Thus, (3.1) becomes {
(P+ux)
2
2 − sin(2pix) = H,
− (m (P + ux))x = 0.
In this case, we compute the analytic value of the effective Hamiltonian using the explicit
formula given in [5]:
H(P ) =
{
1 when |P | 6 P0,
c when |P | > P0, and c is given by |P | =
∫ 1
0
(√
2(sin(2pis) + c)
)
ds,
where P0 =
∫ 1
0
(√
2(sin(2pis) + 1)
)
ds.
In the numerical simulations, we consider the equidistributed grid points on [0, 1], X =
{x1, . . . , xN} = { 1N , . . . , 1}, N = 20. Let (M,U) = (m1, . . . ,mN , u1, . . . , uN ) be the approx-
imation of (m,u) at the grid points. Then, we approximate |Du(x) + P | at xi by√
min2
{
ui+1 − ui
h
+ P, 0
}
+ max2
{
ui − ui−1
h
+ P, 0
}
.
Accordingly, we get
Gi(U) =
1
2
(
min2
{
ui+1 − ui
h
+ P, 0
}
+ max2
{
ui − ui−1
h
+ P, 0
})
− sin(2pixi).
We also use similar schemes for H in other examples. In the algorithms, we set the
initial value, (M0, U0) = (m01, . . . ,m
0
N , u
0
1, . . . , u
0
N ), where m
0
i = 1 + 0.9 cos(2pixi) and
u0i = 0.2 cos(2pixi). For Newton’s method, we choose τ = κ = 1.
Figure 1 plots the effective Hamiltonians versus their approximated values calculated
using the Hessian Riemannian flow (HRF) and Newton’s method (NM). Figure 2 shows the
evolution of H, m, and u for P = 0.5 and k = 100. In Figure 1, we see that our method
is extremely accurate away from the flat part of the effective Hamiltonian. In the flat part,
the Mather measure corresponding to the different values of P is not strictly positive (see,
for example, Figures 2b and 2e at the terminal time), and the logarithmic term seems to
slow the convergence speed.
To illustrate the convergence of our methods, we introduce error functions measuring the
difference between the numerical result and the exact solution of (1.5). Let (m(t),u(t),H(t))
denote either the solution of the Hessian Riemannian flow or Newton’s method. Besides,
(m∗, u∗) is the exact solution of (1.5) and H
∗
be the corresponding effective Hamiltonian.
Inspired by Theorem 1.1, we define errors:
uerror(t) =
∫ 1
0
|u(t)− u∗|2 dx,
merror(t) =
∫ 1
0
|m(t)−m∗| dx,
and
Herror(t) =
∣∣∣H(t)−H∗∣∣∣ .
Here, we use u(T ),m(T ),H(T ), where T is the ending time, to approximate u∗,m∗, H
∗
. In
the simulations, we choose k = 100 and P = 0.5. Figures 3 shows evolutions of the errors
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(a) HRF (k = 10) (b) HRF (k = 100) (c) HRF (k = 1000)
(d) NM (k = 10) (e) NM (k = 100) (f) NM (k = 1000)
Fig. 1. H vs. H.
(a) H(P ) (HRF) (b) m (HRF) (c) u (HRF)
(d) H(P ) (NM) (e) m (NM) (f) u (NM)
Fig. 2. Numerical solutions of (1.7) and (5.4) for k = 100.
for the Hessian Riemannian flow and for Newton’s method. We see that the errors decrease
exponentially.
6.2. Higher Dimensions. Let d = 2, p = (p1, p1) ∈ R2, and x = (x1, x2) ∈ T2. We
consider the two-dimensional Hamiltonian discussed in [16]:
H(x, p) =
|p1|2
2
+
|p2|2
2
+ cos (2pix1) + cos (2pix2) .
Here, we choose P = (1.5, 2.5) for which H=4.4099660 according to [16]. For Newton’s
method, we set τ = 2 and κ = 1. Fixing N = 144, Table 1 shows computed H(P ) at t = 14
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(a) merror (HRF) (b) uerror (HRF) (c) Herror (HRF)
(d) merror (NM) (e) uerror (NM) (f) Herror (NM)
Fig. 3. Evolutions of errors.
(a) m (HRF) (b) u (HRF)
(c) m (NM) (d) u (NM)
Fig. 4. Numerical solutions of (1.7) and (5.4) at t = 14 for d = 2.
for different values of k. We see that when k = 10000, we get a very accurate approximation
for H. Figure 4 plots m and u at t = 14 when k = 10000.
k 10 100 1000 10000
H(P ) (HRF) 4.40251 4.40916 4.40989 4.40996
H(P ) (NM) 4.40935 4.40994 4.40996 4.40996
Table 1. H(P ) for different values of k when d = 2.
6.3. Non-monotonicity of F . Lemma 4.2 implies that F˜ is monotone. However, the
operator, F , in (4.7) may not be monotone.
To illustrate the non-monotonicity of F , we choose
H(x, p) =
|p|2
2
− 10 cos(2pix)− 10 sin(2pix).
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(a) Non-monotonicity of F . (b) Monotonicity of φ(t).
Fig. 5. Monotonicity test
In the simulation, we set P = 0.5, k = 100, and N = 20. Here, we compute two trajectories
generated by (4.8) from two sets of initial values, (M0, U0) = (m01, . . . ,m
0
N , u
0
1, . . . , u
0
N )
and (M˜0, U˜0) =
(
m˜01, . . . , m˜
0
N , u˜
0
1, . . . , u˜
0
N
)
, where u0i = cos(2pixi), u˜
0
i = sin(2pixi),m
0
i =
1 + 0.2 cos(2pixi), m˜
0
i = 1 + 0.7 cos(2pixi). We represent the solutions corresponding to
(M0, U0) and (M˜0, U˜0) by
(M(t), U(t)) = (m1(t), . . . ,mN (t), u1(t), . . . , uN (t))
and
(M˜(t), U˜(t)) = (m˜1(t), . . . , m˜N (t), u˜1(t), . . . , u˜N (t)),
respectively. If F were monotone, we would have
d
dt
(
N∑
i=1
(
(mi(t)− m˜i(t))2 + (ui(t)− u˜i(t))2
))
=−
〈
F (M(t), U(t))− F (M˜(t), U˜(t)), (M(t), U(t))− (M˜(t), U˜(t))
〉
6 0.
Hence, we plot the values of
N∑
i=1
(
(mi(t)− m˜i(t))2 + (ui(t)− u˜i(t))2
)
versus time in Figure
5a, which shows that the curve is not strictly decreasing. Thus, F fails to be monotone. In
contrast, we plot φ defined in (4.9) (see Figure 5b), which shows that φ(t) is decreasing, as
proven.
6.4. Speed Comparison between the Hessian Riemannian flow and Newton’s
method. Here, we compare the speed of the Hessian Riemannian flow in (4.8), which is
solved by NDSolve, with the speed of Newton’s method in (5.4).
We consider the Hamiltonian,
H(x, p) =
|p|2
2
− sin(2pix).
In the numerical experiment, we set P = 0.5 and k = 100. In this case, H(P ) = 1. The
initial point is given by (M0, U0) = (m01, . . . ,m
0
N , u
0
1, . . . , u
0
N ), where m
0
i = 1 + 0.9 cos(2pixi)
and u0i = 0.2 cos(2pixi). For Newton’s method, we choose τ = κ = 1. For each value of
N , we compute H by the Hessian Riemannian flow for a large time, T , and use it as a
benchmark, named H

. Then, we use the Hessian Riemannian flow and Newton’s method
to compute H(T ) such that |H −H| <  and record T and the corresponding CPU time
(measured in seconds) in Table 2. Here, we choose T  = 50 and  = 0.001. We see that
Newton’s method is substantially faster than the Hessian Riemannian flow as implemented
using the built-in routine, NDSolve, in Mathematica. Besides, as N increases, the execution
time of Newton’s method grows slower than that of the Hessian Riemannian flow.
6.5. Stability of the Hessian Riemannian flow and Newton’s method. Though not
stated explicitly in [13], the algorithm described there computes both H and the projected
Mather measure. However, as stated in that paper, that scheme becomes unstable if k is
too large compared to the mesh size, N . Here, we show that the Hessian Riemannian flow
and Newton’s method overcome this issue.
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N 5 10 20 40
H

0.934962 0.934953 0.965867 0.96476
T (HRF) 16 17 45 44
T (NM) 15 19 44 42
CPU time (HRF) 0.300129 0.302890 2.799820, 17.319277
CPU time (NM) 0.002648 0.003983 0.015771 0.043999
Table 2. The Hessian Riemannian flow vs. Newton’s method.
(a) H(P ) (HRF) (b) m (HRF) (c) u (HRF)
(d) H(P ) (NM) (e) m (NM) (f) u (NM)
Fig. 6. Numerical solutions of (1.7) and (5.4) for k = 100000.
To illustrate the stability of our methods, we consider
H(x, p) =
|p|2
2
− sin(2pix).
For the implementation, we choose P = 0.5, k = 100000, and N = 20. We use the
initial value, (M0, U0) = (m01, . . . ,m
0
N , u
0
1, . . . , u
0
N ), where m
0
i = 1 + 0.9 cos(2pixi) and
u0i = 0.2 cos(2pixi). Figure 6 shows the evolution of H(P ), m and u by the Hessian Rie-
mannian flow and Newton’s method, which illustrates that the Hessian Riemannian flow and
Newton’s method are stable for nearly singular equations, corresponding to a large value of
k.
7. Conclusion
In this paper, we suggested two methods to calculate simultaneously the effective Hamil-
tonian and the Mather measure: the Hessian Riemannian flow and Newton’s method. We
proved the existence and convergence of the Hessian Riemannian flow. We showed that this
method guarantees the non-negativity of m. Besides, we pointed out the relation between
the implicit discretization of the Hessian Riemannian flow and Newton’s method. In our
numerical experiments, Newton’s method is faster than the Hessian Riemannian flow. Both
methods preserve the positivity of the Mather measure. Moreover, the Hessian Riemannian
flow and Newton’s method seem to be stable for large k, a case where the variational method
in [13] faces difficulties.
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