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Counting Problems in Parameterized Complexity
Chihao Zhang and Yijia Chen
Abstract: Parameterized complexity is a multivariate theory for the analysis of computational problems. It leads to
practically efficient algorithms for many NP-hard problems and also provides a much finer complexity classification
for other intractable problems. Although the theory is mostly on decision problems, parameterized complexity
naturally extends to counting problems as well. The purpose of this article is to survey a few aspects of
parameterized counting complexity, with a particular emphasis on some general frameworks in which parameterized
complexity proves to be indispensable.
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1

Introduction

Counting problems are well studied in classical
complexity theory. Valiant[1] introduced the central
class #P in 1970s as the counting version of
NP, and classified counting problems in term
of their computational complexity has become a
very active research area ever since. Recently,
many dichotomy theorems were obtained for various
counting frameworks, in both exact counting and
approximate counting settings (see Ref. [2] for a
recent survey). These are the results showing that
a large number of naturally defined problems are
either #P-hard or solvable in polynomial time (i.e.,
in the class FP). For example, Dyer and Greenhill[3]
proved that for any fixed graph H counting the
homomorphisms from a graph G to H is either in FP
or #P-complete. Remember that we do have problems
whose hardness forms an infinite hierarchy within #P,
an easy adaptation of Ladner’s Theorem[4] for the
counting complexity. Sometimes, counting problems
behave very differently compared to their decision
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counterparts. There are hard counting problems whose
underlying decision problems are easy, e.g., counting
perfect matchings in bipartite graphs[5] . Furthermore,
a celebrated result due to Toda[6] shows that every
decision problem in the polynomial hierarchy can
be reduced to #P. These results reveal an inherent
difference between counting problems and decision
problems.
Parameterized complexity[7-10] provides a twodimensional view of computational problems in which
every problem instance comes with a presumably small
parameter. The theory was initiated by Downey and
Fellows in 1990[11] , and has been very successful
mainly for decision problems. A comprehensive
structural theory has been established around the
central notion fixed-parameter tractability, which is a
relaxation of polynomial-time tractability in classical
complexity theory. However, it was not until about
10 years ago, Flum and Grohe[12] , and independently
McCartin[13] , formalized the intractable theory of
counting problems in parameterized complexity. In
their seminal papers[12, 13] , among many other things,
a hierarchy of parameterized complexity classes #WŒt
for t > 1 was defined. It is generally believed that
#WŒt -hard problems do not have fixed-parameter
counting algorithms, i.e., algorithms with running time
f .k/poly.n/ where n is the size of the input, k the
parameter, and f a computable function. And these
complexity classes can be viewed as the analogue of #P
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in the parameterized world.
On the algorithmic side, many fixed-parameter
counting algorithms are derived directly from their
decision versions. For instance, in the vertex cover
problem, we want to decide whether in an n-vertex
graph G there are k vertices that intersect every
edge in G, i.e., a vertex cover of size k. The wellknown O.2k n2 / time bounded search tree algorithm
can be easily adapted to count the vertex covers
of size k in G. However, just like in classical
counting complexity, this is not always the case. A
few hard parameterized counting problems have easy
decision versions. One notable example is the following
parameterized problem of counting matchings.
p-#M ATCHING
Instance: A graph G and k 2 N.
Parameter: k.
Problem: Count the k-matchings in G.
Recall that a k-matching is a set of k vertex-disjoint
edges. Although one can decide in polynomial time
whether a graph contains a matching of size k [14] , it
has been shown recently[15] that p-#M ATCHING is hard
for #WŒ1, thus an f .k/poly.n/ algorithm to count the
number of k-matchings is unlikely to exist.
As one of the main focuses of this survey, we
look at some counting frameworks that admit natural
parameterizations. The first one is the aforementioned
problem of counting graph homomorphisms. Given
graphs G and H , the problem is to compute the number
of homomorphisms, i.e., edge-preserving mappings,
from G to H . Many combinatorial problems can be
defined in this framework. For instance, if we fix H
to be Kk (i.e., the k-vertex complete graph), then the
number of homomorphisms from G to H is exactly
the number of k-colorings in G. If we allow G to be
an arbitrary graph and that H to be chosen from a
family of graphs C , then the computational complexity
of the problem is well-understood: A dichotomy
theorem due to Bulatov[16] states that the problem is
either in FP or #P-complete, depending on C , and
the precise characterization of tractable C was also
given (see also Refs. [17, 18]). On the other hand,
we may allow H to be arbitrary and that G to be
chosen from a family of graphs C . In this setting,
it turns out that a dichotomy theorem in classical
complexity like above does not exist[19] . However,
for a natural parameterization of the problem, i.e.,
one takes size jGj of G as the parameter, we can
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obtain a clear-cut complexity classification. Under
the same parameterization, the problem of counting
embeddings and strong embeddings also admit such a
classification. These dichotomy theorems suggest that
parameterized complexity is really necessary for the
understanding of those problems.
The treewidth of graph is one of most important
parameters for fixed-parameter algorithms on
graphs[20] . Very often, by bounding the treewidth
of input graphs, NP-hard problems become
tractable. Courcelle’s famous meta-theorem[21] nicely
explains many such results from a logic point of
view. It asserts that every graph property expressible by
Monadic Second-Order logic (MSO) can be decided
in linear time on graphs of bounded treewidth. In
other words, the model-checking problem for MSO
on graphs, parameterized by the formula length and
the treewidth, is fixed-parameter tractable. Arnborg et
al.[22] generalized Courcelle’s Theorem to the counting
setting. It is worth noting that a lower bound result
for Courcelle’s Theorem[23] is also applicable in this
counting version, which implies that the treewidth is
the parameter of the problem and again parameterized
complexity plays a central role towards the full picture
of the complexity of the framework.
The Holant problems are another natural class
of problems for which taking the treewidth as the
parameter results in fixed-parameter algorithms. The
problems were introduced in Refs. [24, 25], which
stem from Valiant’s holographic algorithms[26] . The
framework is very expressive and includes counting
graph homomorphisms and counting Constraint
Satisfaction Problems (CSP) as special cases. The
study of Holant problems on graphs of bounded
treewidth is motivated by approximate counting Holant
problems on planar graphs[27] . Unlike Courcelle’s
Theorem, the dependence on the treewidth in the
running time of the algorithm is crucial to those
approximation algorithms. Moreover, the so-called
holographic reductions[26] are also applicable in this
setting. Using this reduction, we can design algorithm
for some problems that a direct dynamic programming
on tree decompositions does not seem to apply. Thus,
it is reasonable to expect that holographic reductions
can help to deepen our understanding for the power of
treewidth.
As many counting problems are proved to be
intractable, we might take one step back and look
for their approximate solutions, i.e., fixed-parameter
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algorithms that output a number within a limited range
of the desired solution. As a matter of fact, many
parameterized intractable counting problems, including
p-#M ATCHING, admit randomized approximation
scheme[28] . These results refine the dichotomy theorems
established in terms of exact counting for some
frameworks mentioned above.
Organization
We start by introducing some key notions and
parameterized counting classes in Section 2. A few
important examples are then given in Section 3,
including those problems exhibiting an interesting
division between easy-decision and hard-counting.
Section 4 is devoted to the role of the treewidth
in parameterized counting. We put a particular
emphasis on the Holant problems, since they are still
relatively unknown in the parameterized complexity
community, despite their continuing success in classical
counting complexity. In Section 5 we present the
dichotomy theorems on parameterized counting of
homomorphisms, embeddings, and strong embeddings.
The approximate parameterized counting is discussed in
Section 6. Finally Section 7 concludes with some open
problems.

2

Preliminaries

In this section, we follow Ref. [12] and define the
complexity classes #WŒt  for t > 1.
We assume that the reader is familiar with basic
parameterized complexity theory, thus in the following,
we mainly focus on notions specific to counting
problems.
Let f0; 1g be the alphabet. A parameterized counting
problem is a pair .P; /, where P W f0; 1g ! N
assigns every string in f0; 1g a non-negative number,
and where  W f0; 1g ! N is a polynomial-time
computable function called parameterization. Then
.P; / is fixed-parameter tractable (FPT) if there is
an algorithm A that takes as input x 2 f0; 1g and
computes P .x/ within time f ..x//jxjO.1/ , where
f is an arbitrary computable function. The class
FPT contains all fixed-parameter tractable counting
problems.
We then introduce the notion of fpt parsimonious
reduction and fpt Turing reduction. Let .P1 ; 1 / and
.P2 ; 2 / be two parameterized counting problems.
Definition 1 An fpt parsimonious reduction from
.P1 ; 1 / to .P2 ; 2 / is an algorithm A such that takes as
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input x 2 f0; 1g and satisfies
(1) P1 .x/ D P2 .A.x// and 2 .A.x// D f .1 .x//
for some computable function f ;
(2) A.x/ terminates in h.1 .x//jxjO.1/ time for
some computable function h.
In this case, we write .P1 ; 1 / 6fpt .P2 ; 2 /.
Definition 2 An fpt Turing reduction from .P1 ; 1 /
to .P2 ; 2 / is an algorithm A with an oracle to P2 such
that takes as input x 2 f0; 1g and satisfies that
(1) A.x/ D P .x/;
(2) There exists a computable function f such that
for every oracle call P2 .y/, it holds 2 .y/ 6
f .1 .x//;
(3) A.x/ terminates in time h.1 .x//jxjO.1/ for
some computable function h.
In this case, we write .P1 ; 1 / 6fpt-T .P2 ; 2 /.
Let A be a family of parameterized problems, we
denote ŒAfpt the closure of A under fpt parsimonious
reductions. Formally,
ˇ
˚
ŒAfpt , .Q; / ˇ 9.Q0 ;  0 / 2 A; .Q; / 6fpt .Q0 ;  0 / :
For every t > 0 and d > 1, we inductively define
t;d and  t;d as subclasses of propositional logic
formulae.
ˇ
( k
)
^ ˇˇ
i ˇ 1 6 k 6 d ;
0;d ,
ˇ
i D1

where each i is a literal.
( k
_
0;d ,
i
i D1

where each i is a literal.
(
tC1;d

ˇ
)
ˇ
ˇ
ˇ16k6d ;
ˇ

k
^

,

i D1

ˇ
)
ˇ
ˇ
ıi ˇ k > 1 ;
ˇ

where each ıi 2  t;d .
(
 t C1;d ,

k
_

i D1

i

ˇ
)
ˇ
ˇ
ˇk>1 ;
ˇ

where each i 2 t;d . Note 1;d is precisely the
set of d CNF formulae and 1;d the set of d DNF
formulae. Then for every t; d > 1, we define the
parameterized weighted satisfiability problem:
p-#WSAT(
Instance:
Parameter:
Problem:

t;d )

A propositional formula ' 2
t;d and k 2 N.
k.
Compute the number of
assignments with exactly k
variable set to TRUE that
satisfy '.
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Definition 3 For every t > 1, #WŒt  is the family
of parameterized counting problems that are fpt
parsimonious reducible to p-#WSAT( t;d ) for some
d > 1, i.e., #WŒt  , Œfp-#WSAT. t;d /jd > 1gfpt .
(The reader is encouraged to define #WŒSAT and
#WŒP corresponding to the decision classes WŒSAT
and WŒP.)
Clearly, #WŒt is the counting version of the class
WŒt. By standard means, it is not very difficult to show:
Theorem 1[12, 13] p-#WSAT( 1;2 ) is complete for
#WŒ1, and p-#WSAT( t;2 ) is complete for #WŒt  for
every t > 2.
The following result provides some evidence that
#WŒt-hard problems are unlikely to be fixed-parameter
tractable.
Theorem 2[12] If #WŒ1  FPT, then there is an
algorithm which counts the satisfying assignments for
a 3CNF formula with n variables in time 2o.n/ , i.e., the
counting 3SAT is solvable in sub-exponential time.

3

Some Intractable Counting Problems

As one can expect, there is a wealth of natural
intractable parameterized counting problems, most of
which are the counting versions of the corresponding
intractable decision problems. We give a few important
examples.
p-#S HORT T URING M ACHINE ACCEPTANCE
Instance: A non-deterministic Turing
machine M and k 2 N.
Parameter: k.
Problem: Count the accepting runs of
M of length at most k on the
empty input.
p-#C LIQUE
Instance:
Parameter:
Problem:

A graph G and k 2 N.
k.
Count the cliques of size k in
G.

p-#D OMINATING S ET
Instance: A graph G and k 2 N.
Parameter: k.
Problem: Count the dominating sets of
size k in G.
Here, a graph G D .V; E/ is always undirected,
simple, and without self-loops. Often, we use V .G/ ,
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V to denote the vertex set of G and E.G/ , E the
edge set. A subset S  V is a clique if for every distinct
u; v 2 S we have fu; vg 2 E, while S is a dominating
set if for every u 2 V either u 2 S or there is a vertex
v 2 S with fu; vg 2 E.
Theorem 3[12, 13] The problems p-#S HORT T URING M ACHINE ACCEPTANCE and p-#C LIQUE are both
#WŒ1-complete. p-#D OMINATING S ET is #WŒ2complete.
The above theorem can be proved along the line of
the hardness proof for the decision versions.
In 1979 Valiant[5] showed that counting perfect
matchings in bipartite graphs is #P-hard. This came
as a surprise, since finding one perfect matching was
long known to be solvable in polynomial time. Such
phenomena exist in parameterized setting as well,
among which the first one is the following result due
to Flum and Grohe[12] .
p-#PATH
Instance:
Parameter:
Problem:

p-#C YCLE
Instance:
Parameter:
Problem:

A graph G and k 2 N.
k.
Count the paths of length k in
G.

A graph G and k 2 N.
k.
Count the cycles of length k
in G.

Theorem 4[12] p-#PATH and p-#C YCLE are #WŒ1complete under fpt Turing reductions.
Since both p-PATH (i.e., finding a path of length k
in G) and p-C YCLE (i.e., finding a cycle of length k
in G) are fixed-parameter tractable[29, 30] , it is easy to
see that we cannot prove the above hardness under fpt
parsimonious reductions, unless it is fixed-parameter
tractable to decide whether a graph G contains a kclique, with k being the parameter.
Like many easy-decision-hard-counting problems,
the proof of Theorem 4 is ingenious and apparently
more difficult than proving the tractability of the
decision problem. For another problem, however, the
converse turns out to be true. That is, showing that
the decision problem is tractable was much more
demanding than establishing the hardness for the
counting version.
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p-E DGE I NDUCED S UBGRAPH
Instance: A graph G and k 2 N.
Parameter: k.
Problem: Decide whether G has an
induced subgraph containing
exactly k edges.
p-#E DGE I NDUCED S UBGRAPH
Instance: A graph G and k 2 N.
Parameter: k.
Problem: Count the induced subgraphs
in G containing exactly k
edges.
Recall that H is an induced subgraph of G if
V .H /  V .G/ and
E.H / D ffu; vg 2 E.G/ j u; v 2 V .H /g :
Theorem
5[31] p-E DGE I NDUCED S UBGRA-PH
is fixed-parameter tractable, while p-#E DGE I NDUCED S UBGRAPH is #WŒ1-complete under fpt Turing
reductions.
Given Valiant’s result, one would reasonably guess
that counting matchings of size k in bipartite graphs
is #WŒ1-hard. For counting k-matchings in general
graphs, it was stated in Ref. [12] as a major open
problem in the field. This was only settled very
recently by Curticapean[15] based on some previous
work[32] . The case for bipartite graphs is announced
by Curticapean and Marx[33] , when we are writing this
survey. We will discuss this problem in more details in
Section 5, as it fits into a broader context of embedding
problems.

4

Parameterization by Treewidth

Treewidth measures how similar a graph is to a tree. The
definition of treewidth and tree decomposition can be
found in, e.g., Ref. [9, Chapter 11] and we omit them
here. In the following, we use t w.G/ to denote the
treewidth of a graph G.V; E/.
Interestingly, for many computational problems, the
notion of treewidth provides the precise borderline
between hard and easy instances[34] . In other words,
treewidth captures tractability. In this section, we
survey two frameworks for parameterized counting
problems, in which such phenomena also occur.
4.1

Courcelle’s theorem

Many intractable problems become tractable on graphs
of bounded treewidth via dynamic programming on
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a tree decomposition. A canonical algorithm of this
kind is described by Courcelle’s Theorem[21] , which
states that every graph property expressible by MSO
can be decided in FPT time where the parameter is
the treewidth of the graph. The algorithm applies to
counting problems as well.
Theorem 6 (Courcelle’s Theorem, Counting
Version[22] ) The following problem is fixed-parameter
tractable.
Input:
Parameter:
Problem:

A graph G and an MSOformula ˚.X1 ; X2 ;    ; Xs /.
j˚ j C t w.G/.
Compute the size of the set
ˇ
f.A1 ; A2 ;    ; As / ˇ
G ˆ ˚.A1 ; A2 ;    ; As /g:

For example, the formula ˚.X1 ; X2 ;    ; Xk / below
expresses the k-colorability of a graph G.V; E/:
0
11
0
k
_
^
@x2Xi ^
x 62Xj AA^
˚.X1 ; X2 ;    ; Xk / , 8x@
i D1

8x; y E.x; y/ ! :

k
_

j ¤i

!!
.x 2 Xi ^ y 2 Xi /

:

i D1

Thus counting the number of k-colorings of a graph
G is fixed-parameter tractable parameterized by k C
t w.G/. In fact, many natural problems can be defined
in MSO. As a consequence, Theorem 6 encompasses a
large number of FPT results, although it does not always
lead to the best fixed-parameter algorithms.
In Ref. [23] Kreutzer and Tazari gave a lower
bound for the complexity of model-checking MSO
with respect to graphs of poly-logarithmic treewidth. It
naturally translates to the counting version, which
shows Theorem 6 is rather close to the best we can
achieve. As the precise statement of the result is
technically involved, we refer the reader to Ref. [23]
for details.
We also remark that Frick generalized Theorem 6 to
first-order logic with respect to graphs of bounded local
treewidth[35] , which is again built on the corresponding
result for the decision problem[36] .
4.2

Holant problems

Holant problem is a framework for counting problems
introduced in Refs. [24, 25] in the context of
studying the power of holographic algorithms. Many
other counting frameworks, including counting graph
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homomorphisms and counting CSP, are special cases
of Holant problems, see Ref. [37] for a survey on the
relation between these frameworks.
A Holant problem is characterized by a family of
vertex functions (or called signatures) F . We denote
it by H OLANT .F /. Let G be a graph, for every v 2
V .G/, we use N.v/ to denote the set of edges incident
to v. The H OLANT .F / is formally defined as
H OLANT .F /
Input: .G; ffv gv2V .G/ / where fv W
f0; 1gN.v/ ! R 2 F for every
v 2 V .G/ .
Problem: Compute
hol.G/
,
P
Q
v2V .G/ fv . jN.v/ /,
 2f0;1gE.G/
where  jN .v/ is the restriction
of  on N.v/.
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We then define the notion of regularity by limiting
the outcomes of pinning.
Definition 4 (Regularity) A symmetric function
f W f0; 1gd ! R is called C -regular if for all 0 6 k 6
d,
jfP IN .f / j 2 f0; 1gk gj 6 C:
Moreover, a family of functions F is C -regular if every
f 2 F is C -regular.
Example 1 The following are two examples of
regular functions.
(1) Consider FM , ffd j d > 0g where fd W
f0; 1gd ! f0; 1g is a d -ary function such that
(
1; if kk D 1I
fd . / D
0; otherwise:
Since fd is symmetric, it can be written as
fd D Œ0; 1; 0;    ; 0. The problem H OLANT .F /
„ ƒ‚ …
d 1 0s

To simplify the presentation, we consider the family
of symmetric functions on Boolean domain. That is,
every f 2 F is of the form f W f0; 1gd ! R for some
non-negative integers d and the function value only
depends on the Hamming weight of the input. Thus f
can be expressed as Œf0 ; f1 ;    ; fd  where fi is the
value of f on inputs with Hamming weight i.
H OLANT .F / is hard in general, however, we shall
define a class of functions, that is easy on graphs of
bounded treewidth.
Consider the following problem:
p  -tw-H OLANT .F /
Instance: .G; ffv gv2V .G/ / where fv 2
F for every v 2 V .G/ .
Parameter: t w.G/.
Problem: Compute hol.G/ ,
P
Q
v2V .G/ fv .jN.v/ /.
2f0;1gE.G/
We define the pinning operation on symmetric
functions, which intuitively means that a part of the
input is pinned to some fixed value. Let k 6 d and  2
f0; 1gk , then P IN .f / W f0; 1gd k ! R is a .d k/-ary
function such that for every  2 f0; 1gd k ;
P IN .f / ./ D f ./;
where  2 f0; 1gd is simply the concatenation of 
and . Since f is symmetric, the operation is well
defined.

Here, following Ref. [9], we use the notation p  -tw to
emphasize that the parameter t w.G/ only can be computed by
a fixed-parameter algorithm, assuming P ¤ NP.

is therefore the problem of counting perfect
matchings in a graph. It is clear that FM is 3regular.
(2) Our second example is the PARITY problem,
that is, FP , ffd0 ; fd1 jd > 0g where fd0 ; fd1 W
f0; 1gd ! f0; 1g are defined as fd0 . / D 1 if and
only if kk is even and fd1 . / D 1 if and only
if kk is odd. Equivalently, fd0 D Œ1; 0; 1; 0;    
and fd1 D Œ0; 1; 0; 1;    . It is easy to see that FP
is 2-regular.
We remark that the notion of regularity can be easily
generalized to functions with larger domain and even to
asymmetric functions.
It turns out that regularity implies fixed-parameter
tractability on graphs of bounded treewidth.
Theorem 7[27]
If F is C -regular for some
constant C , then p  -t w-H OLANT .F / is fixedparameter tractable.
The algorithm in the above theorem is based on
dynamic programming on tree decompositions. The
property of being C -regular is used to bound the size
of the table computed in the algorithm.
It is interesting to ask whether the regularity of
F captures the fixed-parameter tractability of p  -twH OLANT .F /. However, this is not the case. Consider
the following problem. Let  > 0 be a positive
real. Denote H , fhd j d > 0g where hd W f0; 1gd !
R is given by
(
0;
if kk is odd;
hd . / D
k k=2 ; if kk is even:
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It is clear that H is not C -regular for any constant C ,
but it can be reduced to a 3-regular Holant problem in
the following way.
Let G D .V; E/ be an instance of p  -t wH OLANT .H/. Define G 0 D .V 0 ; E 0 / as the incidence
graph of G. That is, V 0 , V [ fve j e 2 Eg and
E 0 , ffu; ve g; fv; ve g j e D fu; vg 2 Eg.
Since each ve is of degree 2, we assign it a function
Œ1; 0; . For every other vertex u 2 V 0 , we assign
a function fu D Œ1; 0; 1; 0;     which is a function
that belongs to FP we have defined above. Thus,
G 0 is an instance of p  -t w-H OLANT .FP [ fŒ1; 0; g/
and FP [ fŒ1; 0; g is clearly 3-regular. It is not
hard to verify that hol.G/ D hol.G 0 /. Moreover, it
is well known that t w.G 0 / D t w.G/. Thus we have
constructed an fpt parsimonious reduction from p  -t wH OLANT .H/ to p  -t w-H OLANT .FP [ fŒ1; 0; g/
and it follows from Theorem 7 that both problems are
fixed-parameter tractable.
To sum up, we ask the following question:
Question 1 Let F be a family of symmetric
Boolean functions. What is the sufficient and necessary
condition under which p  -t w-H OLANT .F / is fixedparameter tractable?
As a final remark, we note that the running time
of the algorithm[27] is in fact 2O.k/ poly.n/ where k
is the treewidth of the input graph. A related lower
bound result was proved in the language of graphical
model[38] which can be viewed as a special case of
Holant problems with regular functions. The result
along with a recent established structural theorem for
graphs with large treewidth[39] together imply that for
some constant C > 0, an algorithm with running time
1=C
2O.k / poly.n/ is unlikely to exist. This fact again
justifies that the treewidth is the correct parameter here.

5

Counting Homomorphisms, Embeddings,
and Strong Embeddings

Ladner proved that there is an NP-problem that is
neither in P nor NP-hard[4] if NP ¤ P. His proof
can be easily adapted to show that similarly we can
construct a counting problem in #P n FP which is
not #P-hard. However, for a large number of natural
problem classes, e.g., various forms of constraint
satisfaction problems, no intermediate problem exists,
i.e., every problem in such a class is either in
FP or #P-hard. A very active line of research has
been pursuing such dichotomy theorems both for
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decision and for counting problems (e.g., Ref. [40]),
and has seen most of its success in the latter. As
we shall see in this section, parameterized counting
complexity also offers complete classification for some
important graph-theoretic problems, one being the
homomorphism problem which is equivalent to certain
constraint satisfaction problems. It is remarkable that
such dichotomy theorems provably do not transfer to
the classical setting.
Let G and H be two graphs and h a mapping from
V .G/ to V .H /.
(1) If (fu; vg 2 E.G/ H) ff .u/; f .v/g 2 E.H /) for
every u; v 2 V .G/, then h is a homomorphism
from G to H .
(2) If h is injective and (fu; vg 2 E.G/ H)
ff .u/; f .v/g 2 E.H /) for every u; v 2 V .G/,
then h is an embedding from G to H .
(3) If h is injective and (fu; vg 2 E.G/ ”
ff .u; f .v/g 2 E.H /) for every u; v 2 V .G/,
then h is a strong embedding from G to H .
Let k 2 N. Recall that Kk is the complete graph on
k vertices. It is straightforward to verify that for every
graph G and a mapping h W V .Kk / ! V .G/,
h is a homomorphism from Kk to G ”
h is an embedding from Kk to G ”
h is a strong embedding from Kk to G:
As consequences,
counting homomorphisms,
embeddings, and strong embeddings are all
#P-complete for general graphs,
and the
corresponding parameterized problems are #WŒ1complete. Therefore, it is then natural to find some
appropriate restrictions that make those problems
tractable.
Let C be a class of graphs. Then, the parameterized
counting homomorphism problem on C is
p-#H OM.C /
Instance:
Parameter:
Problem:

Graphs G and H with G 2 C .
jGj.
Count the homomorphisms
from G to H .

The parameterized counting embedding problem on
C and the parameterized counting strong embedding
problem on C , denoted by p-#E MBED.C / and
p-#S TRONG E MBED.C / respectively, are defined
similarly.
Example 2 Let
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Cclique

ˇ
, fKk ˇ k 2 Ng;

then p-#H OM.Cclique / is essentially the problem
p-#C LIQUE, since
the number of the homomorphism from Kk to G D
kŠ  .the number of the k-cliques in a graph G/:
Building on a deep dichotomy theorem of Grohe[41]
concerning the decision version, the parameterized
complexity of p-#S TRONG E MBED.C / is now
completely settled.
Theorem 8[42] Let C be an effectively enumerable
class of graphs.
(1) If C is of bounded treewidth, then p-#H OM.C / is
fixed-parameter tractable. In fact, the underlying
classical problem #H OM.C / is solvable in
polynomial time.
(2) If C is of unbounded treewidth, then p-#H OM.C /
is hard for #WŒ1.
Corollary 1 Assuming FPT ¤ #WŒ1, then the
problem #H OM.C / is polynomial time computable if
and only if C has bounded treewidth.
Observe that the above corollary gives a criterion of
the polynomial time solvability of #H OM.C /, so it is
tempting to replace the assumption FPT ¤ #WŒ1 by
FP ¤ #P. However, this does not seem possible as
witnessed by the following result of “Ladner type”.
Theorem 9[19] There exists a polynomial time
decidable class C of graphs such that #H OM.C / is
neither in FP nor #P-hard.
Next we turn to the strong embedding problems. It
turns out that there is a rather straightforward reduction
from homomorphisms to strong embeddings. Let G and
H be two graphs. Then their product G  H is defined
by
V .G  H / , V .G/  V .H /;
E.G  H / , ff.u1 ; v1 /; .u2 ; v2 /gj
fu1 ; u2 g 2 E.G/ and fv1 ; v2 g 2 E.H /g:
One easily verifies that
there is a homomorphism from G to H ”
there is a strong embedding from G to G  H :
This leads to a proof of the following dichotomy
theorem for the strong embedding problems.
Theorem 10[19] Let C be an effectively enumerable
class of graphs.
(1) If C is finite, then #S TRONG E MBED.C /, the classical problem underlying p-#S TRONG E MBED.C /,
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is solvable in polynomial time.
(2) If C is infinite, then p-#S TRONG E MBED.C / is
hard for #WŒ1.
For a long time, a dichotomy theorem for the
embedding problems had been elusive. Recall that the
matching number of a graph G is the size of a largest
matching in G. It is a folklore result that if the matching
number of every graph in a class C is bounded, then
the classical #E MBED.C / is solvable in polynomial
time. Only very recently, the converse is announced by
Curticapean and Marx.
Theorem 11[33] Let C be an effectively enumerable
class of graphs of unbounded matching number. Then
p-#E MBED.C / is hard for #WŒ1.
One main ingredient of the proof of Theorem
11 is a parameterized analogue of the classical
#P-hardness of counting perfect matchings due to
Valiant[5] . Recall the parameterized counting matching
problem p-#M ATCHING introduced on Section
Introduction.
Theorem 12[15] p-#M ATCHING is #WŒ1complete under fpt Turing reductions.

6

Approximate Counting

Provided the hardness result for p-#PATH, the problem
is unlikely to admit FPT algorithm. It is natural to ask
for the approximate solution, which is an analogue of
the Fully-Polynomial time Randomized Approximation
Scheme (FPRAS) for computing permanent in classical
setting[43] . In light of this, Arvind and Raman[28]
defined the parameterized version of FPRAS, which
they called the Fixed-Parameter Tractable Randomized
Approximation Scheme (FPTRAS).
Definition 5 (Fixed-parameter tractable randomized
approximation scheme). Let .P; / be a parameterized
counting problem. A randomized algorithm A is a
fixed-parameter tractable randomized approximation
scheme if it satisfies
(1) It takes as input .x; "/ for x 2 f0; 1g , 0 < " < 1
and terminates in time f ..x//g.jxj; 1="/ for an
arbitrary computable function f and a function g
polynomial in jxj and 1=".
(2) It holds that
Pr..1

"/P .x/ 6 A.x; "/ 6 .1 C "/P .x// > 3=4:

Theorem 13[28] Let C be a class of graphs
of bounded treewidth, then p-#E MBED.C / has an
FPTRAS.
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Since matchings and paths are graphs of bounded
treewidth, the theorem implies FPTRAS for both p#M ATCHING and p-#PATH.
The FPTRAS is obtained by a combination of the
color-coding method and the sampling scheme, see
Ref. [9, Section 14.5] for an alternate and simpler
exposition.
Recently, Jerrum and Meeks[44] extended the
FPTRAS to count induced subgraphs with property ˚
as long as ˚ is monotone and every minimal graph with
property ˚ is of bounded treewidth.
Formally,
a graph property ˚ D fk gk>1
is a collection of predicates where k ! k is
k
computable. Each k W 2. 2 / ! f0; 1g encodes the
family of k-vertex graphs that satisfies ˚. ˚ is
monotone if for every k > 1 and every two k-vertex
graphs H and H 0 that H is a subgraph of H 0 , it holds
that H 0 satisfies ˚ if H satisfies ˚.
Consider the following problem:
p-#I NDUCED S UBGRAPH W ITH P ROPERTY.˚ /
Instance: A graph G D .V; E/ and an
integer k.
Parameter: k.
Problem: Compute the number of
k-vertex induced subgraphs
of G that satisfies ˚.
Theorem 14[44] If ˚ is a monotone property
and there is a universal constant w > 0 such that
for every integer k, every edge minimal k-vertex
graph satisfying ˚ has treewidth at most w, then
p-#I NDUCED S UBGRAPH W ITH P ROPERTY.˚ / has an
FPTRAS.
The above algorithm can be applied to, for example,
counting connected k-vertex induced graphs, which
was shown to be #P-hard in the same paper.
Theorem 5 also holds for labelled graphs. This enable
us to count the number of subgraphs instead of induced
subgraphs in some cases, by assigning a label to each
vertex.
Approximate counting in the framework of
parameterized complexity is still at its infancy. Most
of known algorithmic results are based on direct
sampling. It is interesting to ask, whether other more
sophisticated sampling methods, e.g., the Markov chain
Monte-Carlo method, is applicable in this setting.
On the other hand, one may seek deterministic
approximation schemes for problems like p-#PATH and

Tsinghua Science and Technology, August 2014, 19(4): 410-420

p-#M ATCHING. Recently, the technique of correlation
decay is successful applied in classical setting to
obtain FPTAS for problems that either a randomized
approximation is known (e.g., Ref. [45]), or unknown
(e.g., Ref. [46]). We also ask whether the method can
be applied in the parameterized setting.

7

Conclusions

In this short article, we surveyed various aspects
of parameterized counting complexity, a theory
combining parameterized (decision) complexity and
classical counting complexity. From the algorithmic
perspective, many #P-hard problems become fixedparameter tractable when we choose some appropriate
parameters. In fact, there exist general frameworks in
which a large number of such results can be explained,
i.e., Courcelle’s Theorem and the framework of
Holant problems. We also discussed some randomized
approximation counting algorithms.
On the complexity side, we have a much refined
view of counting problems. It results in a much richer
structural theory as witnessed by an apparently infinite
hierarchy of #W-classes whose underlying classical
problems are all #P-complete. Similar to the classical
setting, we have observed a few important problems
whose decision versions are easy and whose counting
versions are hard. The following is one of the authors’
favorite open problems, which somewhat goes the other
way around.
Question 2 Is there a problem whose decision
version is WŒ1-hard, while the counting version is not
#WŒ1-hard?
The similar problem with respect to #P has been open
since the very beginning of counting complexity.
As more sweeping results, we have seen a number of
parameterized dichotomy theorems on counting graph
homomorphisms, embeddings, and strong embeddings,
the first one being of particular importance because of
its equivalence to constraint satisfaction problems. It is
very interesting to note that such dichotomies do not
exist in the classical setting due to the corresponding
Ladner type of results.
Our survey is by no means comprehensive. Notably,
we have not elaborated on the usefulness
of kernelization for parameterized counting
problems. Kernelization is one of main tools for
designing fixed-parameter algorithms, and it has been
one of most active areas in parameterized complexity
recently. However, despite the initial attempt by
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Thurley[47] , a generally accepted notion of counting
kernelization is still missing.
Finally let us mention another important open
problem which was first suggested in Ref. [12]. Recall
Toda’s Theorem, already mentioned in the introduction,
states that every problem in the polynomial hierarchy
can be solved by a decision algorithm using a #Poracle[6] . It would be very nice to have a parameterized
version of Toda’s Theorem. Given that there is no
single parameterized class that corresponds to #P, the
following is one of the many possibilities.
Question 3 Can every problem in WŒP be decided
by a fixed-parameter algorithm using a #WŒ1-oracle?
There have been some efforts along the line of the
classical proof (see Ref. [48]), but the success is very
limited.
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