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THE STABLE SYMPLECTIC CATEGORY AND QUANTIZATION
NITU KITCHLOO
To Graeme, Gunnar, Ib, Ish and Ralph with best wishes for many more creative and healthy years.
ABSTRACT. We study a stabilization of the symplectic category introduced by A.Weinstein
as a domain for the geometric quantization functor. The symplectic category is a topologi-
cal category with objects given by symplectic manifolds, and morphisms being suitable la-
grangian correspondences. The main drawback of Weinstein’s symplectic category is that
composition of morphisms cannot always be defined. Our stabilization procedure rectifies
this problem while remaining faithful to the original notion of composition. The stable
symplectic category is enriched over the category of spectra (in particular, its morphisms
can be described as infinite loop spaces representing the space of immersed lagrangians),
and it possesses several appealing properties that are relevant to deformation, and geomet-
ric quantization.
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1. INTRODUCTION
Motivated by earlier work by Guillemin and Sternberg [7], A. Weinstein [16, 18] intro-
duced the symplectic category as a domain category for constructing the (yet to be com-
pletely defined) geometric quantization functor. The variant of Weinstein’s symplectic
category we consider is a topological category with objects given by symplectic mani-
folds, andmorphisms between two symplectic manifolds (M,ω) and (N, η) are defined as
lagrangian immersions toM ×N , where the conjugate symplectic manifoldM is defined
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by the pair (M,−ω). Geometric quantization is an attempt at constructing a canonical
representation of this category. There are many categories closely related to the sym-
plectic category (for example the Fukaya 2-category), that we shall not consider in this
document.
Composition of two lagrangians L1 # M×N and L2 # N×K in the symplectic category
is defined as L1∗L2 given by the cartesian product L1×NL2 −→M×N . Alternatively, one
may define L1∗L2 as the intersection of L1×L2 withM×∆(N)×K insideM×N×N×K,
where ∆(N) ⊂ N × N is the diagonal submanifold. The first observation to make is
that composition as we have defined above does not always give rise to a lagrangian
immersion. For composition to yield a lagrangian immersion, the intersection that is used
to define it must be transverse. In particular, the symplectic category fails to be a viable
category.
One way to fix the problem with the failure of composition was introduced by Wehrheim
andWoodward [19] where they consider the free category generated by all the correspon-
dences, modulo the obvious relation if the pair of composable morphisms is transverse.
Here, we describe another method of extending the symplectic category into an honest
category. This document is a more detailed version of [10]. We introduce a moduli space
of stabilized lagrangian immersions in a symplectic manifold of the form M × N 1. This
moduli space can be described as the infinite loop space corresponding to a certain Thom
spectrum. Taking this as the space of morphisms defines the Stable Symplectic Category
that is naturally enriched over the monoidal category of spectra (under smash product).
Composition in this stable symplectic category remains faithful to the original definition
introduced by Weinstein. There are variants of the stable symplectic category known as
the stable oriented and the stable metaplectic category.
Geometrically, stabilization of Weinstein’s symplectic category can be seen as “inverting
the symplectic manifold C”. In other words, we introduce a relation on the symplectic
category that identifies two symplectic manifolds M and N if M × Ck becomes equiva-
lent to N × Ck for some k. This procedure of stabilization is motivated by applications
we have in mind. More precisely, we are interested in exploring the existence of a “de-
rived geometric quantization functor” that takes values in a suitable category of virtual
Hilbert spaces (for example Kasparov’s Fredholm modules [9]). Since the quantization of
the manifold C is the unique irreducible representation of the Weyl algebra of differential
operators on R, it is reasonable to expect that the quantization of a symplectic manifold
M is equivalent in a derived sense to the quantization ofM × C. We shall go deeper into
this application in a forthcoming document [11]. In particular, we shall consider a nat-
ural extensions of the stable symplectic (or metaplectic) category from the standpoint of
geometric quantization that involves extending coefficients in our category by a flat line
bundle. We call this the Stable Symplectic Category of Symbols. As before, there will be vari-
ants called the stable oriented and stable metaplectic category of symbols. By linearizing
the stable metaplectic category of symbols along the Aˆ-genus and expressing the result
in terms of Kasparov’s bivariant K-theory, one may categorify geometric quantization.
Details will appear in [11]. See section 8 for more discussion on this subject.
1under the assumption of monotonicity. Otherwise, one has the space of totally real immersions.
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Having stabilized, we notice the appearance of structure relevant to the categorical as-
pects of quantization. To begin with, we observe that there is an intersection pairing
between stable lagrangians inside a symplectic manifold and those inside its conjugate
(see 4.2). This allows us to construct algebraic representations of the stable symplectic
category (see 4.7). Endomorphisms of an object (M,ω) in our category can be seen as a
homotopical notion of the “algebra of observables”. Indeed, in section 7 we show that this
algebra is anA∞-deformation of an E∞-algebra. In section 5 we also construct a canonical
representation of the symplectomorphism group of a compact symplectic manifoldM in
this algebra.
Another direction that we will pursue in a later document [12] is the question of the
Motivic Galois Group of the stable symplectic category. We begin with the observation that
there exists a canonical monoidal functor from the stable symplectic category into the
category of modules over a certain “coefficient spectrum” Ω that is naturally associated to
the stable symplectic category (see section 3). By extending coefficients to other algebras
over Ω, one has a family of such functors, and one may ask for the structure of theMotivic
Galois group of monoidal automorphisms of this family. In [12] we answer this question,
and draw a parallel between the Motivic Galois group and the Gothendieck Teichmu¨ller
group [13] (also see question 9.6).
This document is organized as follows: In sections 2, 3 we construct a category of stabi-
lized symplectic manifolds enriched over the homotopy category of spectra. We call this
the Stable Symplectic Homotopy Category. These sections are intended to establish a trans-
parent connection between geometry, and the homotopical objects we use to represent
it. The next two sections: 4 and 5 go deeper into the structure of the stable symplectic
homotopy category. Later sections 6 and 7 aim to make the symplecitic category rigid by
using the (arguably opaque) language of parametrized S-modules. These sections allows
us to give the stable symplectic category the foundation of an A∞-category enriched over
the honest category of structured spectra. The reader unfamiliar with the language of
A∞-categories or structured spectra may wish to ignore those sections.
Before we begin, we would like to thank Gustavo Granja for his interest in this project
and his hospitality at the IST (Lisbon) where this project started. We also thank Jack
Morava for his continued interest and encouragement, and for sharing [8] with us. In
addition, we would like to thank David Ayala, John Klein, John Lind and Alan Weinstein
for helpful conversations related to various parts of this project. And finally, we would
like to acknowledge our debt to Peter Landweber for carefully reading an earlier version
of this manuscript and providing several very helpful suggestions.
2. STABILIZED LAGRANGIAN IMMERSIONS
In this section we will describe the stabilization procedure that we will apply to the sym-
plectic category in later sections. To begin with consider a symplectic manifold (M2m, ω).
We fix a compatible almost complex structure J onM . This endows the tangent bundle τ
ofM with a unitary structure. Given an injection of unitary bundles j : TM −→ M ×C∞,
taking values in some M × Ck for some large k, the complex Gauss map for j yields a
canonical map τ : M −→ BU(m) that classifies the complex tangent bundle of M , and
where our model of BU(m) is given by all complexm-planes in C∞.
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To motivate our constructions, let us also assume for the moment that the cohomology
class of ω is a scalar multiple of the first Chern class of M . This assumption gives a
geometric context to our construction, though it is not technically necessary (see remark
2.7 for an explanation).
Given our model for BU(m) as the space of m-dimensional complex planes in C∞, the
universal space EU(m) can be identified with the space of all orthonormal complex m-
frames in C∞. We will choose EU(m)/O(m) as our model for BO(m). So we have a
bundle BO(m) −→ BU(m) with fiber U(m)/O(m). Consider the pullback diagram:
G(τ)

ζ
// BO(m)

M
τ
// BU(m).
Notice that the space G(τ) has an intrinsic description as the bundle of lagrangian grass-
mannians on the tangent bundle ofM .
Definition 2.1. Now let Xm be an arbitrary m-manifold, and let ζ be an m-dimensional real
vector bundle over a space B. By a ζ-structure on X we shall mean a bundle map τ(X) −→ ζ ,
where τ(X) is the tangent bundle of X .
Claim 2.2. The space of lagrangian immersions of X intoM is homotopy equivalent to the space
of ζ-structures on the tangent bundle of X , where ζ is the vector bundle over G(τ) defined by the
above pullback.
Proof. A ζ-structure on τ(X) is the same thing as a map of X to M , along with an inclu-
sion of τ(X) as an orthogonal (lagrangian) sub-bundle inside the pullback of the tangent
bundle ofM . Now the pullback of [ω] to H2(X,R) factors through H2(BO(m),R), by our
assumption that [ω] = c1 up to a scalar. Since H
2(BO(m),R) = 0, the h-principle [5] may
now be invoked to show that the space of maps described above is equivalent to the space
of lagrangian immersions of X inM . 
Motivated by [6], we consider the Thom spectrum G(τ)−ζ . An explicit model of this spec-
trum is obtained as follows. Let η be given by the complement of ζ inCk. Let G(τ)η denote
the Thom space of this bundle given by the identification space obtained from the bundle
η by compactifying all vectors at infinity. Define G(τ)−ζ to be the spectrum Σ−2kG(τ)η,
where Σ−2k denotes desuspension by the compactification of the vector space Ck.
The spectrum G(τ)−ζ has the virtue of being a receptacle for compact immersed lagrangians
inM . Indeed, for a compact manifold X endowed with a lagrangian immersion intoM ,
a stable map [X ] : S −→ G(τ)−ζ can be constructed as: [X ] : S −→ X−τ(X) −→ G(τ)−ζ ,
where S denotes the sphere spetrum, and the first map S −→ X−τ(X) is the Pontrjagin–
Thom collapse map for some choice of embedding of X in R∞, and the second map is
given by the (negative of the) ζ-structure on X2.
Since stable maps from S to any spectrum E, represents points in the underlying infinite
loop space Ω∞(E) of that spectrum, the above observation allows us to identify compact
2Notice that the group of reparametrizations of the stable tangent bundle of X acts on X−τ(X), and may
potentially change the immersion class ofX . We thank Thomas Kargh for pointing this out.
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immersed lagrangians in M with points in Ω∞(G(τ)−ζ). To make this identification into
an equivalence, we require a stabilization of the objects involved. We now proceed to
describe the homotopical stabilization process in more detail. The geometric meaning of
lagrangian stabilization is described following the description of homotopical stabiliza-
tion.
Let (M,ω) be as above and let Cn be the the complex plane with its standard Hermitian
structure. The bundle τ ⊕ Cn is the restriction of the tangent bundle of M × Cn along
M × {0} ⊆M × Cn. Let G(τ ⊕ Cn) be defined as the pullback:
G(τ ⊕ Cn)

ζn
// BO(m+ n)

M
τ⊕Cn
// BU(m+ n).
Notice that there is a canonical map:
G(τ) −→ G(τ ⊕ Cn),
given by taking the fiberwise cartesian product of lagrangian planes in G(τ) with the
constant lagrangian subspaceRn. Furthermore, the bundle ζn restricts to the bundle ζ⊕Rn
along this map. To construct the spectrum G(τ ⊕Cn)−ζn , we pick the embedding of τ ⊕Cn
into the trivial bundle Ck+n given by linearly extending the embedding of τ and proceed
as before.
Notice that one has a natural map:
ϕn : G(τ)−ζ −→ Σn G(τ ⊕ Cn)−ζn .
In general, given the standard inclusion Rn1 ⊆ Rn2 , we obtain a compatible family of
natural maps representing a directed system which we call lagrangian stabilization:
ϕn1,n2 : Σ
n1G(τ ⊕ Cn1)−ζn1 −→ Σn2G(τ ⊕ Cn2)−ζn2 .
The individual spectra, and the directed system we just constructed have a geometric
meaning. We say a few words about that in the following paragraph:
The geometric meaning of lagrangian stabilization:
Let us briefly describe the geometric objects that our stabilization procedure captures. For
n > 0, consider the Thom spectrum ΣnG(τ ⊕Cn)−ζn , where the notation is borrowed from
the earlier part of this section. Now the methods described in [2] (Sec. 4.4, 5.1), allows one
to interpret the infinite loop space Ω∞−n(G(τ ⊕ Cn)−ζn) as the moduli space of manifolds
Lm+n ⊂ R∞ ×Rn, with a proper projection onto Rn, and endowed with a ζn-structure. By
claim 2.2 the latter condition is equivalent to a lagrangian immersion Lm+k # M × Cn.
More precisely, the space Ω∞−n(G(τ ⊕ Cn)−ζn) is uniquely defined by the property that
given a smooth manifoldX , the set of homotopy classes of maps [X,Ω∞−n(G(τ⊕Cn)−ζn)],
is in bijection with concordance classes over X , of smooth manifolds E ⊂ X × R∞ × Rn,
so that the first factor projection: π : E −→ X is a submersion, and which are endowed
with a smooth map ϕ : E −→ M × Cn which restricts to a lagrangian immersion on each
fiber of π. As before, we demand that the third factor projection E −→ Rn be fiberwise
proper over X .
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In the above interpretation, given the standard inclusion Rn1 ⊆ Rn2 , the natural map:
ϕn1,n2 : Σ
n1G(τ ⊕ Cn1)−ζn1 −→ Σn2G(τ ⊕ Cn2)−ζn2 ,
on the level of infinite loop spaces, represents the map that sends a concordance class E
to E × Rn2−n1 , by simply taking the product with the orthogonal complement of Rn1 in
Rn2 . We thank David Ayala for patiently helping us understand this point of view.
Remark 2.3. Recall from earlier discussion that a compact manifold L admitting a lagrangian
immersion L # M represents a point in Ω∞(G(τ)−ζM ). In particular, L generates a point in the
directed system. Notice however, that given a (possibly non-compact) manifold L immersing into
M , one may still construct a point in this system, provided one has a 1-form α on L × Rn for
some Rn, with the property that α∗ιθ : L × Rn −→ Rn is proper. Here ιθ is the linear projection
T ∗(L × Rn) −→ (Rn)∗ = Rn, which is being pulled back to L × Rn along α. In particular, any
function φ on L× Rn so that α = dφ is proper over V gives rise to a point in the directed system.
Such functions φ are a natural analog of the theory of phase functions in our context [18].
Definition 2.4. Define the Thom spectrum Ω(M) representing the infinite loop space of stabilized
lagrangian immersions inM to be the colimit:
Ω(M) = G(M)−ζ := colimn ΣnG(τ ⊕ Cn)−ζn
Notice that by definition, we have a canonical homotopy equivalence: Ω(M × C) ≃ Σ−1Ω(M).
Remark 2.5. The spectrum Ω(M) can also be described as a Thom spectrum: Let the stable tan-
gent bundle of M of virtual (complex) dimension m be given by a map τ : M −→ Z × BU. As
suggested by the notation, let G(M) be defined as the pullback:
G(M)

ζ
// Z× BO

M
τ
// Z× BU .
Then the spectrum Ω(M) is homotopy equivalent to the Thom spectrum of the stable vector bundle
−ζ over G(M) defined in the diagram above.
Notice that the fibration Z × BO −→ Z × BU is a prinicipal bundle up to homotopy,
with fiber being the infinite loop space U/O. Hence, the spectrum Ω(M) is homotopy
equivalent to a (U/O)−ζ-module spectrum. Here the bundle ζ over U/O is the virtual
zero dimensional bundle over (U/O) defined by the canonical inclusion U/O −→ BO.
Now, observe that up to homotopy, we have the equivalence of U/O-spaces:
G(M)×U/O G(N) ≃ G(M ×N).
The above equivalence translates to a canonical equivalence, up to homotopy:
µ : Ω(M) ∧Ω Ω(N) ≃ Ω(M ×N),
where we introduce the notation Ω for the spectrum (U/O)−ζ .
Example 2.6. Let us end this section with the example of the homotopy type of Ω(M) for
a cotangent bundle M = T ∗X , on a smooth m-dimensional manifold X and endowed
with the canonical symplectic form. Now since the tangent bundle τ ofM admits a lift to
Z × BO, the space G(T ∗X) is homotopy equivalent to (U/O) × X . In particular, stably, a
6
compact lagrangian immersion L # T ∗X is represented by a ζ × τ(X) structure on L 3.
Now it is easy to see that there is a homotopy equivalence:
Ω(T ∗X) ≃ Ω ∧X−τ(X)
whereX−τ(X) denotes the Thom spectrum of the formal negative of τ(X). IfX were com-
pact, then Ω ∧ X−τ(X) is equivalent to Map(X,Ω). This can be interpreted as saying that
a stable lagrangian L in T ∗X is represented by a family of virtual dimension zero stable
lagrangians parametrized as fibers of the map π : L → X . Furthermore, the structure of
Ω∧X−τ(X) as a ring spectrum provides us with an interesting way of multiplying the sta-
ble equivalence class of lagrangians in T ∗X . This is the homotopical version of a ∗-algebra
of Weinstein [18].
Remark 2.7. In this section if one drops the assumption of monotonicity, i.e. that [ω] is a scalar
multiple of c1(M), then in the statement of claim 2.1 lagrangian immersions must be replaced by
totally real immersions. In this context, the space Ω∞(Ω(M)) geometrically represents the space
of stabilized (as above) totally real immersions inM .
3. THE STABLE SYMPLECTIC HOMOTOPY CATEGORY
In this section we describe a stabilization of Weinstein’s symplectic category, with mor-
phisms being enriched over the homotopy category ofΩ-module spectra. In later sections,
we will describe an A∞-model for this category that is enriched over an honest category
of Ω-module spectra.
Let us now describe the stable symplectic homotopy category hS. By definition, the ob-
jects of this category hS, will be symplectic manifolds (M,ω) (see remark 3.2), endowed
with a compatible almost complex structure. The morphisms in our category hSwill nat-
urally have the structure of Thom spectra. Let (M,ω) and (N, η) be two objects. We define
the conjugate of (M,ω) to be the symplectic manifoldM which has the same underlying
manifold asM but with symplectic form −ω.
Definition 3.1. The “morphism spectrum” Ω(M,N) in hS between M and N is defined as the
Ω-module spectrum:
Ω(M,N) := Ω(M ×N).
Observe that we have a canonical homotopy equivalence: Ω(M × C, N) = Σ−1Ωζ(M,N). The
same holds on replacing N by N × C. Therefore, up to natural equivalence, the morphism spectra
factor through the equivalence on symplectic manifolds defined in the introduction.
Remark 3.2. Notice that objects in hS are allowed to be non-compact symplectic manifolds. The
price we pay for this, as we shall see later, is that we simply lose the identity morphisms for such
objects. Compact manifolds also enjoy other nice properties that fail for non-compact manifolds.
We will therefore state explicitly when compactness is assumed.
The next step is to define composition. The simplest case of composition is of the form:
Ω(M, ∗) ∧Ω Ω(∗, N) −→ Ω(M,N),
3Hence the stable nature of caustics (defined as the critical set of the projection map pi : L → X) is mea-
sured by a “universal Maslov structure” on L, which we define as a bundle map from the stable fiberwise
tangent bundle of pi, to the bundle ζ, that lifts the universal Maslov class L −→ U/O.
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where M and N are two objects in hS. This composition is defined to be the map µ
constructed in the previous section, before the example 2.6.
For the general case, consider k + 1 objects objects Mi with 0 ≤ i ≤ k, and let the space
G(∆) be defined by the pullback:
G(∆)
ξ

// G(M 0 ×M1 × · · · ×Mk−1 ×Mk)

M 0 × (M1 × · · · ×Mk−1)×Mk ∆ // M 0 × (M1 ×M1)× · · · × (Mk−1 ×Mk−1)×Mk
where ∆ denotes the product to the diagonals ∆ :Mi −→Mi ×M i, for 0 < i < k.
Now notice that the fibrations defining the pullback above are direct limits of smooth
fibrations with compact fiber. Furthermore, the map ∆ is a proper map for any choice
of k + 1-objects (even if they are non-compact). In particular, we may construct the
Pontrjagin–Thom collapse map along the top horizontal map by defining it as a direct
limit of Pontrjagin–Thom collapses for each smooth stage.
Let ζi denote the individual structure maps G(M i−1 × Mi) −→ Z × BO, and let η(∆)
denote the normal bundle of ∆. Performing the Pontrjagin–Thom construction along the
top horizontal map in the above diagram yields a morphism of spectra:
ϕ : Ω(M0,M1) ∧Ω · · · ∧Ω Ω(Mk−1,Mk) ≃ Ω(M 0 ×M1 × · · · ×Mk−1 ×Mk) −→ G(∆)−λ
where λ : G(∆) −→ Z × BO is the formal difference of the bundle ⊕ ζi and the pullback
bundle ξ∗η(∆).
The next step in defining composition is to show that G(∆)−λ is canonically homotopy
equivalent to Ω(M0,Mk) ∧ (M1 × · · · × Mk−1)+, where (M1 × · · · × Mk−1)+ denotes the
manifoldM1 × · · · ×Mk−1 with a disjoint basepoint. Recall that the map ξ defined as the
pullback above is a principal U/O-bundle, therefore, to achieve the equivalence we seek,
it is sufficient to construct a U/O-equivariant map overM 0 × (M1 × · · · ×Mk−1)×Mk:
ψ : G(M 0 ×Mk)× (M1 × · · · ×Mk−1) −→ G(∆),
that pulls λ back to the bundle ζ × 0. The construction of ψ is straightforward.
We define:
ψ(λ,m1, . . . , mk−1) = λ⊕∆(Tm1(M1))⊕ · · · ⊕∆(Tmk−1(Mk−1)),
where ∆(Tm(M)) ⊂ T(m,m)(M ×M) denotes the diagonal lagrangian subspace. Now let
π : G(∆)−λ −→ Ω(M0,Mk) be the projection map that collapsesM1×· · ·×Mk−1 to a point.
Definition 3.3. We define the composition map to be the induced composite:
πϕ : Ω(M0,M1) ∧Ω · · · ∧Ω Ω(Mk−1,Mk) −→ G(∆)−λ −→ Ω(M0,Mk).
We leave it to the reader to check that composition as defined above is homotopy associative. In fact,
this composition has more structure. The question of how structured this associative composition
is will be addressed in the next sections.
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The identity morphism:
We now assume that the object (M,ω) is a compact manifold. It is a natural question to
ask if an identity morphism exists for such an object.
Claim 3.4. LetM be a compact manifold, and let [id] : S −→ Ω(M,M) denote the map that is a
representative of the unit map upto homotopy representing the diagonal (lagrangian) embedding
∆ : M −→ M ×M . Then [id] is indeed the identity for the composition defined above, up to
homotopy. Furthermore, [id] factors through the unit map of the ring spectrumM−τ (see [3]).
Proof. The fact that the map representing the lagrangian embedding ∆ factors through
M−τ is essentially the method of how one constructs a map S −→ Ω(M,M) given a la-
grangian inM ×M . Now given two manifoldsM,N , let ∆(M) ⊂M ×M is the diagonal
representative of [id] as above. Observe thatN×∆(M)×M is transverse toN×M×∆(M)
inside N ×M ×M ×M . They intersect along N ×∆3(M), where ∆3(M) ⊂ M ×M ×M
is the triple (thin) diagonal. Hence we get a commutative diagram up to homotopy:
Ω(N,M) ∧ S
))❙
❙
❙
❙
❙
❙
❙
❙
❙
❙
❙
❙
❙
❙
// Ω(N,M) ∧∆(M)−τ ∆−τ //

Ω(N,M) ∧Ω Ω(M,M)

Ω(N,M)
=
// Ω(N,M)
where the right vertical map is composition, and the left vertical map is the Pontrjagin–
Thom collapse over the inclusion map N ×M = N ×∆3(M) −→ N ×M ×∆(M). Now
consider the following factorization of the identity map:
N ×M = N ×∆3(M) −→ N ×M ×∆(M) −→ N ×M
where the last map is the projection onto the first two factors. Performing the Pontrjagin–
Thom collapse over this composite shows that the following composite is the identity:
Ω(N,M) ∧ S −→ Ω(N,M) ∧∆(M)−τ −→ Ω(N,M).
This shows that right multiplication by [id] : S → Ω(M,M) induces the identity map on
Ω(N,M), up to homotopy. A similar argument works for left multiplication. 
Wemay interpret the composition map of hS geometrically as follows: Given a collection
of k lagrangians Li for 1 ≤ i ≤ k, let Y = L1 × L2 × · · · × Lk be a product of stable
lagrangians immersed in M 0 × (M1 × M1) × · · · × (Mk−1 × Mk−1) × Mk. Assume that
X ⊂ Y is the transverse intersection of Y alongM 0×∆(M1)× · · · ×∆(Mk−1)×Mk. Then
we have a homotopy commutative diagram:
Y −τ(Y ) //

X−τ(X)

Ωζ1(M0,M1) ∧Ω · · · ∧Ω Ωζk(Mk−1,Mk) // Ω(M0,Mk).
with the top row representing the Pontrjagin–Thom construction along the inclusionX ⊂
Y . It is easy to see that X supports a lagrangian immersion intoM 0×Mk, represented by
the composite:
[X ] : S −→ X−τ(X) −→ Ω(M0,Mk).
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Now let Ω∞(M,N) denote the infinite loop space Ω∞(Ω(M,N)). Then from the geometric
standpoint on the symplectic category, it is more natural to consider the unstable compo-
sition map:
Ω∞(M0,M1)× · · · × Ω∞(Mk−1,Mk) −→ Ω∞(M0,Mk)
By applying π0 to this morphism, and invoking the above observation, we see that the
definition of composition is faithful to Weinstein’s definition of composition in the sym-
plectic category.
Remark 3.5. Recall that given arbitrary symplectic manifolds M and N , there is a natural de-
composition of Ω(M,N) in hS induced by the composition map:
Ω(M, ∗) ∧Ω Ω(∗, N) ≃ Ω(M,N).
In particular, arbitrary compositions can be canonically factored using the above decomposition,
and computed by applying the following composition map internally to the factors:
Ω(∗, N) ∧Ω Ω(N, ∗) −→ Ω.
4. INTERNAL STRUCTURE OF THE STABLE SYMPLECTIC HOMOTOPY CATEGORY
Recall that Ω = (U/O)−ζ is a commutative ring spectrum. This spectrum has been studied
in [1] (Section 2) and even earlier in [15]. In particular,
π∗Ω = Z/2[x2i+1, i 6= 2k − 1].
In addition, the ring π∗Ω can be detected as a subring of π∗MO. It follows that Ω is a
generalized Eilenberg–MacLane spectrum over H(Z/2). Since it acts on all morphism
spectra Ωζ(M,N), we see that all the spectra Ω(M,N) are also generalized Eilenberg–
MacLane spectra (see the Appendix).
Remark 4.1. One has an oriented version of this category hsS, obtained by replacingBO by BSO.
All definitions go through in this setting verbatim. However, the ”coefficients” sΩ is no longer
a generalized Eilenberg–MacLane spectrum. Its rational homology (or stable homotopy) is easily
seen to be an exterior algebra on generators y4i+1 in degrees 4i+ 1, with i ≥ 0:
π∗sΩ⊗Q = Λ(y4i+1).
Claim 4.2. Let M be a compact symplectic manifold. Then the spectrum Ω(M, ∗) is canonically
homotopy equivalent to HomΩ(Ω(∗,M),Ω). In other words, Ωζ(M) is dual to Ω(M).
Proof. Consider the composition map: Ω(∗,M)∧Ω(M, ∗) −→ Ω. Taking the adjoint of this
map yields the map we seek to show is an equivalence:
Ω(M, ∗) −→ HomΩ(Ω(∗,M),Ω).
To construct a homotopy inverse to the above map, one uses the identity morphism:
HomΩ(Ω(∗,M),Ω) ∧ S −→ HomΩ(Ω(∗,M),Ω) ∧Ω Ωζ(M,M) −→ Ω(M, ∗),
where the last map is evaluation, once we identify Ω(M,M) with Ω(M, ∗) ∧Ω Ω(∗,M).
Details are left to the reader. 
Remark 4.3. This is really Poincare´ duality in disguise that says the the dual of the Thom spec-
trum of a bundle ξ overM is the Thom spectrum of −ξ − τ , where τ is the tangent bundle ofM .
So the bundle that is “self dual” is the bundle ξ so that ξ = −ξ − τ , i.e. 2ξ = −τ . The bundle −ζ
is the universal bundle that satisfies this condition.
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The next theorem follows easily the definitions, and the above results:
Theorem 4.4. For arbitrary symplectic manifolds M and N , there are canonical equivalences of
Ω-module spectra:
Ω(∗,M ×N) ≃ Ω(M ×N, ∗) ≃ Ω(N,M) ≃ Ω(M,N).
Furthermore ifM is compact, then using duality onM , we have a canonical homotopy equivalence
of Ω-module spectra:
Ω(M,N) ≃ HomΩ(Ω(∗,M),Ω(∗, N))
which is compatible with composition in hS. In particular, for a compact manifold M , the ring
spectrum Ω(M,M) has the structure of an endomorphism algebra up to homotopy 4:
Ω(M,M) ≃ EndΩ (Ω(∗,M)) .
All this structure holds for sΩ(M,M) as well. Furthermore, in the unoriented case, the above
theorem may be strengthened (see theorem 9.4).
Thom classes and an algebraic representation:
The next item on the agenda is to construct Thom classes. Notice from remark 2.5 that
the Thom spectra Ω(M,N) admit maps to Σ−(m+n)MO that classify the map induced by
the virtual bundle −ζ , and are canonical up to homotopy. Similarly, morphisms in the
oriented categoriy hsS admit canonical maps toMSO. Working with hS for simplicity, let
E now be a spectrum with the structure of a commutative algebra over the spectrumMO.
This allows us to obtain Ω-equivariant Thom classes:
E(M,N) : Ω(M,N) −→ Σ−(m+n)MO −→ Σ−(m+n) E .
Remark 4.5. Given a choice of Thom classes, any object N in hS has an induced E orientation:
N−τ −→ Ω(N,N) −→ Σ−2n E, induced by a lift of the diagonal inclusion N −→ N ×N .
The Thom isomorphism theorem is now a formal consequence of the definitions. Con-
sider the diagonal map: Ω(M,N) −→ Ω(M,N) ∧ (M × N)+, where (M × N)+ denotes
the space M × N with a disjoint base point. This allows us to construct Thom maps in
E-homology and cohomology, given by capping with the Thom class, and cupping with
it respectively. The Thom isomorphism now follows by an easy argument:
Claim 4.6. Let M and N be any two symplectic manifolds of dimension 2m and 2n resp. Given
Ω-equivariant Thom classes as above, there are canonical Thom isomorphisms:
π∗(Ω(M,N) ∧Ω E) = E∗+m+n(M ×N), π∗HomΩ(Ω(M,N),E) = E−∗+m+n(M ×N).
The following is now an easy consequence of 4.4:
Theorem 4.7. There exists an (algebraic) representation of the stable symplectic homotopy cate-
gory in the category of π∗ E-modules:
q : E∗+m(M)⊗ π∗Ω(M,N) −→ E∗+n(N).
Furthermore, one has an intersection pairing : E∗+m(M) ⊗ E∗+m(M) −→ E∗, which is non-
degenerate for compact manifoldsM . All of this structure also holds for the oriented case. In [12]
we will show that, working over Q, a group isomorphic to an abelian quotient of the Grothendieck-
Teichmu¨ller group, acts via monoidal automorphisms on this representation (see question 9.6).
4See section 5 for an interpretation of this algebra.
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5. THE ALGEBRA OF OBSERVABLES AND THE SYMPLETOMORPHISM GROUP
We work with the category hS in this section. All constructions apply equally well for
the oriented setting. Let (M,ω) be an object. It is our interest to motivate the claim that
Ω(M,M) is a homotopical version of the “algebra of observables” of M . In deformation
quantization, the algebra of observables is a non-commutative deformation of the alge-
bra of functions C∞(M), compatible with the Poisson structure on M . Now it is well
known that functions in C∞(M) can be identified with a subspace of lagrangians in T ∗M
by mapping a function f to the graph of df . Hence, in our context, the (commutative) ring
spectrum Ω(T ∗M) ≃ Ω∧M−τ is the analog of the ring C∞(M) (see example 2.6). The ana-
log of the algebra of observables should therefore be an (associative) ring spectrum which
supports a map of associative spectra from Ω ∧M−τ . We shall demonstrate in section 7
(see remarks 7.5 and 7.7), that the spectrum Ω(M,M) is precisely such a spectrum.
The purpose of this section is to extend the correspondence between C∞(M) and T ∗M , to
a correspondence between the symplectomorphism group ofM , Symp(M) and Ω(M,M).
As before, this correspondence simply takes takes a symplectomorphism to its graph seen
as a lagrangian in Ω(M,M). This will make sense ifM is a compact manifold. In fact, for
a compact symplectic manifold M , we will show that the identification of a symplecto-
morphism with its graph can be de-looped to a canonical map:
γ : BSymp(M) −→ BGLΩ(M,M),
whereGLΩ(M,M) is defined as the space of components in the ring-space: Ω∞(Ω(M,M)),
that represent units in the ring π0(Ω(M,M)).
Let us begin for the moment with an arbitrary symplectic manifold (M2m, ω). We will
construct a map γ : BSymp(M) −→ BAutΩ(Ω(M)). If M is compact, then by the results
of section 7, one has an A∞-equivalence Ω(M,M) −→ EndΩ(Ω(M)). In particular, may
identify BGLΩ(M,M) with BAutΩ(Ω(M)).
The first step in the construction of the map γ is to observe that we may construct the
spectrum G(M)−ζ fiberwise over BSymp(M,ω). More precisely, consider the space J (M)
consisting of pairs (J,m) with m ∈ M and J a compatible complex structure on (M,ω).
This space fibers over the space of compatible complex structures on (M,ω), with fiber
M . In particular, it is homotopy equivalent to M . The space J (M) supports a canonical
unitary vector bundle J (τ), whose fiber over a point (m, J) is the tangent space Tm(M)
endowed with the complex structure J . Notice that the symplectomorphism group acts
on the space J (τ) by unitary bundle automorphisms. It follows that J (τ) extends to a
unitary vector bundle J(τ) over the associated bundle:
J(M) := ESymp(M,ω)×Symp J (M).
Consider the pullback G(J(M)) fibering over BSymp(M) defined as a pullback:
G(J(M))
ξ

J(ζ)
// Z× BO

J(M)
J(τ)
// Z× BU
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Notice that the restriction of the bundle J(τ) to any any subspace (M,J) in the fiber over
BSymp(M) yields the tangent bundle TM with complex structure J . Similarly, the restric-
tion of J(ζ) to G(M) is the bundle ζ .
One may construct the fiberwise Thom spectrum: G(J(M))− J(ζ) is a bundle of Ω-module
spectra over BSymp(M), with fiber being homotopy equivalent to Ω(M). We may classify
this bundle by a map: γ : BSymp(M) −→ BAutΩ(Ω(M)).
Now if M is a compact manifold, then recall that Ω(M,M) is equivalent to EndΩ(Ω(M))
as A∞-ring spectra. Hence for a compact symplectic manifold (M,ω), one gets a map:
γ : BSymp(M) −→ BGLΩ(M,M).
It remains to identify the map Ω(γ) : Symp(M) −→ GLΩ(M,M) as the map that takes an
element ϕ ∈ Symp(M) to its graph in Ω(M,M). Let us push forward to AutΩ(Ω(M)). The
composite map:
Ω(γ) : Symp(M) −→ AutΩ(Ω(M)),
is easily seen to be the map that sends an element ϕ ∈ Symp(M) to the left action of ϕ on
Ω(M) which has the effect of sending a lagrangian immersion L # M to the immersion
ϕ(L) # M . We need to identify this left action with the graph of ϕ as an element in
Ω(M,M). Now the graph of a symplectomorphism gr(ϕ) ∈ M × M , and an arbitrary
lagrangian L in M , it is easy to check that the product L × gr(ϕ) is always transversal to
the submanifold∆(M)×M ⊂M ×M ×M . It follows easily from this that the graph of ϕ
acts exactly as the left action of ϕ under the composition Ω(∗,M)∧ΩΩ(M,M) −→ Ω(∗,M).
Details are left to the reader.
Remark 5.1. Recall that we have a canonical equivalence: Ω(M×C) ≃ Σ−1Ω(M). It follows from
this observation that the map γ : BSymp(M) −→ BAutΩ(Ω(M)) factors through BSymps(M),
where we define Symps(M) as the stabilization of the symplectomorphism group:
Symps(M) = colimk Symp(M × Ck).
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6. THE STABLE SYMPLECTIC CATEGORY AS AN A∞-CATEGORY: BACKGROUND
From now on we will be interested in turning the stable symplectic homotopy category
into an A∞-category. This category will be enriched over a suitable category of structured
spectra so that one can actually perform composition on the point-set level as it were,
and not just up to homotopy. The framework that works best for our needs is that of
parametrized S-modules [4], [14]. This framework gives us an honest monoidal smash
product on the category of spectra, and allows us to define ring spectra that are rigid
enough to allow one to perform standard algebraic constructions. We shall use the lan-
guage of [4] freely from this point on, with apologies to the reader unfamiliar with it. The
virtue of this language is that it allows us to describe the stable symplectic category as an
A∞-category. The reader unfamiliar with this language may safely work at the homotopi-
cal level and ignore the decoration by the operad L throughout. Let us briefly recall the
basic setup:
The spectra we study in this article are naturally indexed on the universe of euclidean
subspaces of C∞. As such there are two natural choices of isometries that act on these
subspaces:
Definition 6.1. The space of linear isometries LR(k) is defined as LR(k) = I((R∞)k,R∞), where
I((R∞)k,R∞) denotes the contractible space of isometries from k-copies of R∞, to R∞. Similarly,
define LC(k) = I((C∞)k,C∞) as the space of unitary isometries from the Hermitian space (C∞)k,
to C∞. Recall [4] that the spacesLR(k), and LC(k) naturally form anE∞-operad. Notice also that
there is a natural inclusion of operads given by complexification: LR(k) ⊂ LC(k).
Composition of isometries turns the spaces LR(1) and LC(1) into monoids. Since the spec-
tra we study are naturally indexed on the universe of euclidean subspaces of C∞, these
monoids act on this collection of subspaces. The following claim is straightforward:
Claim 6.2. Let BU(k) denote the classifying space of U(k) defined as the Grassmannian of com-
plex k-planes in C∞. Consider the map π : LC(1) −→ BU(k), that sends an isometry to its
image on the standard subspace Ck ⊂ C∞. Then π is a principal bundle, with fiber given by the
sub-monoid LCm(1)× U(k) ⊆ LC(1), where LCm(1) is the space of isometries that fix the standard
subspace Ck pointwise. Similarly, one has a principal LRm(1)×O(k) bundle LR(1) −→ BO(k).
Now let (M2m, ω) denote a symplectic manifold endowed with a compatible complex
structure. Assume we are given a map τ :M −→ BU(m) classifying the tangent bundle.
Definition 6.3. Define the extended frame bundle π : F(M) −→M as the pullback:
F(M) //
π

LC(1)
π

M
τ
// BU(m).
In particular, F(M) is a principal LCm(1)×U(m)-bundle that admits a compatible map to LC(1).
Let LR, and LC be the monads generated by sending a spectrum X indexed over the uni-
verseC∞ to the “free spectrum” LR(X) := LR(1)⋉X , and LC(X) = LC(1)⋉X respectively,
as described in [4]. Let L stand for either LC or LR. We shall say that a spectrum X is an
L-spectrum (or an L(1)-spectrum) if it is an algebra over the monad L. By definition, an
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L-spectrum admits a map of spectra ξ : L(X) −→ X that makes the following diagram
commute:
LL(X)
L(ξ)
//
µ

L(X)
ξ

L(X)
ξ
// X,
where µ is the monad structure on L. A standard example of an L-spectrum (or algebra
over the monad L) is given by the sphere spectrum indexed on C∞, which we henceforth
denote by S. Given two L-spectra X and Y , we shall borrow the notation from [4]:
X ∧L Y := L(2)⋉L(1)×L(1) (X ∧ Y ).
A final piece of notation is that of an S-module. Given an L-spectrumX , we sayX is an S-
module, if the following canonical map is an isomorphism of L-spectra: λ : S∧LX −→ X .
An important example of an S-module is the sphere spectrum S itself. In particular, given
any L-spectrum X , the spectrum S ∧L X is an S-module.
Convention 6.4. Since the decoration by R and C can introduce unnecessary clutter, let us set
some notation going forward. Unless otherwise stated, the notation Lwill denote LC. In constrast,
L(k) will denote LR(k). In the the other cases, we continue to use the notation LR and LC(k).
The L(1)-spectrum (U/O)−ζ
An important example of an L(1)-spectrum is the spectrum (U/O)−ζ . Let us describe the
explicit model of (U/O)−ζ that we will use. Given a k dimensional subspace V ⊂ R∞, let
VC denote its complexification: (V ⊕ iV ) ⊂ C∞. The Grassmannian of lagrangian planes
in VC can be identified with the homogeneous space U(VC)/O(V ), seen as the orbit of the
group U(VC) of unitary transformations on VC acting on the standard lagrangian V ⊂ VC.
The stabilizer of V under this action is the groupO(V ) of orthogonal transformations of V .
This Grassmannian supports a universal vector bundle ζV whose fiber over a lagrangian
subspace L ∈ U(VC)/O(V ), is the space of vectors in L. This vector bundle ζV includes
into the trivial bundle VC, and let ηV denote its normal bundle.
We define U(VC)/O(V )
−ζV as the desuspended Thom spectrum of the bundle ηV defined
as Σ−VC U(VC)/O(V )
ηV := S−VC ∧U(VC)/O(V )ηV , where S−VC is the spectrum representing
the functor that evaluates an arbitrary spectrum on the vector space VC [4]. Now no-
tice that if W ⊆ V is an inclusion of subspaces in R∞, with Z being the complement of
W in V , we may take the sum of a lagrangian space in WC, with Z to get a lagrangian
subspace in VC. This yields a map U(WC)/O(W ) −→ U(VC)/O(V ). Furthermore, the re-
striction of ζV along this map is the bundle ζW ⊕ Z. It follows that we have a canonical
map ΣW U(WC)/O(W )
−ζW −→ ΣV U(VC)/O(V )−ζV which is compatible with respect to
inclusions.
Remark 6.5. It is important to observe that an element ϕ ∈ L(1) naturally identifies the ho-
mogeneous space U(VC)/O(V ) with U(ϕ(V )C)/O(ϕ(V )). This extends to an action of L(1) on
the collection of homogeneous spaces, and therefore on the corresponding Thom spectra described
above. Notice in contrast, that there is no such action of the monoid LC(1) on the collection of
homogeneous spaces, since LC(1) does not preserve subspaces of the form VC.
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Definition 6.6. Define (U/O)−ζ as the directed colimit of Thom-spectra:
(U/O)−ζ = colimV Σ
V U(VC)/O(V )
−ζV ,
where the colimit runs over the poset of all finite dimensional subspaces V of R∞. It is clear from
the construction that (U/O)−ζ is an L(1)-spectrum. In the this section, Ω is defined to be the
S-module Ω := S ∧L (U/O)−ζ . It is also easy to see that Ω is in fact a commutative S-algebra [4].
Now, given a symplectic manifold (M2m, ω) endowed with a compatible complex struc-
ture and a classifying map τ :M −→ BU(m), let us define:
Definition 6.7. By virtue of the map F(M) −→ LC(1), we may define a fiberwise L-spectrum
S(M) as the spectrum parametrized over E(M):
S(M) = LC(1)⋉LCm(1)×U(m) (F(M)⋉ S−m),
with S−m denoting the desuspended sphere spectrum S−R
m
.
In the above discussion we required a choice of map τ : M −→ BU(m) representing the
tangent bundle ofM . The universal construction should therefore be made over the space
of all unitary injections (see remark 7.4). We define E(M) to be the (contractible) space of
all unitary bundle maps TM −→ M ×C∞ that factor through some Ck. One therefore has
a canonical bundle F(M) over E(M).
Definition 6.8. Define the Ω-module spectrum parametrized over E(M) by:
G(M) = S(M) ∧L Ω := L(2)⋉L(1)×L(1) (S(M) ∧ Ω).
Let πM denote the map that collapses E(M) to a point, inducing a functor πM! from the category of
spectra parametrized over E(M), to spectra indexed over C∞ [14]. In consistency with previous
notation, define the spectrum Ω(M):
Ω(M) := πM! (G(M)).
Furthermore, by the natural adjunctions of the functor πM! ([14], Ch.11), it is clear that Ω(M) is
a (usual) Ω-module spectrum.
The next claim demonstrates that the spectrum we have constructed above is faithful to
the geometric object we studied in previous sections.
Claim 6.9. The space Ω∞(Ω(M)) has the weak homotopy type of the space of stable totally real
immersions into M . If the monotonicity condition holds for M , then this is indeed the space of
stable lagrangian immersions.
Proof. Let us fix a choice of the map τ : F(M) −→ LC(1). Let us also fix an invertible
isometry γ : R∞ × R∞ −→ R∞. The map τ above, along with γ induce a weak homotopy
equivalences overM :
{γ}⋉ (({τ}⋉ S−m) ∧ Ω) −→ G(M).
Now by the definition of the pullback diagram definint the map τ , we see that the fiber
of the bundle F(M), over a point x ∈ M can be identified with isometries that map Ck
to Tx(M). Hence the bundle ({τ} ⋉ S−m) ∧ (U/O)−ζ , maps canonically via a homotopy
equivalence, to the the bundle of spectra whose fiber at x is the Thom spectrum of the
(negative) canonical bundle on the space of Lagrangians in Tx(M)⊕C∞. Taking the push
forward along πM! , we recover (up to homotopy) the spectrum G(M)−ζ studied in the
previous section, thereby proving the claim. 
16
The internal product:
Now let (M2m, ω) and (N2n, η) be two symplectic manifolds endowed with the relevant
structure. Our next objective is to describe a natural map from the product of the spectra
Ω(M) and Ω(N) to the spectrum: Ω(M ×N).
By definition it is easy to see that one has an equality:
G(M) ∧L G(N) = L(4)⋉L(1)×L(1)×L(1)×L(1) (S(M) ∧ S(N) ∧ Ω ∧ Ω).
We may write the right hand side as:
(L(2)⋉L(1)×L(1) (S(M) ∧ S(N)) ∧L (Ω ∧L Ω).
Assumewe are given an orthogonal isomorphism γ : R∞×R∞ −→ R∞, which identifies the
subspace: Rm × Rn with R(m+n) diagonally. Notice that the complexification of γ induces
an obvious map E(γ) : E(M) × E(N) −→ E(M × N). Furthermore, the map γ induces a
map of bundles:
F(M)× F(N)

γ∗
// F(M ×N)

E(M)× E(N) E(γ) // E(M ×N),
compatible with the “diagonal” maps of monoids:
γ∗ : U(m)×U(n) −→ U(m+ n), γ∗ : LCm(1)×LCn(1) −→ LC(m+n)(1).
The map γ∗ is easily seen to induce a map of spectra parametrized over the map E(γ):
γ∗ : L(2)⋉L(1)×L(1) (S(M) ∧ S(N)) −→ L(1)⋉L(1) S(M ×N),
which extends to a map of Ω-spectra parametrized over E(γ):
G(γ)∗ : G(M) ∧Ω G(N) −→ G(M ×N).
Claim 6.10. Given two symplectic manifolds, and a map γ as above, the map γ∗ induces a homo-
topy equivalence of Ω-module spectra called the internal product:
γ∗ : Ω(M) ∧Ω Ω(N) −→ Ω(M ×N) := πM! (G(M ×N)).
Proof. By construction γ∗ : G(M)∧ΩG(N) −→ G(M×N) is a fiberwise homotopy equiva-
lence. It remains to identify Ω(M)∧ΩΩ(N)with πM×N! (G(M)∧ΩG(N)). Now from the the
definition of πM×N! , it is clear that π
M×N
! (G(M) ∧L G(N)) = Ω(M) ∧L Ω(N). Furthermore,
since πM×N! is a pushout, it preserves preserves colimits. In addition, the adjunction prop-
erties of πM×N! as described in [14] (Ch.11) show that π
M×N
! turns the following fiberwise
coequalizer diagram:
G(M) ∧L Ω ∧L G(N) =⇒ G(M) ∧L G(N) −→ G(M) ∧Ω G(N),
into exactly the one that defines the smash product of Ω(M) and Ω(N) over Ω. 
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7. THE STABLE SYMPLECTIC CATEGORY AS AN A∞-CATEGORY: MORPHISMS
Let us now describe the A∞-version of the Stable Symplectic category S. By definition,
the objects of this category S, will be symplectic manifolds (M,ω) (see remark 3.2), en-
dowed with a compatible almost complex structure. Let (M,ω) and (N, η) be two objects.
We define the conjugate of (M,ω) to be the symplectic manifold M which has the same
underlying manifold asM but with symplectic form −ω.
Definition 7.1. The “morphism spectrum” Ω(M,N) in S between M and N is defined as the
Ω-module spectrum (see also remark 7.3):
Ω(M,N) := Ω(M) ∧Ω Ω(N).
Notice that by claim 6.10, the infinite loop space underlyingΩ(M,N) represents the space of stable
totally real immersions intoM ×N .
The next step is to define composition in S. As is to be expected in this framework, S
will be an A∞- category enriched over the category of modules over the commutative
S-algebra Ω. The natural model for this operad will be the linear isometries.
Given k + 1-pairs of objects (M0,M1), . . . , (Mk,Mk+1), our construction of composition in
the category Swill amount to a map of the form:
Ok : Ω(M0,M1) ∧Ω · · · ∧Ω Ω(Mk,Mk+1) −→ Ω(M0,Mk+1).
Indeed, our construction will also show such maps are naturally parametrized by a con-
tractible space O(M) of choices on each objectM . We make this precise later (see 7.3).
The special case of composition:
The next step towards defining composition in general is to define the important case :
O : O(M)+ ∧ Ω(∗,M) ∧Ω Ω(M, ∗) −→ Ω(∗, ∗),
The space O(M), and the map O will be defined below. This special case describes the
basic idea behind composition. The strategy then is to use the special case repeatedly in
extending composition to the most general case.
To construct this special case of composition, let us begin by observing that for any sym-
plectic manifold N , one has a projection map: G(N) −→ N defined as the composite of
the the map to E(N), followed with the projection to N .
Now define a parametrized Ω-module spectrum defined via the pullback:
G(∆)
ξ

// G(M ×M)

M
∆
// M ×M
where ∆ denotes the diagonal inclusion ofM insideM ×M .
At this point, let us observe a few relevant facts:
(1) The structure group for the bundle of L-spectraG(M×M) −→ M×M is the compact
Lie group U(2m). As a consequence, the bundle G(∆) enjoys the same property.
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(2) Since the symplectic manifold M is endowed with a compatible complex structure,
one has an induced Hermitian metric on the tangent bundle of M . In particular, the
map∆ admits a neighborhood which can be identified via the exponential map, with
a neighborhood of the zero section of the normal bundle of ∆.
(3) The map∆ is proper, even if the symplectic manifoldM is non-compact.
Let η(∆) denote the normal bundle of ∆, which may be canonically identified with the
tangent bundle of M , denoted by τ . Let ι : M −→ R+ denote a function that is bounded
by the injectivity radius of the exponential map: Exp : η(∆) −→ M ×M . In other words,
the exponential map sends all vectors of radius bounded by ι homeomorphically to an
open neighborhood of ∆. For a fixed choice of ι, one may define the Pontrjagin–Thom
construction along the top horizontal map in the pullback diagram:
∆!(ι) : Ω(M ×M) = πM×M! (G(M ×M)) −→ πM! (ΣτG(∆)),
where,ΣτG(∆) denotes the parametrized spectrum overM obtained by suspendingG(∆)
fiberwise with the fiberwise compactification of the bundle τ . The next step is to prove:
Lemma 7.2. The parametrized spectrum ΣτG(∆) admits a natural map to the trivial spectrum
over M , with fiber Ω. In particular there exists a natural map of Ω-module spectra obtained by
collapsingM to a point: π : πM! (Σ
τG(∆)) −→ πM! (M × Ω) −→ Ω. As a consequence, we obtain
a map of Ω-module spectra Ω(M ×M) −→ Ω.
Proof. By the defining pullback diagram, the spectrum ΣτG(∆) is described as:
S(∆) ∧L Ω,
where S(∆) = LC(1) ⋉L2m(1)×O(2m) (F(∆) ⋉ S) , with F(∆) being the restriction of the
principal bundle F(M × M) along ∆, with structure monoid canonically reduced to
L2m(1)×O(2m). Now by construction, there is a canonical map from F(∆) to L(1). Using
the LC(1)-action on S, we have the action map:
LC(1)⋉L2m(1)×O(2m) (F(∆)⋉ S) −→ LC(1)⋉L(1) S −→ S.
The proof is complete on smashing with Ω over L. 
Now let us fix an orthogonal isomorphism γ0 : R
∞ × R∞ −→ R∞ defined as:
γ0(ej) = e2j , γ0(fj) = e2j+1,
where ej , fj represent the standard basis of R
∞ × R∞. Using γ0, get an internal product
map:
γ0∗ : Ω(M) ∧Ω Ω(M) −→ Ω(M ×M).
We therefore have a composite map after projecting to Ω in the middle factor:
Ω(∗,M) ∧Ω Ω(M, ∗) −→ Ω(∗) ∧Ω Ω(M ×M) ∧Ω Ω(∗) −→ Ω(∗, ∗).
Notice that the only choice wemade was a function ι :M −→ R+ bounding the injectivity
radius. We therefore get the composition we seek parametrized over all such choices:
O : O(M)+ ∧ Ω(∗,M) ∧Ω Ω(M, ∗) −→ Ω(∗, ∗),
where O(M) is the contractible space of maps ι : M −→ R+ that bound the injectivity
radius of the exponential map: Exp : η(∆) −→M ×M .
The general case of composition is a simple generalization of the above special case.
19
The general case of composition:
We are now ready to define composition in complete generality. Consider k + 2 objects
objectsMi with 0 ≤ i ≤ k + 1. We seek to define a morphism of Ω-modules:
Ok : O(M1, . . . ,Mk)+ ∧ Ω(M0,M1) ∧Ω · · · ∧Ω Ω(Mk,Mk+1) −→ Ω(M0,Mk+1).
The space O(M1, . . . ,Mk) above will simply be defined as the product:
O(M1, . . . ,Mk) = O(M1)× · · · × O(Mk),
and the composition will simply be a global version of the previous special case. In de-
tail, we proceed as follows: First recall that by definition, each morphism Ωζ(Mi,Mi+1) is
written as Ω(M i) ∧Ω Ω(Mi+1).
Next we regroup the smash product of the terms Ωζi+1(Mi,Mi+1) to get the product:
Ω(M 0) ∧Ω Ω(M1) ∧Ω Ω(M 1) ∧Ω · · · ∧Ω Ω(Mk) ∧Ω Ω(Mk) ∧Ω Ω(Mk+1).
Finally we perform the composition O to obtain a projection Ω(Mi) ∧Ω Ω(M i) −→ Ω, for
each 0 < i < k + 1 (parametrized by the product of spaces O(Mi)). We thus obtain a map
to Ω(M 0)∧ΩΩ(Mk)which we identify with Ω(M0,Mk) by definition. The composite of the
steps above gives us the general composition map Ok:
Ok : O(M1, . . . ,Mk)+ ∧ Ω(M0,M1) ∧Ω · · · ∧Ω Ω(Mk,Mk+1) −→ Ω(M0,Mk+1).
It is straightforward to verify that Ok satisfy associativity.
Remark 7.3. Notice that the spaces O(X) parametrize the space of A∞-structures. In other
words, if one were to fix a choice of element ι(X) ∈ O(X) for each object X in S, once and for all,
then for these choices we would get a particular A∞-structure on S. Alternatively, one may define
the objects of S to include these choices.
An A∞-neighborhood of the identity:
The next piece of structure we need to explore is the existence of the identity element of
an object (M,ω) in S. Such an element is a distinguished point in Ω∞ζ (M,M), or equiva-
lently, a stable map [id] : S −→ Ω(M,M). This map would need to satisfy some obvious
identities that are required of an identity in a category. Recall that in hS, such an element
did indeed exist if (M,ω) was a compact symplectic manifold. In the A∞-category S, it
appears that an honest identity element is too much to ask for (see remark 7.4 below).
This issue is not new, see [3] for example. Instead, for arbitrary manifolds (M,ω) we will
construct a map of (possibly unit less) A∞-ring spectra:
∆−τ :M−τ −→ Ω(M,M),
whereM−τ is a suitable model for the Thom spectrum of the stable normal bundle ofM .
We will interpret the map ∆−τ as a neighborhood of the identity since it has the property
that the identity morphism [id] factors through it in hS, whenM is compact.
Remark 7.4. We have chosen to parametrize our spectraG(M) over the space E(M) of all unitary
injections TM −→ M × C∞. This is the reason one fails to have a strict unit for Ω(M,M). We
could have chosen to fix a choice of such an injection for each manifold M to begin with, and
defined the objects G(M) to be parametrized overM , for this given injection. One would then get
an A∞-cateogry S as before that we believe admits strict identity elements (for compactM), using
an argument similar to [3]. However, for aesthetic reasons, we have avoided making such choices.
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Remark 7.5. The spectrumM−τ is in fact an E∞-ring spectrum. This is equivalent to observing
that the product is symmetric under the twist map. However, the spectrum Ω(M,M) is certainly
not E∞. In section 5, we suggested an interpretation of the A∞-neighborhood of the identity as
a homotopical analog of the fact that the algebra of observables on a symplectic manifold M is a
deformation of the commutative ring C∞(M).
Definition 7.6. Consider the isomorphism given by the isometry: γ0 : C
∞ = R∞× iR∞ −→ R∞
that identifies the standard basis (ej , iej) by γ0(ej) = e2j and γ0(iej) = e2j+1.
Let S−2m = S−C
m
denote the desuspended sphere spectrum. Then the model for M−τ we use is
defined as the S-module: πM! (Tτ (M)), where Tτ (M) is the S-module parametrized over E(M):
Tτ (M) = Sτ (M) ∧L S,
and where Sτ (M) = LC(1)⋉γ0LCm(1)×U(m) (F(M) ⋉ S
−2m). Here LC(1)⋉γ0
LCm(1)×U(m)
indicates the
action of LCm(1)× U(m) on LC(1) through the sub monoid γ0(LCm(1)×U(m)) ⊆ L(1).
Now the isometry γ0 induces a map of parametrized spectra:
∆∗ : Sτ (M) −→ S(M ) ∧L S(M)
over the diagonal map: ∆ : E(M) −→ E(M)× E(M). Extending by the unit map S −→ Ω,
we get the map parametrized over ∆:
∆∗ : Tτ (M) −→ G(M) ∧Ω G(M).
Applying πM×M! to the above map, yeilds
∆−τ :M−τ −→ Ω(M,M).
It remains to show that this is a map of A∞-ring spectra. In the process of doing so, we
shall also describe the A∞-structure onM
−τ .
Recall that composition On was defined as the Pontrjagin–Thom consruction performed
after the internal product map:
Ω(M,M) ∧Ω · · · ∧Ω Ω(M,M) −→ Ω(M) ∧Ω Ω(M ×M)∧n ∧Ω Ω(M).
Notice that the (totally geodesic) submanifold∆(M)×(n+1) ⊂ (M×M)×(n+1) intersects the
manifoldM×∆(M)×n×M transversally along the thin diagonal∆(n+1)(M) ⊂ ∆(M)×(n+1).
In particular, each n-touple of functions (ι1, . . . , ιn) on ∆(M)
×n that when extended triv-
ially toM ×∆(M)×n ×M , are bounded by the injectivity radius of the inclusion
M ×∆(M)×n ×M −→ (M ×M)×(n+1) =M × (M ×M)×n ×M
restricts to a function ∆(ι) on ∆(n+1)(M) bounded by the injectivity radius of the inclu-
sion ∆(n+1)(M) ⊂ ∆(M)×(n+1). In addition, notice that the normal bundle of the inclu-
sion ∆(n+1)(M) ⊂ ∆(M)×(n+1) is canonically isomorphic to τn. Hence, performing the
Pontrjagin–Thom construction along the transverse intersection, we get the commutative
diagram parametrized over all n-touples of functions (ι1, . . . , ιn) that satisfy the injectivity
property for the exponential map:
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O(M, · · · ,M)+ ∧M−τ ∧L · · · ∧L M−τ Pn //
(∆−τ )∧(n+1)

M−τ
∆−τ

O(M, · · · ,M)+ ∧ Ω(M,M) ∧Ω · · · ∧Ω Ω(M,M) On // Ω(M,M),
where the top horizontal map Pn is the product of (n + 1)-objects M−τ induced via the
Pontrjagin–Thom collapse along the thin diagonal: ∆(n+1)(M) ⊂M×(n+1).
If one picks a point ι ∈ O(M), then one gets an induced point (ι, . . . , ι) ∈ O(M, . . . ,M).
For such choice, we see thatM−τ is an A∞-ring spectrum via the maps µ above. In partic-
ular, the above diagram demonstrates that the map ∆−τ : M−τ −→ Ω(M,M) is a map of
A∞-ring spectra, with theA∞-structures on either spectrum being parametrized byO(M).
Remark 7.7. Smashing the map∆−τ :M−τ −→ Ω(M,M) with Ω, we get a map:
λ : Ω ∧L M−τ −→ Ω(M,M).
Recall from example 2.6 that Ω ∧LM−τ is homotopy equivalent to Ω(T ∗M). Indeed, the map λ is
induced by a symplectic immersion: T ∗ǫ M −→M ×M about an ǫ-neighborhood of the diagonal.
8. THE STABLE METAPLECTIC CATEGORY
Ka¨hler manifolds admit a construction known as holomorphic (or Ka¨hler) quantization.
The state space is the space of square integrable holomorphic sections of the line bundle
given by L⊗√det, where L is the prequantum line bundle, and√det is a choice of square
root of the volume forms (called a metaplectic structure). This construction is not functo-
rial on the symplectic category however. Indeed, it is well known that one cannot expect
to construct an honest quantization functor on the symplectic category, with values in the
category of topological vector spaces. One may therefore attempt to construct a “derived
version of geometric quantization”. A derived version of this quantization should in
principle depend on all the cohomology groups of this line bundle. Now the Dolbeaut ∂¯-
complex computing the cohomology of holomorphic bundles agrees with the Spinc Dirac
operator. On incorporating the metaplectic structure into the picture, the complex agrees
with the Spin-Dirac operator. We therefore observe that almost complex Spin manifolds
support a Dirac operator which generalizes the Dolbeaut complex twisted by the square
root of the volume forms. This may suggest defining a derived version of the geometric
quantization of a symplectic manifold with a Spin structure as the L2 index of the Dirac
operator with coefficients in the prequantum line bundle. For compact manifolds this is
simply the Aˆ genus with values in the prequantum line bundle.
We take the above discussion as good motivation to define a variant of the stable sym-
plectic category with objects supporting this structure, we call this the Stable Metaplectic
Category. The actual application to construction a derived geometric quantization as a
functor on the stable metaplectic category will appear in a later document [11]. A very
brief outline of the framework is described at the end of this section.
The objects in themetaplectic category will be symplectic manifolds endowedwith a com-
patible metaplectic structure. Informally speaking, a compatible metaplectic structure is
22
a compatible complex structure endowed with a square root of the determinant line bun-
dle. Let us now formalize the concept of a metaplectic structure. Let the classifying space
of the metaplectic group U˜, denoted by BU˜, be defined via the fibration:
BU˜ −→ BU −→ K(Z/2, 2)
with the second map being the mod-2 reduction of the first Chern class. By definition, BU˜
supports the square-root of the determinant map
√
det : BU˜ −→ BS1. The complexifica-
tion map BSO −→ BU lifts to a unique map BSpin −→ BU˜. We may describe these lifts as
a diagram of fibrations:
U˜/Spin

// U/SO

// K(Z/2, 1)×K(Z/2, 2)

BSpin //

BSO

w2
// K(Z/2, 2)
0

BU˜ // BU
c1
// K(Z/2, 2)
An easy calculation shows that the mod-2 cohomologyH∗(U/SO,Z/2) is an exterior alge-
bra on generators {σ, w2, w3, . . .}, where σ is the class that transgresses to c1 in the mod-2
Serre spectral sequence, and wi are the classes that are given by the corresponding re-
strictions from H∗(BSO,Z/2). In addition, the class U/SO −→ K(Z/2, 1)×K(Z/2, 2) is
represented by the product σ × w2. Hence U˜/Spin is the corresponding cover of U/SO.
Remark 8.1. The kernel of the map U˜ −→ U/O is given by a group O˜ called the metalinear group
(see [18] Section 7.2). The classifying space BO˜ is described by a fibration:
BO˜ //

BO

w21
// K(Z/2, 2)
=

BU˜ // BU
c1
// K(Z/2, 2)
The group O˜ can easily be seen as a split Z/4 extension of SO. The map BO˜ −→ B(Z/4) is
sometimes called the Maslov line bundle. Notice also that BSpin can be seen as the cover of BO˜
given by prescribing a trivialization of the Maslov line bundle, followed by a Spin structure.
The space U˜/Spin supports a stable vector bundle that lifts ζ , which we will denote by
the same name. The spectrum (U˜/Spin)−ζ is an E∞-ring spectrum modeled on an operad
L˜(k) which is defined as the contractible space of spin isometries between (R∞)×k and
R∞. The hermitian isometries are replaced by the Metaplectic isometries L˜C(k). The rest
of the theory goes through verbatim as before, and one defines a “coefficient” S-algebra:
Ω˜ = S ∧
L˜
(U˜/Spin)−ζ . One can now define the stable metaplectic category in analogy
with the stable symplectic category: The objects of the stable metaplectic category S˜ are
symplectic manifolds (M,ω) endowed with a compatible complex structure. As part of
the data, we also fix a metaplectic structure: i.e. a lift of the structure group of the tangent
bundle to the double cover U˜(m) of U(m) given by the restriction of the double cover
23
U˜ −→ U, along U(m). In particular, U˜(m) corresponds to a compatible family of square-
roots of the determinant homomorphism. Given a 2m dimensional metaplectic manifold
M , wemay define E˜(M) to be the space of U˜(m)-lifts of unitary maps from TM toM×C∞.
Definition 8.2. Let G˜(M) denote the spectrum parametrized over the space E˜(M) given by
S˜(M) ∧
L˜
Ω˜, where S˜(M) denotes the fiberwise L˜-spectrum:
S˜(M) = L˜C(1)⋉
L˜Cm(1)×U˜(m)
(F˜(M)⋉ S−m).
Then we define the morphism spectra Ω˜(M,N) in S˜ as:
Ω˜(M,N) := Ω˜(M) ∧Ω˜ Ω˜(N) = πM! G˜(M) ∧Ω˜ πN! G˜(N).
Composition is defined analogously to the stable symplectic category, and as before, all structure
maps in the category are module maps over the coefficient spectrum Ω˜.
As before, one has a stable metaplectic homotopy category that captures the geometry. In
analogy with remark 2.5, the geometric object underlying the spectrum πM! (G˜(M)) is the
Thom spectrum Ω˜(M) = G˜(M)−ζ , with G˜(M) defined as the pullback:
G˜(M)
ξ

ζ
// Z× BSpin

M
τ
// Z× BU˜
where τ denotes them-dimensional tangent bundle of themetaplectic manifoldM . Points
in the infinite loop space Ω∞(Ω(M,N)) represent totally real (or lagrangian) immersions
intoM ×N of manifolds with a spin structure. Furthermore, the morphism spectra in the
metaplectic category admit maps toMSpin that are canonical up to homotopy.
In [11], we hope to give a geometric description of the functor from a category closely
related to the metaplectic category (called the category of symbols), to the KU-linear cate-
gory obtained by “extending coefficients” overΩ, to complex K-theory along the Aˆ-genus.
Under this functor, a lagrangian immersion L#M will be associated to a Fredholm oper-
ator onM . This operator will be given represented by the K-class of (derived) flat sections
of the pre-quantum line bundle restricted to L. The induced A∞-composition can now be
seen as a functorial way of composing symbols associated to lagrangian immersions. We
would like to interpret this as a derived framework for geometric quantization.
9. APPENDIX: SOME COMPUTATIONS AND REMARKS
The Unoriented Case:
Let us make some explicit computations in the case of the unoriented symplectic cate-
gory S. We invoke the Adams spectral sequence to compute π∗Ω(M,N). Since Ω(M,N)
is a generalized Eilenberg–MacLane spectrum, the spectral sequence will collapse and
we simply need to compute the primitives under the action of the dual mod-2 Steenrod
algebra on H∗(Ω(M,N),Z/2).
Convention 9.1. Let us set some notation. All homology groups will be understood to be over
Z/2. In addition, given a real vector bundle ζ of dimension k, let us use the suggestive notation
Σ−ζS∗ to denote the shift Σ
−kS∗ for a graded module S∗.
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Theorem 9.2. π∗Ω(M,N) is a free π∗Ω-module on a (non-canonical) generating vector space
given by Σ−ζH∗(M ×N).
Proof. The Thom isomorphism theorem implies that the ringH∗Ω is isomorphic toH∗(U/O).
Under this isomorphism we also see that H∗Ω(M,N) is isomorphic to Σ
−ζH∗(G(M ×N)).
Now consider the universal fibration U/O → BO −→ BU. It is easy to see that the
Serre spectral sequence in homology for this fibration collapses leading to the fact that
H∗(G(M × N)) is non-canonically a free H∗(U/O)-module on H∗(M × N). From this we
deduce that H∗Ω(M,N) is free H∗Ω-module on the (non-canonical) vector space given by
Σ−ζH∗(M × N). An easy argument using the degree filtration shows that the generat-
ing vector space can be chosen to have trivial action of the dual Steenrod algebra. The
statement of the theorem is now complete on taking primitives under this action. 
The following consequences of the above theorem are easy (compare with 4.4):
Theorem 9.3. There is a natural decomposition of π∗Ω(M,N) induced by the composition map:
π∗Ω(M, ∗)⊗π∗Ω π∗Ω(∗, N) = π∗Ω(M,N).
In particular, arbitrary compositions can be canonically factored in homotopy, and computed by
applying the composition map internally:
π∗Ω(∗, N)⊗π∗Ω π∗Ω(N, ∗) −→ π∗Ω.
Theorem 9.4. Given a compact manifoldM , the π∗Ω-algebra π∗Ω(M,M) has the structure of an
endomorphism algebra:
π∗Ω(M,M) = Endπ∗Ω (π∗Ω(∗,M)) .
The Oriented Monotone Case:
Next, let us very briefly explore the structure of sΩ(M) rationally in the case when M is
monotone, i.e. when the cohomology class of ω is a non-zero multiple of the first Chern
class ofM .
Firstly recall that H∗(U/SO,Q) is an exterior algebra Λ(y4i+1). Now by Thom isomor-
phism, we have an equality H∗+m(sG(M),Q) = H∗(sΩ(M),Q), where (M,ω) is a 2m-
dimensional manifold. Now consider the cohomology Serre spectral sequence for the
fibration
U/SO −→ sG(M) −→ M.
It is easy to see, using the monotonicity assumption, that the class y1 ∈ H1(U/SO,Q)
transgresses to a non-trivial multiple of the symplectic class ω. Hence the class y1 ∪ ωm
(uniquely) represents a class in H2m+1(sG(M),Q), that is the only meaningful primary
characteristic class. Let θ(M) be the corresponding class in Hm+1(sΩ(M),Q) under the
above Thom isomorphism.
Now let π : E −→ B be a fibrating family of oriented stable lagrangians inM , endowed
with a classifying map f(π) : B −→ Ω∞(sΩ(M)). Then the map f(π) factors through the
Umkehr map B+ −→ Ω∞(E−τ(π)) followed by the map induced by E−τ(π) −→ sΩ(M). It
follows that
f(π)∗θ(M) = π∗(y1 ∪ ωm),
where y1∪ωm denotes the pullback of the class having the same name alongE −→ sG(M).
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Some questions and remarks:
Here is a list of natural questions and relevant remarks:
Question 9.5. Is there a universal description of the stable symplectic or metaplectic cat-
egory that allows us to check if a functor defined on symplectic manifolds extends to
the stable category? Notice that if F(M) denotes any (stable) representation of S, with
F(∗) := F being an Ω-module, then we have the action map for F on the level of spectra:
q : Ω(M, ∗) ∧Ω F(M) −→ F .
For compact manifoldsM , we may dualize this map to get a natural transformation:
F(M) −→ Ω(∗,M) ∧Ω F .
Hence functors of the formΩ(∗,M)∧ΩF are terminal in the category of all functors defined
on the (subcategory of compact objects in the) stable symplectic category.
Question 9.6. One would like to describe the “Motivic Galois group”, by which we mean
the rule that assigns to a commutative Ω-algebra F, its F-points given by the group of
multiplicative automorphisms of the monoidal functor on S (with values in the category
of F-modules), and which takes a symplectic manifold N to Ω(∗, N) ∧Ω F. The author
and J. Morava have studied this Motivic Galois group. We show in [12] that this group
contains a natural subgroup which can be identified (over Q), with a graded vector space
with generators in degree 4k + 2, for k ≥ 0. There is a striking similarity between this
subgroup, and the abelian quotient of the Grothendieck-Teichmu¨ller group that is known
to act on deformation quantization [13].
Question 9.7. Recall the homomorphism from the symplectomorphism group to the units
GL sΩ(M,M) given by taking a symplectomorphism to its graph:
γ : BSymp(M,ω) −→ BGL sΩ(M,M).
One may map BGL sΩ(M,M) into the Waldhausen K-theory of sΩ, denoted by K(sΩ),
and ask for this invariants of BSymp(M,ω) with values in K(sΩ). In [10, 12], we give a
complete description of this map rationally. In particular, we observe that π∗(K(sΩ)) is a
direct sum of a polynomial algebra on classes in degree 4n + 2, for n ≥ 0 (related closely
to the Motivic Galois group), and the graded vector space π∗(K(Z))⊗Qwhich is detected
by the zero section: sΩ −→ H(Z). It would be very interesting to identify the geometry
underlying the generators of π∗(K(Z)) ⊗ Q. In particular one would like to know if the
generator of π∗(K(Z))⊗Q in degree 4n+1 is related to π4n BSympc(Ck), for large k, where
Sympc(C
k) denotes compactly supported symplectomorphisms?
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