The traveling salesman problem (TSP) has been widely studied for the classical closed-loop variant. However, very little attention has been paid to the open-loop variant. Most of the existing studies also focus merely on presenting the overall optimization results (gap) or focus on processing time, but do not reveal much about which operators are more efficient to achieve the result. In this paper, we present two new operators (link swap and 3-permute) and study their efficiency against existing operators, both analytically and experimentally. Results show that while 2-opt and relocate contribute equally in the closed-loop case, the situation changes dramatically in the open-loop case where the new operator, link swap, dominates the search; it contributes by 50% to all improvements, while 2-opt and relocate have a 25% share each. The results are also generalized to tabu search and simulated annealing.
Introduction
The traveling salesman problem (TSP) aims to find the shortest tour for a salesperson to visit N number of cities. In graph theory, a cycle including every vertex of a graph makes a Hamiltonian cycle. Therefore, in the context of graph theory, the solution to a TSP is defined as the minimum-weight Hamiltonian cycle in a weighted graph. In this paper, we consider the symmetric Euclidean TSP variant, where the distance between two cities is calculated by their distance in the Euclidean space. Both the original problem [1] and its Euclidean variant are NP-hard [2] . Finding the optimum solution efficiently is therefore not realistic, even for the relatively small size of the input.
O-Mopsi (http://cs.uef.fi/o-mopsi/) is a mobile-based orienteering game where the player needs to find some real-world targets, with the help of GPS navigation [3] . Unlike a prior instruction of visiting order in the classical orienteering, O-Mopsi players have to decide the order of visiting targets by themselves. The game finishes immediately when the last target is reached. The player does not need to return to the start target. This corresponds to a special case of the orienteering problem [4] . Finding the optimum order by minimizing the tour length corresponds to solving open-loop TSP [5] , because the players are not required to return to the start position. The open-loop variant is also NP-hard [2] . In O-Mopsi, players are not required to solve the optimum tour, but finding a good tour is still an essential part of the game. Experiments showed that, among the players who completed a game, only 14% had found the optimum tour, even if the number of targets was about 10, on average [3] . The optimum tour is still needed for reference when analyzing the performance of the players. This is usually made as a post-game analysis but can also happen during real-time play. A comparison can be made with the tour length or with the visiting order. The game creator also needs an estimator for the tour length, as it will be published as a part of the game info. If the game is created automatically on the demand, TSP must be solved real-time. The optimality is highly desired, but can sometimes be compromised for the sake of fast processing.
The number of targets in the current O-Mopsi instances varies from 4 to 27, but larger instances may appear. For the smaller instances, the relatively simple branch-and-bound algorithm is fast enough to produce the optimum tour. However, for the longer instances, it might take from minutes to hours. Along with the exact solver, a faster heuristic algorithm is therefore needed to find the solution more quickly, in spite of the danger of occasionally resulting in a sub-optimal solution. Besides O-Mopsi, TSP arises in route planning [6] , orienteering problems [7] , and automated map generation [8] .
An example of O-Mopsi play is shown in Figure 2 , with a comparison to the optimum tour (reference). For analyzing, we calculate several reference tours: optimum, fixed-start, and dynamic. The optimum tour takes into account the fact that the players can freely choose their starting point. Since selecting the best starting point is challenging [9] , we also calculate two alternative reference tours from the location where the player started. Fixed-start is the optimum tour using this starting point. The dynamic tour follows the player's choices from the starting point but re-calculates the new optimum every time the player deviates from optimum path. Three different evaluation measures are obtained using these three tours: gap, mismatches, and mistakes; see [10] . In O-Mopsi, players are not required to solve the optimum tour, but finding a good tour is still an essential part of the game. Experiments showed that, among the players who completed a game, only 14% had found the optimum tour, even if the number of targets was about 10, on average [3] . The optimum tour is still needed for reference when analyzing the performance of the players. This is usually made as a post-game analysis but can also happen during real-time play. A comparison can be made with the tour length or with the visiting order. The game creator also needs an estimator for the tour length, as it will be published as a part of the game info. If the game is created automatically on the demand, TSP must be solved real-time. The optimality is highly desired, but can sometimes be compromised for the sake of fast processing.
An example of O-Mopsi play is shown in Figure 2 , with a comparison to the optimum tour (reference). For analyzing, we calculate several reference tours: optimum, fixed-start, and dynamic. The optimum tour takes into account the fact that the players can freely choose their starting point. Since selecting the best starting point is challenging [9] , we also calculate two alternative reference tours from the location where the player started. Fixed-start is the optimum tour using this starting point. The dynamic tour follows the player's choices from the starting point but re-calculates the new optimum every time the player deviates from optimum path. Three different evaluation measures are obtained using these three tours: gap, mismatches, and mistakes; see [10] . Appl. Sci. 2019, 9, In O-Mopsi, players are not required to solve the optimum tour, but finding a good tour is still an essential part of the game. Experiments showed that, among the players who completed a game, only 14% had found the optimum tour, even if the number of targets was about 10, on average [3] . The optimum tour is still needed for reference when analyzing the performance of the players. This is usually made as a post-game analysis but can also happen during real-time play. A comparison can be made with the tour length or with the visiting order. The game creator also needs an estimator for the tour length, as it will be published as a part of the game info. If the game is created automatically on the demand, TSP must be solved real-time. The optimality is highly desired, but can sometimes be compromised for the sake of fast processing.
The number of targets in the current O-Mopsi instances varies from 4 to 27, but larger instances may appear. For the smaller instances, the relatively simple branch-and-bound algorithm is fast enough to produce the optimum tour. However, for the longer instances, it might take from minutes to hours. Along with the exact solver, a faster heuristic algorithm is therefore needed to find the solution more quickly, in spite of the danger of occasionally resulting in a sub-optimal solution. Besides O-Mopsi, TSP arises in route planning [6], orienteering problems [7] , and automated map generation [8] .
An example of O-Mopsi play is shown in Figure 2 , with a comparison to the optimum tour (reference). For analyzing, we calculate several reference tours: optimum, fixed-start, and dynamic. The optimum tour takes into account the fact that the players can freely choose their starting point. Since selecting the best starting point is challenging [9] , we also calculate two alternative reference tours from the location where the player started. Fixed-start is the optimum tour using this starting point. The dynamic tour follows the player's choices from the starting point but re-calculates the new optimum every time the player deviates from optimum path. Three different evaluation measures are obtained using these three tours: gap, mismatches, and mistakes; see [10] . Being NP-hard, exact solvers of TSPs are time-consuming. Despite the huge time consumption, exact solvers were prime attractions to researchers in earlier days. Dantzig, Fulkerson, and Johnson [11] , Held and Karp [12] , Padberg and Rinaldi [13] , Grötschel and Holland [14] , Applegate et al. [15] , and others developed different algorithms to produce exact solutions. Laporte [16] surveyed exact algorithms for TSP. By the year 2006, the Concorde solver solved a TSP instance with 85900 cities [17] .
Along with these, different heuristic algorithms have been developed to find very fast near-optimal solutions. The local search is one of the most common heuristics to produce near-optimum results [18] . It has two parts: tour construction and tour improvement. The tour construction generates an initial solution that can be far beyond the optimum. A significant amount of research developed different tour construction algorithms, such as the savings algorithm by Reference [19] , polynomial-time 3/2 approximation algorithm by Reference [20] , insertion [21] , greedy [21] , and the nearest neighbor algorithm [21] . Among these, we use the greedy algorithm and a random arrangement for the tour construction.
Being an iterative process, the tour improvement step modifies the initial solution with a small improvement in each iteration. The key component in the local search is the choice of the operator, which defines how the current solution is modified to generate new candidate solutions. Most used operators are 2-opt [22] and its generalized variant, called k-opt [23] , which is empirically the most effective local search algorithm for large TSPs [24] . Okano et al. [25] analyzed the combination of 2-opt with different well-known construction heuristics. Several researchers studied local search for TSP and different optimization problems [16, 21, [26] [27] [28] [29] [30] [31] [32] , even for vehicle routing application [33, 34] .
Although existing studies have analyzed the local search algorithms extensively, it is still not known which operators are effective for open-loop cases. Besides this, the existing literature mainly presents optimization results of algorithms instead of providing a detailed study on different operators. As operators are the backbone of the local search algorithms, we need a detailed study on them to know how to increase the productivity of the algorithm and how to avoid the local minima.
In this paper, we study several operators and their combinations in the context of local search. We aim at answering which of them works best in terms of the quality and efficiency. We consider four operations, of which two are existing and two are new:
Between the new two operators, the former also applies to the more common closed-loop TSP, but the second is specifically tailored for the open-loop problem. We also propose an algorithm to achieve a global minimum in most problem instances of size up to 31, preferably in real-time.
We study the performance of these operators when applied separately, and when mixed. We consider random, best improvement, and first improvement search strategies. We first report how successful the operators are in equal conditions, and whether the choice of the best operator changes towards the end of the iterations. We study two initialization techniques: random and heuristic, and the effect of re-starting the search. Results are reported for two open-loop datasets (O-Mopsi, Dots), see Table 1 . The O-Mopsi dataset contains real-world TSP instances and the Dots dataset is a computer-generated random dataset for an experimental computer game. Since it is an outdoor dataset, generating the former one is relatively difficult. Therefore, the available number of instances are much lower than Dots. However, both datasets need real-time reference solutions.
The rest of the paper is organized as follows. In Section 2, we describe the local search operators we use in this study. We define these operators with illustrations and study their abilities to produce unique improved solutions. In Section 3, we provide results of the tests carried on with these operators on Table 1 datasets. Based on these results, we introduce a new method to solve open-loop TSPs in this section. In Section 4, we evaluate the quality and efficiency of our proposed algorithm. In Section 5, we test stochastic variants, aiming to improve our algorithm. Lastly, in Section 6, we conclude our findings in this study. 
Local Search
The local search is a way to upgrade an existing solution to a new candidate solution by small changes. A local search operator seeks and finds a small modification to improve the solution. The search approach of a local search operator can be one of several of different types. In the first and best improvement strategy, the first and best candidate is always chosen among all the candidates, respectively. For these two cases, we continue the search until saturation, which means no further improvement is found. In a random search strategy, candidates are chosen randomly until some constant iteration. In the local search, a better solution can almost always be found.
We next study the following four operators:
Changing the order of nodes can produce different solutions. Relocate is the process where a selected node (target) is moved from its current position in the tour to another position (destination). Hence, the position of the selected node is relocated. Each relocation of a node produces one outcome. Gendreau, Hertz, and Laporte [35] developed the GENI method to insert a new node by breaking a link. We use this idea and create relocate as a tour improvement operator. Figure 3 illustrates relocate using an O-Mopsi example, where target A is moved between B and C. First, we take A from its current position by removing links PA and AQ, and by adding link PQ to close the gap. Then, A is added to its new position by removing link BC, and by adding BA and AC. As an effect, the tour becomes 30 m shorter. The size of the search neighborhood is O(N 2 ) because there are N possible targets and N-2 destinations to choose from, in total. 
Two-Optimization (2-opt)
Croes [22] first introduced the 2-optimization method, which is a simple and very common operator [36] . The idea of 2-opt is to exchange the links between two pairs of subsequent nodes as shown in Figure 4 . It has also been generalized to k-opt (L-K heuristics) [23] and implemented by 
Croes [22] first introduced the 2-optimization method, which is a simple and very common operator [36] . The idea of 2-opt is to exchange the links between two pairs of subsequent nodes as shown in Figure 4 . It has also been generalized to k-opt (L-K heuristics) [23] and implemented by Helsgaun [37] . Johnson and McGeoch [21] explained thoroughly the 2-opt and 3-opt processes. In the case of 3-opt, the only difference from 2-opt is to exchange the links between three pairs of nodes. The method was originally developed for the closed-loop TSP, but it applies to the open-loop TSP as well. In addition, we also consider dummy nodes paired with one of the two terminal nodes. Such a way, terminal nodes can also change into an internal node. 
Croes [22] first introduced the 2-optimization method, which is a simple and very common operator [36] . The idea of 2-opt is to exchange the links between two pairs of subsequent nodes as shown in Figure 4 . It has also been generalized to k-opt (L-K heuristics) [23] and implemented by Helsgaun [37] . Johnson and McGeoch [21] explained thoroughly the 2-opt and 3-opt processes. In the case of 3-opt, the only difference from 2-opt is to exchange the links between three pairs of nodes. The method was originally developed for the closed-loop TSP, but it applies to the open-loop TSP as well. In addition, we also consider dummy nodes paired with one of the two terminal nodes. Such a way, terminal nodes can also change into an internal node. The 2-opt approach removes crossings in the path. Pan and Xia [38] highlighted this cross-removing effect in their work. However, 2-opt is more than the cross-removal method, as shown in Figure 4 .
In Figure 5 , 2-opt is illustrated with two real examples from O-Mopsi. Here, AB and CD are the two links involved in the operation. In the modified tour, these links are replaced by AC and BD. In The 2-opt approach removes crossings in the path. Pan and Xia [38] highlighted this cross-removing effect in their work. However, 2-opt is more than the cross-removal method, as shown in Figure 4 .
In Figure 5 , 2-opt is illustrated with two real examples from O-Mopsi. Here, AB and CD are the two links involved in the operation. In the modified tour, these links are replaced by AC and BD. In the first example, the original links cross, which is then deleted and the length of the overall tour is shortened from 1010 m to 710 m. The second example shows that 2-opt can also improve the tour, even when the original links do not cross.
The 2-opt operator works with links. A tour consists of N-1 links, so there are (N-1)*(N-2) possible pairs of links. Thus, the size of the neighborhood is O(N 2 ).
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Three-Node Permutation (3-permute)
Permutation between the order of the nodes is another potentially useful operator for the local search. Although the idea is quite straightforward, we are not aware of its existence in literature, so we will briefly consider it here. As per the theory, three nodes (A, B, C) can generate six different orders. Therefore, given an existing sequence (triple) of three nodes, ABC, we can create five new solutions: ACB, BAC, BCA, CAB, and CBA.
In Figure 6 , an original and its five alternatives are shown. The real O-Mopsi game where this example originates from is also shown. Here, the tour length is reduced by 170 m when changing the original order (ABC) to the better one (BAC).
There are N-1 possible triples, including two dummies after the terminal points. The size of the neighborhood is, therefore, 6*(N-1) = O(N), which is significantly smaller than that of the relocate and 2-opt operators. 
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Solving the open-loop variant of TSP allows us to introduce a new operator that is not possible with the closed-loop problem. Link swap is analogous to relocate, hence we consider one link, AB, 
Solving the open-loop variant of TSP allows us to introduce a new operator that is not possible with the closed-loop problem. Link swap is analogous to relocate, hence we consider one link, AB, and swap it into a new location in the tour, see Figure 7 . However, to keep the new solution as a valid TSP tour, we are limited to three choices: replace AB by AT 2 , BT 1 , or T 1 T 2 . As a result, one or both of the nodes A and B will become a new terminal node.
In the O-Mopsi example in Figure 7 , we can see that a single link swap operation improves the solution by reducing the tour length up to 137 m.
We have N-1 choices for a link to be removed, and for each of them, we have three new alternatives. Thus, the size of the neighborhood is 3*(N-1) = O(N). Link swap is a special case of 3-opt and relocate operator, but as the size of the neighborhood is linear, it is a faster operation than both 3-opt and relocate operator. 
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Figure 7.
Original tour and three alternatives created by link swap (left). In each case, the link x is replaced by a new link connecting to one or both terminal nodes. In the O-Mopsi example (right), the tour is improved by 137m. Figure 7 . Original tour and three alternatives created by link swap (left). In each case, the link x is replaced by a new link connecting to one or both terminal nodes. In the O-Mopsi example (right), the tour is improved by 137m.
The Uniqueness of the Operators

All operators create a large number of neighbor solutions. The set of solutions generated by one operator can be similar to the set of another operator. Given the same initial solution, if all the candidate solutions generated by one operator were a subset of the solutions generated by another operator, then this approach would be redundant. Next, we study the uniqueness of these methods.
Relocate: The highlighted target in the start tour in Figure 8 can swap to six different positions. By analyzing these six results, we can observe that the tours 1 to 3 are also possible outcomes of 3-permute. Tours 1 and 2 are also possible outcomes of 2-opt and tour 1 can be an outcome of link swap. However, the rest of the tours are unique, and only possible to produce by the relocate operator. Only the relocate operator can produce the best result in this example (tour 4).
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Relocate: The highlighted target in the start tour in Figure 8 can swap to six different positions. By analyzing these six results, we can observe that the tours 1 to 3 are also possible outcomes of 3-permute. Tours 1 and 2 are also possible outcomes of 2-opt and tour 1 can be an outcome of link swap. However, the rest of the tours are unique, and only possible to produce by the relocate operator. Only the relocate operator can produce the best result in this example (tour 4). 
2-opt:
In this method, two links are removed and two new ones are created. An example is shown in Figure 9 , where the first removed link is fixed as the red one, which is highlighted, and the second one is varied. The resulting six new tours are shown. The other operators can generate four of them as well; however, two of them are unique. The best outcome is uniquely generated by the 2-opt operator. 
3-permute:
The example in Figure 10 reveals that the operator does not produce even a single unique result. Therefore, if both relocate and 2-opt are used, this operator is redundant. Relocate can find four out of the five solutions, and 2-opt can find three.
A potential benefit of the 3-permute operator is that it needs to explore only a smaller neighborhood, O(N), in comparison to O(N 2 ) of relocate and 2-opt. However, this smaller neighborhood is not extensive enough, as it misses the solutions shown in Figures 8 and 9 . Our experiments also show that the local search using 3-permute is consistently outperformed by the other operators. We, therefore, do not consider this operator further. 
2-opt:
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Performance of a Single Operator
We next test the performance of the different operators within a local search. For this, we need an initial tour to start with and a search strategy. These will be discussed first, followed by the experimental results.
Initial Solution
If the operator and search strategy are good, the choice of initialization should not matter much for the final result. We, therefore, consider only two choices:
Heuristic (greedy) Random initialization selects the nodes one by one randomly to create the initial tour. A straightforward method for better initialization is greedy heuristic. It selects a random node as a starting point and always takes the closest unvisited node as the next target. Because of solving open-loop TSP, the starting point also matters in this case. We therefore systematically try all nodes as the starting point and generate N candidate tours using the greedy heuristics. Among N candidate tours, we select the shortest tour as the initial solution. The pseudocode for this is the following:
Algorithm 1: Finding the heuristic initial path HeuristicPath () 
Performance of a Single Operator
Initial Solution
Random initialization selects the nodes one by one randomly to create the initial tour. A straightforward method for better initialization is greedy heuristic. It selects a random node as a starting point and always takes the closest unvisited node as the next target. Because of solving open-loop TSP, the starting point also matters in this case. We therefore systematically try all nodes as the starting point and generate N candidate tours using the greedy heuristics. Among N candidate tours, we select the shortest tour as the initial solution. Algorithm 1 presents the pseudocode for this.
Algorithm 1:
Finding the heuristic initial path
Search Strategy
For the search strategy we consider the following three choices:
Best improvement studies the entire neighborhood and selects the best one among all solutions. This can be impractical, especially if the neighborhood is large. The first improvement studies the neighborhood only until it founds any solution that provides improvement. It can be more practical as it moves on with the search quicker. Random search studies the neighbors in random order, and similar to the first improvements, accepts any new solution that improves.
We also consider repeated (multi-start) local search, which simply re-starts the search from scratch several times. This helps if the search is susceptible to getting stuck into a local minimum [39] . Moreover, every repeat is essentially a random attempt to converge to a local optimum; parallelization can be applied by running different repeats on different execution threads. O'Neil & Burtscher [40] and Al-Adwan et al. [41] preferred repeated local search, for TSP and Xiang et al. [42] for matrix multiplication to overcome local optima.
A pseudocode that covers all the search variants with all the operators is given in Algorithm 2. The only parameter is the number of iterations for which the search continues. First and best improvement searches can also be terminated when the entire neighborhood is searched without further improvement. This corresponds to the hill-climbing strategy. 
Results With A Single Operator
We first study how close the operators can improve paths to the optimum solutions using O-Mopsi and Dots datasets. Optimum paths were computed by branch-and-bound. Two results are reported:
The gap is the length of the optimum path divided by the length of the tour found by the local search (0% indicates optimum). The second result is the number of instances for which an optimum solution is found by the local search. We also express it in a percentage value, which indicates 100% means that the method finds the optimum solutions for all instances. We execute every operator individually with all search strategies on all O-Mopsi game instances. Repeated search is applied only for the random search with random initialization.
We combine the results of O-Mopsi and Dots datasets and report those in Table 2 . In the table, we first write the gap values, and the percentage values of solved instances are written inside the parentheses. The 2-opt is the best individual operator. It reaches a 2% gap and solves 57% of all instances when starts from a random initialization, and 0.8% (73% instances) using the heuristic initialization. The repeats are important. With 25 repeats, the 2-opt solves 97% of all instances, and the mean gap is almost 0%.
The better initialization provides significant improvement in all cases, which indicates the search gets stuck into a local minimum. The choice of the search strategy, however, has only minor influence. We, therefore, consider only the random search in further experiments. 
Combining the Operators
Our primary goal was to find an optimum solution for all game instances. The best combination (2-opt with a random search using 25 repeats) missed it for only 3% of instances. Nevertheless, these are relatively easy instances; therefore, they should all be solvable by the local search. We, therefore, consider combining different operators. We do this by applying a single run of the local search with one operator, and then continue the search with another operator. We consider all pairs and the subsequent combinations of all three operators.
We tested all combinations but report only the results of 25 repeats using the random improvement (random initialization). From the results in Table 2 , we can see that all combinations manage to solve a minimum of 97% of all instances and have a gap of 0.032% or less. The mixed variant with the order (2-opt + relocate + link swap) found the optimum solution for 99% cases. In this case, 2-opt solves already a 97% of all instances, then the consecutive relocate makes it 98%, and finally link swap makes it 99%. This shows that the operators have complementary search spaces; when one operator stops progressing, another one can still improve further. Examples are shown in Figure 12 After being stopped, it is also possible that a single operator can start to work again when other operators make some improvement in the meantime. Hence, these works of other operators make the first operator alive again. Figure 13 has three such examples, where the first operator entraps into a local optimum. Then, other operators recover the process from the local optimum After being stopped, it is also possible that a single operator can start to work again when other operators make some improvement in the meantime. Hence, these works of other operators make the first operator alive again. Figure 13 has three such examples, where the first operator entraps into a local optimum. Then, other operators recover the process from the local optimum and improvement continues. Again, the first operator starts working later. After being stopped, it is also possible that a single operator can start to work again when other operators make some improvement in the meantime. Hence, these works of other operators make the first operator alive again. Figure 13 has three such examples, where the first operator entraps into a local optimum. Then, other operators recover the process from the local optimum and improvement continues. Again, the first operator starts working later. Figure 13 . A single operator can re-work after being stuck with the help of other operators' improvement. Figure 13 . A single operator can re-work after being stuck with the help of other operators' improvement.
In addition, we consider also mixing the operators randomly as follows. We perform only a single run of the local search for 10,000 iterations. However, instead of fixing the operator beforehand, we choose it randomly at every iteration. The pseudocode of the mixed variant is demonstrated in Algorithm 3. This random mixing solves all instances with having a 0% gap if we repeat the process for 25 times. Lawler et al. [43] stated that local search algorithms get trapped in sub-optimal points. Here, we find that the operators, even when mixed, could not solve all the instances from any random initial solution. Figure 14 shows three examples where the search was stuck to a local optimum from where none of the operators can process further. In these cases, the repeated random mixed local search was needed to solve these instances.
IF Length ( NewPath ) < Length ( Path ) THEN Path  NewPath RETURN Path Lawler et al. [43] stated that local search algorithms get trapped in sub-optimal points. Here, we find that the operators, even when mixed, could not solve all the instances from any random initial solution. Figure 14 shows three examples where the search was stuck to a local optimum from where none of the operators can process further. In these cases, the repeated random mixed local search was needed to solve these instances.
Figure 14.
Examples of local optima. Repeats overcome these.
Analysis of Repeated Random Mixed Local Search
We next analyze the performance of the repeated local search in more detail. We use both the 145 O-Mopsi instances and the larger Dots dataset, which contains 4226 computer-generated TSP instances. Here problem size varies from 4 to 31. 
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The time complexity of the method can be analyzed as follows. At each iteration, the algorithm tries to find improvement by a random local change. The effect of this change is tested in constant 
The time complexity of the method can be analyzed as follows. At each iteration, the algorithm tries to find improvement by a random local change. The effect of this change is tested in constant time. Only when improvement is found, the solution is updated accordingly, which takes O(N) time. Let us assume probability p for finding an improvement. The time complexity is, therefore, O(IR + pNIR), where I and R are the number of iterations and repetitions, respectively. The value for p is higher at the beginning, when the configuration is close to random and gradually decreases to zero when approaching to a saturation point (the solution that cannot be improved by any local operation). In our observations, p is small (0.002 on average for O-Mopsi and even lesser for Dots), so the time complexity reduces to O(IR), in practice. This means that the speed of the algorithm is almost independent on the problem size (see Figure 18 ).
In contrast, optimal solvers such as Concorde [17] have exponential time complexity. We are unable to find a complexity analysis for Concorde in literature, however, we estimate it empirically by analyzing the running time required by Concorde to solve TSPLIB [44] instances. From the website (http://www.math.uwaterloo.ca/tsp/concorde/benchmarks/bench99.html), we choose 105 instances with increasing problem sizes (N between 14 and 13509) and analyze the trend. According to this, Concorde has a complexity of (1.5eˆ(0.004N)). This implies that for small instances (up to several thousands) the algorithm is expected to be fast. However, the analysis also reveals that some points highly deviate from the expected line. This implies that some instances are more difficult to solve (with a higher number of nodes in the search tree) and require more time, such as the instance (d1291), with 1291 targets, which has almost 8 hours of running time where another instance (rl1304) with 1304 targets has only 22 minutes of running time. In comparison to that, Random Mix finishes more predictably. Considering the repeats, we summarized the result in Table 3 , which shows that a single run takes 0.8 ms and 25 repeats take 16 ms on an average, regardless of the dataset. 
Parameter Values
We investigate different values for the I and R parameters using grid-search and recorded how many operations are needed to solve different sized problems. The results are summarized in Figure 19 . In this context, we want to mention, as there are not a sufficient number of samples with more than 25 targets in the O-Mopsi dataset and 30 targets in the Dots dataset, we ignore those samples. From the chart, we can conclude that proper parameter values to use for the O-Mopsi dataset are I = 2 13 and R = 2 5 . The dots dataset requires higher values of I = 2 15 and R = 2 6 . The Considering the repeats, we summarized the result in Table 3 , which shows that a single run takes 0.8 ms and 25 repeats take 16 ms on an average, regardless of the dataset. 
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In Figure 20 , we fix the product IR to 2 18 (O-Mopsi) and 2 21 (Dots) and vary their individual values. Typically, different same-product combinations are equally effective at solving the instances. However, using too few repetitions, the algorithm typically gets stuck at a local optimum, which is not the global one. On the other hand, when the number of iterations becomes too small, it is likely that some local operations can still improve the result (not saturated). In Figure 20 , we fix the product IR to 2 18 (O-Mopsi) and 2 21 (Dots) and vary their individual values. Typically, different same-product combinations are equally effective at solving the instances. However, using too few repetitions, the algorithm typically gets stuck at a local optimum, which is not the global one. On the other hand, when the number of iterations becomes too small, it is likely that some local operations can still improve the result (not saturated). 
The Productivity of the Operators
We next analyze the productivity of the operators, as follows. We count how many times each operator found an improvement in the solution. For this case, we also evaluate our operators by closed-loop instances (TSPLIB instances) [44] . We should mention here that closed-loop instances do not contain single links to swap. Therefore, the link swap operation is not possible for them. We can only use the relocate and 2-opt operators to solve TSPLIB problems. In this context, we want to mention that we choose 12 TSPLIB instances to test with problem size of 52-3795. These instances are significantly larger than O-Mopsi and Dots instances, and therefore, we used a much higher number of iterations (10 8 ) and 25 repeats. The total distribution of the improvement achieved by operators is shown in Figure 21 both for the open-loop (O-Mopsi and Dot games) and closed-loop (TSPLIB) [44] cases. From the results, we can make the following observations.
First, we can see that the 2-opt and relocate are almost equally productive in all cases. 
We next analyze the productivity of the operators, as follows. We count how many times each operator found an improvement in the solution. For this case, we also evaluate our operators by closed-loop instances (TSPLIB instances) [44] . We should mention here that closed-loop instances do not contain single links to swap. Therefore, the link swap operation is not possible for them. We can only use the relocate and 2-opt operators to solve TSPLIB problems. In this context, we want to mention that we choose 12 TSPLIB instances to test with problem size of 52-3795. These instances are significantly larger than O-Mopsi and Dots instances, and therefore, we used a much higher number of iterations (10 8 ) and 25 repeats. The total distribution of the improvement achieved by operators is shown in Figure 21 both for the open-loop (O-Mopsi and Dot games) and closed-loop (TSPLIB) [44] cases. From the results, we can make the following observations. First, we can see that the 2-opt and relocate are almost equally productive in all cases. However, the situation changes dramatically from the closed-loop to the open-loop case. While 2-opt and relocate both have about a 50% share of all improvements in the closed-loop case (TSPLIB), they are inferior to the new link swap operator in case of open-loop test sets (O-Mopsi and Dots). The link swap operator dominates by a 50% share, while 2-opt and relocate have roughly a 25% share each. The relocate operator becomes also slightly more productive than 2-opt.
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Stochastic Variants
We consider repeat to overcome the local optimum values. However, there are several other methods to overcome local optimum values using tabu search [45] , simple simulated annealing and combined variants [46] [47] [48] [49] [50] , genetic algorithm [51] [52] [53] [54] . Besides these, Quintero-Araujo et al. [55] combined iterated local search and Monte Carlo simulation on vehicle routing problems. We compared our results with some of these methods; additionally, we consider two stochastic variants of the local search:
Simulated annealing [47] Tabu search is a metaheuristic first introduced by Glover [45] . The idea is to allow uphill moves that worsen the solution to avoid being stuck in a local optimum. It forces the search to new 
Simulated annealing [47] Tabu search is a metaheuristic first introduced by Glover [45] . The idea is to allow uphill moves that worsen the solution to avoid being stuck in a local optimum. It forces the search to new directions. A tabu list of previously considered solutions, or moves, is maintained to prevent the search from going into cycles around the local optima.
We incorporate the tabu search with our local search as follows. When an improvement is found in the solution, we mark the added links as tabu. These links are not allowed to be changed in the next 0.2·N iterations. We use the best improvement as the search strategy. Table 4 shows results of tabu search for O-Mopsi and Dots games.
Simulated annealing (SA) is another approach to make the search stochastic. Although there are a large number of adaptive simulated annealing variants, we consider a simpler one, the noising method of Charon and Hudry [47] . The idea is to add random noise to the cost function to allow uphill moves and therefore avoid local optima. The noise is a random number between r ∈ [0, ± r max ], and acts as a multiplier for the noisy cost function: f noise = r·f. The noise starts from r max = 1 and decreases at every iteration by a constant 2/T, where T is the number of iterations. The noise reaches r = 0 halfway, and the search then reduces back to normal local search by using normal cost function (f ) for the remaining iterations. We apply a random mixed local search with 25 repeats. Table 4 also shows simulated annealing results for O-Mopsi and Dots instances. Finding the productivity of the operators as in Figure 21 for random mixed local search, we consider finding out the same in case of tabu search and simulated annealing. From a random mixed local search, we found that link swap was the most effective operation. Figure 26 illustrates that in tabu search, link swap is the least effective. However, link swap is again the most effective for the simulated annealing, as shown in Figure 27 . We mark the added links as forbidden for tabu search, so link swap becomes too restrictive in this case. This makes link swap often non-working.
Appl. Sci. 2019, 9, Finding the productivity of the operators as in Figure 21 for random mixed local search, we consider finding out the same in case of tabu search and simulated annealing. From a random mixed local search, we found that link swap was the most effective operation. Figure 26 illustrates that in tabu search, link swap is the least effective. However, link swap is again the most effective for the simulated annealing, as shown in Figure 27 . We mark the added links as forbidden for tabu search, so link swap becomes too restrictive in this case. This makes link swap often non-working. Finding the productivity of the operators as in Figure 21 for random mixed local search, we consider finding out the same in case of tabu search and simulated annealing. From a random mixed local search, we found that link swap was the most effective operation. Figure 26 illustrates that in tabu search, link swap is the least effective. However, link swap is again the most effective for the simulated annealing, as shown in Figure 27 . We mark the added links as forbidden for tabu search, so link swap becomes too restrictive in this case. This makes link swap often non-working. We compare the performance of random mixed local search, tabu search, and simulated annealing for O-Mopsi and dots games in Table 5 . We study the gap value and execution time for every method. Results show that neither tabu nor simulated annealing improved the performance of the random mixed local search algorithm. 
Discussion
We have studied the open-loop variant of TSP to find out which operators work best. Two new operators were proposed: link swap and 3-permute. The link swap operator was shown to be the most productive. Even though 2-opt works best as a single operator, the best results are obtained using a mixture of all three operators (2-opt, relocate, link swap). The new operator, link swap, provides, 50% of all the improvements, while 2-opt and relocate have roughly a 25% share each. To sum up, the link swap operator is the most efficient operator in the mix.
For our problem instances up to size 31, the proposed combination of the local search (random mixed local search) finds the optimum solution in all O-Mopsi instances, and in all except one, Dots problem instances. Iterations and repetitions are the most significant parameters of the proposed method. Additionally, a suitable number of iterations and repetitions are essential with respect to the problem size, which is 2 13 and 2 5 for the O-Mopsi dataset, and 2 15 and 2 6 for the Dots dataset. For O-Mopsi instances, processing times are 0.8 ms (single) and 16 ms (repeats). For Dots instances, processing times are 0.7 ms (single) and 16 ms (repeats). The overall complexity of the algorithm mainly depends on the number of iterations and repeats. Furthermore, considering the multi-threaded platform, different repeats can work simultaneously to decrease the processing time by a factor of a number of threads.
Tabu search and simulated annealing were also considered but they did not provide further improvements in our tests. The productivity of the operators was consistent with those of the local search. We conclude that the local search is sufficient for our application where the optimum result is needed in real-time, and the occasional sub-optimal result can be tolerated.
The limitation of the new operator, link swap, is that it is suitable only for the open-loop case and does not apply to TSPLIB instances. Therefore, only 2-opt and relocate can be used for these instances. Without link swap, relocate also becomes weaker in the mixing algorithm, which might weaken the result.
