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Abstract Despite the recent signiﬁcant climatic changes observed overWest Antarctica, which include large
warming in central West Antarctica and accelerated ice loss, adequate validation of regional simulations of
meteorological variables are rare for this region. To address this gap, results from a recent version of the Polar
Weather Research and Forecasting model (Polar WRF) covering West Antarctica at a high horizontal resolution
of 5 kmwere validated against near-surfacemeteorological observations. The model employed physics options
that included the Mellor-Yamada-Nakanishi-Niino boundary layer scheme, the WRF Single Moment 5-Class
cloud microphysics scheme, the new version of the rapid radiative transfer model for both shortwave and
longwave radiation, and the Noah land surface model. Our evaluation ﬁnds this model to be a useful tool for
realistically capturing the near-surface meteorological conditions. It showed high skill in simulating surface
pressure (correlation ≥0.97), good skill for wind speed with better correlation at inland sites (0.7–0.8) compared
to coastal sites (0.3–0.6), generally good representation of strongwind events, and good skill for temperature in
winter (correlation ≥0.8). The main shortcomings of this conﬁguration of Polar WRF are an occasional failure to
properly represent transient cyclones and their inﬂuence on coastal winds, an ampliﬁed diurnal temperature
cycle in summer, and a general tendency to underestimate thewind speed at inland sites in summer. Additional
sensitivity studies were performed to quantify the impact of the choice of boundary layer scheme and surface
boundary conditions. It is shown that the model is most sensitive to the choice of boundary layer scheme,
with the representation of the temperature diurnal cycle in summer signiﬁcantly improved by selecting the
Mellor-Yamada-Janjic boundary layer scheme. By contrast, themodel results showed little sensitivity towhether
the horizontal resolution was 5 or 15 km.
1. Introduction
Recent observations have highlighted that signiﬁcant regional climate changes are occurring in West
Antarctica. These include an acceleration of ice loss at a current rate of 134±27Gt yr1 from West Antarctica
[McMillan et al., 2014], as well as annually averaged near-surface warming rates of ~0.5°C per decade (which
is many times greater than the global average) detected at Byrd Station in central West Antarctica [Bromwich
et al., 2013a]. However, although this suggests that present-dayWest Antarctic climate change is both ampliﬁed
and highly signiﬁcant within the global climate system, West Antarctic wide understanding of the spatial and
temporal variability of basic parameters such as air temperature and precipitation is still lacking.
One of the principal reasons for our poor understanding of present-dayWest Antarctic climate is that with the
exception of Byrd Station, there are no long-term weather records necessary for climatological studies
[Bromwich et al., 2013a]. The lack of in situ observations is largely due to the hostile and remote environment
which characterizes West Antarctica, making such measurements highly challenging. Thus, although parts of
the maritime west coast of the Antarctic Peninsula have undergone the largest recorded temperature
increase across the Southern Hemisphere [King et al., 2003], the magnitude of the warming and the extent
to which this warming extends into West Antarctica are still being debated. In recent years, our understanding
of West Antarctic climate has been aided somewhat by satellite measurements and automatic weather station
(AWS) data, particularly when such data are used in conjunction with statistical techniques which have allowed
the reconstruction of past near-surface temperatures with greatly increased spatial and temporal coverage [e.g.,
Steig et al., 2009; O’Donnell et al., 2011]. Although such reconstructions broadly agree that West Antarctica has
warmed since the 1950s, the lack of consensus of the seasonal and spatial patterns of the warming only serves
to highlight the uncertainty of climate change across West Antarctica.
DEB ET AL. POLAR WRF ASSESSMENT OVER WEST ANTARCTICA 1532
PUBLICATIONS
Journal of Geophysical Research: Atmospheres
RESEARCH ARTICLE
10.1002/2015JD024037
Key Points:
• Polar WRF is a useful tool for modeling
West Antarctic climate
• Little sensitivity found between 5 and
15 km horizontal resolution
• MYJ boundary layer scheme gives
better representation of diurnal cycle
in near-surface temperature
Correspondence to:
P. Deb,
prab@bas.ac.uk
Citation:
Deb, P., A. Orr, J. S. Hosking, T. Phillips,
J. Turner, D. Bannister, J. O. Pope, and
S. Colwell (2016), An assessment of the
Polar Weather Research and Forecasting
(WRF) model representation of
near-surface meteorological variables
over West Antarctica, J. Geophys. Res.
Atmos., 121, 1532–1548, doi:10.1002/
2015JD024037.
Received 3 AUG 2015
Accepted 15 JAN 2016
Accepted article online 22 JAN 2016
Published online 19 FEB 2016
©2016. American Geophysical Union.
All Rights Reserved.
It is clear, therefore, that more work is required to better understand the present-day climate of West
Antarctica. Clariﬁcation of regional-scale patterns in temperature and precipitation is particularly important,
since both of these parameters control ice sheet mass balances via accumulation and ablation. Better under-
standing of surface mass balance [e.g., van de Berg et al., 2006; Medley et al., 2014] is urgently required by the
ice sheet modeling community to facilitate improved modeling of the mass balance of West Antarctica,
which is dominated by dynamic losses from the Amundsen Sea sector [Pritchard et al., 2012; McMillan
et al., 2014]. However, the scarcity of observational data, coarse spatial resolution, and simpliﬁed physical
parameterization make it difﬁcult for both global reanalysis data sets and global climate models to represent
the complex regional scale processes which characterize West Antarctica [e.g., Condron et al., 2008; Turner
et al., 2009; Uotila et al., 2009; Condron and Renfrew, 2013; Medley et al., 2014; Orr et al., 2014]. For example,
the high spatial variability of West Antarctica’s complex orography and coastline can result in signiﬁcant
regional near-surface variations of wind, temperature, and precipitation [e.g., Parish and Bromwich, 1998;
Hunt et al., 2004; Orr et al., 2005, 2014; Owinoh et al., 2005; Webster et al., 2008; Valkonen et al., 2010].
Moreover, small mesocyclones (scales of a few hundred kilometers) are particularly prominent in the
Amundsen and Bellingshausen Seas during summer and autumn [Irving et al., 2010]. These systems, together
with their synoptic-scale counterparts [Simmonds et al., 2003], constitute the climatological area of low
pressure known as the Amundsen Sea Low which is a key factor of West Antarctic regional climatic variability
[Hosking et al., 2013].
To this end, an appropriate tool to generate ﬁne-scale, dynamically, and physically consistent regional scale
ﬁelds is by dynamically downscaling the global reanalysis data using high-resolution regional scale atmo-
spheric models [e.g., Giorgi et al., 1994]. In this approach the reanalysis data are used to provide time-
dependent surface and lateral boundary conditions to drive the regional scale model. Since the reanalysis
data describe the dominant large-scale driving forces, such as the Southern Annular Mode [Thompson and
Wallace, 2001] and El Niño–Southern Oscillation [Lachlan-Cope and Connolley, 2006], this approach ensures
that the regional scale model results are realistically constrained.
The representation of physical processes such as the planetary boundary layer, surface layer, and clouds are
particularly vital for regional simulations of West Antarctica. Previous studies have suggested that models
generally struggle to simulate important cloud properties such as cloud phase and cover in the high latitudes,
and as a consequence the surface energy budget is also poorly represented [Fogt and Bromwich, 2008;Wilson
et al., 2012; Bromwich et al., 2013b; King et al., 2015]. The extremely cold temperatures over the icy surface of
West Antarctica frequently results in a highly stable boundary layer, characterized by sharp vertical gradients
in wind and temperature which models typically fail to reproduce [e.g., Cuxart et al., 2006; Tastula and Vihma,
2011; Valkonen et al., 2014]. Moreover, around West Antarctica the sea ice cover is characterized by small-
scale polynyas and leads [e.g., Arrigo et al., 2012], which because they are ice free in otherwise ice-covered
seas can have a signiﬁcant impact on the heat and momentum budget of the atmosphere [Owinoh et al.,
2005; Tastula et al., 2012]. Models also ﬁnd the interaction between surface layer and boundary layer
processes in polar regions to be problematic [Holtslag et al., 2013; Sterk et al., 2013].
In this study we perform high-resolution simulations of West Antarctica for two 1month periods representa-
tive of both winter and summer using a polar-optimized version of the Weather Research and Forecasting
model (WRF) [Skamarock et al., 2008], which hereafter is referred to as Polar WRF [Hines and Bromwich,
2008]. We run the model at a high horizontal resolution (up to 5 km) in order to resolve the above mentioned
local scale processes. The simulated temperature, pressure, and wind are compared with observations from
four AWSs representative of both coastal and inland locations. In situ observations of precipitation are
unfortunately not available. Our aim is to assess the reliability of Polar WRF and also to investigate its
sensitivity to changes in the model setup (e.g., the treatment of the boundary layer, surface boundary
conditions, and use of spectral nudging in the downscaling). The different model setups will be discussed
in detail in the following section. Of the number of Polar WRF validation studies which have been performed
in recent years for the Antarctic [e.g., Valkonen et al., 2010, 2014; Tastula and Vihma, 2011; Tastula et al., 2012;
Nigro et al., 2012a, 2012b; Bromwich et al., 2013b; Steinhoff et al., 2014; King et al., 2015], to our knowledge this
is the ﬁrst to focus on West Antarctica.
We view this study as an important stepping stone toward our goal of using Polar WRF to generate a
high-resolution climatology of key meteorological parameters of West Antarctica, enabling identiﬁcation of
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the mechanisms responsible for recent
climate change. Section 2 describes
the model, the in situ observations
used and the experiments performed.
Section 3 is split into two parts: ﬁrst,
detailing the performance of the model
for both inland and coastal stations
and, second, describing the results of
the sensitivity tests. Section 4 will dis-
cuss the results.
2. Model Description and
Experimental Design
2.1. Model Description
This work uses the version 3.5.1 of Polar
WRF. Polar WRF model is a state-of-the-
art limited-area mesoscale modeling
system [Skamarock et al., 2008]. It solves
a fully compressible nonhydrostatic sys-
tem of equations on an Arakawa C-grid
in the horizontal. A terrain-following
coordinate system is employed in the
vertical. The time-split integration uses
a third-order Runge-Kutta scheme.
Polar WRF includes important modiﬁca-
tions in order to better represent the
key regional physical processes which
are important for the polar regions,
namely, an enhanced treatment of the
snowpack, sea-ice, and cloud radiative
processes [Hines and Bromwich, 2008].
The physics options employed through-
out this study include the new version of
the rapid radiative transfer model [Iacono et al., 2008] for general circulation models (RRTMG) for both
shortwave and longwave radiations, the WRF Single Moment 5-Class (WSM5) cloud microphysics scheme
[Hong et al., 2004], and the Noah land surface model [Chen and Dudhia, 2001] with modiﬁcations by
Hines and Bromwich [2008]. These physics options were chosen after consideration of previous evaluation
studies, particularly Bromwich et al. [2013b]. For the boundary layer we initially use the more recent
Mellor-Yamada-Nakanishi-Niino (MYNN) turbulent kinetic energy (TKE) scheme [Nakanishi and Niino,
2006], run in conjunction with the MYNN surface layer scheme (which was also considered by Bromwich
et al. [2013b]). Note, two additional boundary layer schemes will also be evaluated, as described in
section 2.4.
Our setup uses a number of one-way nested domains with horizontal grid spacing of 45, 15, and 5 km. The
locations of the domains are shown in Figure 1a. The outermost or the largest domain uses 45 km resolution
and comprises 68 × 64 grid points covering the West Antarctic Ice Sheet and a large ocean area including the
Amundsen and Bellingshausen Seas (so as to resolve the important forcing from mesocyclones, as discussed
above). Nested within this is a smaller-sized domain which uses 15 km resolution and comprises 121 × 109
grid points encompassing a major portion of the ice sheet and part of the Amundsen Sea. Nested within
the 15 km domain are two 5 km domains representative of the so-called “coastal” and “inland” regions. The
coastal domain comprises 145 × 100 grid points and encompasses one of the main regions where the ice
sheet drains into the Amundsen Sea via outlet glaciers such as Pine Island Glacier and Thwaites Glacier.
The inland domain comprises 121 × 82 grid points and covers a ﬂat region of central West Antarctica which
encompasses Byrd Station. Time steps of 180, 60, and 20 s were selected (based on initial sensitivity studies as
Figure 1. (a) Map showing the location of the Polar WRF domains at
horizontal resolutions of 45, 15, and 5 km. Also shown are the locations
of the two coastal AWS stations at Bear Peninsula (denoted by a circle)
and Evans Knoll (denoted by a star) and the two inland AWS stations at
Kominko Slade (denoted by a square) and Byrd (denoted by a triangle).
(b) Enlarged view of the 5 km coastal domain showing the model
orography based on the GTOPO30 data set (m, shaded), as well as the
location of two coastal AWS stations.
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a compromise between minimizing run time and maintaining model stability) for the 45, 15, and 5 km nests,
respectively. All the model domains employ 30 vertical levels between the surface and the model top
at 50 hPa.
2.2. Model Boundary Conditions
ERA-Interim reanalysis data [Dee et al., 2011] are used to initialize the model and to provide forcing of its
lateral and surface boundary conditions, updated every 6 h. ERA-Interim has a spatial resolution of N128
(equivalent to a resolution of ~0.7°) and was selected, as Bracegirdle and Marshall [2012] demonstrated that
it gave, compared to other major reanalysis data sets, the best representation of Antarctica’s large-scale
circulation. Land-type and topography information for the model was obtained from the default United
States Geological Survey 24-category land use data and global 30″ elevation data (GTOPO30), respectively.
Figure 1b highlights the complex nature of the coastal terrain.
2.3. Observational Data
The four AWSs used in this study are maintained by the University of Wisconsin. Two of the four sites, referred
to as Bear Peninsula and Evans Knoll, are situated within the coastal domain of the model. The remaining two
sites, referred to as Kominko Slade and Byrd, are situated within the inland domain. Table 1 gives the latitude
and longitude of their locations. Figure 1a shows their location within the inland and coastal domains. The
AWSs measure air temperature, wind speed, and direction at a nominal height of 3m above the surface at
a temporal interval of 3 h (i.e., values each day at 0000, 0300, 0600 … 1800, 2100UTC). Surface pressure is
measured near the foot of the mast. Details of the data acquisition techniques and quality control measures
adopted by the AWS program can be found at http://amrc.ssec.wisc.edu/aws/.
Table 1 compares the actual surface elevation at each site with the corresponding Polar WRF elevation from
the nearest grid point (at 5 km resolution, based on the default GTOPO30 data set). Given the homogeneity of
the surface of central West Antarctica, as expected, the actual and model surface elevations are in relatively
good agreement for the two inland sites, i.e., within ~10m of each other. By contrast, for the coastal site of
Evans Knoll the actual surface elevation is ~93m higher than the model surface elevation. Such a consider-
able disagreement is suggestive that the 5 km spatial resolution of the model is unable to adequately
represent the signiﬁcant surface heterogeneity which characterizes coastal West Antarctica. However, an
alternative explanation that the actual elevation measurement is in error cannot be ruled out. The remaining
coastal site at Bear Peninsula has a much smaller difference in surface elevation of ~10m. Note that the actual
surface elevation at Bear Peninsula of 312m was conﬁrmed by an independent measurement using a Global
Positioning System unit as a part of the Polar Earth Observing Network.
In addition, infrared composite satellite images (derived from geostationary and polar orbiting satellites)
archived by the University of Wisconsin are used to identify large-scale cloud features associated
with cyclones.
2.4. Methodology
The Polar WRF model described above (hereafter labeled as “Run A”) was run continuously for one summer
(January) and one winter (July) month in 2013. In each of our experiments, the model runs started at
0000UTC on the ﬁrst day of the month and ended at 1800UTC on the 30th day of the month. Model ﬁelds
of surface pressure, grid-relative zonal and meridional wind components at 10m, and 2m temperature from
Table 1. Locations and Comparison of Actual and Modeled Surface Elevations of the Four AWSs Used in This Studya
Station Name Location
Surface Elevation (m)
Actual
Polar WRF (5 km Resolution Domain)
Based On GTOPO30 Based On BedMap2
Kominko Slade 112.106°W, 79.466°S 1801 1786.9 1792.9
Byrd 119.404°W, 80.007°S 1530 1520.1 1536.8
Bear Peninsula 111.885°W, 74.546°S 312 303.0 223.1
Evans Knoll 100.404°W, 74.85°S 188 95.8 78.6
aThe modeled surface elevations are from the Polar WRF domains at 5 km horizontal resolution, based on both
GTOPO30 and Bedmap2 orography data sets.
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the 5, 15, and 45 km gridded domains were archived for the duration of the runs at hourly intervals. These
were subsequently used to create a time series of surface pressure, 10m wind speed and direction (derived
from the grid-relative wind components) and 2m temperature at each of the AWS sites for each of the
domains, with the model grid point nearest to the location of an AWS chosen as representative of the site.
Each of the hourly time series were subsampled to create amonthly 3-hourly time series which coincides with
the measurements described in section 2.3. To account for the differences in surface elevation between the
model points and AWS sites, the model temperature lapse rate is used to adjust the model 2m temperature
to a value corresponding to the actual elevation. Likewise, the model surface pressure is adjusted to a value
corresponding to the actual elevation, using the hypsometric equation. Additionally, the measured wind
speed at 3m is adjusted to a value corresponding to a height of 10m, using the logarithmic wind proﬁle.
The model output was subsequently validated by comparing a monthly 3-hourly model time series with its
equivalent measured time series. A statistical measure of the model performance is also employed, based
on correlation, mean bias, and root-mean-square error (RMSE), all computed against the adjusted AWS
observations [Bromwich et al., 2013b].
To show that these months were broadly representative of conditions over West Antarctica, Table 2 uses
ERA-Interim data to compare the mean 2m temperature and surface pressure during January 2013 and
July 2013 at an inland station (Kominko Slade) and a coastal station (Bear Peninsula) against the climatologi-
cal (1979–2015) mean. At each of the sites, both surface pressure and 2m temperature were higher than
average in January 2013, but within one standard deviation of the climatological monthly mean. In July
2013, both surface pressure and 2m temperature were lower than average, but again within one standard
deviation of the climatological monthly mean. Note, the conditions for January and July 2013 were also
within one standard deviation of their associated climatological summer (December–February) and winter
(June–August) values (not shown).
In addition to this, ﬁve sensitivity experiments were also performed, which are listed in Table 3. First, an
experiment labeled “Run B” is exactly the same as Run A except that the sea ice fraction and sea surface
temperature (SST) data (from ERA-Interim reanalysis) used to force the surface boundary conditions are
replaced by high-resolution data (from satellite) which is updated daily. The sea ice data are based on the
25 km resolution Bootstrap data set [Comiso, 2000], while the SST data are based on the 0.25° Advanced
Very High Resolution Radiometer (AVHRR) data set [Casey et al., 2010]. This experiment is designed to repre-
sent as realistically as possible the extensive distribution of sea ice in the Amundsen and Bellingshausen Seas
(particularly in July). Second, an experiment labeled “Run C” is exactly the same as Run B except the data set
used to derive the topography information is based on the ~1 km resolution state-of-the-art digital elevation
model Bedmap2 [Fretwell et al., 2013]. This experiment is designed to test whether such detailed modeling of
near-surface variables in complex coastal regions is sensitive to the representation of topography. For exam-
ple, Table 1 shows that although the model surface elevations of the two inland stations (Kominko Slade and
Byrd) are broadly insensitive to the choice of orography data set, the coastal station of Bear Peninsula shows
Table 2. Comparison of Monthly Mean 2m Temperature and Surface Pressure for January (Jan) and July (Jul) 2013 at the Kominko Slade and Bear Peninsula Sites
Versus Their Climatological (1979–2015) Monthly Mean ±One Standard Deviation, Computed Using ERA-Interim Data
Station Name Variables Jan 2013(Mean) Jan 1979–2015(Mean ± SD) Jul 2013(Mean) Jul 1979–2015 Jul(Mean ± SD)
Kominko Slade 2m temperature (K) 259.9 257.92 ± 3.33 235.13 238.38 ± 8.31
Surface pressure (hPa) 791.4 789.46 ± 5.84 773.63 777.58 ± 11.67
Bear Peninsula 2m temperature (K) 272.46 271.72 ± 1.39 253.28 255.36 ± 7.49
Surface pressure (hPa) 986.55 983.15 ± 7.92 974.65 979.56 ± 15.75
Table 3. Label and Description of the Basic (Run A) and Additional Sensitivity Runs (Runs B, C, D, A1, and A2)
Label Description
Run A Basic run
Run B Run A + high-resolution Bootstrap sea ice data + high-resolution AVHRR SST data
Run C Run B + orography based on Bedmap2 data set
Run D Run A + spectral nudging
Run A1 Run A +Mellor-Yamada-Janjic (MYJ) boundary layer scheme
Run A2 Run A + Yonsei University (YSU) boundary layer scheme
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considerable differences. It should however be noted that the surface elevations for the coastal stations
derived from the Bedmap2 data are further away from the actual elevations than the GTOPO30 data.
Another experiment was conducted to assess the sensitivity to the use of spectral nudging in the downscaling.
This experiment is labeled “Run D” and is exactly the same as Run A except that spectral nudging is applied
within the interior of the modeling domain. In spectral nudging, the nudging term comprises only selected
wave numbers represented by the driving ﬁelds (i.e., the large-scale features), which reduces large-scale drift
from the driving ﬁelds while still allowing the development of appropriate small-scale features [von Storch
et al., 2000]. The study by Liu et al. [2012] suggested that with the appropriate choice of wave numbers spectral
nudging outperforms grid nudging. Here horizontal winds, temperature, speciﬁc humidity, and geopotential
height are nudged at all vertical levels above the ﬁrst 10model levels (i.e., from approximately 1.5 km in altitude
to the model top) with a nudging weight of 3 × 104 s1. Wave numbers 1–5 for the 45 km domain, 1–3 for the
15 km domain, and 1 for the 5 km domain are nudged.
Two further experiments were conducted to assess the sensitivity to the boundary layer scheme. An experi-
ment labeled “Run A1” is exactly the same as Run A except that the MYNN boundary layer scheme is replaced
by Mellor-Yamada-Janjic (MYJ) boundary layer scheme (in conjunction with the Janjic-Eta Monin Obukhov
surface layer scheme) [Janjić, 2002]. The MYJ scheme is the default choice for the current conﬁguration of
the Antarctic Mesoscale Prediction System [Powers et al., 2012]. MYNN and MYJ are both level 2.5 closure
TKE-based schemes (although MYNN can also be run at 3.0 level closure). The main difference between them
arises from their formulation of mixing length scales, which are tuned to different data sets: MYJ is tuned to
observations while MYNN is tuned to large-eddy simulations [Janjić, 2002; Nakanishi and Niino, 2006]. Lastly,
an experiment labeled Run A2 is exactly the same as Run A except that the MYNN scheme is replaced by the
Yonsei University (YSU) boundary layer scheme (in conjunction with the Monin Obukhov surface layer
scheme) [Hong, 2010; Hong et al., 2006]. The YSU scheme is a ﬁrst-order nonlocal scheme containing a
counter-gradient term in the eddy-diffusion equation and an explicit treatment of entrainment in the turbulent
ﬂux equation. Previous validation studies show that model performance over the polar regions is sensitive to
the choice of boundary layer scheme [Hines and Bromwich, 2008; Bromwich et al., 2009, 2013b; Tastula and
Vihma, 2011; Tastula et al., 2012].
Finally, the infrared cloud images are used to conﬁrm that the large-scale features associated with cyclones
are well represented by the ERA-Interim data set (which is subsequently compared to Polar WRF output).
3. Evaluation of Polar WRF Simulations
Comparison of the Run A Polar WRF simulations against the observational data from the inland (Kominko
Slade and Byrd) and coastal (Bear Peninsula and Evans Knoll) stations is presented in sections 3.1 and 3.2,
respectively. The comparison will predominately focus on the results from the corresponding inland and
coastal domains at a horizontal resolution of 5 km. Section 3.3 assesses the impacts of the sensitivity experi-
ments described in Table 3.
3.1. Inland Stations
Figure 2 compares the monthly 3-hourly time series of observations at Kominko Slade during January against
the corresponding Polar WRF output at a horizontal resolution of 5 km. The temporal variability of surface
pressure is closely captured by the model, suggesting that the effects of synoptic weather systems [Nicolas
and Bromwich, 2011] over the interior of the study domain are well represented. However, in terms of
amplitude the model shows on a number of occasions positive (negative) biases of a few hPa when the
pressure is at a minimum (maximum), resulting in a ﬂattening of the pressure variation relative to reality.
The temporal variability of 10m wind speed is also captured well by the model, although there is a general
tendency to underestimate the peak wind speed by around 2 to 4m s1 (a notable exception to this is on the
23rd when the peak wind speed of 14m s1 is accurately simulated). Moreover, the model successfully cap-
tures the rapid strengthening of wind, e.g., on 5, 22, and 26 January which occurs synchronously with a reduc-
tion in surface pressure, i.e., suggestive of synoptic-scale forcing as described above. The subsequent
cessation of high wind speeds in conjunction with rising pressures is also well represented. Wind direction
is reasonably captured by the model, although sometimes there is a southerly bias, e.g., between 8 and 10,
25 and 28, and on 4 January. The model shows difﬁculty simulating the daytime (nighttime) maximum
(minimum) near-surface temperature, resulting in a considerable overestimation of its diurnal variation.
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This problem is more evident during nighttime than daytime, with the magnitude of the bias varying from a
few K to as much as 5–10 K.
Examination of the 3-hourly time series of observations for Kominko Slade during July against the corre-
sponding Polar WRF output from the 5 km resolution domain (Figure 3) suggests that the model skill for
surface pressure and 10m wind speed and direction are largely unchanged compared to January. For
example, although the model surface pressure is now generally slightly higher than observed, its temporal
variability is again closely captured. Moreover, the model again shows good skill in capturing the rapid
strengthening of wind (and warming of near-surface temperature) occurring synchronously with a reduction
in surface pressure, e.g., between 19 and 20 July. The small improvement in model skill for wind speed and
direction during July compared to January could be partly attributable to the noticeable reduction in variabil-
ity of the wind speed and direction during July. However, there is a dramatic improvement in model skill for
near-surface temperature for July, which perhaps indicates that the model has much less difﬁculty simulating
the relatively slowly changing and small amplitude temperature variability which characterize July.
Furthermore, the underestimation of near-surface temperature between 13 and 15 July (by ~10K) is most likely
caused by the easterly bias in the model wind direction during this period, resulting erroneously in the advec-
tion of cold continental air rather than relatively warmer northerlies of maritime origin.
Figures 2 and 3 also show the corresponding time series at Kominko Slade from the Polar WRF domains with
horizontal grid spacing of 45 and 15 km, as well as from the ERA-Interim reanalysis data. Polar WRF output at
horizontal resolutions of 45 and 15 km showed little differences from the 5 km resolution results for both
January and July. With the exception of 2m temperature, ERA-Interim also shows little differences from the
model simulations. With regard to 2m temperature, ERA-Interim often showed a nocturnal warm bias.
Examination of analogous plots for Byrd (not shown) demonstrates that Polar WRF yielded broadly similar
results for surface pressure, 2m temperature, and 10m wind speed and direction at this site compared to
Kominko Slade. In addition, the correlation, bias, and RMSE for Kominko Slade and Byrd (listed in Tables 4
and 5) are also broadly comparable. Surface pressure is represented at both stations with high correlations
Figure 2. Monthly time series of 3-hourly measurements at Kominko Slade compared with corresponding Polar WRF
output from simulations using Run A at 45, 15, and 5 km horizontal resolution for (a) surface pressure (hPa), (b) 10m
wind speed (m s1), (c) 10m wind direction (°), and (d) 2m temperature (K) during January 2013. Also shown are the
corresponding time series from ERA-Interim reanalysis data.
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(>0.97). Biases of surface pressure are mostly slightly positive (about 1–3hPa). The exception to this is at
Kominko Slade in January which shows a small bias (0.06 hPa) due to errors canceling out. At both stations
surface pressure RMSE is larger in July (2–4hPa) than in January (1–2hPa). The 10m wind speed correlations
are high at both stations (about 0.7–0.8). Biases of 10m wind speed are mostly slightly negative (around
1ms1). At both stations the 10m wind speed RMSE is slightly larger in July (about 3ms1) compared to
January (about 2ms1). However, care should be taken in interpreting the wind speed statistics for Byrd in par-
ticular due to the large gaps inmeasurements. The 2m temperature correlations are above 0.79 at both stations.
The biases show a strong seasonal dependence, ranging inmagnitude from<0.7K in January when the diurnal
cycle is pronounced (due to positive and negative biases canceling each other out) to about 2 K in July. At
both stations the 2m temperature RMSE is slightly larger in July (about 5 K) compared to January (about 3 K).
3.2. Coastal Stations
Figure 4 compares the monthly 3-hourly time series of observations at Bear Peninsula during January against
the corresponding Polar WRF output at a horizontal resolution of 5 km. Some aspects of model performance
at Bear Peninsula during January are broadly similar to the inland station Kominko Slade, for example, (1) the
temporal variability of both surface pressure and 10mwind speed are closely captured, (2) a broadly reasonable
representation of wind direction with on occasion a southerly bias (e.g., between 6 and 8 and 22 and 25
January), and (3) an exaggerated diurnal cycle in 2m temperature which is primarily due to difﬁculty simulating
Figure 3. As Figure 2, but for July 2013.
Table 4. Correlation Coefﬁcient, Bias, and RMSE for Surface Pressure, 10mWind Speed and 2m Temperature for the Polar WRF Simulation Using Run A at the Four
AWS Sites for January 2013a
Surface Pressure 10m Wind Speed 2m Temperature
Stations Correlation Bias (hPa) RMSE (hPa) Correlation Bias (m s1) RMSE (m s1) Correlation Bias (K) RMSE (K)
Kominko Slade 0.98 0.06 1.25 0.73 0.59 2.17 0.81 0.01 3.08
Byrd 0.97 1.38 1.98 0.8 1.24 2.32 0.79 0.69 3.12
Bears Peninsula 0.98 14.31 14.4 0.51 0.83 4.92 0.53 0.41 3.05
Evans Knoll 0.97 1.23 1.99 0.33 0.49 3.33 0.57 1.59 3.54
aThe Polar WRF output is at a horizontal resolution of 5 km.
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the nighttime minimum near-surface temperature. Notwithstanding these similarities, some notable aspects of
model performance speciﬁc to Bear Peninsula are as follows: (1) a persistent high pressure bias ranging from
around 10 to 15hPa and (2) difﬁculty simulating relatively frequent and abrupt changes in wind direction
(e.g., between 10 and 16 and 28 and 30 January). Moreover, the model has an improved representation of peak
wind speed at Bear Peninsula compared to Kominko Slade. A notable exception to this is the signiﬁcant
overestimation of wind speed by 10–20ms1 between 27 and 30 January, which coincides with an extremely
low measured surface pressure of ~925hPa, suggesting that the cause of this could be related to difﬁculty in
simulating the effects of a deep synoptic weather system. Note that the large positive pressure bias at Bear
Peninsula is most likely the result of instrumental error (see section 4 for further discussion).
Examination of the 3-hourly time series of observations for Bear Peninsula during July against the corre-
sponding Polar WRF output from the 5 km resolution domain (Figure 5) suggests that the model skill for
surface pressure and 10m wind speed and direction are largely unchanged compared to January. However,
there is an improvement in the representation of 2m temperature compared to January, despite being
systematically underestimated (i.e., the same seasonal dependence found at Kominko Slade). Of particular note
is the sustained overestimation of peak wind speed by 5–15ms1 between 4 and 13 July.
Figures 4 and 5 also show the corresponding time series at Bear Peninsula from the Polar WRF domains with
horizontal grid spacing of 45 and 15 km, as well as from the ERA-Interim data. While the Polar WRF output at a
Table 5. Same as Table 4 but for July 2013
Surface Pressure 10m Wind Speed 2m Temperature
Stations Correlation Bias (hPa) RMSE (hPa) Correlation Bias (m s1) RMSE (m s1) Correlation Bias (K) RMSE (K)
Kominko Slade 0.98 1.11 2.05 0.84 0.08 2.61 0.87 2.01 4.46
Byrd 0.97 2.7 3.6 0.71 1.46 3.43 0.79 2.25 5.66
Bears Peninsula 0.97 15.24 15.56 0.59 3.66 8.66 0.79 2.81 4.81
Evans Knoll 0.98 1.86 3.04 0.53 1.15 5.08 0.87 4.54 7.21
Figure 4. As Figure 2, but for Bear Peninsula during January 2013. (d) The 2m temperature (magenta line) from the sensitivity
experiment Run A1 (which uses the Mellor-Yamada-Janjic boundary layer scheme) at 5 km horizontal resolution.
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horizontal resolution of 15 km showed little differences from the 5 km resolution results for both January and
July, output from the 45 km resolution differed considerably. Polar WRF output at 45 km resolution showed a
large nocturnal cold bias in January and a systematic underestimation of the 10m wind speed (in particular,
the peak wind speeds) for both January and July. Compared to the output at 45 km resolution, ERA-Interim
reanalysis data show an even larger underestimation of the 10m wind speed for both January and July.
Additionally, ERA-Interim completely misrepresents the diurnal cycle in 2m temperature for January but
shows a reasonable representation of its temporal variation in July.
The localized wind at coastal sites such as Bear Peninsula is particularly inﬂuenced by frequent transient
low-pressure systems in the Amundsen Sea. Figures 4 and 5 both show numerous instances of the surface
pressure at Bear Peninsula falling and then rising afterward, signaling the approach and departure of a
system. In particular, these can act to enhance the strong and directionally constant katabatic ﬂows, which
are a characteristic feature of West Antarctic winter climate [Turner et al., 2009]. To investigate whether the
sustained overestimation of peak wind speed between 4 and 13 July 2013 at Bear Peninsula could be due
to a failure to properly represent the inﬂuence of these low-pressure systems, Figure 6 compares the mean
sea level pressure between ERA-Interim reanalysis data (Figure 6a) and Polar WRF output (Figure 6c) at
0000UTC 5 July 2013 (i.e., when the model 10m wind speed of 20–25m s1 is around a factor of 2 greater
than that measured). Also shown is the infrared cloud image at the same time (Figure 6b). The reanalysis data
show a low-pressure system to the northeast of Bear Peninsula, with a central pressure of around 965 hPa.
The location and structure of this system is consistent with the well-deﬁned frontal cloud band apparent
in the infrared satellite image, suggesting that the reanalysis in this instance is able to reliably capture mean
sea level pressure, i.e., the observed large-scale circulation. (Similar analysis of all the low-pressure systems
which occurred during January and July 2013 showed that ERA-Interim reanalysis consistently captures the
location and structure of low-pressure systems (not shown), thus increasing conﬁdence in the suitability of
the reanalysis to provide boundary conditions for the model). However, many aspects of this low-pressure
system simulated by Polar WRF differ from the reanalysis. For example, although the central pressure of
the model simulated system is also around 965 hPa, it is spatially inconsistent with ERA-Interim; its center
is considerably larger (extending as far as the coastline). Consequently, the horizontal pressure gradient at
Bear Peninsula is considerably stronger in the model than in the reanalysis, resulting in excessively strong
Figure 5. As Figure 2, but for Bear Peninsula during July 2013. (b) The 10m wind speed (magenta line) from the sensitivity
experiment Run D (which uses spectral nudging) at 5 km horizontal resolution.
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winds in themodel. By contrast, similar analysis for 0000UTC 22 July 2013 (i.e., when themeasured 10mwind
speed of ~25m s1 is well captured by the model) showed that the mean sea level ﬁeld simulated by the
model was in good agreement with the reanalysis (not shown). Note that the impact of spectral nudging
on model sea level pressure and 10m wind speed is examined in section 3.3.
Examination of analogous time series plots for Evans Knoll (not shown) demonstrates a mixed model perfor-
mance relative to Bear Peninsula, which is also apparent from the model statistics (listed in Tables 4 and 5).
Themost notable improvement at Evans Knoll is the disappearance of the large positive surface pressure bias
which exists at Bear Peninsula, i.e., surface pressure biases at Evans Knoll are around 1.5 hPa compared to
around 15 hPa at Bear Peninsula. In addition, in July the large positive 10mwind speed bias at Bear Peninsula
(3.66m s1) is replaced by a smaller negative bias at Evans Knoll (1.15m s1). However, there is a marked
decline in model skill for 10m wind direction at Evans Knoll compared to Bear Peninsula. The measured wind
direction at Evans Knoll is broadly southwesterly, and there is also a notable increase in variability during
January compared to July. The model shows a considerable easterly bias in both of these months and a
marked failure to represent the high variability in January. Finally, in July there is also a marked increase in
the negative 2m temperature bias and RMSE at Evans Knoll (4.54 K and 7.21 K, respectively) compared to
Bear Peninsula (2.81 K and 4.81 K, respectively) which could be linked to the easterly wind direction bias.
Figure 6. (a) Sea level pressure (hPa, contours) from ERA-Interim reanalysis data and (b) cloud distribution from infrared satellite imagery, both at 0000 UTC, 5 July
2013 over the study domain. Sea level pressure (hPa, contours) from (c) Run A and (d) Run D at a horizontal resolution of 45 km, also at 0000 UTC, 5 July 2013. In
Figures 6a, 6c, and 6d the location of Bear Peninsula is shown by a ﬁlled yellow circle, while the continent is masked (black). In Figure 6b the red line denotes the
coastline, and missing data is masked (black).
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The considerable differences between the two coastal stations are consistent with a signiﬁcant role of
localized forcing.
3.3. Sensitivity Experiments
Figure 7 compares model statistics generated from the Run A Polar WRF conﬁguration with corresponding
values from the sensitivity simulations labeled Run B, C, and D (listed in Table 3). The statistics are for a
horizontal resolution of 5 km and are presented as average values over the two inland and two coastal sites.
Note that the surface pressure statistics for the coastal sites are based on results from Evans Knoll only (due to
the large surface pressure bias at Bear Peninsula, see Figures 4 and 5). Using realistic high-resolution sea ice
and SST data to force the model surface boundary conditions (Run B) or the ~1 km resolution Bedmap2 data
set to derive the model orography (Run C) resulted in a reduction in 2m temperature bias and RMSE for the
coastal stations in July (but the reduction in 2m temperature bias was only signiﬁcant for Run C). Run C also
shows an improvement from ~0.4 to ~0.5 in the correlation coefﬁcient for 10m wind speed in January over
the coastal stations. Note that to gauge the impact of Runs B and C, their statistics should be compared
against those for Runs A and B, respectively. To gauge the impact of applying spectral nudging (Run D),
the statistics for Run D should be compared to those for Run A. In July, Run D results in substantial improve-
ments at the coastal sites by reducing both the bias and RMSE for surface pressure, 10mwind speed, and 2m
Figure 7. Comparison of the error statistics obtained from the Run A Polar WRF simulations and the three additional sensitivity
simulations labeled Run B, Run C, and Run D for surface pressure (green), 10m wind speed (red), and 2m temperature (blue)
averaged at the coastal (solid line) and inland (dashed line) sites for (a, c, and e) January and (b, d, and f) July 2013. All results
are from simulations at a horizontal resolution of 5 km. The statistics are correlation coefﬁcient (Figures 7a and 7b), bias
(Figures 7c and 7d), and RMSE (Figures 7e and 7f). Units are same as those used in Table 4. The statistics which are signiﬁcantly
different (at 95% conﬁdence level) are represented by “ﬁlled” markers.
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temperature, as well as increasing the correlation coefﬁcient for 10m wind speed. In January, Run D shows an
improvement in the correlation coefﬁcients for surface pressure, 10mwind speed, and 2m temperature for the
coastal sites, as well as a reduction in surface pressure RMSE for both coastal and inland sites. The success of
spectral nudging is further evident from Figure 6d, which shows that the application of spectral nudging clearly
nudges themodel simulated sea level pressure toward ERA-Interim (Figure 6a). Figure 5b additionally shows the
10mwind speed for Run D at Bear Peninsula during July (see caption for details). This shows that the 10mwind
speed bias was reduced by 5–10ms1 during much of the ﬁrst half of July, including the 0000UTC 5 July 2013
case examined above. Note that equivalent results examining the sensitivity of themodel statistics at 15 kmhor-
izontal resolution (not shown) were broadly comparable to the 5 km horizontal resolution results.
Themodel statistics generated from the RunAPolarWRF conﬁguration are comparedwith the corresponding values
from the simulations labeled Run A1 and A2 (which explores the sensitivity to the boundary layer scheme, listed in
Table 3) for January (Table 6) and July (Table 7). The statistics are again for a horizontal resolution of 5 km and are
presented as average values over the inland and coastal sites. Using theMYJ scheme (Run A1) resulted in a substan-
tial improvement in 2m temperature at the coastal sites during January by increasing the correlation coefﬁcient and
reducing the bias (which is statistically signiﬁcant) and RMSE. Run A1 also resulted in an improvement in 2m tem-
perature correlation at the coastal sites during July, but alongside an increase in bias. The success of theMYJ scheme
in January is further evident in Figure 4d, which shows that it clearly improves the representation of the diurnal cycle
in 2m temperature (see ﬁgure caption for details). The diurnal cycle in 2m temperature is also improved in January
for the inland stations, by often reducing the persistent nocturnal cold bias (not shown). By contrast, the model sta-
tistics were largely unchanged using the YSU scheme (Run A2) compared to Run A, i.e., the improvements to 2m
temperature using the MYJ scheme (Run A1) are not apparent.
4. Discussion and Conclusions
This study identiﬁed the strengths and weaknesses of Polar WRF (version 3.5.1) simulations of near-surface
meteorological variables over West Antarctica in both winter and summer, as well as the sensitivity of the simula-
tions to the choice of a number of different model conﬁgurations or boundary conditions. The main strengths of
Table 6. Comparison of the Error Statistics (Correlation Coefﬁcient, Bias, and RMSE) Obtained From the Run A Polar WRF Simulations and the Two Additional
Sensitivity Simulations Labeled Run A1 and A2 for Surface Pressure, 10m Wind Speed, and 2m Temperature Averaged at the Coastal and Inland Sites for
January 2013a
Variables
Correlation Coefﬁcient Bias RMSE
Run A Run A1 Run A2 Run A Run A1 Run A2 Run A Run A1 Run A2
Coastal averaged surface pressure 0.97 0.97 0.97 1.23 1.31 1.37 1.99 2.08 2.09
10m wind speed 0.42 0.44 0.43 0.17 0.83 0.1 4.13 4.28 4.1
2m temperature 0.55 0.74 0.52 1 0.06 0.59 3.3 2.29 3.08
Inland averaged surface pressure 0.98 0.97 0.98 0.66 0.63 0.55 1.62 1.66 1.58
10m wind speed 0.77 0.76 0.77 0.92 0.41 0.86 2.25 2.17 2.25
2m temperature 0.8 0.79 0.78 0.35 1.04 1.05 3.1 3.19 3.3
aAll results are from simulations at a horizontal resolution of 5 km. Units are the same as those used in Table 4. The statistics which are signiﬁcantly different
(at 95% conﬁdence level) are shown in bold.
Table 7. As Table 6 but for July 2013a
Variables
Correlation Coefﬁcient Bias RMSE
Run A Run A1 Run A2 Run A Run A1 Run A2 Run A Run A1 Run A2
Coastal averaged surface pressure 0.98 0.98 0.98 1.86 1.41 1.57 3.04 2.63 2.72
10m wind speed 0.56 0.61 0.59 1.26 2.03 1.32 6.87 6.5 6.73
2m temperature 0.83 0.9 0.84 3.68 4.6 2.55 6.01 5.7 5.42
Inland averaged surface pressure 0.98 0.97 0.97 1.91 1.92 1.95 2.83 2.95 3.03
10m wind speed 0.78 0.79 0.75 0.77 0.81 0.09 3.02 3.09 3.26
2m temperature 0.83 0.82 0.82 2.13 2.39 0.8 5.06 5.18 4.99
aAll results are from simulations at a horizontal resolution of 5 km. Units are the same as those used in Table 4. The statistics which are signiﬁcantly different (at
95% conﬁdence level) are shown in bold.
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the “base” setup (Run A) of the model (which included options such as the MYNN boundary layer scheme, the
RRTMG radiation scheme, the WSM5 microphysics scheme, and the Noah land surface model) at a spatial resolu-
tion of 5 km are as follows: (1) high skill in simulating pressure at both coastal and inland sites (correlation coefﬁ-
cient ≥0.97); (2) wind speed is generally well represented, with improved correlation values at inland sites (0.7–0.8)
compared to coastal sites (0.3–0.6); (3) the timing and amplitude of strongwind events are generally well captured
at both coastal and inland sites; and (4) good skill for temperature at both coastal and inland sites in winter.
On the other hand, the shortcomings are as follows: (1) on occasion a failure to properly represent transient
low-pressure systems and their inﬂuence on coastal winds, (2) an ampliﬁed diurnal temperature cycle (in
particular overly cold nighttime minimum temperatures) in summertime, (3) a general tendency to slightly
underestimate the wind speed at the inland sites in summer (bias ranging from 0.6 to 1.2m s1), and
(4) difﬁculty representing wind speed and direction when they are rapidly changing.
The above assessment of Polar WRF suggests that the following aspects of the model will require improve-
ments. First, although the model was able to broadly capture the movement and development of cyclonic sys-
tems, Polar WRF had difﬁculty representing mesoscale features of a relatively rapidly evolving system and its
response to the complex coastal orography such as around Bear Peninsula in West Antarctica. This had a signif-
icantly adverse impact on simulated coastal winds. In Antarctica, the ability of Polar WRF simulations to accu-
rately capture mesoscale features in the evolution of cyclonic systems was previously questioned by Powers
[2007], while both Uotila et al. [2009] and Nigro et al. [2012a] found that the ability of Polar WRF to simulate
cyclonic systems was reduced near regions of complex coastal orography. Second, the exaggerated diurnal
cycle for temperature in themodel is a strong indication of problems related to modeled radiative ﬂuxes result-
ing from difﬁculties in the simulation of cloud [Valkonen et al., 2014]. For example, the pronounced nocturnal
cold bias of the model is consistent with a large negative bias in incoming longwave radiation, while the warm
model bias in the maximum daytime temperatures is consistent with a positive bias in the incoming shortwave
radiation. Such biases in radiative ﬂuxes were found in Polar WRF over the ice shelves to the east of the Antarctic
Peninsula by King et al. [2015], who noted that they are consistent with the model producing either too little
cloud or clouds that are optically thin. Note that temperature biases may also introduce biases in the wind
speed, as discussed by Guo et al. [2003]. However, biases in wind speed could possibly be reduced by choosing
an appropriate value of the surface roughness length for ice. Currently, Polar WRF has a surface roughness
length of 1mm for land ice (which is a factor of two larger than the value measured at Byrd by Budd et al.
[1964]). Finally, we suspect that the large positive pressure bias at Bear Peninsula is due to the pressure sensor
not being calibrated correctly, as possible uncertainty in the measured elevation of the site was ruled out as the
cause as this was veriﬁed from an independent source.
Improved representation of the boundary layer in Polar WRF also makes a meaningful reduction in tempera-
ture [Valkonen et al., 2014] and wind speed biases [Gómez-Navarro et al., 2015]. This was demonstrated by the
sensitivity experiment Run A1 which used the MYJ boundary layer scheme instead of the MYNN scheme,
resulting in a much improved representation of the diurnal cycle in 2m temperature (particularly in
January). Bromwich et al. [2013b] also found that the MYJ scheme performed better than the MYNN scheme
over Antarctica. The sensitivity experiment Run A2 found that the MYJ scheme was also a better choice than
the YSU scheme, which was also shown by Hines and Bromwich [2008] over Greenland.
The additional sensitivity studies also showed differences in the representation of near-surface meteorological
variables over West Antarctica. First the application of spectral nudging resulted in an increase of around 0.1 in
the correlation coefﬁcient for wind speed and pressure at the coastal sites during summer, as well as a much
improved representation of the mesoscale features of a relatively rapidly evolving cyclonic system and its
response to the complex coastal orography of West Antarctica (which additionally beneﬁted the simulation
of coastal winds). Comparable investigations of the beneﬁts of spectral nudging on simulating the climate of
the Arctic [e.g., Glisan et al., 2013; Berg et al., 2013] and windstorms in Switzerland [Gómez-Navarro et al.,
2015] also concluded that simulations using nudging are better than using no nudging. Second, using
high-resolution daily satellite sea ice and SST data as surface boundary conditions resulted in an improvement
in statistics for temperature at the coastal sites during winter (i.e., a reduction in bias and RMSE by around 1K),
presumably because the sea ice extent in the waters of the Amundsen Sea is particularly extensive during this
time of year. However, the statistics showed negligible sensitivity to this change for either the coastal sites
during summer (i.e., when the sea ice extent is very much reduced) or at the inland sites during summer and
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winter (presumably because the inland sites are primarily affected by winds from the interior). Third, using high-
resolution Bedmap2 orography as surface boundary conditions resulted in a relatively small reduction in tem-
perature bias and RMSE during winter, as well as an increase in wind speed correlation during summer, which
presumably is attributed to a better representation of the complex coastal orography [Orr et al., 2014]. Since the
surface elevation at the coastal sites derived from Bedmap2 differ more from the actual elevation compared to
GTOPO30 data, the improvements using Bedmap2 are likely due to the better representation of the
terrain slope.
Based on these ﬁndings, an optimal conﬁguration of Polar WRF with which to run a high-resolution hindcast
of West Antarctica climate (which is the long term goal of this work) would include the following: (1) spectral
nudging, (2) orography based on the Bedmap2 data set, (3) sea ice boundary conditions from high-resolution
daily Bootstrap data (4) SST boundary conditions from high-resolution daily AVHRR data, and (5) MYJ
boundary layer scheme in conjunction with Janjic-Eta surface layer scheme.
Regarding the choice of horizontal resolution, our results clearly indicate a strong sensitivity to horizontal
resolution at the coastal sites, but not the inland sites. Over the coastal sites the output at 5 and 15km resolution
was largely comparable in skill and considerably more skilful than the output at 45 km resolution or ERA-Interim
data. There were even some occasions when the output at 15 km resolution was better than that at 5 km (for
example, the wind speed at Bear Peninsula between 28 and 29 January 2013 and between 4 and 9 July 2013
or the wind direction at Bear Peninsula between 14 and 15 July 2013). Given these ﬁndings, a recommendation
for the horizontal resolution of planned hindcast experiment would be 15km. Note that this resolution is 3 times
higher than current hindcast experiments for Antarctica usingWRF and Regional Atmospheric ClimateModel, ver-
sion 2.0 (RACMO2) undertaken as part of the Polar-Coordinated Regional Downscaling Experiment initiative, and a
factor of approximately 2 higher than the RACMO2 simulations detailed in Lenaerts et al. [2012]. Notwithstanding
this, the insensitivity of our results to varying spatial resolution between 5 and 15km for the coastal region ofWest
Antarctica is at odds when compared to studies such as Valkonen et al. [2010], Elvidge et al. [2014],Orr et al. [2014],
and Gómez-Navarro et al. [2015]. These studies stressed the need for kilometer-scale grid resolution, which possi-
bly raises doubts as to the quality of the GTOPO30 and Bedmap2 data sets used to make the model orography
boundary conditions, i.e., whether they are overly smooth compared to reality. Alternatively, the results could
be indicative that the deﬁciencies in model physics begin to dominate once horizontal resolutions of 5 and
15km are reached which are able to much better resolve the complex surface forcing which characterizes the
coastal margins of West Antarctica. This is in marked contrast to the inland sites, which are characterized by an
absence of complex topography resulting broadly in a more homogeneous characterization of its near-surface
meteorology and hence largely insensitive to the horizontal resolution examined in this study.
In conclusion, our assessment of the performance of Polar WRF over West Antarctica ﬁnds it to be a useful
tool for realistically capturing the near-surface meteorological conditions over West Antarctica. However,
the systematic biases in temperature and wind ﬁelds over parts of West Antarctica are expected to introduce
errors in the computation of surfacemelt pattern [Trusel et al., 2013; Kuipers Munneke et al., 2014]. These errors
will be exacerbated over the coastal region where the temperature already crosses the melting point during
summer. Moreover, with surface melt over West Antarctica expected to intensify considerably by the end of
the 21st century in response to warming [Trusel et al., 2015], projections using Polar WRF could introduce
errors in the subsequent simulation of future surface melt patterns over West Antarctica. Our study suggests
the need for improvements to Polar WRF physics schemes (e.g., boundary layer) to reduce the temperature
and wind biases over Antarctica.
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