Introduction
Movie making is a large, expensive and risky business. Hollywood's major studios produce over 250 feature films each year. These films are exhibited on more than 37,000 theater screens in the U.S. and Canada. The average movie costs $40 million to produce and an additional $20 million to market. While some movies become "blockbusters," more than half of the movies produced by
Hollywood do not recoup their investment even after their release to foreign markets, cable, and television (Vogel 1994) . U.S. and Canadian box office revenues have continuously been rising in the past decade to exceed $7.7 billion in 2000; however, costs have been rising faster than revenues. Of late, the competitive pressures in the industry have increased dramatically "In the past six months, three of the country's (US) largest theatre chains -Carmike, United Artists, and
General Cinema have filed for bankruptcy ... " (Surowiecki, 2001 ). Thus, improvements in exhibitor operations and decision-making are clearly needed.
Every week, motion picture exhibitors must decide whether or not to replace the movies playing at the screens in their theaters. This is particularly difficult in the two major seasons, Summer and Christmas, when a large number of movies are released every week by t he studios/distributors. Movies are "perishable" products; the box office appeal of major Hollywood movies lasts only a short time. This perishability, and the complicated contracts between exhibitors and distributors add to the complexity of the resulting dynamic shelf-space management problem.
We use the term decay to explain the intrinsic weekly decline in the box office attraction of a movie playing at a theater . We use another term, aging, to represent the decline in the box-office attraction of a movie if there is a delay (e.g., by a week) in showing that movie. Aging, therefore, gives rise to an opportunity cost for not playing a movie that has already been released in the market.
The weekly availability of movies and a specialized contract between a distributor and exhibitor imply that the decisions an exhibitor takes at one point affect immediate revenue, future decision opportunities, and thus long-term profits. In signing a contract to play a film in its theaters, the exhibitor commits to playing the film for a minimum obligation period, even if consumer demand is weak. Also, the contract splits the box-office gross revenues in a way that favors the distributors in the first few weeks of exhibition, but shifts to the exhibitor's favor later on.
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Movies decay and age in an uncertain fashion. This adds to the uncertainty in demand for movies, and makes the task of their replacement highly challenging. For example, if an exhibitor replaces an existing movie with a new one, he/she may be worse off than before if the new movie decays very rapidly. In addition, the opening strength of the movie may vary. Finally, distributors release their movies at different times during a season; all movies are not available for showing at the same time. However, distributors usually indicate release date of their movie well in advance.
Thus, it might be beneficial for an exhibitor to continue playing a movie that is not doing well, to retain space for an anticipated blockbuster movie to be released shortly.
In summary, the exhibitor's movie replacement problem we address is: which motion picture to show each week, when to replace it, and if replaced, with what film. As we discuss below, our primary goal is to understand the nature of the optimal replacement policies for perishable products, such as movies, in uncertain and dynamic environments. Accordingly, we focus on the case of a single exhibitor managing a single screen theater and propose for future research other related issues such as multiple screen effects and competition between theater chains.
1 For example, the modal contract for one exhibitor across more than 100 movies was for the distributor to receive 60%, 50%, 40%, and 35% respectively of the box office receipts in each of the first weeks of a movie's run. However, if the box office surged beyond a certain pre-specified level, then the distributor would receive 90% of all receipts A stream of research related to the marketing of movies has recently emerged addressing issues in consumer behavior Holbrook and Hirschman 1982) , forecasting enjoyment (Eliashberg and Sawhney 1994) and commercial success (Smith and Smith 1986; Austin and Gordon 1987; Dodds and Holbrook 1988; Sawhney and Eliashberg 1996; Eliashberg and Shugan 1997; Elisahberg, Jonker, Sawhney, and Wierenga 2000) , diffusion (Mahajan, Muller, and Kerin 1984; Jones and Ritz 1991) , seasonality (Radas and Shugan 1995) , release timing , clustering (Jedidi, Krider, and Weinberg 1998) , sequential products (Lehmann and Weinberg 2000; Prasad, Mahajan, and Bronnenberg 1998) , scheduling (Swami, Eliashberg, and Weinberg 1999) , contract design (Swami, Lee, and Weinberg 1998) , and the impact of advertising (Zufryden 1996) .
Reddy, Aronson, and Stam (1998) present a model, S.P.O.T., for television spot scheduling, which considers some issues similar to those addressed in this paper. However, their model does not explicitly address the problem of the inter-relatedness of decisions over time. Recently, Swami, Eliashberg, and Weinberg (1999) proposed a decision-support model, SilverScreener, which is concerned with the long-term scheduling and replacement of movies on theater screens. The current model can be considered an extension of their model to a stochastic environment.
To capture the inter-temporal dependencies of the movie replacement problem, we model it as a Markov Decision Process (MDP). At each decision point, in an MDP, the decision-maker observes the system state and chooses a course of action. This choice affects future system evolution and reward. An attractive feature of the MDP model is that it provides the decision maker with an optimal policy or strategy, that is, a prescription for choosing the optimal action in above that level. In any case, the exhibitor retains all concession revenues. For a more detailed explanation of the contract, see Swami, Eliashberg, and Weinberg (1999) .
any possible future state. However, this feature is also somewhat limiting because it imposes a limit on the dimension of the problems that MDP can solve.
The paper is organized as follows. In Section 2, we formulate an MDP model for the exhibitor's decision problem and derive optimal movie replacement policies over a multiperiod horizon. In Section 3, we investigate the sensitivity of the MDP optimal replacement policies to the quality and quantity of the movies available to the exhibitor and the time that they are available. In Section 4, we explore heuristic alternatives to the MDP optimal replacement policy. One is analogous to the simple control limit policy found in the operations management literature. Another is a marketing practice derived strategy of showing the best of the movies that are most recently available. We show that the expected returns of the optimal policy dominate those of the heuristic rules. Section 5 illustrates the application of the MDP model approach in a real-world setting. We conclude in Section 6 with a discussion of limitations and extensions. Though we focus on movies in this paper, our methodology and results can be generalized to other entertainment products (e.g., performing arts, books, video games), and to such industries as travel services, fashion goods, and educational programs.
The Markov Decision Process Model

Movie Replacement Problem
Every week, motion picture exhibitors make decisions regarding the replacement of the movie playing at their theater. From a modeling perspective, the key features of the movie replacement problem are decay and aging of movies, uncertainty of demand, the specialized contract and the fact that all movies are not available for showing at the same time. The movie replacement problem is somewhat analogous to the equipment replacement problem (Derman, 1963) with the current exhibited movie occupying the role of the deteriorating machine.
To model the deterioration of a movie at a screen, we introduce a parameter, the rank, of a movie. We define the rank as its relative position with respect to other currently available movies in terms of box-office gross revenue. We assume that in any week, a movie can be in one of the ranks 1,…,z, where 1 denotes the highest rank and z, the lowest 2 . We further assume that knowledge of the rank of a movie provides complete information about its expected gross revenue. In other words, different movies with the same rank have the same expected gross revenue. Previous researchers have also used the notion of ranks to characterize performance of a movie (De Vany and Walls 1997) .
We now describe the timing of events in the exhibitor's decision problem (see Figure 1 ).
Each Monday morning, after observing the weekend demand, the exhibitor must decide whether to replace the current movie (say, a) and, if so, with which available film (say, b). In making this decision, the exhibitor must take into account the potential revenues of the current and replacement movies, the contract, and the release dates of replacement and future movies. At the beginning of the season, the release dates of all movies for that season are usually known. Randomness enters the decision problem through the reward streams (attendance) of the movies, which follow a probabilistic pattern. We emphasize that if a movie has been released and not shown by the exhibitor, its appeal may decline.
[Insert Figure 1 About Here]
We assume that the exhibitor has sufficient information to determine a movie's rank (an indicator of its expected attendance) for the upcoming decision epoch. This appears to be a reasonable assumption. Swami, Eliashberg and Weinberg (1999) report that week ahead forecasts were correlated at 0.96 with actual box office revenues for the movie theater analyzed in their paper. In the case of an already released movie, the exhibitor might know its rank based on its attendance pattern at this same theater in previous weeks, because an additional print might be playing at another theater or from information about its nationwide performance. In case of a new movie, sources of information for the exhibitor to include movie characteristics, advertising levels, word-of-mouth, and the firm's own market research.
The transition between ranks over time is represented by a Markov process, which is designed to replicate the empirical patterns found in Jedidi, Krider, and Weinberg (1998) . In particular, we assume that after the release of the movie, its rank is non-improving, that is, it does not make transition to a higher rank
We now formally state our modeling assumptions:
1) The theater has one screen.
2) The opening rank of a movie is known before its release.
3) Replacement decisions are made on a weekly basis. Further, the replacement decision for the coming weekend is made on the previous Monday, and delivery of the replacement movie occurs instantaneously.
4) The release dates of the movies considered during the planning horizon are deterministic and known in advance.
5) Movies once replaced at a theater are not available for subsequent screening at the same theater.
6) The probability of a transition of a movie between ranks is stationary over time and independent of the other movies.
Assumptions 1 and 2 have been discussed above. Assumptions 3 to 5 are consistent with industry practice. Assumption 6 has been made for the tractability of the analysis. Assumption 6 might be limiting. The independence between the transition probabilities of movies may be questionable in some cases, because decay of a movie may affect that of another. Second, the transition of the movie between the ranks may vary depending on whether the movie is in the early or later part of its run. We make this assumption to keep the analysis simple at this level of generality. The relaxation of the assumptions will provide attractive future research opportunities.
Model Formulation
A Markov decision process (Puterman, 1994) often referred to as an MDP, is a model for a stochastic sequential decision process. To formulate an MDP we specify decision epochs, states, actions, rewards and transition probabilities. In our application, the exhibitor notes the movie currently playing, its length of play and the ranks of all movies that could be chosen to replace it.
The exhibitor then decides whether or not to replace the movie and if so, with which available film.
As a consequence of this decision the exhibitor receives a random stream of daily revenues throughout the current week and all movies, which have already opened age and decay in a probabilistic fashion. By solving the MDP, the exhibitor obtains a policy or contingency plan which specifies which action to choose each week given any possible configuration of movie being played, its length of play and ranks of available replacements, so as to maximize expected total revenue over the planning horizon.
Before formally defining the model, we introduce the following notation. Recognizing the complexity of the notation, we illustrate and describe it following the definitions. The length of the obligation period is proposed as movie-independent for the ease of simulation analyses to be introduced later. However, the model can be readily extended to make this parameter movie-dependent. 4 We assume that the last decision is made at decision epoch W. Since we do not know future film availability beyond the planning horizon, we choose to formulate a finite horizon problem. The consequence of doing this is that the and the total number of movies, N, equals three. The set of movie ranks, R, lists the possible ranks an available movie can assume from 1, the best rank to z, the worst rank. For example, in a ranking system {High, Medium, Low}, High = 1, Medium = 2, Low = 3, and consequently, z = 3. We augment the ranks, 1 to z, by two levels, 0 and z+1, to denote the movies that are not available for play. If a movie has not been released, its rank is 0, and if it has been replaced after having been shown by the exhibitor, then its rank is set to z+1. We now provide our MDP formulation of the movie replacement problem. We explain each component of this apparently complex model by an illustrative example in Section 2.3. The approach to evaluating a policy for implementation is discussed in Section 2.4.
Decision Epochs (beginning of every week):
States (the movie playing, its play length after obligation period, and the ranks of all the movies at a decision epoch):
terminal condition might affect optimal policies in some cases. However, we did not observe any systematic effects by varying the planning horizon length in this study.
Actions (continue or replace a movie when possible):
Rewards (expected net revenue to exhibitor in week w):
Transition Probabilities:
(movie already played and replaced)
An Illustrative Example
We begin with the hypothetical movie release scenario shown in Figure 2 . We assume three movies with two possible ranks for each. 
In this example, the length of planning horizon is eight weeks. The obligation period is 2 weeks for all movies. The movies can be in the ranks 1 (high) or 2 (low) when they are available.
Rank 0 implies that a movie has not been released and Rank 3 implies that it has been replaced after having played. The transition and the initial probabilities are specified for ranks 1 or 2. We express them in matrix format for simplicity. For example, the matrix P a has components p a (j|i) which denote the probability that movie a occupies rank i at the next decision epoch given that it occupies rank j at the current decision epoch. For example, p a (2|1) = 0.7 means that there is a probability of 0.7 that movie a declines from rank 1 to rank 2 in any week. These probabilities imply that Movie a is the weakest of the three movies. This is because its initial probability of opening in Rank 1, the better rank, is low (0.2), and even if it does, there is a high probability (0.9) that it decays to Rank 2. The expected net revenue generated by a movie at a decision epoch depends on its rank and the number of weeks it has played before that epoch. The expected net revenue to the exhibitor, presented below, has been generated by assuming common contract terms, which are representative of the industry practice. Rank\Week  1  2  3  4  5  6  7  8  1  290  290  290  290  290  290  290  290  2  60  70  80  90  90  90  90  90   13 An explanation of the MDP model follows. Suppose that we observe the system in Week 6
and find that Movie c has been playing for two weeks after replacing Movie a in Week 4.
Therefore, m 6 = {c}, and n 6 = -2 + 2 = 0, because the obligation period is two weeks. Further, suppose that the ranks of Movies c and b are 1 and 2 respectively in Week 6, which implies that r 6 = (3,2,1). The rank of Movie a is 3, because it has been replaced. Thus, the state variable, s 6 , = (c,0,(3,2,1)).
The action specifies whether to play the current movie for an additional week or to replace it and if so, with which other available movie. This decision option depends on which movies are available for replacement, and whether the movie currently playing remains in obligation period.
The only action is to continue playing the current movie if either there is no movie available for replacement, or the current movie is in its obligation period. If both of these conditions are false, then the action set consists of both continue and replace decisions. In the example problem, the feasible action in the first three weeks is a, because no other movie is available. In Weeks 4 and 5, since Movie a is replaced (its rank is 3), and Movie c is still in its obligation period (n 4 and n 5 < 0), the set of feasible actions is {c}. From Week 6 onwards, because Movie c has played longer than its obligation period, the set of feasible actions is {b,c}.
The reward earned by the exhibitor at decision epoch w is the one-period expected net revenue received by the exhibitor by taking action a w in state s w . 6 We assume that the rank of a movie determines its expected gross revenue. We set the reward at period W+1 (i.e., salvage value) to zero 7 . Suppose Movie a is playing in Week 5 (i.e., it has played for a total of four weeks) and the ranks of Movies a, b and c are 1, 1, and 2, respectively. Thus, s 5 = {a, 2, (1,1,2)}. Then, if either movie a or b is chosen, the one-period immediate expected reward to the exhibitor is $290; if
Movie c is chosen, the reward is $60.
The probability transition function, p w (s 2 |s 1 , a), specifies the probability that the system will be in the state s 2 =(m 2 ,n 2 ,Z 2 ) at the next decision epoch given the current state of the system is The rest of the available movies make transitions according to their respective transition probabilities. Some movies may not be available at a particular decision epoch because either they have not been released by that week or they have been replaced after having played. The probability expressions for these cases are given by Equations 1 and 2 respectively. Equation 1 implies that if a movie has not been released (i.e., its rank is equal to zero), then its rank remains zero with certainty in the next period until a period before its release. At a period before its release, the movie has an initial probability of opening in the next week in ranks 1 to z. Equation 2 implies that once a movie is replaced (i.e., its rank is equal to z+1), it is never available for screening again.
Suppose Movie a is playing in Week 6 and all the movies are in Rank 1. Therefore, s 1 = {a,3,(1,1,1)}. If we choose action {b}, then the probability of system making transition to s 2 = {b, -1, (3,1,2)} is 1 × 0.5 × 0.9 = 0.45. Alternatively, suppose Movie a is playing in Week 3 and its rank is 1, then the state is {a,0,(1,0,0)}. Movie c becomes available in the next week. The probability of transition to {a,1,(1,0,1)}, therefore, involves the initial probability of Movie c opening in Rank 1 and movie a stating in Rank 1, and equals 0.3 × 1 × 0.8 = 0.24.
Determining Optimal Policies
By a decision rule, we mean a function that specifies the action to use in each state at a specified 
where Π denotes the set of all policies. In the next section, we compare and evaluate various alternative scenarios on the basis of the value of their MDP model. We define a smart manager as one who uses the optimal policy recommended by the MDP model and achieves the maximal total expect reward. We use the backward induction algorithm (Puterman 1994, pp. 80-82) to determine an optimal policy and value function.
To illustrate these concepts and the benefits of this approach, we interpret the optimal policy for the example problem shown in Table 1 .
[Insert Table 1 About Here]
The table shows the state variable, s w , and optimal decision rule, ), ( 
Simulation Analysis
The optimal policy for an exhibitor to follow depends on the quality and quantity of movies available and their release timing. We describe an experimental study designed to investigate the nature and magnitude of these effects on the expected returns from using an optimal policy.
Model Parameters
The input parameters required to generate problems for various simulation analyses are as follows:
(i) length of planning horizon
(ii) number of ranks (iii) quantity of movies (i.e., total number of movies considered)
(iv) quality of movies (v) release dates of movies (vi) expected revenue a movie generates in a given rank (vii) probabilities of transition of a movie between ranks (including initial probability)
To generate different simulation problems, we assign fixed values to the first two parameters, which are common to all problems. We set the length of the planning horizon to be 8 weeks (e.g., representing the two peak months of Summer season). We consider a three-rank system (e.g., High, Medium, and Low) for the box-office performance of movies. The parameters quantity (iii), quality (iv), and release dates (v) are specific to each simulated problem scenario, and are discussed in a later section. We now discuss a movie industry based study by Jedidi, Krider, and Weinberg [JKW] (1998), which helps in the operationalization of these and the remaining parameters (vi, vii) of the problem.
JKW modeled the revenue pattern of 102 major motion pictures released in North America during the period December 1990 to April 1992. They used an exponentially decaying function to model the box-office revenue in week t as given by
, where α denotes a movie's opening strength and β(<0) its revenue decay rate. JKW used cluster analysis to segment the movies on the basis of the estimated α and β values, and identified four clusters of films which they referred to as Based on the above study, we now discuss the generation of the other parameters of the simulated problems.
Exhibitor's Revenue
In the proposed model, the rank of a movie determines expected box-office gross revenue. To operationalize the three ranks, 1) High, 2) Medium and 3) Low, we first assumed a range of weekly box-office revenue from 0 to in excess of 1000 units. To generate the three ranks, we assumed threshold values at 1000 and 500. Thus, a movie which generates more than 1000 units of revenue is classified in the high rank, a movie which generates less than 500 units is classified in the low rank, and the remaining cases are classified as medium. JKW's model is normalized so that the weekly revenues in Ranks 1, 2, and 3 are 1250, 750, and 400 units, respectively.
However, even if two movies are in the same rank, the revenue the exhibitor earns will differ according to the contractual sharing terms, which vary by the number of weeks since a movie's release. To calculate the exhibitor's share of the box-office revenue generated by any movie in a given rank and week (refer to Table 2 ), we chose the sample contract terms used in Swami, Eliashberg, and Weinberg (1999, p. 355) .
[Insert Table 2 About Here]
Initial and Transition Probabilities
Initial and transition probabilities are discrete time representations of the exponential declining model. To estimate the values of initial and transition probabilities of each type of movie, we use their respective α and β values and repeatedly generate weekly revenues by varying t from 1 to 50
in the exponential demand model. To induce randomness, we use the error estimates given in Sawhney and Eliashberg (1996) 's study on forecasting of movie revenues.
The initial probability of a particular movie type to open in a particular rank is operationalized by the proportion of time the movies (for a large generation of movies) of this type open in that rank in the first week (refer to Table 3 (a)). Similarly the probability of transition of a movie, from rank, say r 1 , to another rank, say r 2 , is operationalized as the proportion of times the movie decays from rank r 1 from rank r 2 among all transitions from rank r 1 (refer to Table 3 (b)).
[Insert Table 3 About Here]
For example, JKW's clustering results show that Type 1 movies open stronger, but decay more quickly than Type II movies. This pattern is preserved in the probabilities generated since Type I movies never opened in Ranks 2 or 3 (corresponding probability = 0), while 5% of the Type II movies opened in Rank 2 (probability = 0.05). On the other hand, the probability of a Type II movie retaining itself in Rank 1 is higher (0.8) than that of a Type I movie (0.7).
Simulation Design
We study the effect of quantity (high/low), quality (high/low), and release timings (high/low early release of quality movies) on the exhibitor's expected revenue using in a complete 3 way 2 level factorial design. (This is sometimes referred to as 2 3 design).
Design of experiments
We examine two levels, high and low, of the quantity effect. In the low quantity case, we assume that a single movie is released in every week of the planning horizon (i.e., an 8-movie problem). In the high quantity case, we assume that two movies are released in every week of the planning horizon (i.e., a 16-movie problem).
The quality of the movies is operationalized as the number of high quality movies (Type 1
and 2) in a given scenario. To randomize the assignment of a movie to a movie type, we use the relative proportions of Type I (19%), II (7%), III (38%), and IV (36%) movies in Jedidi, Krider, and Weinberg's (1998) sample. Specifically, a random number is drawn among integers between 1 and 100 for each movie. Then the movie is assumed to be Type I if the random number is between 1 and 19, Type II if it's between 20 and 26, Type III if it's between 27 and 64, and Type IV if it is between 65 and 100.
We found in a preliminary analysis that when there are three or more high quality movies (Types 1 and 2) in a scenario, their effect on the value is much more pronounced than the rest of the movies. Therefore, a scenario that contains three or more high quality movies is classified as high quality scenario, otherwise it is classified as a low quality scenario.
To operationalize the release date effects, we define an early release factor (e.r.f.), which indicates the proportion of high quality movies that are released in first four weeks (i.e., first half of the season Using a cut-off value of 0.5, we classify a scenario with early release factor of greater than 0.5 as a high early release effect scenario, otherwise as a low early release effect scenario. We use a complete 3-way 2-level factorial design for our experiment. That is all 8 combinations of the three factors are evaluated. A summary of the resulting designs is provided later in Table 4 (a) .
Methodology
Using the above simulation scheme, a total of 66 problems were generated. Based on the input data, the problems were assigned to their respective cells in the experiment. The MDP model of Section 2.2 was coded in C language and run on an Intel Pentium III class computer. The value evaluations were done according to the expected total reward criterion presented in Section 2.4. Although a small-size problem (e.g. 3 movies, 3 ranks, and 8 weeks) would take only a few seconds to run for the MDP algorithm, the time taken to solve a problem increases drastically with problem size, especially with the number of movies and ranks. In the current analysis, the time taken to solve the MDP problems ranged from 3-5 minutes for low quantity cases to 40-45 minutes for the high quantity cases.
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Due to the well-known dimensionality limitations in MDP problems, we adopted several state-reduction mechanisms, to speed the execution of the algorithm without impacting its logic.
For example, we observed that high quality movies (Types I and II) dominate the value of the program. Therefore, we reduced the number of movies in the consideration by including low quality movies (Types III and IV) only if they were not older than four weeks (i.e., half the season).
Similar other mild assumptions were used after checking the robustness of the results. Table 4 (c) show that the interactions are not significant and that all three main effects (Quantity, Quality and Early Release Factor) are significant at the .05 level.
Simulation Results
[Insert Table 4 About Here]
The above results show that quality of movies released is a major factor affecting the value (expected total revenue) the exhibitor achieves in the planning horizon. Though the effects of quantity and early release factors are also statistically significant, the change in the expected total reward is the greatest when the quality factor changes from a low to high setting. The standard deviation is low for the high setting of quantity and quality factors. This is because in such cases a few movies, usually of high quality, dominate the exhibitor's policy. However, if such movies are available in the early half of the planning horizon (a high early release factor scenario), then the deviation in mean response values is higher depending on just when in weeks 1-4 the high quality movies are released. Note that even though all interactions are insignificant, the Quality-Early
Release Factor interaction has the greatest p-value. 
Discussion
Intuition suggests that the exhibitor should be better off in a high quantity than a low quantity scenario. The reason is that a high quantity scenario offers the exhibitor increased flexibility in scheduling movies. However, our results show that quality of the movies is more important than quantity. Moreover, the exhibitor should prefer the high quality movies that are released early in the horizon so that they could schedule them more profitably during the planning horizon. This in turn has suggests that the distributors of the strong movies should aim at releasing their movies earlier in the season so that the exhibitor has an incentive to play them longer.
Comparison with Heuristics
In this section, we compare the MDP approach with two benchmark heuristics. The first heuristic is motivated by theoretical results on structured policies (Puterman 1994, p. 103) and the second heuristic is based on the relationship dilemmas in distribution channels (Swami, Eliashberg, and Weinberg 1999) .
Rank-based Optimal Policies and Greedy Heuristics
Establishing the existence of optimal policies with a special structure is one of the principal uses of MDP methods. Such structured policies are useful because they are easy to implement, facilitate computation and allow investigation of the effect of model parameters. Examples of policies with simple structure include (s,S) policies in inventory control models and control limit or critical number policies in queuing control or equipment replacement models. Because of its similarity with the machine replacement problem, we expected that that an optimal policy for the movie replacement problem would have the form: In a given week, continue currently playing a movie if either it is in its obligation period or its rank is below 10 a critical number, otherwise replace it by a new movie. While we do not establish the optimality of this policy theoretically, but numerically derived optimal policies suggest that this might be close to optimal. Of course when using such a policy, one must choose the critical value. We investigate the performance of this policy in the following representative problem of eight weeks, five ranks and two movies (of the same type).
The first movie, a (Type I movie), is playing at the beginning of the horizon, and the other one, b
(Type II movie), is released at Week 3. The optimal movie replacement policy is presented graphically in Table 5 .
[Insert Table 5 About Here]
The figure shows that in decision epochs 3-5 if Movie a is in Rank 1 or 2, then it is optimal to continue playing it no matter which rank Movie b opens in and in decision epochs 6-8 it is optimal to continue playing movie a in ranks 1-3. At decision epoch 3 the optimal policy replaces a if its rank is lower than that of b. At subsequent decision epochs, the optimal policy departs slightly from this form. has "space" to show them. However, with some element of smartness in the decisions, the exhibitor replaces only by the best movies (in terms of ranks) available at any decision point.
Analysis Results
The comparison of the MDP optimal policy to the rank based and distributor pressure heuristic policies were performed on twenty five 16-movie problems. The expected values from using the heuristics was calculated using backwards induction with a fixed decision rule specified by the heuristic. Figure 3 shows the expected total rewards of the MDP model and the two heuristics.
[Insert Figure 3 About Here]
As can be expected, the mean value of the rank-based heuristic (1842) is higher than that of the distributors' pressure heuristic (1751). This is because in the rank-based heuristic, the exhibitor does not "accommodate" the distributors. This loss in value can be characterized as a "cost" of relationship management. However, the rank-based heuristic performs considerably worse than the MDP optimal policy (2170) for the problems considered in this analysis. Observe also that the MDP optimal policy dominates the heuristics in all cases. These results indicate the significant advantage that can be gained by using the MDP approach in larger, ongoing decision-making situations because the MDP approach captures more of the subtleties of a dynamic decision situation than simple heuristics.
Implementation of the MDP Approach
In this section, we discuss how the MDP approach may be applied in a realistic setting. To illustrate this application, we use the data of Swami, Eliashberg, and Weinberg (1999) , which was publicly available in Variety (1989) . The theater considered is the 84 th St. Sixplex, a six-screen theater in New York City.
The movie scheduling recommendations are developed for the 1989 eight-week summer season. The data available are ex post box-office revenue data, which had to be recast for the MDP approach in the current application. For this purpose, we considered 27 weeks of the year 1989 and a corresponding period from its preceding year 1988. We classified the movies of the two years separately in movie types following Jedidi, Krider, and Weinberg (1998) . First, data were median split on the basis of the opening strength of movies. Then, each of these groups were median split on the basis of their decay rates. Thus, we obtained four "types" of movies on the basis of their opening and decay rates for both the years 1988 and 1989. Their corresponding expected revenues, initial and transition probabilities were generated in a similar manner as that followed in the simulation discussed in Section 3.1.
To summarize, the transition matrices for the four clusters were estimated using 1988 data.
Then, prior to the 1989 season, it is assumed that the exhibitor would know the list of the available movies, their release dates, the cluster that each movie fits in, and the corresponding movie parameters (e.g., probability matrices). However, the exhibitor does not know a priori which rank each movie would actually achieve in a given week.
12
Applying the MDP model to this problem, we found that in six out of the eight weeks, the model selected the movie that had the highest revenue for that week as recommended by the integer programming based model SilverScreener of Swami, Eliashberg, and Weinberg (1999) ; in the other two weeks the MDP model selected the movie that had the second highest revenue. These results, though only illustrative and not conclusive, are encouraging because they indicate that the MDP approach could mimic the "best" decisions in movie scheduling, where best is defined in terms of optimal movie scheduling done using, in part, ex post data. We presented the application for a single eight-week time window. Extensions of the approach for multiple screens and in a "adaptive scheduling" manner (Swami, Eliashberg and Weinberg 1999) could provide solutions to more realistic settings.
Conclusion, Limitations and Future Research
The paper addresses the need to do more integrative research between marketing and operations and applies tools from both fields to solve an interesting management problem, the replacement of motion pictures on theater screens. The problem is complex because it involves stochastic elements in a dynamic decision making setting. One of the strengths of the MDP formulation we develop is that it helps represent this complex problem by breaking it into separate components, which are easier to model. The resulting model offers theoretical and conceptual insights into the replacement policies for perishable products such as movies and suggests optimal strategies for managers to follow.
Our simulation experiment finds that quality, quantity, and the early release of high quality movies independently affect the exhibitor's revenues, but that quality is most important. The mere availability of low quality movies is not particularly valuable. Stated alternatively, this suggests that the exhibitor's shelf space is most valuable in the high seasons when most high quality films are available and shelf space is scarce. An interesting research and practical question is how the retailer or the manufacturer should share the revenues in high and low seasons. This subject has been examined in the marketing channels literature and is related to a fast growing body of knowledge in supply chain management.
We also investigated the possibility of characterizing the structure of rank-based optimal policies as a control limit policy. Our policy results depend on the state of both the current and replacement movies. This creates a two (or multi-)-dimensional decision space whose area depends on the relative attractiveness of the current and replacement movies, and the stage of the planning horizon. These results suggest an easily implementable heuristic. However, our evaluation of this heuristic shows that the optimal policy from the MDP yields significantly higher revenue reinforcing the importance of the MDP approach.
A number of the limitations of our study suggest areas for future research. We assumed that rank transition probabilities are known and stationary. It would be interesting to examine how learning and dynamic updating of probabilities would affect optimal policies. This research, involving Bayesian updating, is currently underway.
Another issue concerns the end-of-horizon effects which are usually summarized by an appropriate salvage value. Though we use zero salvage value in our example problems, the methodology allows any reasonable terminal value. For example we might replace zero by the expected total revenue of the movie playing in the last period. Since movies, like many other perishable products, exhibit a high degree of seasonality in demand and/or supply, such horizon effects may be particularly interesting here.
Finally, we have restricted attention to a single screen case. However, interesting issues arise in case of a multiple-screen theater. These issues include the allocation of different movies to different capacity screens, switching of movies among screens, and scheduling multiple screenings of the same movie. These are interesting research questions, which, we believe, deserve separate modeling efforts. Movies are just one example of a range of industries that pose challenging opportunities for researchers to combine operations and marketing approaches to solve problems involving the allocation of selling space to perishable products with limited lifetimes.
Appendix A
The basic structure of the revenue sharing contract terms between a distributor and exhibitor is fairly standard between different distributor-exhibitor pairs, although the individual terms may vary depending on the relationship between the two parties. A typical contract specifies a differential revenue sharing scheme in different weeks between the distributor and the exhibitor. In a given week, the revenue sharing scheme splits the gross of a movie between a distributor and exhibitor by one of the two rules: a) 90%/10% over house nut, 13 or b) minimum gross percentage. If the 90%/10% over house nut rule operates, then the distributor receives 90% of the gross after the exhibitor has deducted and retained the house nut amount. Accordingly, under this rule the exhibitor keeps 10% of the gross over house nut plus the house nut amount. The exhibition contract also contains minimum percentage figures as specified by the distributor for every week of the expected play length of a movie. These figures will be used if the minimum gross percentage rule is invoked for revenue sharing. Under this rule, the whole gross amount (without house nut deduction) is split according to the specified minimum percentage for that week. The splitting terms (in favor of distributor and exhibitor, respectively) specified by the distributor under a typical contract may appear as follows (see, for example, Squire (1992) 
GROSS
-box-office gross revenue generated by movie j in week w, jw EXSHARE -exhibitor's share of box-office revenue for movie j in week w, C -house nut. 13 House nut is a small negotiated amount, which the exhibitor receives from the distributor. It does not necessarily bear any relationship to the theater's actual expenses, and is only meant to allow for some cushion in the exhibitor's profit margins.
14 If a movie grossed $10,000 in the second week of its run and the house nut was $5,000, the distributor would receive $6,000 (60% of $10,000), which is greater than $4,500 (90% of ($10,000 -$5,000)). a -1 indicates 2 or more high-quality movies in a season; 0 indicates fewer than 2. b -1 indicates a 16-movie scenario; 0 indicates an 8-movie scenario. c -1 indicates an early release factor of greater than 0.5, 0 indicates 0.5 or lower.
* Standard deviations are shown in parentheses. ** The total number of problems is 47 as five out of the randomly generated 52 problems could not be assigned exactly to an experiment type. 
