Abstract. We consider an omnibus test for the correct speci…cation of the dynamics of a sequence fx (t)g t2Z d in a lattice. As it happens with causal models and d = 1, its asymptotic distribution is not pivotal and depends on the estimator of the unknown parameters of the model under the null hypothesis. One …rst main goal of the paper is to provide a transformation to obtain an asymptotic distribution that is free of nuisance parameters. Secondly, we propose a bootstrap analogue of the transformation and show its validity. Thirdly, we discuss the results when fx (t)g t2Z d are the errors of a parametric regression model. As a by product, we also discuss the asymptotic normality of the least squares estimator of the parameters of the regression model under very mild conditions. Finally, we present a small Monte Carlo experiment to shed some light on the …nite sample behaviour of our test.
INTRODUCTION
Random models for space or spatio-temporal data play an important role in many disciplines, and in recent years it has become increasingly important in economics, see e.g. Baltagi et al.'s (2007) special volume on the topic or Cressie (1993) .
Applications cover various areas like environmental, urban, agricultural economics as well as economic geography among others. In many circumstances data is actually collected in a regular lattice usually as a consequence of planned experiments or because it is collected based on a systematic sampling scheme. Earlier examples are the celebrated paper by Mercer and Hall (1911) on wheat crop yield data of the type in (1:1) to analyze the e¤ect of CO 2 on crops. The latter might also be of relevance in development economics. See also Genton and Koul (2008) on yield of barley in UK and how the models can be useful when there is evidence that there is spatial movement such as pollutants due to winds or ocean currents.
When the spatial dimension is one, we obtain the so-called noncasual models or in Whittle's terminology linear trascent models. These models can be regarded as forward looking and have gained some consideration recently in economics, see for instance Davis et al. (2001) or Lanne and Saikkonen (2011; . In general, we can think of lattice or random …eld models as very useful and practical models to enable us to capture the spatial or the spatio-temporal dependence, see Cressie In particular, given a spatial process fx (t)g t2Z d , d 1, it is agreed that one of the main purposes is to obtain a correct description of its covariogram f (s)g s2Z d , de…ned as (s) = Cov (x (t) ; x (t + s)). The importance of the covariogram relies on the fact that it plays a key role to obtain good and accurate predictions and/or interpolations. For instance, see Cressie (1993) in relation to the Gaussian Markov random …elds or conditional autoregressions in a lattice. In regression models it enables either correct inferences on the parameters of the model or e¢ cient estimation. When X = fx (t)g n t=1 are the errors in a regression model (1.1) y (t) = 0 0 z (t) + x (t) , t = 1; :::; n, where Z = fz (t)g n t=1 is a q-dimensional set of …xed regressors, we have that the asymptotic covariance of the least squares estimator of 0 depends on f (s)g s2Z d .
In addition, the predictor of say y (t ) becomes in this case E (y (t ) j fy (t)g n t=1 ) = 0 0 z (t ) + E (x (t ) j X) , so that an accurate speci…cation of (s) is the key to obtain a good predictor of y (t ) or we are just interested to examine the e¤ect of some variables ony (t), see Mitchell et al. (2005) who study the e¤ect of CO 2 on rice crops in Japan.
More speci…cally, we are interested to check whether the covariogram f (s)g s2Z d follows a particular parametric family, that is f (s)g s2Z d = f (s; #)g s2Z d , where
0 is a (p + 1)-dimensional vector of unknown parameters. Observing that for any covariance stationary spatial lattice process fx (t)g t2Z d , the spectral density function f ( ) and the covariogram f (s)g s2Z d are related by the expression
we might have formulated our interest on whether f ( ) = f ( ; ) for all 2 d .
Herewith "s 0 " means the inner product of two d-dimensional vectors s and and
Thus, one of the aims of the paper is to describe a T p -type omnibus test for the composite hypothesis that the covariogram of the sequence fx (t)g t2Z d follows a speci…ed parametric model. One di¤erence with previous work when d = 1 is that we allow for models which are also forward looking, i.e. noncausal models or linear trascent models. In addition, we examine the behaviour of the test when fx (t)g t2Z d
is not observed but they are the errors of a parametric regression model. As a byproduct, we obtain the asymptotic distribution of the least squares estimator of 0 in (1:1) under mild conditions. In particular, we show the asymptotic normality when the regressors are deterministic, without the need to assume that the process fx (t)g t2Z d is strong mixing as it was assumed in Bolthausen (1982) or more recently in Jenish and Prucha (2009), although our conditions are quite similar to those in Robinson and Thawornkaiwong (2012) . Instead, we assume that the process fx (t)g t2Z d is a Generalized linear process in the sense put forward by Hannan (1970, p. 210), see (1:3) below. The basic condition that we need to obtain the asymptotic distribution of the least squares estimator of 0 in (1:1) is that the jump of the spectral distribution function of fz (t)g t2Z d does not coincide with the discontinuity of the spectral density function of fx (t)g t2Z d , so that we allow for strong dependence, see also Yajima and Matsuda (2011) .
All throughout the paper we shall assume that the spatial linear process fx (t)g t2Z d has a representation by the multilateral model
for some sequence f" (t)g t2Z d satisfying E (" (t)) = 0 and E (" (0) " (t)) = The alternative hypothesis is the negation of H 0 .
A particular parameterization of (1:3) is the ARM A ( k 1 ; k 2 ; { 1 ; { 2 ) …eld model, see Whittle (1954) , de…ned as
whose spectral density function is given by
Notice that the latter model is causal if { 1 = k 1 = 0. It is worth mentioning that Whittle (1954) showed that any given stationary multilateral scheme on a plane lattice has a unilateral autoregression with the same spectral scheme, although not necessarily of …nite order as is the case when d = 1.
Another parametric model of interest is the extension to the lattice of the classical Bloom…eld (1973)'s exponential model. In fact, it was introduced by Whittle (1954, Sec. 6) beforehand and it was also named as the Cepstrum model by Solo (1986) . These models can be characterized as having a spectral density function de…ned as
where " " denotes the lexicographical (dictionary) ordering which is de…ned as Carlo study to shed some light on the …nite sample performance of our test and its bootstrap analogue. Section 6 concludes. The proofs of our main results are given in Appendix B, which uses a series of lemmas given in Appendix A.
THE TEST AND ITS PROPERTIES
Before we introduce and describe the test, we …rst observe that we can state the null hypothesis (1:4) as (2.1) H 0 : 8 2 e d and some 0 2 ,
where
is the spectral distribution function of the lattice process
. Notice that by symmetry of f ( ), it does not matter which coordinate we choose in the interval [0; ], as it will not a¤ect the value of G ( ) and hence the test given below. We shall indicate though that for simplicity of arguments, we focus in the case when d 3. Extensions to d > 3 can be adapted easily under suitable modi…cations.
, where h ( ) is a function in [0; 1], and de…ne the taper periodogram of a generic sequence fv (t)g n t=1 by 
The summation in (2:2) is taken over e d n instead of the half space f s 0g to ease notation and exposition.
For b , we employ the Whittle's (1954) estimator of
It is worth pointing out that because our model is multilateral, one consequence is that f" (t)g t2Z d loses its interpretation as the "prediction" error or as the innovations. The implication of the latter is that the standard least squares estimator of the parameters , that is
is an inconsistent estimator of 0 , see Whittle (1954) .
The formulation of H 0 given in (2:1) suggests to use the Bartlett's T p process b N ( ) as the basis to test H 0 , where Let us introduce the following regularity conditions.
is a sequence of zero mean independent identically distributed random variables with E " 2 (t) = can be written as a multilateral autoregressive model X
where (s) is the coe¢ cient of z s in the Fourier expansion of } 1 (z), where C3 : h ( ) is the cosine-bell taper, that is,
C4 : 0 is an interior point of the compact parameter set R p . C6 : as it is a parameter in itself, although for notational simplicity we have assumed that its true value is 1, cf.
Condition C1 (a). Also note that the condition C1 (b) allows for forwarding looking noncausal models, which draw some attention in econometrics as in e.g. Lanne and Saikonnen (2011; .
C7 : # is a continuous positive de…nite matrix at # = # 0 .
Proceeding as in Hidalgo (2009), we have that the Whittle estimator b # in (2:3)
satis…es the asymptotic linearization
that is, B is a time-changed Brownian sheet. Also let
and de…ne
we then have the following result.
Theorem 1.
Under H 0 and assuming C1 C7 , uniformly in 2 e d , we have
Proof. See Hidalgo (2009).
The main conclusion from Theorem 1 is that the asymptotic distribution of the For that purpose, it is worth …rst noticing that Theorem 1 part (a) indicates that b N has the uniform asymptotic expansion Hidalgo (2009) . Now observing that we can consider u N (s) as the least squares residuals in the arti…cial regression model of
it suggests employing the CUSUM of recursive least squares residuals to construct asymptotically pivotal tests as originally proposed by Brown, Durbin and Evans (1975). In our case, the recursive estimation is based on the lexicographic ordering in e d n , whose minimum value is ( =ñ [1] ; ; :::;
and assume the following condition.
; :::; ) 0 is non-singular a.s. for all n.
Condition C8 is very mild and satis…ed for all common models used with real data. Recall that p is the dimension of the parameter 0 . Also, notice that we can directly compute from the model the deterministic matrix e 0N ( ).
The (scaled) CUSUM of recursive least squares residuals is thus de…ned as
are the least squares residuals with
Of course, we could have used the forward least squares residuals, i.e.
being the conclusions the same as with e N ( s ).
where, for any function
The transformation L 0N has the limiting version L 0 , de…ned as
Notice
is the martingale innovation of 1 , see Khmaladze 
k (s; x) dsdx and letting d = 2 for simplicity. Then, they show that
follows a Brownian sheet. In this sense, L N (g ( )) becomes the discrete version of the latter. In our context k (s; x) = e ' (s; x) and is the asymptotic distribution of N 1=2 b 0 . Also, it is worth mentioning that the transformation is valid whether any other N 1=2 -consistent estimator of 0 were employed.
Theorem 2.
Under H 0 and assuming C1 C8,
Proof. The proof proceeds, if it is not easier, as that of Theorem 4 part (a) and thus it is omitted.
Because 0 N cannot be computed in practice, as it depends on 0 , we employ a …nite sample analogue. Let 
To establish the asymptotic equivalence between 0 N ( ) and b N ( ), we need an extra smoothness condition on the model under H 0 .
Proof. The proof proceeds, if it is not easier, as that of Theorem 4 part (b) and thus it is omitted.
From a computational point of view, it is worth observing that
and, proceeding as in Brown, Durbin and Evans (1975) ,
and the conditions in Theorem 3, we have that
Proof. The proof is an immediate consequence of Theorems 2 and 3 and the continuous mapping theorem, so it is omitted.
Two standard functionals ( ) are the Kolmogorov-Smirnov and the Cramer-von
Mises de…ned as
Note that the limiting random variables can be represented as the supremum and integral of the d-dimensional standard Brownian sheet by an appropriate changeof-variable.
Bootstrap Approach.
As mentioned at the beginning of section 3, we shall present and examine the bootstrap analogue of b N . To that end, we de…ne for a generic sequence fv (t)g n t=1 , the discrete Fourier transform as
The bootstrap analogue of N ( ) is described in the following 3 STEPS.
STEP 1:
We …rst obtain the residuals fb " (t)g n t=1 as
and we obtain a random sample of size n = (2n [1] Finally, our bootstrap sample is fx (t)g
we do not need to standardize b " (t) to obtain the bootstrap sample. (b) The motivation to compute the residuals as in STEP 1 comes from the observation that, for any generic sequence fv (t)g n t=1 , we have the equality
and then that by Lemmas 2 and 3 of Hidalgo (2009), we have that
is given by
However, for computational simplicity, see Shao and Tu (1995; p. 228 and p. 336),
we keep our de…nition of b # in (3:2).
STEP 3:
Compute the bootstrap T p process b N ( ), where
are the recursive residuals in the linear projection of
; etc ...) indicate respectively weak convergence (and convergence in probability, distribution, etc... ) of a bootstrap statistic conditional on the observed data.
Theorem 4.
Under the maintained hypothesis and C1 C9, we have that 
Proof. The proof is an immediate consequence of Theorem 4 and the continuous mapping theorem, so it is omitted.
EXTENSION TO REGRESSION MODELS AND LOCAL ALTERNATIVES
The aim of this section is twofold. On the one hand, we would like to describe the consequences when the sequence fx (t)g n t=1 is not observable but they are the errors of a parametric regression model. The second aim of this section is to describe the type of local alternatives that b N is able to detect.
Regression models.
With regard to our …rst aim. Let's consider the model in (1:1), that is
where z (t) is the q-dimensional regressor. Recall that as we have excluded the frequency = 0 in the computation of b N , we have e¤ectively covered in the previous section the scenario when z (t) = 1. In our present context and denoting by b the least squares estimator of 0 , the test becomes e N , where
and fb x (t)g
is the set of the least squares residuals.
Before we state the asymptotic properties of the least squares estimator
let's introduce the following condition denoted as Grenander condition on the deterministic regressors Z, which denotes the n q matrix stacking z (t)'s.
Grenander Condition: Let z s (t) denote the s-th element of the vector z (t)
. Then, for all s = 1; :::; q; as n ! 1,
Examples of deterministic sequences fz (t)g t2Z d satisfying the Grenander's conditions are spatial-trend polynomials, see e.g. §3.4 of Cressie (1993) . That is, in
0 and hence q = 6. In this case, using that
we obtain
One consequence of R (s) being independent of s is that M ( ) has a jump at the origin, and the size of the jump is R. That is,
Let's now introduce a slightly milder condition on the spectral density function of the sequence fx (t)g t2Z 2 . Hereafter, we restrict our discussion to d = 2 for the clarity of our exposition.
C1': (a) The Generalized Linear process fx (t)g t2Z 2 in (1:3) has a spectral density function f ( ), which is positive and piecewise continuous.
(b) The jumps of M ( ) do not coincide with the discontinuities of f ( ).
We have then the following proposition. Proposition 1. Under C1 0 ; C2 and the Grenander conditions, we have that
We now comment on the condition C1 0 and the results on Proposition 1. First, we observe that C1 0 indicates that the Generalized linear process fx (t)g t2Z 2 does not need to satisfy the standard strong mixing conditions for the central limit theorem of the least squares to hold true. Moreover, the condition that P
implies that it is possible to allow for long memory and still the results of the latter proposition hold. Of course, the conditions in Jenish and Prucha (2009) rule out long memory or jumps in the spectral density function, however they allow for nonlinear processes, say the errors x (t) = g ( x (t)), where x (t) is a Generalized linear process. Recall that as we allow for the spectral density function to have jumps, due to results of Ibragimov and Rozanov (1978) , it implies that fx (t)g t2Z 2 cannot be strong-mixing. Moreover, our results improve those given in Mardia and Marshall (1984) . Finally, the results of Proposition 1 indicates that the fast Fourier transform at 0 of fx (t)g n t=1 satis…es the central limit theorem if 0 6 = where is a jump/discontinuity point of f ( ).
From Proposition 1, we have the following corollary.
Corollary 3. Under C1
0 and C1 C7 and the Grenander conditions, we have that
So, the …rst conclusion we have is that the asymptotic distribution of the Whittle estimator of # 0 is una¤ected by using the residuals instead of the (un)observable
and that the asymptotic distribution of A n b 0 and N 1=2 e # # 0 are independent.
are (2:4) and (2:2) but with the residuals b x (t) instead of the errors x (t). Similarly,
and the recursive residuals in the linear projection of
Then, the martingale transformation becomes
With the help of Corollary 3, we have the following theorem:
Theorem 5. Under C1 C9 and the Grenander conditions, we have that
So, the conclusion from Theorem 5 is that, up to …rst order asymptotics, the behaviour of the test based on functionals of N ( ) or N ( ) is unaltered. Furthermore, the bootstrap can be performed by applying the same algorithm as described in Section 3.1 to the regression residuals fb x (t)g n t=1 due to the asymptotic independence implied by Corollary 3. Alternatively, we can add one more step be-
The aim of this section is twofold. On the one hand, we want to investigate the relationship of our test in Section 3 with those based on, say, a Portmanteau scheme.
On the other hand, we would like also to describe the type of local alternatives that b N is able to detect. In particular, we will see that b N is able to detect local alternatives of the type Example 1. We wish to study departures of total independence (the white noise) hypothesis in the direction of the …rst-order isotropic conditional autoregressive (CAR) scheme E fx (t) j::: g = 0 N 1=2 (x (t e 1 ) + x (t + e 1 ) + x (t e 2 ) + x (t + e 2 )) .
In this case, we have that (Recall that the general CAR formulation, see Besag (1974) , is given by
Example 2. Suppose now that we wish to study departures of total independence (white noise) hypothesis in the direction of a …rst-order (isotropic) simultaneous autoregressive (SAR) model, see Whittle (1954) ,
N 1=2 (x (t e 1 ) + x (t + e 1 ) + x (t e 2 ) + x (t + e 2 )) +" (t) .
Then, we obtain that
so that, we have that 
Then, we have the following theorem.
Theorem 6. Assuming the same conditions of Theorem 3, under H
Proof. The proof follows by Theorem 3 and standard arguments, so it is omitted.
As usual, L ( ) 6 = 0 implies that under the alternative our test develops a mean function, N 1=2 L ( ) which clearly increases to in…nity in absolute value. It is obvious from (4:6) that L ( ) will be di¤erent than zero in a set with positive Lebesgue measure unless l ( ) is a constant or ' 0 ( ). 
so that we can conclude that H 1N H 0 .
We now turn our attention to the omnibus and directional tests. When d = 1, using the fact that M and B are identically distributed, except for the deterministic shift L, and taking into account that 2 1=2 sin ((j 1=2) ) and 1= (j 1=2) 2 2 are the eigenfunctions and eigenvalues in the Kac-Siegert representation of B ( = ),
are distributed as independent N ( (j) ; 1), where
When d 1, the previous formulae become
which are distributed as independent N ( (j) ; 1), where
Using, the (asymptotically) orthogonal components of b N , for j = 1; 2; :::,
we obtain the spectral representation
By Theorem 3 and the continuous mapping theorem, we have that …nitely many of the e m N (j) s converge in distribution to the corresponding m (j) s under H 1N , for the Cramer-von Mises, using Parseval's Theorem, we obtain
On the other hand, similar arguments to those in Eubank and LaRicca (1992) imply that for a reasonable choice of q 1, tests based on
will lead to gains in power, compared to b C N , in the direction of alternatives with signi…cant autocorrelations at high lags. These Portmanteau tests are related to Neyman's (1937) smooth tests, a compromise between omnibus and directional tests, and for each q 1, under H 1N , we have that
That is, tests based on f W qN are asymptotically pivotal under H 0 ( = 0) for each choice of q, and more importantly, they are able to detect local alternatives converging to the null at the parametric rate N 1=2 , provided that (j) 6 = 0 for some j = 1; :::; n. The latter is in contrast with the classical Portmanteau tests based on
where e N (j) is some estimate of the "j th" autocorrelation of f" (t)g t2Z d . It can be shown (as in the case d = 1) that e Q q N N is approximately distributed as a 2 q N p under H 0 and assuming that q N diverges withñ. However, the resulting test is able to detect alternatives converging to the null at the rate q 1=4 N N 1=2 when d = 1, which is slower than the rate N 1=2 of our tests. Moreover, the performance of the test can be quite sensitive to the choice of q N as a particular choice of q N for which the level of the test is close to the nominal one, it turns out that particular choice delivers a test with low power.
In practice, one might recommend to use the discrete version c
Next, optimal tests of H 0 in the direction H 1N can be constructed applying results in Grenander (1950) , as was suggested by Stute (1997) in the context of goodness-of-…t testing of a regression function. Asymptotically, testing for H 0 in the direction of H 1N is equivalent to test H 0 : E (m (j)) = 0 for all j 2 Z d , against
for all j 1 with L known, but maybe with unknown .
Under H 0 , the distribution of fm (j)g j2Z d is completely speci…ed, as is also under H 1 when the parameter is known. Then we can compute an (asymptotically)
optimal Neyman-Pearson test in the direction of H 1N based on the …rst q orthogonal components of b N , using the test statistic 
MONTE CARLO EXPERIMENT
We examine the …nite sample performance of our tests. In particular, we com- x (t) = (x (t e 1 ) + x (t + e 1 ) + x (t e 2 ) + x (t + e 2 )) + " (t) , SAR (2) :
x (t) = (" (t e 1 ) + " (t + e 1 ) + " (t e 2 ) + " (t + e 2 )) + " (t) ,
where " (t) is an independent and identically distributed mean zero sequence in Z 2 .
For all the three speci…cations, we have considered = 0; 0:1 and 0:2 with sample sizes n = (20; 20) ; (20; 40) and (40; 40) . Note that the white noise model is included in our speci…cation by choosing = 0. We consider two cases. First, we observe fx (t)g n t=1 directly and second, we observe fy (t) ; z (t)g as speci…ed in Section 4.1. The type I error is examined using three null models, namely the white noise model, SAR (1) and SM A (1) with = 0:1 and 0:2. The white noise model is estimated under both SAR (1) and SM A (1) speci…cations. C N , appears to be more conservative than its corresponding asymptotic one b C N , while there is some variation in the performance of the T p test across di¤erent scenarios. All the results seem to be within Monte Carlo error band. Table 5 .2 reports empirical powers of the tests. We considered three scenarios.
In the …rst one, we generated the sample from a SM A (1) process but we wrongly estimated a SAR (1) model. The second scenario we generated a SAR (1) process but we estimated a SM A (1) model; and …nally in the third scenario we generated a SAR (2) model but we estimated a SAR (1).
TABLE 5.2 ABOUT HERE
We can signal out some features of the tests. First, the power of each test increases as the sample size increases excluding some exception in the T p test when = 0:1;
second, the power also increases as the alternative model deviates more from the null model; and third, it appears that neither of the tests dominates the others.
The tests based on the transformed process has more power than the T p test when the true data generating process is SM A (1) or SAR (1). On the other hand, the latter has more power than the former when it is SAR (2). While the b C N test shows more rejection than the b C N test, it seems to be a re ‡ection of the under-rejection tendency of the bootstrap test over the asymptotic test as noted in Table 5 .1. In particular, z (t) is speci…ed as in (4:2) and the true regression coe¢ cients are set as 0 = (1; :::; 1) 0 . As predicted by our theory, the error in estimating 0 does not seem to a¤ect the performance of our test much at least in our simulation design so that the discussion given for the previous tables apply here as well.
CONCLUSION
We have described and examined a distribution free test for the correct speci…cation of the dynamics in a lattice model. The methodology employed extends existing one in the situation where the data follows a casual model developed in Delgado et al. (2005) . To that end, we present a martingale-type transformation when the dimension of "time" could be greater than one, so that the asymptotic distribution of the test becomes just a functional of a standard Brownian sheet.
We also look at a bootstrap analogue in the spectral domain of the test showing its asymptotic validity. In addition we demonstrate that the asymptotic behaviour of the test remains the same even if the process that we are concerned with is not observed but it is the error term in a linear trending regression model. Both the as- i with < 1=2 and/or < 1=2.
This would extend results in Robinson (2012) . However, in this scenario we will need to develop new results for the asymptotic behaviour of the estimators of the parameters and this goes beyond the scope of this paper.
for example. We also drop for simplicity any reference to "T "in w T or I T , and we shall denote ( ; ) : e d ! R p a function twice continuously di¤erentiable in and , abbreviating ( ; 0 ) and ; b respectively by ( ) and b ( ).
Proof. Part (a). The proof is quite immediate. Indeed, (3:3) is
. Now, the di¤erence between the second term of (7:1) and
converges to zero in probability using Brillinger (1981, p:15) and that uniformly
by the mean value theorem and C5. Moreover, the last displayed expression is greater than or equal to 
Proof. See Lemma 17 of Hidalgo (2009).
We now introduce the following notation.
. Also for`= 1; :::; d, we de…ne
We de…ne H N ( ; ) as a O p (1) sequence of random variables.
Next we prove that the processes
; ), c = 1; 2, are tight for some value of > 0. From Bickel and Wichura (1971) , it su¢ ces to show the following lemma.
Lemma 3. Assuming C1, for any 0 < 1=4 and`= 1; :::; d, In what follows we shall abbreviate e ' 0 q e 1 N ( q ) by = N (q) and we write
Lemma 4. Assuming C1 C9, for all " > 0, in probability
Proof. Take 0 =2 without loss of generality. The triangle inequality implies that (7.7) sup
implies that e 0 ( )
which implies that the …rst factor on the right of (7:7) is bounded by
Next, by Lemma 3, the second term inside the braces on the right of (7:7) is O p (1) for > 0 small enough, whereas Lemmas 3 and 1 imply that the …rst term on the right of (7:7) is bounded by
), 0 < < 1 and an obvious extension of Brillinger (1981; p:15) . So we conclude that (7:
and hence (7:6) holds true because > 0.
Lemma 5. Assuming C1 C8,
Proof. The expression inside the norm on the left of (7:9) is
By C9 and then noting that ja bj (a b) + 2b for a > 0 and b > 0, the norm of the third term of (7:10) is bounded by
by Lemma 1 and then using Lemmas 3 and 18 of Hidalgo (2009). So, uniformly in , the third term of (7:10) is o p (1). Likewise, the …rst term of Lemma 6. Assuming C1 C9, for all " > 0, in probability sup
Proof. Notice that Lemma 1 implies that it su¢ ces to show (7:11) in the set
On the other hand, Lemmas 2 and 3 imply that, uniformly in k,
proceeding as in the proof of (7:9) but with { s + | s replaced by | s there. Observe that we can take 0 =2. Next, C8 implies that
which, together with (7:8), implies that e 1
So, we have that for 0 < < 1=2,
, by (7:12) and because C2 implies that ! n
so it is the left side of (7:13). From here, we conclude because > 0.
APPENDIX B

PROOF OF THEOREM 4.
We begin with part (a). after we write b N ( ) as 
and some > 1=2. Observe that we
can take e
[`]j since otherwise the last inequality is trivial. Because
by the Cauchy-Schwarz's inequality, it su¢ ces to show the last displayed equality holds for and nondecreasing function such that e
[`]j. To show part (b), by de…nition of N and N , it su¢ ces to show that 
by integrability of ' b ( ) and (7:8), it implies that the contribution into (8:2) due to the term o p (1) on part (a) of Theorem 1 is negligible.
Next we examine (8: 
converges to zero uniformly in 2 e d after observing that
First, we observe that Lemmas 3 and 5 imply that it su¢ ces to show the uniform convergence in 0 for any 0 0. But (8:4) is
So, the theorem follows if (8:5) and (8:6) are both o p (1) uniformly in 0 . To that end, we …rst show that
First, (8:7) follows proceeding as with the proof of (7:9) 
so does (8:6) by (8:7) and (8:9) and that
by Lemmas 1 and 2 with b ( ) = e ' b ( ) there and observing Lemma 1 and that
8.2. PROOF OF PROPOSITION 1 AND COROLLARY 3.
Proof of Proposition 1.
First we notice that it su¢ ces to show that
To that end, we shall show …rst that
For that purpose, we …rst notice that by Weierstrass approximation Theorem, we have that we can …nd two trigonometric polynomials f
x ( ) and f
x ( ). When the spectral density function is not continuous, we can employ the construction given in Hannan (1970; pp:216 218). Observe that the latter implies that
So, it su¢ ces to show (8:10) with x (t) being replaced by • x (t), where
and M d = fs : js [`]j < J,`= 1; :::; dg. This is a moving average of …nite order. Now, by standard algebra,
where is a q-dimensional vector with norm 1. Now, for each s 2 M d , the term is shown.
PROOF OF THEOREM 5.
We will only show part (a) as part (b) is handled similarly. The proof proceeds very similarly to Corollary 3. Indeed, except multiplicative constants,
Now, by standard delta methods, it su¢ ces to show that
But, .
First, it is straightforward to show that
In addition
as a consequence of Corollary 3.
To conclude the proof it remains to show that the …rst in the far right of (8:15) satis…es that
proceeding as in Lemma 9 of Hidalgo (2009). This concludes the proof of part (a) and the theorem. 
