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Ates JFPC 2005 Un système de types pour CHREmmanuel Coquery1,2 François Fages1
1 Projet Contraintes, INRIA Roquenourt, BP 105, F-78153 Le Chesnay Cedex
2 Conservatoire National des Arts et Métiers, 292 rue St Martin, 75141 Paris edex 03Emmanuel.Coqueryinria.fr Franois.Fagesinria.frRésuméNous proposons un système de types général pourle langage des Constraint Handling Rules (CHRs), unlangage de règles de réériture destiné à l'implantationde solveurs de ontraintes. Les CHRs étant en fait uneextension de haut niveau d'un langage hte, tel que Pro-log ou Java, le système de types est ainsi paramétré parle système de types du langage hte. Nous montronsla ohérene du système de types pour les CHRs parrapport à leur sémantique opérationnelle. Nous étudionségalement le as partiulier où le langage hte est un lan-gage de programmation en logique ave ontraintes, typéave le système de types presriptif que nous avons dé-veloppé dans nos préédents travaux. En partiulier nousmontrons que le système résultant est ohérent ave lemodèle d'exéution étendu CLP+CHR. Ce système estimplanté à travers une extension du logiiel TCLP detypage des programmes logiques ave ontraintes. Nousexposons nos résultats expérimentaux sur la vériationdes types de solveurs et programmes utilisant les CHRs,dont le logiiel TCLP lui-même.AbstratWe propose a generi type system for the ConstraintHandling Rules language (CHRs), a rewriting rule lan-guage for implementing onstraint solvers. The CHRsbeing a high-level extension of a host language, suh asProlog or Java, this type system is parametrized by thetype system of the host language. We show the onsis-teny of the type system for the CHRs w.r.t. their opera-tional semantis. we also study the partiular ase wherethe host language is a onstraint logi programming lan-guage, typed with the presriptive type system we deve-lopped in our previous work. In partiular, we show theonsisteny of the resulting type system w.r.t. the exten-ded exeution model CLP+CHR. This system is imple-mented through an extension of our type heker TCLPfor onstraint logi languages. We also present some ex-perimental results on the type-heking of solvers andprograms using the CHRs, inluding TCLP itself.
1 IntrodutionLe langage des Constraint Handling Rules (enabrégé CHR) de Frühwirth [8℄ est un langage de règlesde réériture destiné à l'implantation de solveurs deontraintes. Il se présente sous la forme d'une exten-sion d'un langage hte, tel que Prolog [10℄ ou Java [2℄,permettant d'introduire de nouvelles ontraintes demanière délarative dans elui-i. Ainsi les CHRs sontutilisés pour gérer les ontraintes dénies par l'utili-sateur, le langage hte se hargeant des autres al-uls, par exemple à l'aide de ontraintes natives. Parla suite nous supposons l'existene de la ontrainte na-tive = /2. Les CHRs sont un langage de règles gardéesqui réérivent des multi-ensembles de ontraintes enles simpliant, et ei jusqu'à leur résolution. Ainsi,une des partiularités des CHRs est qu'ils autorisentplusieurs ontraintes dans la tête d'une règle.Les langages typés possèdent de nombreux avan-tages en termes de développement, tels que la déte-tion statique d'erreurs de programmation ou de om-position de programmes, et la doumentation du odeen utilisant les types. Les CHRs ont déjà été utilisésdans le adre du typage des langages de programma-tion, que e soit pour la résolution des ontraintes desous-typage [6, 4℄ ou pour la gestion de la surhargedans le adre des langages fontionnels [16℄ et des lan-gages ave ontraintes [5, 4℄. Cependant, il n'existe, ànotre onnaissane, auun système de types pour lesCHRs.Dans et artile, nous omblons e vide en propo-sant un système de types pour les CHRs, inspiré dusystème de types TCLP pour les programmes logiquesave ontraintes [7℄. Les CHRs étant une extensiond'un langage hte, e système est paramétré par lesystème de types du langage hte. Nous ferons troishypothèses sur le système de types du langage hte. Il permet de dériver des jugements de typage de la
forme Γ ⊢ t : τ qui assoie le type τ au terme (ouà l'expression) t dans l'environnement (ou, plusgénéralement sous l'hypothèse) Γ. Il dénit égale-ment une notion de ontrainte bien typée dans unenvironnement Γ. La ontrainte t1 = t2 est bien typée dans un envi-ronnement Γ s'il existe un type τ tel que Γ ⊢ t1 : τet Γ ⊢ t2 : τ . Si une onjontion c de ontraintes natives estbien typée dans un environnement Γ et est équi-valente à une onjontion d, alors d est égalementbien typée dans Γ.En utilisant es hypothèses, nous exprimons la ohé-rene du système de types pour les CHRs par rapportà leur sémantique opérationnelle à travers un théorèmed'auto-rédution qui exprime que si un programme estbien typé alors toutes les dérivations issues d'un butbien typé sont bien typées.Nous étudions également le as de l'instaniationdu système de types pour les CHRs ave le sys-tème de types TCLP pour les programmes logiquesave ontraintes [7℄, et montrons un théorème d'auto-rédution pour le système de types résultant par rap-port au modèle d'exéution CLP+CHR [8℄ dans lequelil est possible d'étendre la dénition des ontraintesCHRs par des lauses. Ce résultat est intéressant arla programmation logique ave ontraintes onstitueun adre naturel pour l'utilisation des solveurs deontraintes. Un système de type pour CLP+CHR per-met de typer un solveur ave le programme qui l'uti-lise. De plus il arrive fréquemment que les solveursCHR omplexes soient érits omme une ombinaisonde lauses et de règles CHR, les règles faisant appel àdes prédiats et les lauses à des ontraintes CHR.Le reste de l'artile est organisé omme suit. La se-tion 2 rappelle la syntaxe et la sémantique opération-nelle des CHRs, y ompris le modèle CLP+CHR. Lasetion 3 présente le système de types que nous propo-sons et la setion 4 son instaniation ave le systèmede types pour CLP. La setion 5 présente quelques ré-sultats expérimentaux sur le typage de solveurs éritsen CHR à partir de l'implantation du système dans lelogiiel TCLP [3℄. Enn, nous onluons ave la se-tion 6.2 Préliminaires sur les CHRsNous rappelons ii la syntaxe et la sémantique desCHRs, issues de [8℄. Nous distinguons les ontraintesCHR, dénies par le programmeur, des ontraintesnatives du langage hte, qui représentent les alulsauxiliaires ayant lieu lors de l'appliation d'une règleCHR. Ces dernières sont gérées par un solveur prédé-ni du langage hte. Nous supposons que la ontrainte
d'égalité = /2 et la ontrainte true font partie dees ontraintes natives. On note X le domaine desontraintes natives et CT la théorie, éventuellementinomplète, qui orrespond au solveur de ontraintesnatives. On notera s, t, . . . les expressions du langagehte, SCHR l'ensemble des symboles de ontraintesCHR, données ave leur arité, SN l'ensemble des sym-boles de ontraintes natives, également données aveleur arité.2.1 SyntaxeDénition 1 Une règle CHR peut être : une règle de simpliation de la forme :
H1, . . . , Hi <=> G1, . . . , Gj | B1, . . . , Bk une règle de propagation de la forme :
H1, . . . , Hi ==> G1, . . . , Gj | B1, . . . , Bk ou bien une règle de simpagation de la forme :
H1, . . . , Hl \ Hl+1, . . . , Hi<=> G1, . . . , Gj | B1, . . . , Bkave i > 0, j ≥ 0, k ≥ 0, l > 0 et H1, . . . , Hiest une suite non vide de ontraintes CHR, la garde
G1, . . . , Gj est une suite de ontraintes native et leorps B1, . . . , Bk est une suite de ontraintes CHR etde ontraintes natives.Un programme CHR est une suite nie de règlesCHR.La ontrainte true est utilisée pour représenter les sé-quenes vides. La garde vide peut être omise, avel'opérateur |. La notation nom@R donne le nom nomà la règle CHR R.Informellement, la règle de simpliation remplaeles ontraintes de la tête par elles du orps. Larègle de propagation ajoute les ontraintes du orpsen onservant elles de la tête. La règle de simpa-gation est un mélange des deux préédentes : lesontraintes Hl+1, . . . , Hi sont remplaées par le orps,les ontraintes H1, . . . , Hl étant onservées.Par soui de simpliité, et pare que le typagedes programmes CHR ne néessite pas de distin-guer les règles de simpagation, nous onsidéreronsqu'une règle de simpagation de la forme H1, . . . , Hl \
Hl+1, . . . , Hi <=> G1, . . . , Gj | B1, . . . , Bk est uneabréviation pour la règle H1, . . . , Hi <=> G1, . . . , Gj |
H1, . . . , Hl, B1, . . . , Bk. De même, les règles de propa-gation pourraient être réérites sous forme de règles desimpliation, mais nous les onservons ii par souide larté.Exemple 1 Le programme CHR suivant, tiré de [8℄,dénit un solveur pour la ontrainte =< plus petit ouégal, pouvant gérer des arguments qui sont des va-riables :reflexivite  X=<Y <=> X=Y | true.
antisymetrie  X=<Y , Y=<X <=> X=Y.transitivite  X=<Y, Y=<Z ==> X=<Z.ident  X=<Y \ X=<Y <=> true.La règle reflexivite élimine les ontraintes =< si lesdeux arguments sont égaux. La règle antisymetriesimplie une double inégalité en une ontrainte d'éga-lité. La règle transitivite permet d'ajouter lesontraintes orrespondant à la lture transitive de =<.Enn, la règle ident élimine les ontraintes =< endouble.2.2 Sémantique opérationnelleLa sémantique opérationnelle des CHRs s'exprimesous forme d'un système de transitions, noté 7−→, surdes états qui sont des triplets 〈F, E, D〉, où F estun but, 'est-à-dire un multi-ensemble de ontraintesCHR et de ontraintes natives, E est une mémoire deontraintes CHR et D est une mémoire de ontraintesnatives, 'est-à-dire des multi-ensemble de ontraintes(respetivement CHR et natives). Un état est donune onjontion de ontraintes CHR et de ontraintesnatives.Dans la dénition suivante, l'égalité est étendue auxontraintes par morphisme, 'est-à-dire c(t1, . . . , tn) =
c(t′1, . . . , t
′
n) si pour tout i ∈ {1, . . . , n}, ti = t′i. Lanotation ∧ est utilisée pour exprimer le ltrage deontraintes dans un multi-ensemble. L'égalité est alorsétendue aux onjontions de ontraintes de la ma-nière suivante : si H et H ′ sont deux onjontions deontraintes, alors H = H ′ s'il existe deux suites deontraintes H1, . . . , Hn et H ′1, . . . , H ′n orrespondantrespetivement à H et H ′, et, telles que pour tout
i ∈ {1, . . . , n}, Hi = H ′i.Dénition 2 Soit P un programme CHR. La relationde transition 7−→ pour les CHRs est donnée par lesrègles suivantes. Les majusules apparaissant dans lestriplets représentent des onjontions de ontraintes et
x̄ représente les variables apparaissant dans la tête H.Solve
〈C ∧ F, E, D〉 7−→ 〈F, E, D′〉si C est une ontrainte nativeet si CT |= (C ∧ D) ⇔ D′.Introdue
〈H ∧ F, E, D〉 7−→ 〈F, H ∧ E, D〉si H est une ontrainte CHR.Simplify
〈F, H ′ ∧ E, D〉 7−→ 〈B ∧ F, E, H = H ′ ∧ D〉si (H <=> G | B) est dans P renommé ave desvariables fraîhes,et si CT |= D ⇒ ∃x̄(H = H ′ ∧ G).Propagate
〈F, H ′ ∧ E, D〉 7−→ 〈B ∧ F, H ′ ∧ E, H = H ′ ∧ D〉
si (H ==> G | B) est dans P renommé ave desvariables fraîhes,et si CT |= D ⇒ ∃x̄(H = H ′ ∧ G).La transition Solve orrespond à une transitioneetuée par le solveur de ontraintes natives. Latransition Introdue exprime simplement le dépla-ement d'une ontrainte CHR du but vers la mémoirede ontraintes CHR où elle pourra être utilisée aved'autres ontraintes pour l'appliation d'une règle. Lesrègles Simplify et Propagate orrespondent, respe-tivement, à l'appliation des règles CHR de simplia-tion et de propagation. La ondition d'appliation desrègles exprime que la tête de la règle doit être instan-iée de façon à e que la garde et la ondition de ltragede la tête soient impliquées par la mémoire ourantede ontraintes natives. Le orps de la règle est alorsajouté au but ourant et les ontraintes H ′ sont reti-rées de la mémoire de ontraintes lors de l'appliationde la règle Simplify.Dénition 3 Un état initial onsiste en un but F etdes mémoires de ontraintes vides : 〈F, true, true〉. Unétat nal est soit de la forme 〈F, E, false〉 ( éhe),soit de la forme 〈true, E, D〉 ( suès).L'exemple suivant montre l'exéution d'un pro-gramme CHR.Exemple 2 Considérons le solveur donné dansl'exemple 1 et l'état initial 〈X=<Y ∧ Y=<Z ∧Z=<X, true, true〉. Une exéution possible est :
〈Z=<X, X=<Y ∧ Y=<Z, true〉 (Introdue ×2)
〈X=<Z∧ Z=<X, X=<Y∧ Y=<Z, true〉(Propagate trans.)
〈true, X=<Z∧Z=<X∧X=<Y∧Y=<Z, true〉 (Introdue ×2)
〈X=Z, X=<Y∧ Y=<Z, true〉 (Simplify anti.)
〈true, X=<Y ∧ Y=<Z, X=Z〉 (Solve)
〈X=Y, true, X=Z〉 (Simplify anti.)
〈true, true, X=Y ∧ X=Z〉 (Solve)On peut remarquer que la sémantique donnée i-dessus n'empêhe pas l'appliation répétée d'une règlede propagation sur les mêmes ontraintes, provoquantde manière triviale la non terminaison du programmeCHR. Dans l'exemple préédent, on aurait ainsi puappliquer la règle transitivite au lieu de la règleantisymetrie, réintroduisant ainsi la ontrainte X=<Zéliminée à la quatrième étape. Dans [1℄, Abdennadherdonne une sémantique opérationnelle plus dèle à l'im-plantation des CHRs permettant d'éviter e ompor-tement, en restreignant l'ensemble des dérivations pos-sibles. Les théorèmes d'auto-rédution donnés dans lessetions suivantes, qui expriment que dans un pro-gramme bien typé une transition à partir d'un étatbien typé onduit à un état bien typé, restent ainsivalables pour ette sémantique plus réaliste.
2.3 CLP+CHRLorsque le langage hte est un langage de la lasseCLP(X ) [11℄ des langages langages logiques aveontraintes sur un domaine de ontraintesX , il est pos-sible d'intégrer plus fortement les CHRs au langage.Frühwirth [8℄ propose ainsi d'étendre le langage desCHRs ave une onstrution label_with et la possibi-lité d'introduire des lauses pour les ontraintes CHR.Nous rappelons ii la syntaxe et la sémantique opé-rationnelle de ette extension. Un atome est soit uneontrainte native, soit une ontrainte CHR, soit de laforme p(t1, . . . , tn) où p/n est un symbole de prédi-at. On note SF (resp. SP ) l'ensemble des symbolesde fontion (resp. prédiats), donnés ave leur arité,et V l'ensemble des variables.Dénition 4 Une délaration d'énumération pourune ontrainte CHR H est de la forme :
label_with H if G1, . . . , Gjoù G1 . . . , Gj est une onjontion de ontraintes na-tives.De manière usuelle, les lauses sont de la forme :
H :- B1, . . . , Bnoù H est soit un atome orrespondant à un prédiat,soit une ontrainte CHR, mais pas une ontrainte na-tive, et B1, . . . , Bk est une suite d'atomes.La délaration label_with c(t1, . . . , tn) if G1, . . . , Gjexprime que G1, . . . , Gj est une garde pour les lausesde la ontrainte CHR c/n.Dénition 5 La relation de transition entre les étatsCHRs est étendue par les deux règles suivantes :Unfold
〈H ′ ∧ F, E, D〉 7−→ 〈B ∧ F, E, H = H ′ ∧ D〉si (H :- B) est dans P renommé ave des va-riables fraîhes,et si H n'est pas une ontrainte CHR.Label
〈F, H ′ ∧ E, D〉 7−→ 〈B ∧ F, E, H = H ′ ∧ D〉si (H :- B) et (label_with H ′′ if G) sont dans
P renommé ave des variables fraîhes,et si X |= ∃x̄(H ′ = H ′′ ∧ G)La règle Unfold est prohe de la règle de résolu-tion CSLD [11℄. La diérene est que, dans le adrede la résolution CSLD, les ontraintes C présentesdans le orps de la lause sont également ajoutées àla mémoire de ontraintes natives et que la mémoirerésultante, 'est-à-dire H = H ′ ∧ D ∧ C, doit être sa-tisable dans domaine des ontraintes X . Les lausespour les ontraintes CHR ne peuvent être utiliséesque par appliation de la règle Label, qui néessite
que l'une des gardes délarées ave label_with pour laontrainte onsidérée soit impliquée par la mémoire deontraintes natives ourante.3 Système de types3.1 Hypothèses sur le système de types du langagehteComme les CHRs sont une extension d'un langagehte, le système de types que nous proposons pour lesCHRs est paramétré par elui du langage hte, noté
⊢N . Nous supposerons que ⊢N vérie les hypothèsesqui suivent.On onsidère que ⊢N est basé sur une algèbre detypes, l'ensemble des types étant noté T . On noterales types ave la lettre τ . Un environnement de typage,noté Γ, assoie un type aux variables.Étant donné une expression t, on suppose que ⊢Npermet de déduire des jugements de la forme Γ ⊢N
t : τ . De manière similaire, nous supposons égalementque ⊢N permet de dénir une notion de ontrainte bientypée dans un environnement Γ, une onjontion deontraintes natives C1∧ . . .∧Cn étant bien typée dansun environnement Γ si pour tout i ∈ {1, . . . , n}, Ci estbien typé dans Γ. On notera Γ ⊢N C Atom, le fait quela ontrainte C est bien typée dans l'environnement Γ.Nous supposons également que la ontrainte d'égalité
s = t entre s et t est bien typée dans Γ s'il existe untype τ tel que Γ ⊢N s : τ et Γ ⊢N t : τ .Nous supposons que l'union d'environnements de ty-page sur des ensembles de variables disjoints est dé-nie par une opération, notée ⊎, telle que si Γ ⊢N t : τ ,alors Γ ⊎ Γ′ ⊢N t : τ . Dans de nombreux systèmesde types, Γ est une fontion assoiant des types auxvariables apparaissant dans t et vérie don ette hy-pothèse. Cependant, nous n'avons pas besoin de onsi-dérer la forme exate des environnements de typage,qui peuvent don prendre des formes plus omplexessans que ela n'ait de onséquenes sur le système detypes pour CHR.Enn, nous supposons que si une onjontion deontraintes natives C est bien typée dans un envi-ronnement Γ et si CT |= C ⇔ D, alors il existe unenvironnement de typage Γ′, tel que la onjontion deontraintes D est bien typée dans Γ ⊎ Γ′.3.2 Système de types pour les CHRsLe système de types que nous proposons pour CHRpermet de dénir une notion de ontraintes et derègles CHR bien typées. On assoie à haque sym-bole de ontrainte CHR c/n un, et un seul, type dela forme τ1 × . . . × τn. Ce type est supposé xé, par
(Native)
Γ ⊢N C Atom
Γ ⊢ C Atom
si C est une ontrainte native
(CHR Atom)
Γ ⊢N t1 : τ1 . . . Γ ⊢N tn : τn
Γ ⊢ c(t1, . . . , tn) Atom
si c/n est une ontrainte CHRet si c/n a le type τ1 × . . . × τn
(Goal )
Γ ⊢ B1 Atom . . . Γ ⊢ Bn Atom
Γ ⊢ B1, . . . , Bn Goal
(Prop CHR)
Γ ⊢ H1, . . . , Hi Goal Γ ⊢ G1, . . . , Gj Goal Γ ⊢ B1, . . . , Bk Goal
⊢ H1, . . . , Hi ==> G1, . . . , Gj | B1, . . . , Bk Rule
(Simpl CHR)
Γ ⊢ H1, . . . , Hi Goal Γ ⊢ G1, . . . , Gj Goal Γ ⊢ B1, . . . , Bk Goal
⊢ H1, . . . , Hi <=> G1, . . . , Gj | B1, . . . , Bk RuleTab. 1  Système de types pour CHRexemple à l'aide de délarations fournies par le pro-grammeur. On peut remarquer que la limitation à unseul type pour haque symbole de ontrainte inter-dit l'utilisation de shéma de types, omme eux quel'on peut trouver dans les systèmes utilisant le poly-morphisme paramétrique. Par exemple, il est interditde donner à une ontrainte CHR append/3 le type
∀α.list(α)×list(α)×list(α)), ar ela revient à lui don-ner tous les types de la forme list(τ)× list(τ)× list(τ).Cette restrition est due à la possibilité d'avoir plu-sieurs ontraintes dans la tête d'une règle CHR. Siles ontraintes CHR peuvent avoir plusieurs types, ilfaut pouvoir orréler les types hoisis pour haqueontrainte dans la tête d'une règle. De plus rien negarantit à priori que les types des ontraintes onsidé-rées lors l'appliation de la règle CHR soient orrélésde manière similaire, omme le montre l'exemple 3.Les règles du système de types pour CHR sontdonnées dans la table 1. Une ontrainte CHR H estbien typée dans Γ si on peut dériver le jugement
Γ ⊢ H Atom. Les termes ou expressions qui appa-raissent en tant qu'arguments de la ontrainte sont ty-pés ave le système de types ⊢N du langage hte. Lesrègles (Prop CHR) et (Simpl CHR) expriment simple-ment qu'une règle CHR est bien typée si sa tête, sagarde et son orps sont bien typés dans un même en-vironnement Γ. Un programme CHR est bien typé sitoutes ses règles sont bien typées.Le lemme suivant exprime simplement qu'un butbien typé dans un environnement Γ l'est égalementdans un environnement obtenu à partir de Γ par ap-pliation de ⊎.Lemme 1 Soit un but B et un environnement de ty-page Γ tels que Γ ⊢ B Goal . Soit Γ′ un environ-nement de typage tel que Γ ⊎ Γ′ est déni. Alors
Γ ⊎ Γ′ ⊢ B Goal .
Preuve. Par indution et en utilisant l'hypothèse quesi Γ ⊢N t : τ alors Γ ⊎ Γ′ ⊢N t : τ . La ohérene du système de types par rapport à lasémantique opérationnelle des CHRs est donnée parle théorème d'auto-rédution suivant, qui exprime quesi on onsidère un programme et un état 〈F, E, D〉bien typés, et si 〈F, E, D〉 7−→ 〈F ′, E′, D′〉, alors
〈F ′, E′, D′〉 est bien typé.Théorème 1 Soit un programme CHR bien typé P .Soient deux états 〈F, E, D〉 et 〈F ′, E′, D′〉 tels que
〈F, E, D〉 7−→ 〈F ′, E′, D′〉. S'il existe un environne-ment Γ tel que Γ ⊢ F, E, D Goal alors il existe un en-vironnement Γ′ tel que Γ′ ⊢ F ′, E′, D′ Goal . De plus,dans le as des transitions Simplify et Propagate, sila règle CHR ontient une garde G, alors Γ′ ⊢ G Goal .Preuve. Par as sur la règle de transition utilisée :Solve Par hypothèse, Γ ⊢ D Goal et Γ ⊢ C Atom.Comme CT |= (C ∧ D) ⇔ D′, et par hypothèsesur ⊢N , il existe un environnement Γ′′ tel que Γ⊎
Γ′′ ⊢N D
′ Goal . En posant Γ′ = Γ ⊎ Γ′′ et parle lemme 1, on obtient Γ′ ⊢ F, E Goal , d'où Γ′ ⊢
F, E, D′ Goal .Introdue Cette règle se ontente de faire mi-grer une ontrainte du but vers la mémoire deontraintes CHR, don l'état résultant est bientypé dans Γ.Simplify Par hypothèse, la règle (H <=> G | B)est bien typée. Il existe don un environnement
Γ′′ tel que Γ′′ ⊢ H, G, B Goal . Par le lemme 1,et en posant Γ′ = Γ ⊎ Γ′′, on obtient Γ′ ⊢
F, E, D Goal et Γ′ ⊢ G, B Goal . Il reste à mon-trer que H = H ′ est bien typé dans Γ′. H est dela forme c1(t11, . . . , t1m1), . . . , ci(ti1, . . . , timi) et H ′
de la forme c1(s11, . . . , s1m1), . . . , ci(si1, . . . , simi).Soit l ∈ {1, . . . , i} et p ∈ {1, . . . , ml}. Soit
τ1 × . . . × τml) le type de cl. Comme Γ′ ⊢
cl(t
1
l , . . . , t
l
ml
) Atom, on a Γ′ ⊢N tlp : τp. De même,
Γ′ ⊢N s
l
p : τp. D'où Γ′ ⊢ tlp = slp Atom. Onobtient don Γ′ ⊢ B, F, E, H = H ′, D Goal et
Γ′ ⊢ H = H ′, G Goal .Propagate La preuve est similaire au as Simplify.
L'exemple suivant montre que l'utilisation d'unshéma de types pour une ontrainte CHR peut ame-ner à tester une onjontion de ontraintes mal typée.Exemple 3 Supposons que la ontrainte =< aie leshéma de types ∀α.α × α. Supposons que "a" et "b"aient le type string et 1 et 2 aient le type int et que esdeux types soient inompatibles. Considérons la règle :transitivite  X=<Y, Y=<Z ==> X=<Z.et l'état 〈true, "a"=<"b" ∧ 1=<2, true〉. Cet étatest bien typé. Si on essaie d'appliquer la règletransitivite ave Propagate, il faut tester laontrainte X="a"∧Y="b"∧Y=1∧Z=2, qui est mal typéear Y doit avoir à la fois le type string et le type int .4 Intégration ave CLPDans ette setion, nous nous intéressons au as par-tiulier où le langage hte est un langage logique aveontraintes, typé ave le système de types presrip-tifs TCLP [7℄. Ce système ombine polymorphismeparamétrique, sous-typage et surharge an d'obte-nir la souplesse néessaire au typage de langages CLPnon typés au départ. En partiulier, le sous-typageest utilisé pour typer l'utilisation onjointe de plu-sieurs domaines de ontraintes : la relation boolean ≤
int permet de voir les booléens omme des entierset par la même de typer des programmes ombi-nant des ontraintes booléennes et des ontraintes dedomaines nis. Le sous-typage est également utilisépour typer les programmes faisant appel à la méta-programmation : la relation list(α) ≤ term permetde voir les listes homogènes omme des termes et deleur appliquer des prédiats de déomposition, tels quefuntor/3, arg/3 ou =../2.Le système de types TCLP est prouvé ohérentpar rapport au modèle d'exéution CSLD [11℄ quiest un modèle abstrait proédant par aumulationde ontraintes. En partiulier e modèle ne tient pasompte des étapes de résolution qui peuvent être opé-rées par le solveur de ontraintes. Nous onsidéreronsdon par la suite que le solveur de ontraintes na-tives opère uniquement des transformations de la mé-moire des ontraintes onservant la propriété d'être
bien typé, onformément à l'hypothèse faite dans lasetion 3.1. Cei peut être obtenu en ayant reours àun modèle d'exéution typé omme nous l'avons pro-posé dans [7℄, ou bien, dans le as de la ontrainted'égalité, par l'utilisation de modes xant le ot dedonnées [15℄.Nous présentons tout d'abord l'algèbre des typesutilisée par le système, avant de rappeler les règlesde typage pour CLP, ainsi que la règle de typage pourla délaration d'énumération label_with. Le systèmerésultant est prouvé ohérent par rapport au modèled'exéution CLP+CHR.4.1 Struture des typesOn onsidère un ordre partiel (K,≤K) de onstru-teurs de types, donnés ave leur arité. L'ensemble Tdes types est l'ensemble des termes, nis ou innis,onstruits à partir de K.Relation de sous-typage L'utilisation du sous-typage pour la méta-programmation néessite deonsidérer des relations telle que list(α) ≤ term, e quiorrespond à un sous-typage non struturel non homo-gène, 'est-à-dire reliant des onstruteurs d'arité dif-férente. En général, de telles relations de sous-typagenéessitent d'exprimer la orrespondane entre les dif-férents arguments des onstruteurs de types. Parexemple, en érivant k1(α, β) ≤ k2(β), nous spéionsque les types onstruits ave k1 sont des sous-typesde eux onstruits ave k2 lorsque le seond argumentde k1 est un sous-type de l'argument de k2, le pre-mier argument de k1 étant oublié dans la relation desous-typage. Une manière d'exprimer ette orrespon-dane est d'utiliser un formalisme d'étiquettes, ommeproposé par Pottier [14℄. Dans e formalisme, on as-soie à haque argument d'un onstruteur une éti-quette, la orrespondane entre deux arguments dedeux onstruteurs étant exprimée par le fait qu'ilsont la même étiquette. L'ordre de sous-typage ≤ estonstruit à partir de l'ordre sur les onstruteurs types
≤K et les étiquettes. Une desription plus formelle dela struture des types est donnée dans [6℄, où la stru-ture des types et des onstruteurs de types forme unquasi-treillis, 'est-à-dire un ordre partiel dans lequeldeux éléments ont une borne inférieure (resp. supé-rieure) si et seulement si ils sont minorés (resp. majo-rés).Contraintes de sous-typage Soit W un ensemble devariables de types, ou paramètres, notées α, β, . . . . Onnote TW l'ensemble des types onstruits sur K ∪W .Dénition 6 Une ontrainte de sous-typage est de laforme τ1 ≤ τ2, où τ1, τ2 ∈ TW sont des types nis.
Une substitution ρ : W → T satisfait la ontrainte
τ1 ≤ τ2, noté ρ |= τ1 ≤ τ2, si ρ(τ1) ≤ ρ(τ2).La ontrainte de sous-typage τ1 ≤ τ2 est satisables'il existe une substitution ρ telle que ρ |= τ1 ≤ τ2.Dans [6℄, nous donnons des onditions susantes sur
(K,≤K) pour la déidabilité de la satisabilité desontraintes de sous-typage dans les quasi-treillis, ainsiqu'un algorithme de alul expliite de solutions.4.2 Système de types pour CLP+CHRAn de tenir ompte de la surharge des symbolesde fontion et de prédiats CLP, on suppose qu'àhaque symbole de fontion f/n est assoié un en-semble types(f/n) de shémas de types de la forme
∀ᾱ.τ1 × . . . × τn → τ , où ᾱ est l'ensemble des pa-ramètres apparaissant dans les types τ1, . . . , τn, τ . Demême, on suppose qu'à haque symbole de prédiat
p/n (resp. de ontrainte native c/n) est assoié un en-semble types(p/n) de shémas de types de la forme
∀ᾱ.τ1 × . . .× τn, également noté σ. De même que pourle type des ontraintes CHR, es ensemble de typessont supposés xé, par exemple à l'aide de délara-tions fournies par le programmeur. On suppose éga-lement que la ontrainte = /2 a le shéma de types
∀α.α×α. Par soui de simpliité, la quantiation ∀ᾱsera omise dans les shémas de types, haque our-rene d'un shéma de types étant renommée ave desparamètres frais. Étant donné une ontrainte CHR c/nde type τ1 × . . . × τn, on dénit types(c/n) omme lesingleton {τ1 × . . . × τn}.Un environnement de typage est une fontion par-tielle Γ : V 7→ TW , également noté {X1 : τ1, . . . , Xn :
τn}. L'opération ⊎ sur les environnements de typageest dénie omme l'union disjointe, 'est-à-dire que
(Γ1 ⊎ Γ2)(X) = Γ1(X) si X ∈ dom(Γ1) \ dom(Γ2),
(Γ1 ⊎ Γ2)(X) = Γ2(X) si X ∈ dom(Γ2) \ dom(Γ1), et
(Γ1 ⊎ Γ2)(X) est indéni sinon.La table 2 donne les règles de typage pour CLP,ainsi que la règle de typage pour la délaration
label_with. L'ensemble des règles des tables 1 et 2dénissent le système de types pour les langagesCLP+CHR. Un appel de prédiat p(t1, . . . , tn) (resp.une ontrainte native) est bien typé dans un environ-nement Γ si on peut dériver Γ ⊢ p(t1, . . . , tn) Atom.Une lause H :- B est bien typée si on peut déri-ver ⊢ H :- B Clause. Une délaration d'énuméra-tion label_with H if G est bien typée si on peut déri-ver ⊢ label_with H if G Label_with. Un programmeCLP+CHR est bien typé si toutes ses règles CHR,toutes ses lauses et toutes ses délarations d'énumé-ration sont bien typées.Les règles de la table 2, à l'exeption de la règle
(Label with), orrespondent au système de Myroft et
O'Keefe [13℄ auquel on a rajouté la règle de sous-typage et inorporé la notion de surharge. La règle
(Sub) donne la sémantique du sous-typage en expri-mant que si un terme t a le type τ alors il a égalementtous les types qui sont plus grands que τ .La règle (CHR Atom) peut être vue omme un aspartiulier des règles (Atom) et (Head) où le symbole
p/n n'a qu'un seul shéma de types et où e shémane ontient pas de paramètre, e qui orrespond bienà la restrition d'une ontrainte CHR n'a qu'un seultype.La distintion entre les règles (Atom) et (Head) ex-prime le prinipe de génériité des dénitions [12℄ quiétablit que le type d'une ourrene de dénition d'unprédiat ('est-à-dire la tête d'une lause) doit êtreéquivalent à un renommage près au type assigné auprédiat. La règle (Clause) impose que la lause soitbien typée pour tous les types possibles pour le pré-diat, e qui peut être vu omme une ondition simi-laire à elle de génériité des dénitions pour la sur-harge. Ces deux onditions sont utiles pour le théo-rème d'auto-rédution qui suit et qui exprime la ohé-rene du système de types par rapport à la séman-tique opérationnelle CLP+CHR. Il est préédé parun lemme qui exprime que l'on peut instanier lestypes une dérivation de typage n'utilisant pas les règles
(Clause) ou (Head).Lemme 2 Pour tout environnement de typage Γ, toutjugement R diérent de Head ou Clause et toute sub-stitution de type ρ, si Γ ⊢ R alors Γρ ⊢ Rρ.Preuve. Par indution sur la dérivation. Théorème 2 Soit un programme CHR+CLP bientypé. Soient deux états 〈F, E, D〉 et 〈F ′, E′, D′〉 et unenvironnement de typage Γ tel que Γ ⊢ F, E, D Goal .Si 〈F, E, D〉 7−→ 〈F ′, E′, D′〉, alors il existe un envi-ronnement de typage Γ′ tel que Γ′ ⊢ F ′, E′, D′ Goal .De plus, si la transition néessite de vérier une impli-ation de la forme CT |= D ⇒ G, alors Γ′ ⊢ G Goal .Preuve. On peut onstater que le système de latable 2 vérie bien les hypothèses de la setion 3.1.De plus un atome orrespondant à un appel de pré-diat est typé de la même manière qu'une ontraintenative. Par onséquent, de par le théorème 1, si larédution s'eetue ave la règle Solve, Introdue,Simplify ou Propagate, alors on a bien qu'il existeun environnement te′ tel que Γ′ ⊢ F ′, E′, D′ Goal et
Γ′ ⊢ G Goal le as éhéant.Considérons le as de la règle Unfold. On peutsupposer, sans perte de généralité, que H ′ = p(s) et
H = p(t). Comme Γ ⊢ p(s) Atom, il existe un shéma
(Var)
X : τ ∈ Γ
Γ ⊢ X : τ
(Sub)
Γ ⊢ t : τ τ ≤ τ ′
Γ ⊢ t : τ ′
(Func)
Γ ⊢ t1 : τ1ρ . . . Γ ⊢ tn : τnρ
Γ ⊢ f(t1, . . . , tn) : τρ
ρ est une substitution de types
τ1 × . . . τn → τ ∈ types(f/n)
(Atom)
Γ ⊢ t1 : τ1ρ . . . Γ ⊢ tn : τnρ
Γ ⊢ p(t1, . . . , tn) Atom
ρ est une substitution de types
τ1 × . . . τn ∈ types(p/n)
(Head)
Γ ⊢ t1 : τ1ρ . . . Γ ⊢ tn : τnρ
Γ ⊢ p(t1, . . . , tn) Headτ1×...×τn
ρ est un renommage
τ1 × . . . τn ∈ types(p/n)
(Clause)
∀σ ∈ types(p/n) Γσ ⊢ p(t1, . . . , tn) Headσ Γσ ⊢ B1 Atom . . . Γσ ⊢ Bk Atom
⊢ p(t1, . . . , tn) :- B1, . . . , Bk Clause
(Label with)
Γ ⊢ H Atom Γ ⊢ G Goal
⊢ label_with H if G Label_withTab. 2  Système de types pour CLP et label_withde types τ ∈ types(p) et une substitution ρ tels que
Γ ⊢ s : τρ. Comme le programme est bien typé,
⊢ H :- B Clause, don il existe un environnementde typage Γτ tel que Γτ ⊢ B Goal et Γτ ⊢ p(t) Headτ ,'est-à-dire Γτ ⊢ t : τρr où ρr est un renommage de
τ . En posant ρ′ = ρ−1r ρ, et de par le lemme 2, onobtient Γτρ′ ⊢ t : τρ et Γτρ′ ⊢ B Goal . En posant
Γ′ = Γτρ
′ ⊎ Γ, on obtient Γ′ ⊢ t = s Atom. D'où
Γ′ ⊢ B, F, E, s = t, D Goal .Considérons enn le as de la règle Label. De mêmeque pour la règle Unfold, il existe un environne-ment de typage Γ′ tel que Γ′ ⊢ B, F, E, t = s, D.Comme H ′ est une ontrainte CHR, τ ne ontientpas de paramètre, 'est-à-dire que ρ′′ est l'identité.On a H ′′ = p(u) pour un ertain terme u. Comme
⊢ label_with H ′′ if G Label_with, il existe un envi-ronnement de typage Γlw tel que Γlw ⊢ G Goal et
Γlw ⊢ H
′′ Atom, 'est-à-dire Γlw ⊢ u : τ . En po-sant Γ′′ = Γ′ ⊎ Γlw , on obtient Γ′′ ⊢ s = u Atom,
Γ′′ ⊢ B, F, E, s = t, D et Γ′′ ⊢ G Goal , d'où Γ′′ ⊢ s =
u, G Goal . 5 Résultats expérimentauxLe système de types pour CLP+CHR à été implantéomme une extension du logiiel TCLP [3℄, qui est untypeur pour les langages logiques ave ontraintes dela lasse CLP. Le type des variables du programmeest inféré et il est également possible d'inférer un typepour le type des prédiats. Le type term × . . . × termétant toujours un type possible pour un prédiat, nousutilisons une inférene heuristique donnant un typeplus informatif [7, 4℄. Cet algorithme est également
utilisé pour inférer le type des ontraintes CHRs quin'ont pas été délarées par l'utilisateur.Un point intéressant est que TCLP utilise un er-tain nombre de solveurs érits en CHR. Le prinipalsolveur est elui pour les ontraintes de sous-typage.Nous utilisons également un solveur CHR pour gérer lasurharge des symboles de fontion et de prédiats lorsdu typage. Enn nous utilisons quelques autres petitssolveurs qui permettent de gérer les environnementsde typage et les aluls préliminaires sur la struturedes onstruteurs de types. Le fait de pouvoir typerles programmes CHR permet ainsi à TCLP de vérierson propre ode soure.L'exemple i-dessous montre le genre d'erreur typi-quement détetée par TCLP :Exemple 4 Le solveur suivant permet de gérer desompteurs. La ontrainte pt/2 assoie le nom duompteur à sa valeur et a le type atom × int .1 Laontrainte val/2 a également le type atom × int etles ontraintes inr/1 et init/1 ont le type atom.init(C) <=> pt(C,0).pt(C,V) \ val(C,X) <=> X=V.inr(C), pt(V,C) <=> V1 is V+1, pt(C,V1).Le typeur produit le message suivant :! Error in "ount.pl", line 3 :Inompatible types for C : atom and intIl s'agit en fait d'une inversion d'arguments : dans latête de la dernière règle, les arguments de la ontraintept ont étés inversés.1Le type atom orrespond aux atomes Prolog, 'est-à-diredes symboles d'arité 0, et non pas aux atomes logiques.
Vériation InféreneProgramme # lignes # règles CHR Total CHR Totalgd 10 2 0.03 s 0.03 s 0.04 s 0.04 svarleq 30 4 0.04 s 0.26 s 0.07 s 0.43 sbool 173 78 1.32 s 2.13 s 4.63 s 5.96 slistdom 73 13 0.78 s 1.45 s 1.77 s 2.75 sinterval 145 24 3.41 s 3.5 s 99.58 s 99.69 sdomain 266 84 4.30 s 6.42 s 183.92 s 186.94 sfourier-gauss 328 30 1.98 s 5.88 s 19.04 s 30.42 sar 47 2 0.14 s 0.81 s 0.23 s 1.09 sallenComp 495 490 17.48 s 17.51 s ND NDsous-typage 595 57 4.52 s 6.22 s 319.66 s 322.64 ssurharge 465 10 0.43 s 3.99 s 1.10 s 8.01 sTCLP 4594 82 5.22 s 53.97 s 416.08 s 518.39 sTab. 3  Performane de TCLPCet exemple montre le résultat de l'inférene detypes sur un petit solveur :Exemple 5 Le solveur suivant, issu de [9℄, alule duplus grand diviseur ommun de deux nombres.gd(0) <=> true.gd(N) \ gd(M) <=>N=<M | L is M mod N, gd(L).Le typeur infère le type suivant ::- typeof gd(int) is hr_onstraint.'est-à-dire que gd a le type int .Performanes La rapidité du typeur a été évaluéesur dix solveurs CHR issus de [9℄, sur le solveur deontraintes de sous-typage et le solveur pour la sur-harge dans TCLP, ainsi que sur TCLP dans son inté-gralité. Ces tests on été réalisés sur une mahine dotéed'un Pentium IV à 2 Ghz et de 512 Mo de RAM, enutilisant l'implantation de TCLP en Sistus Prolog,pour laquelle l'utilisation de la mémoire est limitée à256 Mo. Les résultats sont présentés dans le tableau 3.La première olonne indique le programmeCLP+CHR. La deuxième olonne indique le nombrede lignes de ode dans le programme et la troisièmeolonne indique le nombre de règles CHR du pro-gramme. Nous indiquons ensuite, dans la olonneVériation, les temps de typage pour la vériationdes types ave inférene du type des variables, maissans inférene du type des prédiats et des ontraintesCHR. Enn, la olonne Inférene indique les tempsde typage ave inférene de type pour les prédiats etles ontraintes. Les temps de typage des règles CHRsont indiqués dans les olonnes CHR, les temps detypage du programme CLP+CHR dans son intégralitéétant donnés dans la olonne Total.
Les temps de typage pour la vériation, sans in-férene du type des prédiats et des ontraintes, per-mettent de onstater que le typeur est utilisable enpratique. Par exemple, il sut de moins de 18 s pourvérier les 490 règles du solveur allenComp, ou de 54 spour vérier les quelques 4600 lignes de ode de TCLP.En revanhe, les résultats sont beauoup plus dispa-rates lorsque l'on utilise l'inférene de types pour lesprédiats et les ontraintes. Par exemple, il faut envi-ron 71 fois plus de temps pour inférer les types quepour eetuer la vériation dans le as du solveurpour le sous-typage. Dans le as de allenComp, l'in-férene a même éhoué pour ause d'un manque demémoire dû à la restrition à 256 Mo. Cei s'expliquepar le fait que, pour inférer le type d'une ontrainte,le typeur doit onsidérer en une seule fois toutes lesrègles et les lauses faisant partie d'une même ompo-sante onnexe du graphe d'appel. À l'inverse, la véri-ation peut se faire règle (resp. lause) par règle. Orles solveurs CHRs sont souvent peu stratiés, 'est-à-dire qu'ils mettent souvent en jeu des omposantesonnexes très larges. Une raison à ette diulté estqu'une ou deux ontraintes sont utilisées omme desstrutures de données, par exemple pour représen-ter le domaine des variables. Ces ontraintes appa-raissent alors dans la tête de nombreuses règles CHRdu solveur. Ainsi, le solveur pour les ontraintes desous-typage a une omposante onnexe omprenant 54prédiats et ontraintes CHR. De telles omposantesonnexes néessitent ainsi de gérer de très nombreusesontraintes de sous-typage et ourrenes de symbolessurhargé en même temps. Les algorithmes de réso-lution des ontraintes de sous-typage et de résolutionde la surharge sont ependant potentiellement expo-nentiels [6, 5℄. De e point de vue, les performanesde l'inférene de types sont relativement satisfaisantes.En partiulier, l'inférene de types peut être utilisée la
première fois qu'un solveur est typé, les types alors in-férés étant ensuite utilisés omme délarations durantla suite du développement du solveur.6 ConlusionNous avons présenté un système de types pour lelangage des Constraint Handling Rules [8℄, paramétrépar le système de types du langage hte. Nous avonségalement présenté son instaniation par le système detypes presriptifs TCLP [7℄ pour les langages logiquesave ontraintes. Sous l'hypothèse que les étapes derésolution eetuées par solveur de ontraintes nativestransforment une mémoire bien typée en une mémoirebien typée, nous avons montré la ohérene des deuxsystèmes, respetivement par rapport à la sémantiqueopérationnelle de CHR et par rapport à la sémantiqueétendue CLP+CHR.Le système de types pour CLP+CHR a été implantéomme une extension du logiiel TCLP [3℄. Nous avonsexposé des résultats expérimentaux montrant que lesystème est d'ores et déjà utilisable et utile en pra-tique.Comme perspetives, nous prévoyons d'améliorer lesperformanes de l'inférene des types pour les grandesomposantes onnexes, et d'aquérir plus d'expérienepratique de la part des utilisateurs du système, en par-tiulier sur son impat lors du développement de sol-veurs CHRs omplexes. Il serait également intéressantd'étudier l'instaniation du système de types ave e-lui du langage Java dans le adre de l'implantation desCHRs dans la boîte à outils JACK [2℄.Référenes[1℄ S. Abdennadher. Operational semantis andonuene of onstraint propagation rules. InProeedings of CP'1997, 3rd International Confe-rene on Priniples and Pratie of ConstraintProgramming, volume 1330 of Leture Notes inComputer Siene, pages 252266, Linz, 1997.Springer-Verlag.[2℄ S. Abdennadher, E. Krämer, M. Saft, andM. Shmauss. JACK : A Java ConstraintKit. In Eletroni Notes in Theoretial ComputerSiene, volume 64. Elsevier, 2000.[3℄ E. Coquery. TCLP. http://ontraintes.inria.fr/oquery/tlp/.[4℄ E. Coquery. Typage et programmation en logiqueave ontraintes. PhD thesis, Université Paris 6 -Pierre et Marie Curie, Deember 2004.[5℄ E. Coquery and F. Fages. Surharge et sous-typage dans TCLP. In Ates des Journées Fran-
ophones de la Programmation en Logique aveContraintes JFPLC'2002, 2002.[6℄ E. Coquery and F. Fages. Subtyping onstraintsin quasi-latties. In P. K. Pandya andJ. Radhakrishnan, editors, Foundations of Soft-ware Tehnology and Theoretial ComputerSiene, FSTTCS'03, volume 2914 of LNCS,pages 136148. Springer-Verlag, 2003.[7℄ F. Fages and E. Coquery. Typing onstraint logiprograms. Theory and Pratie of Logi Program-ming, 1(6) :751777, November 2001.[8℄ T. Frühwirth. Theory and pratie of onstrainthandling rules. Journal of Logi Programming,Speial Issue on Constraint Logi Programming,37(1-3) :95138, Otober 1998.[9℄ T. Frühwirth and T. Shrijvers. CHR web page.http://www.s.kuleuven.a.be/dtai/projets/CHR/.[10℄ C. Holzbaur and T. Frühwirth. A PrologConstraint Handling Rules ompiler and runtimesystem. Speial Issue Journal of Applied ArtiialIntelligene on Constraint Handling Rules, 14(4),April 2000.[11℄ J. Jaar and J.-L. Lassez. Constraint logi pro-gramming. In Proeedings of the 14th ACM Sym-posium on Priniples of Programming Languages,Munih, Germany, pages 111119. ACM, January1987.[12℄ T.K. Lakshman and U.S. Reddy. Typed Prolog :A semanti reonstrution of the Myroft-O'Keefetype system. In V. Saraswat and K. Ueda, edi-tors, Proeedings of the 1991 International Sym-posium on Logi Programming, pages 202217.MIT Press, 1991.[13℄ A. Myroft and R.A. O'Keefe. A polymorphitype system for Prolog. Artiial Intelligene,23 :295307, 1984.[14℄ F. Pottier. A versatile onstraint-based type in-ferene system. Nordi Journal of Computing,7(4) :312347, November 2000.[15℄ Jan-Georg Smaus, François Fages, and Pierre De-ransart. Using modes to ensure subjet redutionfor typed logi programs with subtyping. In Pro-eedings of FSTTCS '2000, number 1974 in Le-ture Notes in Computer Siene. Springer-Verlag,2000.[16℄ P. J. Stukey and M. Sulzmann. A theory of over-loading. In S. Peyton-Jones, editor, Proeedings ofthe International Conferene on Funtional Pro-gramming, pages 167178. ACM Press, 2002.
