Jamming is a form of electronic warfare where jammers radiate interfering signals toward an enemy radar, disrupting the receiver. e conventional method for determining an effective jamming technique corresponding to a threat signal is based on the library which stores the appropriate jamming method for signal types. However, there is a limit to the use of a library when a threat signal of a new type or a threat signal that has been altered differently from existing types is received. In this paper, we study two methods of predicting the appropriate jamming technique for a received threat signal using deep learning: using a deep neural network on feature values extracted manually from the PDW list and using long short-term memory (LSTM) which takes the PDW list as input. Using training data consisting of pairs of threat signals and corresponding jamming techniques, a deep learning model is trained which outputs jamming techniques for threat signal inputs. Training data are constructed based on the information in the library, but the trained deep learning model is used to predict jamming techniques for received threat signals without using the library. e prediction performance and time complexity of two proposed methods are compared. In particular, the ability to predict jamming techniques for unknown types of radar signals which are not used in the stage of training the model is analyzed.
Introduction
Electronic warfare is a military activity that uses the electromagnetic spectrum to attack an enemy or impede enemy assaults, and jamming is a form of electronic warfare where jammers radiate interference signals toward an enemy radar in order to disrupt the receiver. Jamming techniques can be categorized largely to noise jamming, range deception jamming, velocity deception jamming, and angle deception jamming [1] . Since the effect of jamming varies depending on the characteristics of the received radar signal, a jamming technique that is effective for the threat signal has to be applied.
When a threat signal is received, the conventional method to determine a jamming technique is based on information in the library which stores the appropriate jamming method for signal types. While a jamming method can be selected and applied easily when the type and value of a received threat signal exist in the library, there is a limit to the use of a library when a threat signal of a new type or a threat signal that has been altered differently from existing types is received. Hence, it is necessary to apply a machine learning model that can predict the appropriate jamming technique by learning the received radar signal characteristics.
An analog radar signal is converted to a digital signal and stored as a pulse description word (PDW) list where various feature values including the pulse width (PW), pulse repetition interval (PRI), and radio frequency (RF) are recorded according to the arrival time of pulses [2] . In particular, since PRI and RF are modulated with time and a radar signal has different modulation types, it is necessary to grasp sequential characteristics in PDW. In recent years, deep learning has been used effectively for sequential data analysis.
In this paper, we study two methods of predicting a jamming method corresponding to a threat signal using deep learning. Firstly, a deep neural network can be modeled on feature values extracted manually from the PDW list. In this approach, the feature extraction process and the learning process of a neural network model are performed sequentially. Hence, an effective feature extraction method that will enhance the performance of the model has to be selected appropriately. Secondly, instead of extracting the feature values, we can learn long short-term memory (LSTM) [3] which uses the PDW list itself as input. Despite the outstanding performance of LSTM in dealing with the short-and long-term dependence of the sequence data, no studies using LSTM has been conducted to predict how to jam the threat signal as far as we know. e prediction performance and time complexity of two approaches are compared. Various feature values including autocorrelation coefficients [4] and mel frequency cepstral coefficients (MFCCs) [5] are extracted from the radar signal, and a deep neural networks of different structures are tested. Also, the process of determining values of model parameters in LSTM is discussed. In particular, the ability to predict jamming methods for unknown types of radar signals which are not used to construct the model is analyzed. e paper is organized as follows: in Section 2, the research related to radar signal analysis is discussed, and in Section 3, the radar signal data and testing setup are explained. In Section 4, the process of determining model parameters in LSTM is discussed. Section 5 explains the jamming prediction model based on feature value extraction and a deep neural network. In Section 6, we compare the prediction performance and training time in two approaches. Conclusions are made in Section 7.
Related Work
Generally, the methods of extracting feature values from sequence data can be divided into time-domain methods and frequency-domain methods [6] . Time-domain methods extract features such as various statistical values and autocorrelation coefficients. Studies in [7] [8] [9] have used statistical values including the root mean square, square root of the amplitude, kurtosis value, skewness value, peak-peak value, crest factor, impact factor, margin factor, shape factor, and kurtosis factor. In [4] , for fuzzy clustering of time series, autocorrelation coefficients of different lags were used as feature values. In the frequency domain, fast Fourier transform, spectrum analysis, or wavelet transform are often used for pattern analysis over time. MFCC is a common and efficient technique for signal processing which is used in various domains such as speech recognition, speaker identification, and hand gesture recognition [5, 10] .
Radar signal analysis uses various feature extraction methods in time and frequency domains in order to obtain the sequential characteristics with respect to time. A study in [11] analyzed deception jamming and target echo using the features of amplitude undulation, high-order cumulant, and bispectrum. Another study compared classification performance of frequency-modulated (FM) signals from additive white Gaussian noise in two cases: when using the autocorrelation coefficients in the time domain and when using the power spectrum in the frequency domain as the input of a neural network (NN) [12] . It showed that at a high signalto-noise ratio (SNR), the NN classifier performs well for either case, but at very low SNR, it performs better when its input is the autocorrelation of the signal.
Machine learning techniques have been used for radar signal classification. In [13] , a 64-dimensional vector for a signal was constructed based on the second difference of the pulse TOAs (time of arrival) and a 3-layer multilayer perceptron (MLP) was trained to classify radar signals to four PRI modulation types. ere was also a study that classified radar signals according to the PRI modulation types by defining a set of five features based on the histogram of pulse intervals and the second difference of TOAs and training a MLP with one hidden layer [14] . e work in [15] investigated the recognition of generic radar data signal train pulse sources using three classification models, neural networks, support vector machines (SVM), and random forests (RF) which were combined with three missing feature imputation techniques such as multiple imputation, knearest neighbour imputation, and bagged tree imputation. It showed overall improved accuracy when the classifier is trained on the bagged tree imputed values. In [16] , the restricted Boltzmann machine was used to extract the feature parameters and recognize the radar emitter. A bottom-up hierarchical unsupervised learning was used to obtain the initial parameters, and the traditional BP algorithm was conducted to fine tune the network parameters.
Research was also carried out on jamming signal classification using deep learning. A study in [17] used a 13-layer artificial neural network composed of a 3-layer convolutional neural network (CNN), 2 pooling layers, 4 fully connected layers, and 4 batch normalization layers for the classification of jamming signals of five types. CNN has the advantage of being able to automatically extract features and locally use the sequential information of a signal. However, it is difficult to determine the long-term time dependence of the signal because only local information can be obtained. In [18] , the jammer classification problem in the Global Navigation Satellite System (GNSS) bands was treated as a black-and-white image classification problem based on a time-frequency analysis and image mapping of a jammed signal. GNSS signals interfered with one of the five jammer types were saved as a black-and-white image. SVM and CNN algorithms were applied for classification of six classes including one class where the jammer was absent.
Deep learning has also been used for various tasks in radar signal processing. In [19] , recurrent neural network (RNN) model with gated recurrent unit (GRU) was applied to remove interference and reconstruct transmit signal. e authors of [20] argued that deep learning offers a unifying framework to integrate sensing, processing, and decisionmaking and applied their approach to the autofocus problem in the synthetic aperture radar (SAR) imaging.
Radar Signal Data
In this section, we explain the representation of radar signals and experimental setting including data construction.
Radar Signals.
A radar signal can be represented as a sequence of pulses as shown in Figure 1 . For each pulse, 5 characteristic values, p k for PW, i k for PRI, f k for RF, a k for AOA (angle of attack), and m k for AMP (amplitude), are obtained, and a radar signal can be stored as a PDW list:
. , X n � p n , i n , f n , a n , m n .
(1)
Generally, radar signals have modulations in the RF and PRI in order to evade to be detected. RF modulation refers to changes in a sequence [f 1 , . . . , f n ] of pulse frequency values. ere are 6 types of RF modulation including fix, agile, hopping, sine, − sawtooth, and +sawtooth as shown in Figure 2 (a). PRI modulation refers to changes in a sequence [i 1 , . . . , i n ] of pulse repetition interval values, and there are 7 types of PRI modulation including stable, jitter, stagger, dwell and switch, sine, − sawtooth, and +sawtooth as shown in Figure 2 (b).
Experimental Setting.
With reference to the specifications of the currently operating radar models, 2,258 signal types were configured with different types and magnitudes of RF and PRI. Each type had a minimum of 1,000 and maximum of 9,000 PDW lists, and a total of 6,870,000 PDW lists were composed. A total of eight jamming techniques corresponding to 2,258 signal types were established by assigning one jamming technique to each signal type based on the information of the library. e goal of a deep learning model is set to predict one jamming technique among eight jamming techniques for threat signal input. Hence, the output layer in a deep learning model consists of eight nodes, and each jamming technique is encoded as an 8-dimensional binary vector by the onehot-encoding method, where only one component is 1 and the others are 0. In the training and testing stages of a deep learning model, the values in the output layer which are forwarded from a previous layer are translated as probability values for each jamming technique by the softmax function.
A deep learning model is trained with training data which is composed of the pairs of radar signals and corresponding jamming techniques. In the testing stage, one among eight jamming techniques is predicted as an output of the constructed model when a radar signal is given as an input. To evaluate the prediction performance of a deep learning model for an unknown radar signal type that is not used in the training stage as well as for a known signal type, we randomly divided 2,258 signal types into the set A of 2,035 types to be used for the training and testing and the set B of 223 types to be used for testing of the unknown types. e ratio of the two divisions was approximately 9 : 1. For signal types in A, dividing PDW lists belonging to each type into 3 groups with a ratio of 7 : 1 : 2, three data sets for training, validation, and testing of known types were composed. e training data were used to train the model, and the validation data were used to select the model parameters and determine the final model. Validation data are needed to prevent the trained model from overfitting with training data. Dropout [21] is also tested, which is a method for preventing overfitting by probably dropping nodes of hidden layers during learning. e test data are not used for training, and instead they are used to evaluate the performance of the final model. Lastly, the performance of the final model is assessed using the PDW lists of the unknown radar signal type in the set B. Figure 3 shows the configuration of the data sets.
Based on the configuration of the data sets shown in Figure 3 , a flowchart to show the overall organization in the remaining sections is given in Figure 4 for easy readability. Based on train and validation data of signal types of set A, the construction of a LSTM model is explained in Section 4 and the construction of feature extraction and a deep neural network is described in Section 5. Test data of set A which represents the known signal types and test data of set B which indicates the unknown signal types are used for the performance comparison of two models in Section 6.
Construction of a Jamming Prediction Model Based on LSTM
In this section, the construction of a LSTM model which takes a PDW list of a threat signal as input is explained.
Model Parameters in LSTM.
Preliminary experiment was carried out using the small scale of radar signal data to select the LSTM model structure and parameter values [22] . e data used in the preliminary test had 1,157,500 PDW lists for a total of 640 radar signal types and 4 types of jamming methods. e basic model was composed of an input layer with 5 nodes for the feature values of AOA, AMP, RF, PRI, and PW, a LSTM layer consisting of 200 nodes, and the output layer consisting of 4 nodes. A process of determining an optimization method, minibatch size, dropout ratio, the number of the LSTM layers and fully connected layers, and decay ratio of learning rate was performed. Table 1 shows the parameters and their values which were tested. Since there were so many combinations of the parameter values, we have adopted a strategy that determines the parameter values sequentially. When testing optimization methods in step 1, all other parameters were set to the underlined values in the third column of Table 1 . After the best optimization method is selected, it is fixed in the next steps where the remaining parameter values are determined. is process is performed in sequence up to step 7 in Table 1 . e fourth column of Table 1 shows the selected parameter values.
LSTM Model.
With reference to the model structure configured in Table 1 , the final LSTM model was composed of an input layer with 3 nodes for RF, PRI, and PW, 2 LSTM layers with 200 nodes, one fully connected layer with 400 nodes, and an output layer. Since one among the eight jamming techniques needs to be predicted for each input threat signal, the output layer has 8 nodes. rough additional tests, it was determined to apply the batch normalization in the fully connected layer and gradient clipping for
Pulse stable learning. Figure 5 shows the structure of the final LSTM model.
Construction of Jamming Prediction Model Based on Feature Extraction and a Deep Neural Network
In this section, feature extraction from a PDW list of a threat signal and the construction of a deep neural network are explained in detail.
Feature Extraction.
From sequence data expressed as x 1 , . . . , x n , features such as statistical values, autocorrelation coefficients, and MFCCs were extracted.
Four statistic values of the mean x, standard deviation s, skewness w, and kurtosis k were computed from the sequence data such as
e autocorrelation coefficient R(τ) represents the linear relevance between two subsequences with a lag τ, which is computed by 
(3)
Various autocorrelation coefficients can be obtained by changing the time difference τ [4] .
MFCC extracts feature values from the sequence data through the process of framing, Fast Fourier transform (FFT), mel filter bank, log function, and inverse FFT [5] . In the framing step, the sequence is divided into segments of equal size. FFT is applied to a subsequence of each segment to convert to the frequency domain, and then the power spectrum is obtained. e mel spectrum is obtained by applying mel filters to the power spectrum, and the coefficients are obtained by inverse FFT after applying the log function to the mel spectrum. ese coefficients are called MFCCs. All or some of the coefficients obtained in each segment can be used as the feature values [5] .
Composition of Feature Sets.
We extracted feature values using RF, PRI, and PW sequences of a PDW list. By computing the mean, standard deviation, skewness, and kurtosis from each sequence, a total of 12 feature values were obtained from a PDW list. By increasing the time difference τ from 1 to 10 by incrementing 1, we extracted 10 autocorrelation coefficients from the RF and PRI sequences, and therefore, a total of 20 feature values were extracted from a PDW list. Also 10 MFCCs were computed for the RF and PRI sequences so that a total of 20 values were extracted. e autocorrelation coefficients and MFCCs were computed using Python libraries such as the function acf of statsmodels and the function mfcc of librosa [26] .
Using statistical features as the basic features and combining the autocorrelation coefficients and MFCCs with basic features, we composed 4 feature sets as shown in Table 2 and tested prediction performance of a neural network model on each feature set. In the feature set F1, a radar signal is represented with only statistical features. e feature set F2 contains the statistical features and autocorrelation coefficients, while F3 is composed of the statistical features and MFCCs. e feature set F4 contains all of the statistical features, autocorrelation coefficients, and MFCCs, resulting in a total of 52 feature values.
Performance of Neural Network Models on Various
Feature Sets. To select a neural network structure, comparative testing for 4 different models was performed varying the activation function and the number of layers, as shown in Table 3 . Considering test results in Section 4.1, Adam was used as the optimization method and the minibatch size was set to 200. e 4 feature sets in Table 2 and the 4 models in Table 3 were used to compare the performance. e total number of training epochs was set to 15, and the training data composed in Section 3.2 were used to train the models. e accuracy of the validation data was evaluated in each epoch. Table 4 shows the training and validation accuracies for 16 combinations of 4 feature sets and 4 NN models, which were evaluated in the epoch with the highest accuracy for the validation data. It revealed that model 4 on feature set F3 was found to have the highest performance. Hence, model 4 on feature set F3 was chosen as the final model. Figure 6 describes the structure of the final deep neural network model.
Performance Comparison of LSTM Model and Deep Neural Network Model Using Extracted Features
In this section, we compare the prediction performance and training time complexity of two deep learning models for test data of the known signal types in set A and test data of the unknown signal type in set B. As explained in Section 3.2, 2,258 signal types were randomly divided into the set A to be used for the training, validation, and testing and the set B to be used for testing of the unknown signal types. Now, we repeat the random division 10 times and measure the average accuracy for performance comparison of two approaches: using LSTM and using a deep neural network with extracted features (denoted as DNN/EF). Table 5 shows test accuracy of known signal types in A and unknown types in B from 10 repeated experiments. In testing of known signal types, the average accuracy of 98.46% was obtained for the NN with extracted features, and the average accuracy of 99.36% was obtained for the LSTM model. e average accuracy for the unknown types when using the neural network with extracted features was 92.45%, while the average accuracy for the LSTM model was 93.53%. In both cases, the LSTM model showed a little higher accuracy.
e paired t-test was carried out in order to determine whether the higher average accuracy of the LSTM model is statistically significant. e paired t-test for the accuracy of known types gave the p value 0.0000612, which implies statistical significance in the difference between the accuracies of the two models in the significance level of 0.01. However, for the unknown type accuracy, the p value by the paired t-test was approximately 0.215, and so there was no significant difference in the significance level of 0.01. is result was thought to be due to the very large deviation in the accuracy of the LSTM model for the unknown type, which was a minimum of 89.69% and maximum of 97.20%.
In order to compare the learning time of the two methods, the average training time per epoch was measured. e specification of the computer used to measure the time consumed was CPU Intel i7-7700, 3.60 GHz and RAM 32.0 GB, and GPU NVIDIA GeForce GTX 1080 Ti. Table 6 compares the execution time for model training for 15 epochs. e process of extracting the features from the PDW lists was conducted once before the training of the deep neural network model. As shown in Table 6 , the time consumed for training the LSTM model for 15 epochs was approximately 1.42 times longer than that of the deep neural network. Total   F1  12  --12  F2  12  20  -32  F3  12  -20  32  F4 12 20 20 52
Conclusion
In this study, we applied deep learning for jamming prediction for a radar signal. Two methods were compared: using a deep neural network model based on the features extracted from radar signals and using LSTM model without the feature extraction process. e deep neural network requires feature extraction in advance, and this is conducted once before the training of the deep neural network model. e training speed of the model per epoch was faster than that of the LSTM model. However, the feature extraction method has to be selected appropriately because the model prediction performance varies depending on the feature values extracted from the PDW list. e LSTM model has the advantages of being able to perform training and prediction by directly using the PDW list of the radar signal without the extraction of feature values. e prediction accuracy of the LSTM model was higher on average than that of the deep neural network model. However, there is the disadvantage that the training time takes longer than a deep neural network model trained on the extracted features.
Testing results demonstrate that the jamming method can be predicted for an unknown type of radar signal with an average accuracy of approximately 92% and higher. It shows that deep learning methods can be used effectively for predicting an appropriate jamming technique for new radar signals which are not used in model training.
Data Availability
e radar signal data used to support the findings of this study have not been made available because of the policy of Agency for Defense Development, Korea, that data distribution is limited.
