Study of Transient Modulation of Galactic Cosmic Rays in the Heliosphere by Singh, Yatendra Pal
STUDY OF TRANSIENT MODULATION 
OF GALACTIC COSMIC RAYS 
IN THE HELIOSPHERE 
/ DISSERTATION 
SUBMITTED FOR THE AWARD OF THE DEGREE OF 
i 
Maittt of $I)tIo^opli? 
IN 
i PHYSICS 
^ - BY / 
YATENDRA PAL SINGH 
Under the Supervision of 
DR. BADRUODIN 
DEPARTMENT OF PHYSICS 
AtlGARH MUSLIM UNIVERSITY 
ALIGARH (INDIA) 
JAN. 2005 
DS3693 
« ^ . 
-•f.,^. 03 Univec.t' i\^^ 
2 ' J W 7009 
(Dated: 06.01.2005 
Ce^<tvfCcatB/ 
Certified that the M <PhiC dissertation entitled "SM<DnC 0(F 
^mmsiw^ McyDVLAnLio7{ OT QMScnc COSMIC wts 
HN'rHH^ TCELIOS^^H^^" suSmitted 6y Mr. Yatendra (PatSingh, 
carried out under my guidance. 
((Dr (Badruddin) 
Supervisor 
Achvio\vled.g€4ney\ty 
I ey:press my sincere gratitude to my supervisor (Dr. (Badruddin, 
(Reader, (Department of (Physics, A- iW. V., JlfigarfiforRis invaCuaSCs 
guidance and to tde point support throughout the course of this 
wor^ 
I am gratefuC to the Chairman, (Department of (Physics, for having 
provided ad the facilities in the (Department. 
I specially than^ (Dr. Sha^eC Ahmed for extendit^ his heCp 
whenever required. 
I aCso wish to than^ aCCmy research mate speciaCCy Mr. Sha^eS 
Ahmed, Ms. Vnnati, Ms. Minita singh, Mr. Munendra Singh, Mr 
Mohsin %Jianfor their ^ ndsupport throughout the wor^ 
I am deepCy indeStedto myjeeju Mr Satyendra Singh, aCCmy sisters 
and Brother Mr Amit Singh for their constant encouragement 
throughout my Cife, without which the completion of this wor^ 
wouCdhave Seen impossiSCe. 
'Yatendra (PaCSingh 
i l 

CONTENTS 
Chapter-I 
The Sun and the Heliosphere 
1.1 The Sun 1 
1.2 The Solar Wind 2 
1.3 Coronal Mass Ejection: General Properties 6 
1.3.1 Fast CMEs in the Interplanetary Medium 8 
1.4. Magnetic Cloud 10 
1.5 Corotating Interaction Region 12 
1.6 The Heliosphere 13 
1.6.1 Structure, Size and Morphology of the Heliosphere 16 
1.7 The Heliospheric Current Sheet: Origin and Evolution 17 
1.7.1 Sector Structure and Current Sheet 19 
Chapter-II 
Cosmic Rays in the Heliosphere 
2.1 Solar Modulation of Cosmic Rays: Basic Ideas 23 
2.1.1 Theoretical Formalism: Cosmic Ray Transport Equation 25 
2.1.2 Modulation Model Predictions 2? 
2.1.3 Observations About Long-Term Modulation 29 
2.2 Transient Modulation of Cosmic Rays: Forbush Decreases 3 ^ 
2.2.1 Theoretical Considerations, Mechanisms and Models 35 
2.2.2 Simulation of Forbush Decreases: A General Model 40 
2.2.3 Observational Results about Forbush Derceases 46 
Chapter-Ill 
Polarity States of the Heliosphere and Transient Modulation of 
Cosmic Rays 
3.1 Introduction 50 
3.2 Analysis 5 -) 
3.3 Results and Discussion 51 
3.4 Conclusions 50 
References c^ 

CHAPTER-I 
THE SUN AND THE HELIOSPHERE 
1.1 The Sun 
The Sun is a source of light and heat for life on Earth. Due to its immense 
importance we seek to understand how it works, why it changes, and how 
these changes influence us here on planet Earth. The quantity and quality 
of light from the Sun varies on time scales from milli-seconds to billions of 
years. During a Sunspot cycle the total solar irradiance changes by about 
0.1% with the Sun being brighter at Sunspot majcimum. Some of these vari-
ations most certainly affect our climate but in uncertain ways. 
The Sun (Fig. 1) is the source of the solar wind; a flow of gaseous 
Fig. 1. The Sun. 
plasma from the Sun that streams past the Earth at speeds of more than 500 
km per second (a million miles per hour). Disturbances in the solar wind 
shake the Earth's magnetic field and pump energy into the radiation belts. A 
region on the surface of the Sun often flare and give off ultraviolet light and 
x-rays that heat up the Earth's upper atmosphere. This "Space Weather" 
can change the orbits of satellites and shorten mission lifetimes. The excess 
radiation can physically damage satellites and pose a threat to astronauts. 
Shaking the Earth's magnetic field can also cause current surges in power 
lines that destroy equipment and knock out power over large areas. As we 
become more dependent upon satellites in space we will increasingly feel the 
effects of "Space Weather" and need to predict it. 
The Sun also serves an important role in helping us to understand the 
rest of the astronomical universe. It is the only star close enough to us to 
reveal details about its surface. Without the Sun we would not have easily 
guessed that other stars also have spots and hot outer atmospheres. The 
Sun is the key to understanding other stars. We know the Sun's age, radius, 
mass, and luminosity (brightness) and we have also learned detailed infor-
mation about its interior and atmosphere. This information is crucial for our 
understanding of other stars and how they evolve. Many physical processes 
that occur elsewhere in the universe can be examined in detail on the Sun. 
Sun's interior and its atmosphere can be divided, for the purpose of study, 
into different regions of distinct properties (Fig. 2); the core , the radiative 
zone, the convective zone, the photosphere, the chromosphere and the corona. 
The details about their physical properties, energy generation and transport, 
solar features and activity etc. are available in literature (e.g. Zirin, 1988, 
Zelik, 1993). 
1.2 The Solar Wind 
The solar wind is a plasma, i.e., an ionized gas, that permeates interplanetary 
space. The source of the solar wind is the Sun's hot corona. The temperature 
of the corona is so high that the Sun's gravity cannot hold on to it. Solar 
Fig. 2. The structure of the Sun. 
wind consists primarily of electrons and protons, but alpha particles and 
many other heavy ionic species are also present at low abundance levels. At 
the orbit of Earth typical solar wind density, flow speeds and temperatures 
are of the order of 8 protons cm~^, 470 Km s~\ and 1.2x10^ K respectively; 
however, the solar wind is highly variable in both space and time. 
In 1958, E. Parker formulated a radically new theoretical model of the 
solar corona that proposed that the solar atmosphere is continually expand-
ing into interplanetary space. Most of the theories of the solar atmosphere of 
Parker's work treated the solar corona as static and gravitationally bound to 
the Sun. But a static model leads to pressures at very large distances from 
the Sun that are seven to eight orders of magnitude larger than estimated 
pressures of the interstellar plasma. Because of this mismatch in pressure 
at large distances, he reasoned that the solar corona is not in hydrostatic 
equilibrium and must therefore be expanding. The expansion produced low 
flow speeds close to the Sun, supersonic flow speeds far from the Sun. 
Firm proof of the existence of the solar wind was provided in 1962, when 
a plasma experiment on the Mariner 2 space probe detected a continual out-
flow of plasma from the Sun that was highly variable, being structured into 
alternating streams of high and low speed flows that lasted for several days 
each. Average solar wind proton densities, flow speeds and temperature dur-
ing this three-month interval were 5.4 cm"^, 504 Km s~^  and 1.7x10^ K 
respectively, in essential agreement with the predictions of Parker's model. 
Nowadays it is generally accepted that the high velocity solar wind em-
anates from so called coronal holes, i.e. unipolar regions of magnetic fields 
opening into interplanetary space with low density and temperature com-
pared to the quite corona. Normally there exist two coronal holes due to 
the global dipole character of the magnetic field near the sun. These polar 
holes, however, may have solar activity dependent deviations from their av-
erage axisymmetric shape with irregular foot point regions some times even 
extending down to the solar equator. Additionally, there are less extended 
open regions distributed more or less randomly over the corona. The theoret-
ical modeling of these source regions of high velocity plasma began with the 
well known self consistent treatment of the plasma magnetic field interaction 
by Pneuman ic Kopp (1971). This approach describes an axisymmetric, non 
rotational, isothermal wind expanding from the sun's magnetic dipole field 
and can be regarded as a logical transition between global and local models 
of the solar wind (Gosling, 1990). 
Fig. 3 is a model of the large scale external field lines, as modified by the 
solar wind, at the time Ulysses crossed the solar equator from the south to 
north. The brown and blue features on the disk of the sun are Magnetograph 
data coded such that outward directed fields are brown and inward are blue. 
Fig. 3 shows "open" field lines extending from the polar regions out into the 
heliosphere. At lower latitudes the field lines form closed loops that do not 
reach out into space. 
Fig. 4 provides an overview of an additional features of the solar corona 
Fig. 3. A model of the external field lines of the solar magnetic field. 
and the solar wind at solar activity minimum. The corona is the hot (> 
10^ K) outer solar atmosphere. In the center of Fig. 4 the corona is imaged 
against the disk in extreme ultraviolet wavelengths sensitive to character-
istic emissions of the 1-2 xlO^ K corona. The Sun's polar regions, which 
appears dark at these EUV wavelengths, are the less dense, cooler parts of 
the solar corona called coronal holes. Outer the solar disk the figure shows 
the dense, bright, white-light equatorial corona extending from the regions 
of the closed loops out into space in features called coronal streamers. The 
outer most part of Fig. 4 is a polar plot of daily averages of the solar wind 
speed measured by Ulysses. The speed data have been color coded with red 
and blue to denote interplanetary magnetic fields pointing outward field in 
the north and an inward field in the south, in agreement with the polarity of 
the surface magnetic fields shown in Fig. 3. There is fast wind over the poles 
and a rather narrow band of slower, more variable wind near the equator. 
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Fig. 4. A polar plot of solar wind speed versus heliographic latitude observed 
by Ulysses. 
The general correlation between fast, rather quite wind over the polar coro-
nal holes are more variable, and generally slower wind over the equatorial 
streamers was observed throughout this period (Neugebauer, 1999). 
1.3 Coronal Mass Ejection: General Properties 
Coronal mas ejections (CMEs), are spectacular manifestations of the evo-
lution of the solar magnetic field and occur frequently in the Sun's outer 
atmosphere (Fig. 5). During coronal mass ejection events 10^^ — 10^^ gms 
of solar material are propelled outward into interplanetary space from closed 
field regions in the solar wind expansion. Ejection speeds range from less 
than 50 km/s in some of the slower events to greater than 1000 km/s in 
some of the faster ones, and frozen within the expelled material is a remnant 
of the solar magnetic field. The speed of coronal mass ejections are highly 
variable. In the corona, most CMEs are too slow to drive a fast MHD shock 
wave. Many of the CMEs are still faster than the sound speed, they might 
drive slow or intermediate MHD shock (Gosling, 1990). 
Flares and CMEs can occur together; however, both also can occur sep-
Fig. 5. CME from Sun's Corona. 
arately: in about 90% of the flares no CME is observed, while about 60% of 
the CMEs go without a flare. The combined flare and CME events are the 
most energetic events in both groups. The energy released in the CME is 
larger than the one released in the flare. But the mechanism of the energy 
release is different, if a CME is accompanied by a flare, it has a high and 
constant speed, indicative of an explosive energy release. A CME without 
flare, on the contrary, often accelerates, indicating that energy released con-
tinuously (Kallenrode, 1998). 
CMEs are observed with 'white-light' coronagraphs and were first imaged 
in the early 1970s. Coronagraph images show Thompson-scattered light from 
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coronal electrons and provide information on the coronal density and how it 
changes with time. CME speeds occur in the approximate range 20-2000 
km/s with the average speed being about 400 km/s. The extremely fast 
events tend to occur near solar maximum. Angular sizes (latitudinal ex-
tents) projected against the plane of the sky occur in the range 5" - 120° 
with the average size slightly less than 50°. (In addition, there are events 
that are viewed head-on which have apparent sizes of 360".) The average 
CME kinetic energy is about 5 x 10^ ° ergs. Since 1996, our knowledge of 
CMEs has been greatly enhanced by observations from the LASCO corona-
graphs on SOHO. However the observed CME characteristics (e.g. speeds, 
sizes) are consistent with the previous coronagraph observations. 
Although CMEs take a number of different forms, it is believed that the 
processes which form loop-like ejections may be applicable more generally. 
CMEs tend to occur near magnetic neutral lines and often are preceded by 
the swelling of a coronal helmet streamer. The helmet streamer gets dis-
torted and finally disrupted by the expansion of the underlying closed field 
region. This closed field region is an arcade of field lines which often contains 
a prominence. Thus prominence eruption is a common, but not necessary, 
occurrence in conjunction with CME lift-off. Flares also often occur in as-
sociation with CMEs. Flares are believed to be generated by the heating 
resulting from reconnection of field lines blown open by the CME. Flares 
and prominence eruptions are different phenomena but often occur simulta-
neously. When CMEs occur outside active regions the prominence eruption 
is often associated with only a 'flare-like brightening'. Somewhere between 
30% - ~ 50% of CMEs have no associated flares or prominences. Usually the 
flares associated with CMEs are of long duration and also have associated 
meter wavelength type II and, particularly, type IV radio bursts (Cane, 2000). 
1.3.1 Fast CMEs in the interplanetary medium 
It was known some years before CMEs were identified that interplanetary 
shocks are driven by material ejected from the Sun: The so-called 'dri\or 
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gas' had been identified in the interplanetary medium but it was not known 
how to identify that material at the Sun. Various signatures are known which 
identify driver gas in it i.e., the interplanetary counterparts of CMEs. 
CMEs should be found not immediately behind the shock, but rather 
a number of hours thereafter. Helium abundance enhancement, ion and 
electron temperature depressions, unusual ionization states, strong magnetic 
field, low magnetic field variance, anomalous field variance, anomalous field 
rotations, counterstreaming energetic protons and suprathermal electrons are 
the plasma and field signatures of CMEs as conij)ared to normal solar wind 
which are commonly observed a number of hours after shock passage. These 
plasma and field signatures are common for both fcvst and slow CMEs, but 
the speed is the only thing that distinguish fast CMEs to slower one. Indeed, 
plasma and field signatures nominally similar to those frequently observed 
behind interplanetary shocks are often observed in the slow solar wind as 
well, although the magnetic field tends to be weaker and more uniform in the 
generally slower, nonshock events since these CMEs do not interact strongly 
with the ambient solar wind (Cane, 2000). 
The leading edges of the faster CMEs observed with coronagraphs have 
outward speeds considerably greater than that associated with the normal 
solar wind expansion. Thus, fast CMEs should and, in fact, usually do drive 
shock wave disturbances in the solar wind. All transient shocks at 1 AU 
are driven by CMEs. Figure 6 shows ecliptic and meridional cuts through 
a hypothetical interplanetary shock wave disturbance driven by fast CMEs. 
The CME has been drawn as a plasmoid magnetically disconnected from the 
Sun; however such disconnection has not been definitely established by either 
coronal or solar wind measurements (Gosling, 1990). 
The shock, around the CME, serves to initiate the deflection of the am-
bient solar wind. Between the CME and the shock is a region of compressed 
ambient solar wind plasma and field similar in nature to the Earth's magne-
tosheath. Because of the relative speed between the CME and the ambient 
solar wind the magnetic field within the "sheath" drapes around the CME 
SUN 
Fig. 6. Idealized sketches of an interplanetary shock wave disturbances 
driven by a fast moving coronal mass ejection. 
(because of the high electrical conductivity of the plasma). Field rotations 
associated with this draping can mimic those associated with the CME itself. 
Thus in attempting to determine the internal magnetic field topology of the 
CME it is essential to be able to distinguish the compressed ambient plasma 
and draped magnetic field from that of the actual CME. 
1.4 Magnetic Cloud 
Magnetic Clouds are produced in the solar wind when solar eruptions carry 
material off of the Sun along with embedded magnetic fields. These mag-
netic clouds can be detected in the solar wind through observations of the 
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solar wind characteristics - wind speed, temperature, density, magnetic field 
strength and direction. The magnetic cloud is a particular type of interplan-
etary ejection with the following properties: (1) the magnetic field direction 
rotates smoothly through a large angle during an interval of the order of one 
day; (2) the magnetic field strength is higher than average; and (3) the tem-
perature is lower than average. All three of these criteria must be satisfied 
if an event to be identified as a magnetic cloud (Burlaga, 1991). 
In the absence of dynamical interactions, the magnetic field strength in-
side a magnetic cloud near 1 AU is higher than that outside, tlius the mag-
netic pressure B^/Sir in a magnetic cloud is higher than the ambient pressure. 
Unless there is an additional force, either within the magnetic cloud or out-
side it, a magnetic cloud would expand in response to the force associated 
with the gradient in the magnetic pressure. 
The magnetic clouds are force-free magnetic field configurations. A force 
Fig. 7. Magnetic cloud. 
free magnetic field is defined as one in which the Lorentz force vanishes, which 
implies that the current is parallel to the magnetic field. The magnetic field 
lines in a force-free configuration form a family of helices with a flux-rope 
geometry. The magnetic field on the symmetry axis at the center of the rope 
is a straight line, and the pitch angle of the other field lines increases with 
increasing distance of the field line from the axis, reaching the asymptotic 
form of circles on the outer boundary of the magnetic cloud as shown in Fig. 
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7. An observer who passes through the axis of the flux rope will see the mag-
netic field rotate in a plane. When a magnetic cloud moves past an observer, 
the magnetic field vector rotates smoothly through a large angle. This rota-
tion was the motivation for the force-free flux-rope model of magnetic clouds. 
1.5 Corotating Interactive Region 
Co-rotating Interactive Regions (CIRs) are regions within the solar wind 
where streams of material moving at different speeds collide and interact 
with each other. The speed of the solar wind varies from less than 300 km/s 
to over 800 km/s depending upon the conditions in the corona where the 
solar wind has its source. Low speed winds come from the regions above 
helmet streamers while high speed winds come from coronal holes (Fig. 8). 
As the Sun rotates these various streams rotate as well (co-rotation) and pro-
duce a pattern in the solar wind much like that of a rotating lawn sprinkler. 
However, if a slow moving stream is followed by a fast moving stream the 
faster moving material will catch-up to the slower material and plow into it 
(Fig. 9). This interaction produces shock waves that can accelerate particles 
to very high speeds. 
The occurrence of high speed wind streams emanating from regions of 
ordered magnetic fields opening into interplanetary space leads to an addi-
tional spiral wound structure in the solar wind, as was also noticed by Parker 
(1963). As sketched in Fig. 9 in a stationary frame of reference the source 
of the radially expanding high speed streams rotates with the sun and thus 
induces spirally shaped regions of compressions and rarefactions because of 
the fact that where the high speed material overtakes the slow plasma it 
forms a compression wave. The nonradial components of the evolving pres-
sure gradients drive secondary nonradial motions (Fahr k Fichtner, 1991). 
The streams interaction was investigated in a purely hydrodynamical, 
fully nonlinear, time-dependent 3-D model for the supersonic solar wind in 
the range at 35 solar radii to 1 AU by Pizzo (1978). He calculated the flow 
structure for the so-called corotating stream interaction regions (CIRs) yield-
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Fig. 8. A model of the large-scale coronal magnetic structure. 
ing profiles of the physical parameters as shown in Fig. 9. 
The subsequent inclusion of magnetic fields in his 3-D model (Pizzo, 1982) 
also improved the earlier 2-D MHD approaches and revealed that the fields, 
which are not necessary for the formation of a CIR itself, allow for sharp 
boundaries between the slow and fast flows near the sun as it is in fact seen 
by observations. 
1.6 The Heliosphere 
"Helios" is the ancient Greek word for the Sun. The Heliosphere is the entire 
region of space influenced by the Sun and its magnetic field (called the IMF). 
The magnetic field of the Sun (the IMF) is enormous and is carried through-
out space by the solar wind. In other words the solar wind streams off out of 
the Sun at a speed of several hundred km/s, creating a magnetized bubble 
of hot plasma around the Sun. This bubble is called the heliosphere, and it 
is separated from the interstellar gas (local interstellar medium, LISM) by 
a heliopause (Fig. 10). Inside the heliopause a termination shock is created 
to make the solar wind subsonic; the region between the shock and the he-
liopause is called the helio-sheath. Helio-sheath is deformed because of the 
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Fig. 9. Corotating interaction region. 
ambient flow of the interstellar gas, forming a comet-like tail behind the Sun 
(Fig. 11). The heliopause is believed to be 120-150 AU away from the Sun, 
i.e., all the planets are located within it (Earth and Pluto are 1 and 40 AU 
away, respectively) (Venkatesan k Badruddin, 1990). 
The outer corona of the Sun consists of a fully ionized gas threaded by 
magnetic fields rooted in the visible surface of the Sun, the photosphere. The 
coronal plasma is very hot, with a temperature in excess of a million degrees. 
The energy deposited in the coronal plasma appears also to be sufficient to 
accelerate it away from the Sun in the form of solar wind with variable speed. 
The heliosphere extends from the solar corona to an outer boundary where 
the solar wind encounter the interstellar medium. 
The variable speed of the solar wind is the result of different processes in 
the solar corona. There are two aspects of this general variability in the solar 
14 
Fig. 10. The Heliosphere. 
wind that aire important to consider. First, what are the different processes 
and conditions in the solar corona that give rise to the variation? Second, 
what are the consequences of this variability for the dynamics and structure 
of the heliosphere? 
The solar wind is a plasma with an electrical conductivity close to infin-
ity. One consequence is that the solar wind carries away the magnetic lines 
of force from the corona; another is that such plasma flows cannot mix, but 
can exercise a dynamic force on each other. This is the force that structures 
the heliospheric medium: solar wind streams of different speeds collide and 
compress each other to form a complex and evolving pattern as the solar 
wind flow away from the Sun into the distant reaches of the heliosphere. 
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Fig. 11. Conceptual overview of the heliosphere. 
1.6.1 Structure, size and morphology of the heliosphere 
It was at first thought that the heliosphere is spherical in shape. However, 
by study of the motion of stars nearby, it was found that the local interstel-
lar medium flows past the Sun (from general direction of the galactic center) 
with speed of about 26 km/s. The density of the interstellar medium is rather 
low, but its speed relative to that of the heliosphere is sufficiently high to 
generate a bow shock on the upstream side. Also, the interstellar wind will 
create an elongated cavity or heliomagnetic tail in its flow direction. Thus 
the heliosphere has some similarities to the magnetosphere of the Earth (see 
Fig. 11). Some features such as the bow shock, shock front, heliosheath, and 
heliopause, are reminiscent of terrestrial magnetosphere. 
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Sun like other stars, is a dynamic body, constantly undergoing change, 
the manifestations of which can be referred to as solar activity, which is a 
consequence of the interplay of three factors - the magnetic field, internal 
convection of heat, and differential rotation. This continuously changing so-
lar activity may modify and control the size of the heliosphere. 
Early estimate of the size of the heliosphere made use of the known solar 
cycle variation of cosmic ray intensity. Forbush (1954) discovered a broadly 
negative correlation between solar activity and cosmic ray intensity, where 
solar activity was represented by sunspot numbers. The cosmic ray intensity 
minimum is delayed in time from the occurrence of solar activity maximum 
by about 9-15 months. The variation of several months may indicate that 
the position of the heliospause varies with time. At sunspot maximum, the 
distance of the heliospause was estimated to be 48 AU, while at sunspot min-
imum the estimated distance is about 83 AU (Van Allen, 1989). However, by 
now it is almost certain that it is beyond this distance. Gurnett et al. (1993) 
detected radio emissions thought to emanate from the heliopause; these were 
registered by detectors on both Voyager 1 and 2. From radio observations, 
they estimated that the distance of the heliopause is between 116 and 177 
AU from the Sun. Although this boundary has not been detected yet directly 
through deep space probes, it is of great scientific interest to know about its 
extent, magnetic structure etc. near it. Cosmic ray measurements, in par-
ticular, being done on deep space probes (Voyager and Pioneer) are suited 
for this purpose (see e.g. Venkatesan & Badruddin, 1990; Suess, 1990; Fahr 
k Fichtner, 1991). 
1.7 The Heliospheric Current Sheet: Origin and Evolution 
The Heliospheric Current Sheet (HCS), is the boundary encircling the Sun 
that separates oppositely directed magnetic fields that originate on the Sun 
and are "open" (i.e. only one ended is attached to the Sun). These fields 
are closely associated with the Sun's dipole magnetic field and have opposite 
magnetic polarities, e.g., outward (positive) in the north and inward (nega-
17 
tive) in the south or vise versa (Smith, 2001). 
In Heliospheric physics the HCS is a distinctive feature of the solar wind, 
and its shape, dynamics and relation to particles, including very high en-
ergetic particles, are of interest. Ignoring the solar rotation, nature of the 
magnetic field is radial and current streamlines are transverse to the field. 
When solar rotation is included, the fields as well as current streamlines are 
spiral outward from the Sun. 
An essential feature of the HCS is the tilt of the Sun's magnetic dipole 
Fig. 12. Artist's Conception of the Heliospheric Current Sheet: 3-D repre-
sentation of HCS in side the heliosphere. 
with respect to the rotation axis. Transformation of the plane current sheet 
in solar magnetic coordinates into a heliographic system reveals that as the 
solar wind convect outward, the HCS oscillates about the heliographic equa-
tor to form a series of peaks and troughs. In 3-dimensions the current sheet 
appears to be wavy and resembles the mythical "flying carpet" or a "balle-
rina skirt" as shown in Fig. 12. 
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1.7.1 Sector structure and current sheet 
A surprising feature of the earliest magnetic field measurements in space was 
their organization into a few magnetic "sectors" in which the fields alternated 
between inward and outward. The interface between the sectors, where the 
signs of the radial and azimuthal field components changed from positive to 
negative or negative to positive are known as the "sector boundary" (SB). 
The early view was that the sectors took the form of "orange slices". Typi-
cally, two or four sectors were observed each solar rotation. 
An important discovery soon after sectors were identified was a depen-
MAQNEnC 
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Fig. 13. Schematic of the HCS. The shaded current sheet separates fields 
from the north and south solar magnetic poles which are open. 
dence of the sector structure on heliographic latitude. When the observations 
examined over several years, a sinusoidal variation was found with the solar 
rotation. Studies of high latitude ionospheric currents observed in ground-
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based magnetic field data showed a close correlation between their polarity 
and the interplanetary sector structure. 
Over an interval of several years, observations by a number of investiga-
tors, suggested that the magnetic sectors were separated by a current sheet 
enclosing the Sun which was the physical counterpart of the discrete sector 
"boundary". The person to make this connection was H. Alfven (Alfven, 
1977), who was concerned about the closure of the currents associated with 
the "orange slices" and preferred a more or less equatorial current sheet which 
he likened to a "ballerina skirt". 
Another advocate of this interpretation was M. Schulz (Schulz, 1973) who 
developed a model of the wrapped current sheet. Independently, working on 
cosmic ray modulation, E. Levy (Levy, 1976) proposed a similar equatorial 
current sheet and drew a model with the oppositely directed spiral field lines 
above and below the sheet. 
The fields adjacent to the HCS are closely identified with the Sun's polar 
cap magnetic fields and with open solar magnetic fields generally (Fig. 13). 
The inclination of the HCS is closely correlated with sunspot number and 
varies from low to high inclination between solar minimum and solar maxi-
mum (Smith et al., 1978). This relation can be easily explained in terms of 
the behavior of the solar magnetic dipole, whirli i.s nearly aligned with the 
Sun's rotation axis near minimum and almost equatorial at maximum. 
Attempt to account for the sector structure involved the development of 
models of the HMF based on the concept of a solar magnetic "source sur-
face" . These models are magnetostatic and assume the absence of currents in 
the field can be characterized by a scalar potential (Hoeksema, 1989). The 
essential feature of the source surface is the presence of a "source surface 
neutral line" (SSNL) or contour which separates outward from inward fields, 
along which the radial field vanishes. 
Since the HCS serves as a magnetic equator, many solar wind proper-
ties are organized with respect to it. Studies of various plasma parameters, 
including solar wind speed, density, temperature, and composition, show a 
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close correlation with the current sheet. 
Knowledge as to whether solar wind streams originate above or below the 
HCS i.e., their polarity, is useful in many circumstances. An example is the 
investigation of corotating interacting regions (GIRs), in which a sequence 
of streams are to be sorted out or merged interaction regions are to be iden-
tified along with their constituent streams. Studies of solar wind structures 
at widely separated locations in the heliosphere also frequently benefit from 
knowing the magnetic polarities of the structures. Such information is useful 
in identifying solar wind structures with the corresponding features on the 
Sun, e.g., coronal holes. 
During minimum solar conditions coronal mass ejections (CMEs), which 
originate in closed field regions, tend to occur in or near the streamer belt. 
There is a close connection between CMEs and HCS. Near solar maximum, 
streamers occur all over the Sun, and the connection between CMEs and the 
HCS is not obvious. 
The number of CMEs occurring is large when solar activity is high, it 
might be supposed that the sector structure and current sheet, would be-
come disrupted. In fact, the sector structure is very persistent and only 
changes slowly near sunspot maximum. The effect of CMEs on the spiral 
structure and on the HCS was examined directly. The results suggested that 
coronal streamer belt was disrupted by a CME but reform near the previous 
location of the helmet streamer in a time that was short compared to the 
duration of the HCS. Thus the HCS is maintained near solar maximum even 
when CMEs are occurring frequently (e.g. see Smith, 2001). 
The dynamics of the interaction between the HCS and CMEs has also 
been the subject of ongoing investigation. In the absence of the HCS it is 
expected that the CME, having a limited longitudinal extent, would displace 
the HMF, causing it to drape around the CME and close behind it. When 
the HCS lies in the path of a CME, it might be supposed that it would be 
deflected sideways. If the CME can travel directly along the HCS, the field 
normally adjacent to the current sheet could be pushed apart to lie on oppo-
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site sides of the CME, in which case the HCS would effectively be disrupted. 
Multiple spacecraft observations at proper locations relative to the CME are 
required to sort these possibilities out. It seems certain that whatever the 
interaction, the current sheet cannot penetrate inside the CMEs, which have 
their own unique magnetic topology. 
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CHAPTER-II 
COSMIC RAYS IN THE HELIOSPHERE 
2.1 Solar Modulation of Cosmic Rays: Basic Ideas 
The current theory for cosmic-ray behavior in the heliosphere was developed 
almost 40 years ago (Parker, 1963, 1965; Gleeson & Axford, 1967) and has 
undergone numerous refinements since then (Gleeson & Axford, 1968; Jokipii 
& Parker, 1970; Kota & Jokipii, 1983; Potgieter & Moral, 1985; also see re-
views by Hall et al., 1996; Potgieter, 1998 and references therein). The basic 
ideas behind this theory can be stated relatively simply. The solar wind flows 
outward from the sun in all directions. It carries with it a magnetic field. 
The cosmic-ray particles arc charged and thus interact with the magnetic 
field. The solar wind, then, tends to sweep galactic cosmic rays out of the 
heliosphere, or equivalently the cosmic rays must fight their way upstream 
against the outward flow of the wind. Not all the cosmic rays successfully 
make this trek, with the result that the cosmic-ray flux seen in the inner 
heliosphere is lower than that in the interstellar medium. And if we vary 
conditions in the heliosphere the cosmic-ray flux will change in time. 
There are four physical processes which are believed to be important for 
modulation: diffusion, effects associated with the large-scale magnetic field, 
convection, and energy change (Fisk, 1980). 
Diffusion: The magnetic field in the solar wind contains small-scale irreg-
ularities. There are Alfven waves, perhaps some magnetosonic waves, and 
other fluctuations. In some cases these irregularities have scale sizes com-
parable to the gyroradii of the cosmic rays, with the result that the cosmic 
rays are scattered. Their pitch angle or equivalently their velocity parallel 
to the mean magnetic field changes randomly with time. It is also possible 
for the particles to be scattered or to propagate by other means, in a ran-
dom fashion, in a direction normal to the mean magnetic field (cf Jokipii 
& Parker, 1969). We normally describe the effects of this scattering as a 
diffusion process. 
Effects due to the large-scale magnetic field: The effect associated with the 
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large-scale field, is gradient and curvature drift. The orientation and magni-
tude of the magnetic field varies with radial distance and latitude. Thus, par-
ticles may undergo systematic drifts in this field, which among other effects 
should result in a significant transport of particles in latitude. This process 
has been treated in detail (e.g., Jokipii et al., 1977; Isenberg & Jokipii, 1979; 
Potgieter k Moraal, 1985). 
The direction in which particles drift depends on the polarity of the mag-
netic field; if the polarity is reversed, particles drift in the opposite direction. 
At least in solar-minimum conditions, the heliospheric magnetic field appears 
to be divided into two regions of relatively uniform polarity (Smith et al., 
1978). The northern hemisphere of the heliosphere has the same polarity 
as the north pole of the sun; the southern hemisphere the polarity of the 
southern solar pole. The two regions are divided by a warped current sheet 
that lies near the solar equatorial plane. In the current epoch (2004), the 
polarity is such that positively charged particles drift from the equator to 
the poles in both hemispheres. 
However, the polarity of the solar magnetic field changes approximately 
every 11 years, and with it the polarity of the heliospheric field and direction 
of the particle drifts. Eleven years ago positively charged particles drifted 
not from the equator to the poles but rather from the poles to the equator. 
We might expect, then, as a result of drift effects, that the overall behavior 
of the modulation in the heliosphere could be substantially diflFerent in suc-
ceeding solar cycles. 
Convection: The third physical effect that is important for modulation, and 
probably the simplest, is convection. The speeds of the waves which scatter 
the particles and cause them to diffuse are very much less than the solar wind 
speed. The waves are thus convected outward with the solar wind, and in 
turn tend to convect the cosmic rays out of the heliosphere. 
Energy change: The final effect of importance for the modulation problem 
is particle energy changes. The magnetic-field irregularities which scatter 
the particles are being convected outward with the solar wind, and thus are 
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moving. The particles, then, are interacting with moving irregularities, and 
they suffer energy changes in the process. 
This energy-change process is one of the more subtle effects in modula-
tion theory because we can think of it in two seemingly contradictory ways. 
The cosmic rays, as far as the solar wind is concerned, are a highly mobile 
gas which exerts a pressure. And since there are more cosmic rays in the in-
terstellar medium than in the inner heliosphere, this pressure has a positive 
gradient. The solar wind, then, which blows outward, does work against this 
pressure gradient and imparts energy to the cosmic rays. However, as far as 
the cosmic rays are concerned, they find themselves in an expanding medium. 
The solar wind blows radially from the sun, and thus diverges or expands 
as it goes outward. The cosmic rays, which are rattling around in the wind, 
will expand along with it, and they are adiabatically cooled (Parker, 1965). 
In short cosmic rays enter the heliospheio due to random motions, and 
diffuse inward toward the Sun, gyrating around the interplanetary magnetic 
field (IMF) and scattering at irregularities in the field. They will also ex-
perience curvature drifts (Isenberg & Jokipii, 1979) and will be convected 
back toward the boundary by the solar wind and lose energy through adia-
batic cooling, although the latter process is only important below a few GeV 
and does not affect ground-based observations. The combined effect of these 
processes is the modulation of the cosmic ray distribution in the heliosphere 
(Forman k Gleeson, 1975). 
2.1.1 Theoretical formalism: Cosmic ray transport equation 
Early work by Parker (1965) and Gleeson & Axford (1967) paved the way 
for the theoretical formalism developed by Forman & Gleeson (1975) that 
describes the cosmic ray density distribution throughout the heliosphere. 
Isenberg & Jokipii (1979) further developed the treatment of the distribu-
tion function. Here we briefly summarize the formalism (see Hall et al., 1996; 
Duldig, 2001). 
Isenberg k Jokipii (1979) showed that if F(x, p, t) describes the distribu-
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tion of particles such that P^ F(x,p,t) d^x dp dQ is the number of particles 
in a volume d^x and momentum range p to p+dp centred in the solid angle 
n, then 
^ + V.5 = 0 (1) 
at 
where 
U{x,p,t)=p'' f F{x,p,t)dQ 
S is the streaming vector, 
S{x,p,t) = CUV - «(VC/)„ - ^ - ^ ( V C / ) x - i f ^ l V ^ X B) (2) 
and w is the gyro-frequency of the particle's orbit, r the mean time between 
scattering, K the diffusion coefficient (isotropic), C the Compton-Getting co-
efficient (Compton & Getting, 1935; Forman, 1970), 5 is a unit vector in 
the direction of the IMF, r the radial direction in a heliocentric coordinate 
system, V the solar wind velocity, and U is the number density of cosmic ray 
particles. 
Adiabatic cooling is relatively unimportant at the energies observed by 
ground-based systems and so it has not been included in Equation (1). Equa-
tion (2) may be considered in several parts. The first term describes the 
convection of the cosmic ray particles away from the Sun by the solar wind. 
The second and third terms represent diffusion of the particles in the helio-
sphere parallel to and perpendicular to the IMF respectively. The last term 
describes the gradient and curvature drifts. Jokipii (1967, 1971) expressed 
equation (2) in terms of a diffusion tensor 
S = CUV-K.{VU) (3) 
K± KT 0 
^ = —KT K_i 0 
where KH, /CX are the parallel and perpendicular diffusion coefficients, and the 
off-diagonal elements KT are related to gradient and curvature drifts. Then 
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?^ =-V.{CUV - K.VU) (4) 
at 
Above equation is a time-dependent diffusion equation known as the 
transport equation. It explicitly represents the transport of cosmic rays in 
the heliosphere by convection, diffusion and drift. 
2.1.2 Modulation model predictions 
The solar magnetic field reverses at each solar activity maximum, resulting 
in 22-year cycles as well. The field orientation is known as its polarity and is 
positive when the field is outward from the Sun in the northern hemisphere 
(e.g. during the 1970s and 1990s) and negative when the field is outward in 
the southern hemisphere (e.g. during 1960s, 1980s). A positive polarity field 
is denoted by A > 0 and a negative field by A < 0. 
The diffusion and convection components of equation (4) are independent 
of the solar polarity and will only vary with the solar activity cycle. Con-
versely, the drift components will have opposite effects in each activity cycle 
following the field reversals. Jokipii et al. (1977) and Isenberg h Jokipii 
(1978) investigated the effects of this polarity dependence by numerically 
solving the transport equation. They showed that the cosmic rays would 
essentially enter the heliosphere along the helioequator and exit via the poles 
in the A < 0 polarity state. In the A > 0 polarity state the flow would be 
reversed, with particles entering over the poles and exiting along the equa-
tor. This is shown schematically in Fig. 14 (Duldig 2001). Kota (1979) and 
Jokipii k Thomas (1981) showed that the heliospheric current sheet would 
play a more prominent role in the A < 0 state when cosmic rays entered the 
heliosphere along the helio-equator and would interact with the sheet. Be-
cause particles enter over the poles in the A > 0 state, they rarely encounter 
the current sheet on their inward journey, and the density is thus relatively 
unaffected by the sheet in this state. It was clear from the models that there 
would be a radial gradient in the cosmic ray density, and that the gradient 
would vary with solar activity. Thus the cosmic ray density would exhibit the 
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11-year solar cycle variation, with maximum cosmic ray density at times of 
solar minimum and minimum cosmic ray density at times of solar maximum 
activity. 
Jokipii k Kopriva (1979) extended the analysis and showed that the A 
A>0 
FieW out In North 
A<0 
Field out in South 
Particle Transport 
Neutral sheet little effect 
Particle Transport 
Neutral sheet significant effect 
Fig. 14. Global cosmic ray transport predicted by modern modulation 
models. 
< 0 polarity would have larger radial gradients of particles. An important 
prediction of modulation models is that the cosmic ray peaks at solar mini-
mum alternate from sharply peaked in the A < 0 polarity state to flat-topped 
in the A > 0 state. This is related to the polarity differences and probably 
to the effects of the current sheet on the cosmic ray transport shown in Fig. 
14. Jokipii & Kopriva (1979) also found that the transport of cosmic rays 
would result in a minimum in the cosmic ray density at the current sheet 
during A > 0 polarity states and a maximum at the neutral sheet in the A 
< 0 state. There would therefore be a bi-directional latitudinal (or vertical) 
gradient, symmetrical about the neutral sheet and reversing in sign with each 
solar polarity reversal. Jokipii k Davila (1981) and Kota k Jokipii (1983) 
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sunspot numbers. Solar magnetic reversals for each poles are indicated. 
further developed the numerical solutions with more realistic models and 
more dimensions to the models. They found that the minimum density at 
the neutral sheet predicted for the A > 0 s tate would be slightly offset from 
the neutral sheet (Jokipii & Kota 1989). Independently, Potgieter & Moraal 
(1985) made the same predictions, using a model with a single set of diffusion 
coefficients. More recent models have included polar fields that are less radial 
than previously thought, but the predictions of the models remain generally 
the same (Jokipii & Kota, 1989; Jokipii, 1989; Moraal , 1990; Potgieter & Le 
Roux, 1992). It is worth noting that the Ulysses spacecraft found that the 
magnetic field at helio-latitudes up to 50° was well represented by the Parker 
spiral field, but tha t there was a large amount of variance in the transverse 
component of the IMF (Smith et al., 1995). 
2 .1.3 Observations about long-term modulation 
Shown in Fig. 15 is the galactic cosmic-ray flux as measured by the Climax 
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neutron monitor. Cosmic rays striking the upper atmosphere produce neu-
trons, which with proper corrections become a direct measure of the cosmic-
ray flux. The flux in Fig. 15 varies with time roughly in anti-coincidence 
with solar activity. During periods of low activity on the Sun, the cosmic-ray 
flux is high. During high activity, the flux is low. This temporal variation 
in the cosmic-ray flux, which is induced by changing conditions in the helio-
sphere, the region in space over which the Sun has a major influence, is what 
we refer to as the solar cycle modulation of the cosmic rays. 
Sunspots, in themselves, have no effect on cosmic-ray modulation. The 
magnetic flelds of sunspots are strong and closed, whereas the cosmic rays, 
respond to the weaker photospheric fleld which is dragged out into the he-
liosphere by the solar wind. Of course, changes in sunspot number may 
correlate with changes in heliospheric conditions; but exactly how this cor-
relation works is presently unknown. 
The variation in flux (shown in Fig. 15) is not large. The scale is linear 
and the total change in flux from minimum to maximum activity conditions 
is only about 20%. However, neutron monitors measure the flux of relatively 
high energy particles (~ a few GeV). For lower energy particles measured by 
spacecraft, the modulation becomes larger. 
It is extremely difficult to deduce the global mechanisms that produce 
the long-term modulation even although we have continuous observations at 
1 AU of cosmic ray spectra and intensity as a function of time and solar 
activity. The last decade has seen major advances in our understanding of 
cosmic ray modulation. The Ulysses mission made two out-of-ecliptic or-
bits around the sun and revealed the three-dimensional structure of the solar 
wind, magnetic fields and cosmic rays in the inner heliosphere. Pioneer mis-
sions revealed the vast dimensions of the outer heliosphere, and now Voyager 
continue this exploration and, hopefully, someday it will cross the termina-
tion shock of the solar wind into the region of heliosheath where the solar 
wind interacts with the local interstellar medium. Together with powerful 
numerical models of cosmic ray propagation that provide interpretation, the 
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comprehensive observations provide stringent test of current understanding 
of the mechanisms of cosmic ray modulation (for reviews see Venkatesan k 
Badruddin, 1990; Potgieter, 1998; Zhang, 2003). 
When the heliosphere is quiet near the solar minimum, with simple and 
predictable solar wind and magnetic field structures, the behavior of the cos-
mic ray transport is relatively easy to understand. A significant degree of 
consensus regarding the basic processes affecting cosmic ray modulation dur-
ing solar minimum has been reached (e.g. see Fisk et al., 1998). The behavior 
of cosmic rays during the years of active sun is much more complicated. The 
heliosphere is dominated by transient, propagating disturbances. The cosmic 
ray flux is low and particles measurements at low-energies are often contam-
inated with solar energetic particles. These make it a lot difficult to measure 
and to understand cosmic ray modulation at the solar maximum. At present, 
our understanding of behavior of cosmic rays at the solar maximum is far 
less concrete than that for the solar minimum. 
At the solar minimum, the IMF is simple: the current sheet is nearly 
flat and confined in the equatorial zone. Particles can drift inward fast in 
more or less straight paths, resulting in less energy loss and flux in the he-
liosphere. Diffusion, which perturbs the particle trajectories from ideal drift 
paths, is less important during solar minimum. When the sun makes the 
transition from solar minimum to solar maximum, the heliospheric magnetic 
field (or current sheet) becomes more complicated. The particle drift path 
gets longer due to more complicated drift path, resulting more energy loss. 
For A < 0 cycles, the drift path follows the wavy current sheet. At solar 
maximum when the tilt of the current sheet is very large, the drift path gets 
so long that diffusion becomes more eflFective transport mechanism. For A > 
0 cycles, the particles drift inward in the polar region. When the tilt of the 
current sheet is close to 90" at solar maximum, the particles see the fields 
in the polar regions of both positive and negative polarities and they drift 
sometimes inward and some times outward, thus resulting in more energy 
losses. In addition to the difficulties in drift, the heliosphere at solar max-
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imum is filled with interaction regions of solar wind streams called Global 
Merged Interaction Regions (GMIRs) that extend large ranges of latitude 
and longitude. The GMIRs acts as diffusion barriers to the particles, thus 
further reducing the flux of cosmic rays. It is also possible that diffusion in 
the ambient IMF may be more difficult at solar maximum than at the solar 
minimum (Zhang, 2003). 
Solar modulation exhibits 11-year solar cycle variation. In each solar 
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Fig. 16. Cosmic ray intensity and radial magnetic field measured by Ulysses. 
cycle, the increase of modulation takes place in series of step decreases (Mc-
Donald et al., 1981). The step decrease is clearly detected by spacecraft out 
to large radial distances of > 50 AU (McDonald et al., 1993) and it is found 
that they occur during both A > 0 and A < 0 magnetic cycles although 
there are some differences in detailed time profile (Potgieter, 1995). Burlaga 
et al. (1985, 1997) found that one could attribute the step decreases to the 
passage of a long-lived complex of enhanced magnetic fields resulting from 
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the merger of many interaction regions caused by series of large coronal mass 
ejections. The globally merged interaction regions (GMIRs) form large shells 
of diffusion barrier that cover almost the entire range of heliographic latitude 
and longitude and they are powerful enough to reach the outer heliosphere 
up to 75 AU as indicated by Voyager measurements. Figure 16 illustrates 3 
step decrease observed by Ulysses in the rising phase of current solar activity 
cycle. Each of the step decreases is associated with a large compression of 
the magnetic field in a possible GMIR. It should be noted that the tilt of 
the current sheet seems to have step jump at the same time too. The incor-
poration of GMIRs as diffusion barriers into modulation models (Le Roux 
and Potgieter, 1995) has given a natural and convincing explanation for the 
observed step decreases. The long-term modulation effect of large interaction 
regions is mostly seen in the rising phase to the solar maximum. During the 
recovery phase from the solar maximum modulation, large disturbances in 
the solar wind do not seem to cause long-term modulation effect. For ex-
ample, an episode of solar events in early 1991 produced a GMIR that was 
even identified in the outer heliosphere by Voyagers at ~ 40 AU. The GMIR 
caused a large decrease in the cosmic ray flux. However, the cosmic ray flux 
began to recover as soon as the GMIR passed the observer. 
In addition to the solar cycle variation cosmic ray fluxes exhibit a 22-year 
cycle variation, which is associated with solar magnetic cycle. Long-term 
plots of cosmic ray intensities in Figure 15 show a plateau of maximum flux 
level centered about the solar minima of A > 0 solar cycles while during A < 
0 solar cycles the fluxes peak sharply at the solar minima. The behavior is ex-
actly a prediction of the drift model (Kota and Jokipii, 1983), indicating that 
cosmic ray modulation at solar minima is dominated by the drift transport 
mechanism. The reason for the behavior is that during A > 0 cycle, particles 
drift in from the poles and only when the tilt of the current sheet gets very 
large (close to 90°) the particle drift path is affected; however, during A < 
0 cycles, particles drift in along the current sheet and their paths sensitively 
depend on the tilt angle. The 22-year magnetic cycle variation also shows 
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up in cosmic ray electron to proton flux ratio e/p (Evenson, 1998). The e/p 
ratio during the A < 0 solar cycle is greater than during the A > 0 cycle, 
because electrons drift in more easily from polar regions in the A < 0 cycle 
while protons do the same in the A > 0 cycle. 
While the cosmic ray fluxes return to approximately the same levels ev-
ery solar minimum, the modulation at solar maxima does not seem to follow 
a particular pattern and it varies from solar cycle to solar cycle. Transient 
effects dominate the modulation at solar maxima, suggesting that diffusion 
through the barriers of interaction regions may be a responsible mechanism. 
The rate of diffusion does not depend on the polarity of solar magnetic fields 
because it is determined by magnetic field fluctuations. Le Roux and Pot-
gieter (1995) simulated the effect of drift and GMIRs and they found that 
neither the large tilt of the current sheet nor the GMIR alone could reproduce 
the observed maximum modulation. The combination of drift and GMIRs 
seems essential in explaining the long-term cycle modulation (McDonald, 
1998). 
2.2 Transient Modulation of Cosmic Rays: Forbush Decreases 
Decreases in the cosmic ray count rate which last typically for about a week, 
were first observed by Forbush (1937) using ionisation chambers. It was the 
early 1950s work of Simpson using neutron monitors (Simpson, 1954) which 
showed that the origin of these decreases was in the interplanetary medium. 
There are two basic types. 'Non-recurrent decreases' are caused by tran-
sient interplanetary events which are related to mass ejections from the Sun. 
They have a sudden onset, reach maximum (lei)ression within about a day 
and have a more gradual recovery. 'Recurrent decreases' (Lockwood, 1971) 
have a more gradual onset, are more symmetric in profile, and are well associ-
ated with corotating high speed solar wind streams (e.g., lucci et ai., 1979). 
Historically, all short term decreases have been called 'Forbush decreases'. 
However, some researchers use the name more selectively to apply to only 
those with a sudden onset and a gradual recovery i.e., the non-recurrent 
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events associated with transient solar wind disturbances. 
2.2.1 Theoretical considerations, mechanisms and models 
Since it had been established that a Forbush decrease (Fd) is not due to ge-
omagnetic influence, but rather to solar activity, early theoretical work sug-
gested various mechanisms to explain this phenomenon and had established 
in the process all the important mechanisms of cosmic-ray modulation. Mor-
rison (1956), for example, was the first to suggest that Fd's could be caused 
by turbulent magnetic clouds ejected from solar active regions. Singer (1958) 
and Laster et al. (1962) proposed cosmic rays temporarily trapped in an ex-
panding turbulent magnetic cloud being adiabatically cooled. Parker (1963) 
showed that the ambient interplanetary magnetic field (IMF) would be com-
pressed and distorted by a shock wave, forming a shell of intense magnetic 
fields which could a^t as a shield against incoming cosmic rays. In this blast 
wave model he also considered the additional effects of diffusion and large 
scale gradient drift. All these and other mechanisms were later combined by 
Parker (1965) in the well known fundamental transport equation (TPQ) of 
cosmic rays in the heliosphere. Up to now no consensus has been reached 
on the main mechanism that causes Fd's. Although the idea of Fd's caused 
by enhanced scattering in disordered magnetic fields in the vicinity of shocks 
(actually a revival of the Morrison (1956) argument) has been more pop-
ular in recent models (e.g., Nishida, 1982; Lockwood et al., 1986; Chih k 
Lee, 1986), the experimental evidence is not conclusive. On the one hand, 
there are those who favor enhanced scattering (e.g., Zhang & Burlaga, 1988; 
Badruddin et al., 1986), while others (e.g., Sarris et al., 1989) argue for drift 
caused by gradients in the large scale ordered magnetic fields of propagating 
solar wind disturbances as the driving mechanism of Fd's (see for reviews, 
Lockwood, 1971; Venkatesan k Badruddin, 1990; Cane, 2000). 
Apart from the uncertainties about what the main mechanism of Fd's is, 
the presence of spacecraft at large radial distances in the heliosphere raised 
the question whether Fd's could be detected at these distances and, if so, 
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what the radial dependence of the magnitude (maximum % decrease) and 
the recovery time of Fd's would be. This also is a complex problem con-
sidering the few satellites present in the heliosphere and the difficulty of a 
correct interpretation of the available experimental data. However, Van Allen 
(1979) was the first to notice that the recovery time of a Fd seemed to be 
much longer at larger radial distances (~ 16 AU) in the heliosphere than at 
Earth. Two different viewpoints have since been advanced as a possible ex-
planation for this observation. On the one hand, Burlaga et al. (1985) claim 
that it is a matter of many Fd's following each other in close succession, and 
which, when forming so-called merged interactive regions (MIR's), may cause 
long recovery times at larger radial distances rather than a single Fd which 
recovers slowly behind a heliospheric shock. In other words, the disturbance 
which originally caused a Fd at Earth has evolved and coalesced with other 
disturbances at larger distances in such a way as to form a new dynami-
cal system in which the original disturbance loses its identity. According 
to them, it may therefore not be possible to follow an isolated disturbance 
outwards to large radial distances and to comment on the recovery time and 
the magnitude of the decrease it causes in the intensity of galactic cosmic 
rays. 
Lockwood k Webber (1987), on the other hand, claim that they traced 
a large isolated transient disturbance radially out wards from 1 AU to ~ 35 
AU during 1986. Since there were no other significant disturbances which 
passed Earth 6 months prior to the one studied they argued that merging 
eflfects could not have been of any importance. They gave for E > 60 MeV 
protons a detailed radial dependence for the magnitude of the isolated Fd 
and its recovery time near the equatorial plane showing that the recovery 
time which averaged ~ 5 day at 1 AU was 20 times longer at 30 AU, while 
the magnitude of the decrease at 30 AU was only a factor 2 smaller than at 
Earth. These results compare favorably with those of Webber et al. (1986) 
for 20 large Fd's with magnitude > 10% observed between 1-30 AU from 
1978-1984 when the Sun was more active and merging effects probably more 
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important. It may be, as was suggested by them, that the longer recovery 
times of Fd's at larger radial distances are a geometrical effect related to the 
larger volume in space occupied by the preceding disturbance at these radial 
distances and that merging effects play only a secondary role. Prom these 
opposing arguments it is evident that discrepancies, and even controversies, 
exist about the causes and the detection of Fd's and that further investiga-
tions are essential. The stimulation from interplanetary observations has led 
more recently to a greater emphasis on time dependent numerical solutions of 
the TPQ and to the consequent development of sophisticated time-dependent 
numerical models which could be used to study the Fd both as an isolated 
event as well as the effect of the accumulation of Fd's on the long-term mod-
ulation of cosmic rays. 
Nishida (1982), solved the one-dimensional (ID), time-dependent, diffusion-
convection equation numerically in spherical coordinates neglecting adiabatic 
cooling. In his model the Fd was caused by a region of enhanced scatter-
ing and convection behind an interplanetary propagating shock wave. The 
enhanced scattering (decreased diffusion path length) was found more effec-
tive than the enhanced convection in causing the Fd. The magnitude of the 
Fd was found to be determined by the value of the diffusion coefficient just 
in front of the propagating disturbance. An increase in the positive radial 
dependence of the diffusion coefficient resulted in an increase in the rate at 
which the magnitude of the Fd decreased with the outward propagating dis-
turbed region, and a consequent increase in the recovery rate of the Fd at 
1 AU. Perko (1987), using a complete ID time-dependent model but with a 
radially independent diffusion coefficient, briefly discussed the recovery rate 
of a Fd at Earth. He pointed out that a weakening of the propagating distur-
bance was not necessary for an immediate recovery to follow the decreased 
intensity as for a typical Fd at Earth. This was contrary to the findings of 
both Chih & Lee (1986) and Lockwood et al. (1986) who used a weakening 
disturbance in their models to simulate a realistic Fd at Earth. In a totally 
different approach Thomas k Gall (1984) used Monte Carlo techniques to 
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study Fd's. In their model the solar-flare induced travelling shock wave dis-
turbance was represented by a region of enhanced magnetic field strength 
with a longitudinal as well as a radial extent. This allowed them to make 
statements about the dependence of the magnitude and the recovery time of a 
Fd upon the diffusion mean free path as well the geometry of the shock wave 
at 1 AU for relativistic cosmic-ray protons. They found that the magnitude 
of the Fd diminished with an increase in the diffusion mean free path as well 
as a decrease in the longitudinal dimension of the shock wave. The recovery 
time of the simulated Fd was not strongly dependent on the mean free path, 
but depended largely on the geometry of the shock wave, because the recov-
ery time became significantly longer when the longitudinal dimension of the 
disturbance was increased. They also concluded that the prolonged contain-
ment of cosmic-ray particles in the region between the flare shock wave and 
the Sun, leading to additional adiabatic cooling, is the principal mechanism 
in causing Fd's. 
Kadokura & Nishida (1986) solved the two dimensional (2D), time depen-
dent TPQ, with drift included, numerically using a flat heliospheric neutral 
sheet. Their model of radially propagating interplanetary disturbances were 
associated with enhanced convection, enhanced scattering (enhanced vari-
ability in the IMF behind the shock front) as well as the enhancement of the 
magnitude of the IMF (the result of a kink in the field at the shock front). 
The dominating mechanism causing the Fd was found to be the increase in 
the IMF during the passage of the disturbance. The inclusion of drift allowed 
them to make predictions about the eff'ect of the IMF's polarity change on 
the magnitude and the recovery time of Fd's, but only near Earth. According 
to their model the magnitude of the Fd was smaller and the recovery time 
clearly longer when the northern-hemispheric IMF points towards the Sun (A 
< 0) than when the northern-hemispheric IMF points away from the Sun (A 
> 0). The latter is in disagreement with observations where no (Lockwood 
et al. 1986) or only a barely statistically significant effect (Mulder & Moraal, 
1986) on the recovery time was detected after the polarity of the IMF re-
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versed. Lockwood et al. (1986), also using a 2D time-dependent numerical 
model with drift and a flat neutral sheet, commented briefly on the effect of 
the polarity change of the IMF on the recovery of a Fd at 1 AU and reported 
only a minor change in the recovery time when the polarity of the IMF was 
reversed in apparent agreement with observations. In their model, however, 
the propagating disturbance decayed as exp"*"/^ , with r in AU, so that the 
reason for this minor change was that the recovery of the Fd depended pri-
marily on the decay of the disturbance and only secondarily on the transport 
parameters of the disturbance. The implication of such a strong decay of the 
disturbance with radial distance is that the magnitude of Fd's will have a 
strong radial dependence contrary to the weak radial dependence observed 
by Webber et al. (1986). 
On the analytical side, Chih k Lee (1986) solved the time dependent, 
diffusion-convection equation under the assumption of small temporal varia-
tions in the modulation parameters and the cosmic ray intensity, and neglect-
ing particle energy changes as well as drift transport. They considered the 
temporal variation of only the diffusion coefficient when the interplanetary 
disturbance passed the observer. Despite the relative simplicity of the model 
their work on the magnitude and recovery of Fd's has been extremely valu-
able in providing a first order test for the more complex numerical models 
and giving insights not so easily obtained with numerical work. 
From the results discussed above it is evident that no definite conclusion 
can be drawn about the dominant mechanism in interplanetary disturbances 
which cause Fd's. No attempt has yet been made to simulate Fd's numeri-
cally at larger distances in the equatorial plane, partly because of scant ex-
perimental data and partly because numerical studies with time-dependent 
models are extremely time-consuming on a computer at present. Also, the 
characteristics of the Fd as a function of the neutral sheet waviness has not 
been addressed in model studies (or data analysis) before. In an attempt to 
address some of these issues, Le Roux k Potgieter (1991) developed a 2D 
time-dependent modulation model based on the numerical solution of the 
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TPQ with the effects of a simulated wavy neutral sheet incorporated. 
2.2.2 Simulation of Fds: A general model 
The TPQ for the modulation of cosmic rays in the heliosphcrc (Parker, 19C5) 
is now widely accepted and used. This equation, in a heliocentric spherical 
coordinate system (r, 9, (f)), assuming azimuthal symmetry is: 
at " '^•'-a;^  ^ 7^^''W 
+ {^If^^-'+^l'™""^'")}! 
Le Roux and Potgieter (1991) solved this equation for the omnidirectional 
distribution function f(r, 0, P,t) with respect to radial distance r, polar angle 
6, rigidity P and time t, where the differential intensity is j r ex PH\ V rep-
resents the radially directed solar wind velocity. To allow for the generally 
accepted increase in V with latitude they used the from V = 400(1 -I- cos'^ )^ 
km/s when 45" < 0 < 90", and V = 600km/s when 0" < 0 < 45". The 
coefficients K^ = K\\ cos^V +-^x sin^i/; and KOQ = A'x are the diagonal 
elements of the diffusion tensor where K\\ and Kx. respectively represent the 
diffusion coefficients parallel and perpendicular to the mean IMF and xl) the 
angle between the radial and mean IMF directions. The coefficients Kro and 
Ker are the off-diagonal element of the diffusion tensor and can be expressed 
as Kre = -KBT = -KT sin ip, where KT describes the effects of particle gra-
dient and curvature drift in the large-scale IMF. The standard Archimedian 
(or Parker) spiral pattern for the IMF given by 
B = ~j{er- tan ipe^} 
Here, Bo is the magnetic field strength at earth and, tan ip = f2(r-ro) sin 9/V, 
with n the angular velocity of the Sun about its rotation axis and r^  = 0.1 
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AU. For the diffusion coefficients parallel and perpendicular to the back-
ground IMF it was assumed that 
and 
X i = 0.05X|| 
with A'p(P) = P, , if P > Po\ Ko{P) = PoiiP<Po and Ko a dimensionless 
constant equal to one for full drift and less than one for reduced drift effects. 
These choices for the elements of the diffusion tensor are simple to handle 
and seem reasonable considering the little knowledge about their spatial and 
rigidity dependence. 
The simulation of Fd's with an spherically-symmetric model was done by 
Le Roux and Potgieter (1991) and the obtained intensity-time profile of a 
Forbush decrease for 1 GeV protons at two different positions in the equa-
torial plane is shown in Fig. 17a, when the amplitude of the propagating 
disturbance decays with increasing radial distance and in Fig. 17b when 
the radial diffusion coefficient Krr increase with radial distance. In both fig-
ures the intensity-time profiles with their small precursors, sharp decreases 
and exponential recoveries over a few days show strong agreement with the 
features of observed Fd's. This implies that in order to simulate a Fd re-
alistically in a ID model it is important that either the disturbance should 
decay with radial distance or that Krr should increase with the radial dis-
tance. This is in agreement with the results of Nishida (1982) and Chih k 
Lee (1986). If neither of the two happens no recovery will occur, so that a 
realistic intensity-time profile of a Fd can only be simulated when the prop-
agating disturbance somehow becomes less effective in blocking out radially 
inward diffusing particles with increasing radial distance. Crossfield diffusion 
of particles around the disturbance does not play any role in the spherically-
symmetric modulation process. It must be pointed out that for both Fig. 
17a and 17b there were a decrease in the magnitude and an increase in the 
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Fig. 17a. The ID numerical model with the Fd shown on an intensity 
time scale at two positions in the heliosphero; differential intensity in units 
o f m - V W - i GeV-i. 
recovery time of the Fd with increasing radial distance in qualitative agree-
ment with the observations of Lockwood and Webber (1987) and is quite 
amazing for such a simple model. The radial dependence of the magnitude 
compared with these observations, however, was too strong because the ID 
model predicted a Fd that tended to become extremely small at larger radial 
distances while a weak radial dependence for the magnitude was observed by 
Webber et al. (1986) and Loockwood & Webber (1987).Then consequence of 
simulating a realistic Fd at earth with ID model is that it seems unable to 
explain this weak radial dependence of the magnitude of the Fd. 
The simulation of Fd's with an axially-symmetric non-drift model was done 
and the corresponding intensity-time profile at earth of Fd's simulated with 
the ID and the 2D models and shown in Fig. 18a and 18b. These profiles are 
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Fig. 17b. Same as Fig 17a for ID numerical mode when radial diffusion 
coeflBcient increases with radial distances. 
normalized to the undisturbed pre-Fd intensity levels. Shown in Fig. 18a is 
the fact that the combination of a disturbance without radial evolution and 
a Krr in the equatorial plane with a weak radial dependence {Krr oc r°^) 
produces, in case of the ID model, an unrealistic Fd because of its very slow 
recovery of 111 days while the 2D model, on the other hand, gives a very 
realistic time-profile for the Fd and also features quite prominently at larger 
radial distances. In Fig. 18c is shown the intensity-time profile of the Fd 
with the 2D model at 20 AU, normalized to the intensity-time profile in Fig. 
18b. From 1 AU to 20 AU the magnitude of the Fd decreases from 9% to 
4%, while the recovery time increases from 4 days to 33 days. A surprising 
aspect of the Fd at 20 AU is the extraordinary larger precursor compared 
with what was found at 1 AU. It is, of course, to be expected that the model 
which is based on simplified modulation conditions will produce larger pre-
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Fig. 18a. The Fd shown at Earth on an intensity-time scale for the ID 
model. 
cursors than what follows from observations. Nevertheless, this prediction 
seems in qualitative agreement with observations reported by McDonald et 
al. (1981). 
The simulation of Fd's luith an axially-symmetric drift model was then done 
with a 2D model which includes gradient and curvature drifts as well as a sim-
ulated wavy current sheet. In Fig. 19 are shown the simulated intensity-time 
profile for Fd's done for 1 GeV protons at earth respectively for the epochs 
with A < 0 and A > 0, and also when drift effects were neglected. The drift 
cases were done with a neutral sheet tilt angle, a = 10", which represents 
solar minimum conditions. It is shown in this figure that the characteristics 
of a typical Fd at 1 AU, namely a small precursor (but only for A < 0), a 
fast decrease and more gradual almost exponential recovery of a few days 
are present. The recovery times show a marked change when the polarity of 
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Fig. 18b. Same as in Fig. 18a with the 2D non-drift model. 
the IMF is reversed - it change from ~ 3.8 day when A > 0 to ~ 10.6 day 
when A < 0, the non-drift result lies in between with a recovery time of ~ 
4.6 day. These tendencies agree with results of Kadokura k Nishida (1986). 
A very interesting prediction of this model is that precursors should occur 
more frequently during A < 0 epochs because of the peculiar drift velocity 
field in conjunction with diffusion during those periods. 
The results shown in Fig. 19 can easily be explained by considering the 
direction of particle drift in the heliosphere. During an A > 0 epoch positive 
particles drift from high heliospheric latitudes down towards the equatorial 
plane and outward along the the neutral sheet. Drift and diffusion are then 
complementing each other at higher latitudes, while in the equatorial regions 
drift and the radially inward directed diffusion are in opposition. Under these 
circumstances the cavity left behind by the propagating disturbance in the 
equatorial regions will be filled at a more rapid rate when A > 0 than with 
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Fig. 18c. Same as in Fig. 18b, at 20 AU. Intensity is normalized to the 
pre-Fd intensity level of Fig. 18b. 
drift neglected. Neutral sheet drift and radial diffusion are complementing 
each other in the equatorial regions, when A > 0, but the particles also drift 
away from the equatorial plane so that the filling in of the cavity by particles 
scattering through the disturbance and latitudinally around is less effective 
than when they drift downwards from the polar regions. The recovery rate 
with A < 0 is consequently slower than in the non-drift case, and even more 
so when A > 0. The response of the magnitude of the Fd to the polar-
ity change of the IMF is however small, illustrating that drift has an almost 
negligible effect on the magnitude of Fd at earth (Le Roux k Potgieter, 1991). 
2.2.3 Observational results about Forbush decreases 
Early work on Fds were reviewed by Lockwood (1971) and Venkatesan & 
Badruddin (1990). Much of the description there is still appropriate al-
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2D drift model (A > 0 and A < 0), and the 2D non-drift model. A neutral 
sheet tilt angle of 10° was used for the drift model. 
though the understanding of the cause was lacking. 
Coronal mass ejections (CMEs) are plasma eruptions from the solar at-
mosphere involving previously closed field regions which are expelled into the 
interplanetary medium. Such regions, and the shocks which they may gen-
erate, have pronounced effects on cosmic ray densities (Cane, 2000). CME-
related cosmic ray decreases are of three basic types; those caused by a shock 
and ejecta, those caused by a shock only and those caused by an ejecta only. 
The majority (> 80%) of short-term decreases greater than 4% are of the 
two step (shock plus ejecta) type (Cane et al., 1996). Only very energetic 
CMEs create shocks which are strong enough on their flanks to cause signif-
icant cosmic ray decreases for observers who detect the shocks beyond the 
azimuthal extent of the 'driver' CMEs (i.e. shock-only decreases). In such 
cases the shocks also generate major solar energetic particle increases with 
profiles characteristic of events originating far from central meridian (Cane 
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et al., 1988). The energetic particles allow one to be sure that the cosmic 
ray decrease was caused by a CME-driven shock intercepted on its flank and 
not by a co-rotating stream. 
The largest Fds have magnitudes in the range 10-25% for neutron mon-
itors. Because of anisotropics present in neutron monitor data, the size re-
ported for an Fd will vary from one station to another. Also the sizes will be 
smaller if daily averages are used rather than hourly averages. At the lower 
rigidities accessible via spacecraft observations, Fds are larger. Lockwood et 
al. (1986) and Cane et al. (1993) found that the ratio of the magnitudes 
of decreases as seen by IMP 8 (median rigidity of ~ 2 GV) relative to Mt. 
Wellington/Mt. Washington was typically about 2. 
The rigidity (P) dependence of the amplitude of Fds approximately equal 
to P""^  (Lockwood, 1971; Venkatesan et al., 1982). A number researchers 
have examined whether the rigidity dependence of Fds varies with the Sun's 
polarity and all groups have concluded that it does not (see, e.g., Morishita 
et al, 1990). 
Many Fds show a precursory increase. Such an increase can result from 
reflection of particles from the shock or acceleration at the shock. Few neu-
tron monitor researchers seem to consider the latter as likely even for very 
large energetic shocks despite the fact that at the energies accessible from 
spacecraft there appears to be a continuum from low to high energies of the 
shock accelerated population. Two events in which this was the case are the 
August 1972 and October 20 1989 shocks. A detailed study of August 1972 
event was done by Agrawal et al. (1974) and later on by many others. 
In isolated single Fds the recovery can be described exponential with an 
average recovery time of ~ 5 days but ranging from ~ 3 to ~ 10 days (Lock-
wood et al., 1986). The recovery time is dependent on the longitude of the 
solar source region (Barnden, 1973; lucci et al., 1979; Cane et al., 1994). 
Lockwood et al. (1986) found that the recovery time was independent of 
rigidity in the range ~ 2 to ~ 5 GV and with no dependence on solar po-
larity or time of the solar cycle. In contrast Mulder & Moraal (1986) found 
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that the recoveries were longer for the A < 0 epoch in the 1960s compared 
with the A > 0 epoch in the 1970s. These authors did not fit recoveries 
to individual events but rather compared recoveries when the event minima 
were normalised. 
Fds display anisotropics both in, and perpendicular to, the ecliptic plane 
and these are related to the structure of the associated solar wind. Anisotropics 
are most marked near shock passage and inside ejecta. There are also periods 
of enhanced diurnal waves in the recovery phases of Fds. 
Large Fds are caused by fast CMEs and their associated interplanetary 
shocks which can be associated with specific solar flares. It may be noted 
that the flare does not produce the CME (see Gosling, 1993) but nevertheless 
is a useful diagnostic for determining the longitude on the Sun at which the 
CMEs and interplanetary shocks causing Fds originate. In some less ener-
getic CME/Fd events it is also possible to deduce a 'source longitude' by 
noting the occurrence of a disappearing filament without a flare. 
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CHAPTER-III 
POLARITY STATES OF THE HELIOSPHERE AND 
TRANSIENT MODULATION OF COSMIC RAYS 
3.1 Introduction 
Intensity of galactic cosmic rays entering the heliosphere is modified as they 
travel through the Heliospheric Magnetic Field (HMF) embedded in the solar 
wind. The large-scale HMF consists of a Parker spiral, the opposite magnetic 
hemispheres are divided by a thin current sheet. In the decades seventies 
and nineties, the field is directed outward in the northern and inward in the 
southern magnetic hemisphere. In this configuration, which is referred to 
as i4 > 0, positively charged particles drift inward at the poles and then 
downward from the poles toward the current sheet (near the equator). In 
the opposite polarity configuration i.e. in sixties and eighties, referred to as 
A <0, particles drift inward along the current sheet (near the equator) and 
then upward toward the poles. Thus it might be expected that incoming cos-
mic rays will be affected differently by drift effects during the two magnetic 
configuration A> 0 and A <0. 
The cosmic ray modulation has been known to have various time scales. 
A Forbush decrease (Fd) is a transient modulation occurring in ~ 1 day and 
recovering over a few days. Fds result from shocks/CMEs (Badruddin et 
al., 1986; Venkatesan & Badruddin, 1990; Cane, 2000; Badruddin k Singh, 
2003a). Though the time scales of various modulation effects differ from each 
other, the basic process must be common i.e. interaction between cosmic ray 
particles and HMF irregularities. Thus investigation of the Fds would also 
lead to the understanding of modulation with other time scales (Kadokura 
& Nishida, 1986). 
The aim of this work is to study the effect of large-scale HMF polarity 
and drift on the amplitude, recovery characteristics and rigidity spectrum of 
Fds. The obtained results have been discussed in the light of simulation of 
Fds including drift effects. 
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3.2 Analysis 
Isolated classical Fds during the periods, 1961-1969,1971-1979,1981-1989 
and 1991 - 1999, excluding the periods of polarity reversal, are selected by 
visual inspection of hourly cosmic ray intensity graphs of neutron monitors 
at Thule {Re = 0.0 GV), Calgary {Re = 1.09 GV), Climax {Re = 2.97 GV), 
Rome {Re = 6.24 GV) on the basis of following criteria. 
1. There should be a rapid decrease (within < 24 hours) followed by slow 
recovery, at least up to > 70% of pre-decrease level within ~ 10 days. 
2. The amplitude of decrease (at Calgary) should be > 2% and < 8%. 
3. There should be no decrease/GLE three days before or ten days after the 
onset of Fd under consideration. 
The period of analysis covered two A> 0 epoch when the polarity of the 
solar magnetic field is outward in the northern hemisphere such as 1971-1979 
and 1991-1999, and two A <0 epoch of opposite polarity (1961 - 1969 and 
1981 - 1989). 
After selecting Fds falling within the criteria mentioned above, we applied 
the superposed epoch (Chree) analysis on the pressure corrected hourly cos-
mic ray intensity recorded at a number of neutron monitors located at various 
locations on the earth well distributed in latitude from pole to equator, by 
taking the onset time (hour) of each Fd as zero hour. The analysis is car-
ried out separately for periods 1961 - 1969, 1971 - 1979, 1981 - 1989 and 
1991 - 1999. The data for recovery has been fitted by assuming an expo-
nential recovery. The recovery rate is then calculated at various levels of 
recovery during all the four periods considered. 
3.3 Results and Discussion 
The average time profiles of Forbush decreases recorded at a mid-latitude 
neutron monitor (Calgary) during sixties, seventies, eighties and nineties are 
shown in Fig. 20. The data for the recovery were fitted to an equation 
I = Io + Texp{-t/to) 
where /Q is the normal intensity in percent, / also in percent is the intensity 
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at time t and T is the amplitude. The characteristic recovery time to corre-
sponds to the time for the decrease to decay to e~^ times its amplitude. From 
an examination of these figures, qualitative inferences about a few features 
of the time profiles, during A<0 (1960s, 1980s) and A > 0 (1970s, 1990s) 
relevant to simulation of Forbush decreases, are as follows: The amplitude of 
decreases during A<0 and A > 0 is not significantly different in two cases, 
and recovery rate is slower during periods sixties and eighties {A < 0) than 
seventies and nineties {A> 0). 
To study the recovery rate at other rigidities and rigidity spectrum of 
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Fig. 20. Average superposed time profile of Forbush decreases at Calgary 
(Re = 1.09 GV)during different polarity states of the heliosphere along with 
the mean intensity before zero day (horizontal line) and fitted exponential 
curve during recovery time. 
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Fig. 21. Same as Fig. 20 for Thule Neutron Monitor (Re = 0.0 GV). 
Fds, we have analysed the hourly data of neutron monitors of Thule {R^ = 0.0 
GV), Climax [Re = 2.97 GV), Rome (Re = 6.24 GV) and plotted the aver-
age profile of Fds during two 4 < 0 periods and two A > 0 periods. These 
profiles alongwith the mean intensity before zero day (horizontal Une) the 
fitted curves during recovery phase are shown in Figs. 21 to 23. 
In order to look for consistency/inconsistency in the behavior of recovery 
rate during the entire period of recovery, we have calculated the recovery rate 
(dt) ** various levels of recovery for each neutron monitoring station and dur-
ing all the four periods considered (sixties, seventies, eighties and nineties). 
These calculated values of f at various levels of recovery (37%, 50%, 63%, 
76% and 89%) are plotted in Fig. 24 for the Calgary (upper left), Thule 
(upper right). Climax (lower left), and Rome (lower right) respectively. It is 
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Fig. 22. Same as Fig. 20 for Climax Neutron Monitor (R^ = 2.97 GV). 
evident from these figures that, throughtout the recovery phase, the rate of 
recovery is faster during A>0 (1970s and 1990s) than during ^ < 0 (1960s 
and 1980s). 
As regards the recovery time of Fds in different polarity states of the 
heliosphere (A < 0 and A > 0), following is the consequence of the drift-
dominated models. In A> 0 polarity state when the HMF above the current 
sheet pointed away from the sim, cosmic ray particles drift towards the earth 
from over the solar poles, and under such circumstances, the cavity left be-
hind by propagating disturbance (responsible for Fds) in the equatorial region 
is expected to filled at a faster rate and consequently the recovery time will 
be smaller. This recovery time will be larger when the solar polarity and 
consequently HMF polarity reverses {A < 0), under such condition cosmic 
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Fig. 23 . Same as Fig. 20 for Rome Neutron. Mouitor (R^ = 6.24 GV). 
ray particles drift towards earth from the equatorial region and drifting par-
ticles will primarily encounter the disturbance (responsible for Fds) head on 
and the filling process is slower and recovery time is longer in this situation. 
The role of gradient and curvature drift on long-term modulation has 
been studied by a number of workers (e.g., see Jokipii, 1989; Venkatesan & 
Badruddin, 1990; Kota, 1991; Potgieter, 1998; Van Allen, 2000; Oliver & 
Ling, 2001; Boella et al., 2001; Badruddin &: Ananth, 2003 and references 
therein) and many of them emphasized for the dominant role of gradient and 
curvature drifts. On the other hand, the role of drift in the phenomenon of 
Forbush decrease has been studied by the limited workers (e.g., Lockwood 
et al., 1986; Mulder k Moraal, 1986; Rana et al., 1996; Badruddin & Singh, 
2003b; Singh & Badruddin, 2003) and experimental evidences areifteo^vl Uh 
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Fig. 24. Recovery rate at various levels of recovery during sixties (circles), 
seventies (squares), eighties (diamonds) and nineties (upper triangles). 
sive as regards the role of drift during Fds. 
Le Roux k Potgieter (1991) simulated Fds by assuming that turbu-
lent field regions of enhanced scattering cause them and drift effects are 
diminished in the region that originate at the sun and propagate onwards. 
This model predicts almost same amplitude of decrease in both the polarity 
conditions of HMF {A < 0 and 4^ > 0) in contrast to two-dimensional nu-
merical model results of Kudokura & Nishida (1986). Kadokura k Nishida 
model predicts a larger amplitude during ^ > 0 as compared to 4^ < 0 
polarity conditions. Regarding the recovery time, two-dimensional models 
of Fds (Kudokura & Nishida, 1986; Le Roux & Potgieter, 1991), which in-
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Cut off Rigidity Re (GV) 
Fig. 25. Rigidity Spectra of Forbush decreases during sixties, seventies, 
eighties and nineties. 
dude the effect the large scale drifts, predict much larger recovery time in 
yl < 0 polarity condition of HMF than in A > 0 polarity condition. How-
ever, when simulation was done by scaling down the drift effect by a factor 
of 3, the recovery time is much closer in two polarity states. But, the exper-
imental evidences regarding difference in recovery time with reversal of the 
field remain inconclusive. For example, Lockwood et al., (1986) observed no 
significant change in the recovery time with the reversal of the field. But 
apparently in contrast with conclusions of Lockwood et al. (1986), Mulder 
k, Moraal (1986) and Rana et al., (1996) observed that recovery time is less 
during >1 > 0 as compared during opposite polarity condition ^ < 0. 
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The rigidity dependence of the amplitude of Fds is given by power law 
iZ-T, where 7 ranges from about 0.4 - 1.2 (Cane, 2000). A number of re-
searchers have examined whether the rigidity dependence of Fds varies with 
the sun's polarity and all groups have concluded that it does not (e.g., see 
Morishita et al.,1990; Lockwood et al., 1991; Cane, 2000). The two dimen-
sional numerical model of Fds (Kadokura & Nishida, 1986) incorporating 
drift effect predict 7 = 0.66 for ^ > 0 polarity state, 0.54 for yl < 0 polarity 
state, when fitted with a power law R"'. Their model predicts 7 = 0.88 
when drift effect were neglected. 
We have determined the rigidity dependence of Fds occurring during 
1960s, 1970s,1980s and 1990s, using data from neutron monitor located at 
different latitudes with different cut off rigidities (Calgary, Re = 1.09 GV, 
Climax, R^  = 2.97 GV, Lomnicky Stit, R^  = 3.84 GV, Rome, Re = 6.24 
GV, Tokyo, R^ = 11.5 GV, Huancayo/ Haleakala, R^  = 13.01 GV). Fig. 
25 shows the rigidity spectra of the Fds during 1960s, 1980s {A < 0) and 
1970s, 1990s {A > 0). We fitted the spectra with a power law R"^, and 
obtained 7 = 0.43(1960s) and 7 = 0.34(1980s) for ^ < 0, 7 = 0.54(19705) 
and 7 = 0.38(1990s) for A > 0 polarity state of the heliosphere. Although, 
we do not see a definite trend in the results, these values of 7 are closer to 
the values obtained when drift effects were incorporated in the model. The 
difference in power among these cases {A > 0, A < 0 with drift, and no-drift 
case) can be understood by the drift effect (Kadokure k Nishida, 1986). For 
i4 > 0 state the drift effect acts to intensify the density depression on the 
rear side, and this effect is stronger for the higher rigidity particles. Thus 
the spectrum for the A > 0 state is harder (i.e. 7 smaller) than no drift 
case. For A < 0 state the drift acts to increase the density at the equator 
and make the depression small for lower rigidity particles, however for the 
particles whose rigidity is higher than a critical value it acts to intensify the 
density depression. As a result the spectrum for A < 0 state is harder (7 
smaller) than no-drift case. 
Our results can be explained by considering the direction of particle drift 
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in the heliosphere (Mulder k Moraal, 1986; Kadokura & Nishida, 1986; Le 
Roux k Potgieter, 1991). During A> 0 epoch positive particles drift from 
high heliographic latitudes down towards the equatorial plane and outward 
along the heliosphere current sheet. In the equatorial region drift and radially 
inward directed diffusion are in opposition. Under these circumstances the 
cavity left behind by the propagating disturbances in the equatorial region 
will be filled at a more rapid rate when A > 0 than with the drift neglected. 
When A < 0, drift and radial diffusion are complementing each other in 
the equatorial region, but the particles also drift away from the equatorial 
plane so that the filling-in of the cavity by particle scattering through the 
disturbances and latitudinally around is less effective than when they drift 
downwards from the polar region. The recovery with J4 < 0 is consequently 
slower than in the no-drift case, and even more so when A > 0. The magni-
tude of the Fd does not respond to tlie polarity cluuige of HMF, iilustriiting 
that the drift has an almost negligible effect on the magnitude of Fds at 
earth (Le Roux & Potgieter, 1991), possibly due to presence of magnetically 
turbulent region during main (decrease) phase; such region may not be con-
ducive for the drift effect to the observed. 
3.4 Conclusions 
The amplitude of decreases in two polarity states of the heliosphere {A < 0 
and A> 0) are not significantly different consistent with the simulation re-
sults of Le Roux k Potgieter (1991) including drifts. 
The rigidity spectrum of amplitude of decrease does not appear to depend 
on the polarity state of the HMF. The values of exponent 7 for a power law 
spectrum are found to be closer to the values given by model calculations 
including drifts as compared to no-drift case. 
The recovery rate is faster in A>0 epoch as compared to A < 0 epoch. 
It is faster through out the recovery phase during seventies, nineties in com-
parison to recovery rate in sixties and eighties. 
The results presented in this paper, provide experimental evidence that 
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drift effect plays an important role in the modulation of galactic cosmic rays. 
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