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Introduction
To cooperate to solve a problem» tbe processors in a distributed comput ing system must communicate among themselves. For both large computer net works and VLSI architectures» however, the inclusion of a shared memory to facilitate interprocessor communication is usually infeasible. The processors in these distributed systems can communicate only by sending messages via a network. Thus to exploit fully the potential efficiency of a distributed sys tem, an efficient algorithm should minimize the message traffic in order to minimize the computation time.
The problem of finding an extremum -also called electing a leader -in a distributed system is well solved (Dolev et al.. 1982; Matsushita, 1983; Peterspn, 1982) . Efficient distributed algorithms have also been proposed for determining medians (Frederickson, 1983; Matsushita, 1983; Rodeh, 1982 ; San toro and Sidney, 1982), minimum spanning trees (Gallager et al.. 1983 ), shor test paths (Chandy and Misra, 1982) , and maximum flows (Segall, 1982) .
It is natural to ask whether these algorithms achieve the smallest possi ble message traffic for each problem. Let lg denote the logarithm taken to base 2. For the extrema-finding problem Burns (1980) 
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